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Resumo
Tendo como base trabalhos recentes que associam o desempenho de sistemas de comunicac¸a˜o
digital ao geˆnero de uma superf´ıcie compacta de Riemann, este trabalho tem como objetivo
propor uma integrac¸a˜o entre modulac¸a˜o e codificac¸a˜o de canal, tendo como base o geˆnero
da superf´ıcie. Para atingir tais objetivos, nossa proposta e´ a seguinte: fixado um geˆnero g
(g = 0, 1, 2, 3), encontrar curvas com este geˆnero e fazer uma ana´lise dos paraˆmetros dos co´digos
associados a esta curva, a fim de se obter uma modulac¸a˜o e um sub-co´digo desta modulac¸a˜o
para ser utilizado na codificac¸a˜o de canal.
Palavras-chave: superf´ıcie de Riemann, curvas alge´bricas, co´digos de Goppa, modulac¸a˜o.
Abstract
Based on recent research showing that the performance of bandwidth efficent communication
systems also depends on the genus of a compact Riemann surface in which the communication
channel is embedded, this study aims at proposing a combined form of modulation and coding
technique when only the genus of a surface is given to the communication system designer. To
achieve this goal, the following procedure is proposed. Knowing that the channel is embedded
in a surface of genus g, find algebraic curves with the given genus which will give rise to the
modulation system, an (n, n, 1) type of code, and from this find the best (n, k, d) subcode, to
be employed in the aforementioned combined form.
Keywords: Riemann surface, algebraic curves, Goppa codes, modulation.
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Cap´ıtulo 1
Introduc¸a˜o
Na busca por projetar sistemas de comunicac¸o˜es mais confia´veis e menos complexos, espac¸os
me´tricos provenientes de espac¸os vetoriais foram associados a cada um dos blocos do diagrama
de blocos de um sistema de comunicac¸a˜o tradicional (veja figura I).
fonte −→ cod.fonte −→ cod.canal −→ modulador
↓ canal
usua´rio ←− dec.fonte ←− dec.canal ←− demodulador
Figura I-Modelo tradicional de um sistema de comunicac¸a˜o digital
Posteriormente, novas associac¸o˜es foram feitas, como por exemplo a utilizac¸a˜o de espac¸os
topolo´gicos [1]. Desta forma, novos conceitos matema´ticos passaram a ter importaˆncia no
estudo de sistemas de comunicac¸a˜o. Baseados na informac¸a˜o de que sistemas de comunicac¸o˜es
utilizando o canal discreto sem memo´ria C2,8[8, 2] (quantizac¸a˜o de 3 bits) apresentam melhor
desempenho do que sistemas de comunicac¸o˜es utilizando o canal discreto sem memo´ria C2,2[2, 2]
(quantizac¸a˜o de 1 bit), trabalhos recentes (ver [1], [2]) mostraram que quanto maior o geˆnero
da superf´ıcie no qual o canal pode ser mergulhado, melhor o desempenho do sistema. Uma das
motivac¸o˜es dos trabalhos citados anteriormente foi perceber que o canal C2,8[8, 2], que e´ um dos
canais mais utilizados em sistemas de comunicac¸o˜es, pode ser mergulhado em superf´ıcies com
geˆnero g = 0, 1, 2, 3, enquanto que o canal C2,2[2, 2] so´ pode ser mergulhado em uma superf´ıcie
com geˆnero g = 0. A partir de enta˜o, um novo conceito passa a ser de interesse no estudo de
sistemas de comunicac¸o˜es: o geˆnero de uma superf´ıcie.
Os co´digos de Goppa, ou co´digos alge´brico-geome´tricos, formam uma classe de co´digos com
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um bom desempenho e esta˜o associados a curvas alge´bricas. Um dos conceitos fundamentais no
estudo de curvas e´ o conceito de geˆnero da curva. Curvas alge´bricas e superf´ıcies de Riemann
esta˜o relacionadas atrave´s do geˆnero (da curva ou da superf´ıcie). Em [3] e´ mostrado que:
 os po´los e os zeros de func¸o˜es racionais de curvas com geˆnero g = 0 esta˜o distribu´ıdas na
superf´ıcie de uma esfera (superf´ıcie de Riemann de geˆnero 0), assim como os co´digos de
Slepian;
 os po´los e os zeros de func¸o˜es racionais de curvas com geˆnero g = 1 esta˜o distribu´ıdas
na superf´ıcie de um toro (superf´ıcie de Riemann de geˆnero 1), assim como os co´digos
reticulados.
Da associac¸a˜o entre geˆnero de curvas e geˆnero de superf´ıcies nos quais os canais podem ser
mergulhados, surgiu a motivac¸a˜o do trabalho aqui apresentado. Nosso objetivo e´ propor um
sistema de comunicac¸a˜o digital baseado em um u´nico paraˆmetro: o geˆnero da superf´ıcie. Para
isso, a proposta e´ fazer uma combinac¸a˜o entre modulac¸a˜o e codificac¸a˜o de canal, isto e´, fixado
o geˆnero da superf´ıcie na qual o canal sera´ mergulhado, buscar co´digos que estejam associados
a uma curva de mesmo geˆnero, que sirvam de moduladores, e subco´digos destes co´digos, que
possam servir para a codificac¸a˜o de canal. Dividimos esta tarefa nas seguintes etapas:
 Fixado um geˆnero g (g = 0, 1, 2, 3), procurar curvas com este geˆnero e fazer uma ana´lise
dos paraˆmetros dos co´digos de Goppa associados a estas curvas;
 Verficar se, para um dado geˆnero, e´ poss´ıvel conseguir uma curva que fornec¸a um co´digo
de Goppa que sirva como uma modulac¸a˜o e tambe´m subco´digos deste co´digo que possam
ser usados na codificac¸a˜o de canal;
 Verificar se os subco´digos buscados para a codificac¸a˜o de canal podem formar uma par-
tic¸a˜o do modulador, a fim de construir co´digos multin´ıveis.
O trabalho esta´ organizado da seguinte maneira:
No cap´ıtulo A, sa˜o apresentados os conceitos e resultados fundamentais da teoria de curvas
alge´bricas que sera˜o necessa´rios para a compreensa˜o do que sera´ desenvolvido nos cap´ıtulos
seguintes. Neste cap´ıtulo tambe´m e´ apresentada uma parte da teoria de bases de Groebner,
utilizada na determinac¸a˜o de bases para os espac¸os vetoriais associados a curvas e divisores.
Na˜o sa˜o apresentadas demonstrac¸o˜es dos resultados. Para os interessados nestas demonstrac¸o˜es,
recomendamos a leitura de [4], [5], [6] e [7].
No cap´ıtulo 2, desenvolvemos a teoria de co´digos de Goppa racionais, que sa˜o co´digos
associados a curvas de geˆnero 0. Estes co´digos sa˜o tratados de uma forma diferente da forma
3como sera˜o tratados os co´digos provenientes de curvas com geˆnero g = 1, 2, 3 e assim, uma
descric¸a˜o simples desta forma e´ feita na primeira sec¸a˜o. Ao final do cap´ıtulo e´ apresentado um
algoritmo para a obtenc¸a˜o de subco´digos com ma´xima distaˆncia de separac¸a˜o (MDS) de um
co´digo racional com paraˆmetros (n, n, 1).
No cap´ıtulo 3, tratamos dos co´digos provenientes de curvas com geˆnero 1. Inicialmente,
apresentamos dois exemplos de co´digos sobre F4, um deles associado a` curva Hermitiana e
outro associado a` curva de Hurwitz generalizada. Estes exemplos servem para termos ide´ia das
dificuldades que podem surgir, visto que no primeiro podemos trabalhar com divisores com um
u´nico ponto base e no segundo precisamos de divisores com dois pontos base. Para finalizar
o cap´ıtulo, apresentamos um resultado onde sa˜o derivados os paraˆmetros de todos os co´digos
provenientes de curvas maximais de geˆnero 1 com divisores da forma D = rP∞.
No cap´ıtulo 4, apresentamos dois exemplos de co´digos: um origina´rio de uma curva de
geˆnero 2 e outro de uma curva de geˆnero 3. Neste cap´ıtulo na˜o foi poss´ıvel apresentar uma
generalizac¸a˜o, pois na˜o se conhecem muitas curvas maximais com geˆnero 2 e 3. No final do
cap´ıtulo, veremos que os co´digos de Goppa podem ser utilizados na construc¸a˜o de co´digos
multin´ıveis, que e´ uma maneira de se fazer concatenac¸a˜o de co´digos, visando a obtenc¸a˜o de
co´digos com comprimentos grandes a partir de co´digos menores.
No cap´ıtulo 5, apresentamos as concluso˜es e fornecemos algumas propostas de trabalhos
futuros.
Cap´ıtulo 2
Co´digos de Goppa Racionais
Neste cap´ıtulo, iremos analisar os co´digos de Goppa racionais, co´digos estes provenientes
de curvas com geˆnero g = 0. Estes co´digos sa˜o sempre co´digos com ma´xima distaˆncia de
separac¸a˜o, isto e´, co´digos MDS, mas seus subco´digos podem na˜o apresentar esta propriedade.
Assim sendo, apresentaremos tambe´m um processo para construc¸a˜o de subco´digos MDS de
co´digos racionais. Veremos tambe´m que e´ poss´ıvel utilizar co´digos racionais para a construc¸a˜o
de co´digos multin´ıveis. Neste cap´ıtulo, usaremos uma abordagem diferente da que sera´ utilizada
nos demais cap´ıtulos, ja´ que aqui na˜o precisaremos da equac¸a˜o da curva para a construc¸a˜o dos
co´digos. Entretanto, sera´ necessa´rio o conhecimento e o entendimento de alguns conceitos de
geometria alge´brica tais como polinoˆmios homogeˆneos, func¸o˜es racionais, divisores e espac¸os
vetoriais associados a divisores.
Este cap´ıtulo esta´ organizado da seguinte forma. As Sec¸o˜es 2.1 e 2.2 conteˆm os conceitos
necessa´rios para o entendimento da abordagem utilizada neste cap´ıtulo. Na Sec¸a˜o 2.3 sera˜o
apresentados alguns exemplos de co´digos racionais, dentre eles os co´digos de Reed-Solomon. Por
meio desses exemplos, veremos que os subco´digos de co´digos racionais podem na˜o ser MDS.
Na Sec¸a˜o 2.4, apresentaremos um processo para a construc¸a˜o de subco´digos MDS de co´digos
racionais.
2.1 Conceitos Preliminares
Sejam k um corpo e k[X, Y ] o anel de polinoˆmios em duas indeterminadas sobre k. Nesta
sec¸a˜o, veremos alguns conceitos e resultados sobre polinoˆmios em duas varia´veis que nos sera˜o
u´teis para a definic¸a˜o dos co´digos de Goppa racionais.
Um polinoˆmio homogeˆneo de grau r, ou uma forma de grau r, e´ o polinoˆmio nulo ou
um polinoˆmio em que todos os monoˆmios possuem grau r. Todo polinoˆmio homogeˆneo de grau
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r pode ser escrito na forma
P (X, Y ) = a0X
r + a1X
r−1Y + ...+ ar−1XY r−1 + arY r =
r∑
j=0
ajX
r−jY j, aj ∈ k.
Neste caso, vamos considerar o polinoˆmio nulo como polinoˆmio homogeˆneo de qualquer grau.
Uma forma e´ dita regular se na˜o for divis´ıvel por Y .
Mais adiante precisaremos de formas que sejam irredut´ıveis. A proposic¸a˜o a seguir nos
fornece uma condic¸a˜o para saber se uma forma e´ ou na˜o irredut´ıvel.
Proposic¸a˜o 2.1.1 ([4]) Seja P ∈ k[X, Y ], P na˜o constante e uma forma regular. Enta˜o P e´
irredut´ıvel em k[X, Y ] se, e somente se, P∗ = P (X, 1) e´ irredut´ıvel em k[X].
Observac¸a˜o 2.1.1 Seja p(X) ∈ k[X] um polinoˆmio de grau r. O polinoˆmio
P (X, Y ) = p∗(X, Y ) = Y rp(
X
Y
),
e´ um polinoˆmio homogeˆneo de grau r. Este processo de obtenc¸a˜o de polinoˆmios homogeˆneos e´
chamado de homogeneizac¸a˜o.
Uma forma de grau r P e´ moˆnica se P∗ e´ um polinoˆmio moˆnico, isto e´, se
P∗(X) = P (X, 1) = Xr + a1Xr−1 + ...+ ar.
O teorema a seguir nos mostra que toda forma em duas varia´veis pode ser fatorada como produto
de formas moˆnicas regulares, ale´m do polinoˆmio Y . Esta decomposic¸a˜o sera´ importante para
o entendimento dos elementos do corpo das func¸o˜es racionais e de divisores associados a estes
elementos.
Teorema 2.1.1 ([4]) Seja P ∈ k[X, Y ], P 6∈ k uma forma. Existem um u´nico elemento
a ∈ k∗ = k − {0}, um u´nico nu´mero natural r, formas moˆnicas regulares e irredut´ıveis
P1, ..., Ps ∈ k[X, Y ] duas-a-duas distintas e inteiros positivos n1, ..., ns tais que os pares (Pi, ni)
sa˜o univocamente determinados, a menos de ordem, satisfazendo
P = aY rP n11 ...P
ns
s .
2.2 Func¸o˜es Racionais, Divisores e Co´digos de Goppa
Nesta sec¸a˜o, apresentaremos alguns conceitos de geometria alge´brica que sa˜o necessa´rios
para a definic¸a˜o e entendimento dos co´digos racionais.
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A reta projetiva associada ao corpo k e´ o conjunto
Pk = {P ∈ k[X, Y ]; P forma moˆnica irredut´ıvel }.
Da Proposic¸a˜o 2.1.1, temos que Pk e´ formado pelo polinoˆmio (varia´vel) Y e por todas as formas
regulares P ∈ k[X, Y ], P 6∈ k, tais que P∗ e´ moˆnico e irredut´ıvel.
Definimos o corpo das func¸o˜es racionais de Pk como sendo
K(Pk) =
{
F
G
; F,G formas de mesmo grau, G 6= 0
}
.
Observac¸a˜o 2.2.1 Seja ϕ 6= 0 em K(Pk). Sabemos enta˜o que existem formas F,G de mesmo
grau tais que
ϕ =
F
G
.
Usando o Teorema 2.1.1 e considerando que Y ∈ Pk, podemos escrever
F = a1
∏
P∈Pk
P rP , G = a2
∏
P∈Pk
P sP ,
com rP , sP na˜o nulos somente para um nu´mero finito de elementos P ∈ Pk. Dessa forma,
ϕ =
a1
∏
P∈Pk P
rP
a2
∏
P∈Pk P
sP
=
a1
a2
∏
P∈Pk
P rP−sP = a
∏
P∈Pk
P nP ,
com nP 6= 0 somente para um nu´mero finito de elementos P ∈ Pk.
Tendo como base a observac¸a˜o anterior, dado um elemento qualquer P1 ∈ Pk, podemos
definir uma func¸a˜o valorac¸a˜o em K(Pk) \ {0} da seguinte forma:
υP1 : K(Pk) \ {0} −→ Z
ϕ = P n11 (a
∏
P 6=P1
P nP ) 7−→ υP1(ϕ) = n1. (2.1)
Esta func¸a˜o sera´ utilizada posteriormente na definic¸a˜o de grau de divisores.
Um divisor em Pk e´ uma soma formal de um nu´mero finito de elementos de Pk com
coeficientes inteiros. Assim, todo divisor e´ uma expressa˜o da forma
D =
∑
P∈Pk
nPP,
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onde nP sa˜o inteiros diferentes de 0 somente para um nu´mero finito de P
′s. Esses inteiros sa˜o
chamados peso de D em P e e´ denotado por υP (D). Assim, podemos escrever
D =
∑
P∈Pk
υP (D)P.
Dados dois divisores D =
∑
P∈Pk nPP e D
′ =
∑
P∈Pk mPP , dizemos que D e´ maior ou igual
a D′, denotado por D ≥ D′, se nP ≥ mP . Um divisor D ≥ 0 (0 e´ o divisor nulo) e´ chamado
divisor positivo.
Um divisor e´ primo se for da forma D = 1P = P . Dado um divisor qualquer D =∑
P∈Pk
vP (D)P , o suporte do divisor e´ o conjunto formado pelos elementos P ∈ Pk que aparecem
na expressa˜o do divisor D com coeficientes na˜o nulos. Assim,
Supp(D) = {P ∈ Pk| υP (D) 6= 0}.
Definimos tambe´m o grau de um divisor D como sendo
gr(D) =
∑
P∈Pk
υP (D)gr(P ),
onde gr(P ) e´ o grau de P como um polinoˆmio.
Dada uma func¸a˜o racional ϕ ∈ K(Pk) \ {0}, o divisor associado a esta func¸a˜o racional e´
div(ϕ) =
∑
P∈Pk
υP (ϕ)P.
onde υP (ϕ) e´ a func¸a˜o valorac¸a˜o definida em (2.1). Na˜o definimos div(0).
Seja D um divisor em PK . O espac¸o vetorial associado a D e´ o conjunto
L(D) = {ϕ ∈ K(Pk)|div(ϕ) +D ≥ 0} ∪ {0}.
L(D) e´ um sub-espac¸o vetorial de K(Pk) e vale L(0) = k.
Um divisorD e´ principal se existe ϕ ∈ K(Pk)\{0} tal que div(ϕ) = D. Dados dois divisores
D e D′, dizemos que eles sa˜o linearmente equivalentes, denotado por D ≡ D′, se D −D′ e´
um divisor principal. O teorema a seguir caracteriza divisores principais e divisores linearmente
equivalentes. Ale´m disso, este teorema fornece informac¸o˜es sobre os espac¸os vetoriais definidos
anteriormente.
Teorema 2.2.1 ([4]) Sejam D,D′ divisores em Pk. Enta˜o:
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i) D e´ principal⇐⇒ gr(D) = 0;
ii) D ≡ D′ ⇐⇒ gr(D) = gr(D′);
iii) L(D) 6= {0} se, e somente se, existir um divisor D′ linearmente equivalente a D tal que
D′ ≥ 0;
iv) Se D ≡ D′, enta˜o os espac¸os L(D) e L(D′) sa˜o isomorfos. Assim, se D e´ um divisor de
grau r, enta˜o L(D) e´ isomorfo a L(rY ).
Tendo como base as informac¸o˜es do Teorema 2.2.1, podemos caracterizar os espac¸os vetoriais
L(D) por meio da seguinte proposic¸a˜o:
Proposic¸a˜o 2.2.1 ([4]) Seja D =
∑
υP (D)P um divisor com gr(D) = r > 0. Enta˜o
L(D) =
{∏
P∈Pk
P−υP (D)
(∑
i+j=r
aijX
iY j
)
; aij ∈ K
}
.
Ale´m disso, temos que dimkL(D) = gr(D) + 1 = r + 1.
Seja ϕ ∈ K(Pk) na˜o nulo e P ∈ Pk um polinoˆmio de grau um tal que υP (ϕ) ≥ 0. O valor
de ϕ em P e´ definido como
ϕ(P ) =

ϕ(a, 1), se P = X − aY ;
ϕ(1, 0), se P = Y.
(2.2)
Seja k = Fq o corpo finito com q elementos. Seja s um inteiro tal que 1 ≤ s ≤ q e
sejam a1, ..., as ∈ Fq distintos dois-a-dois. Consideremos os elementos P1 = X − a1Y, ..., Ps =
X − asY, Ps+1 = Y em Pk e o divisor D = P1 + ...+ Ps + δPs+1 onde δ = 0 ou δ = 1. Seja n o
grau do divisor D (n = s ou n = s+ 1). Consideremos tambe´m um divisor E, com gr(E) > 0,
e tal que Supp(D) ∩ Supp(E) = ∅.
O co´digo de Goppa C(D,E) associado aos divisores D e E e´ o conjunto imagem da
aplicac¸a˜o linear
AvD : L(E) −→ kn
ϕ 7−→ (ϕ(P1), ..., ϕ(Pn))
(2.3)
Os paraˆmetros desses co´digos sa˜o dados no teorema a seguir.
Teorema 2.2.2 ([4]) O co´digo de Goppa C(D,E) e´ um (n, k, d)−co´digo linear, onde n = s
(caso δ = 0) ou n = s+ 1 (caso δ = 1), k = dimL(E)− dimL(E −D) e d ≥ n− gr(E). Ale´m
disso, se 0 < gr(E) < n enta˜o k = dimL(E) = gr(E) + 1 e d = n− k + 1.
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Corola´rio 2.2.2.1 Se 0 < gr(E) < n, enta˜o os co´digos de Goppa C(D,E) sa˜o co´digos MDS.
2.3 Exemplos de Co´digos Racionais
Tendo como base as informac¸o˜es das sec¸o˜es 2.1 e 2.2, faremos nesta sec¸a˜o a construc¸a˜o de
alguns co´digos racionais. O corpo considerado para a construc¸a˜o dos exemplos sera´ F4 (corpo
com 4 elementos). Nos quatro primeiros exemplos vamos construir co´digos com comprimento
ma´ximo (n = 5) e, para isso, consideraremos o divisor D da forma
D = P1 + P2 + P3 + P4 + P5,
onde
P1 = Y, P2 = X, P3 = X + Y, P4 = X + αY, P5 = X + α
2Y.
De acordo com o Teorema 2.2.2, se considerarmos um divisor E, com 0 < gr(E) < 5, e tal que
Supp(D) ∩ Supp(E) = ∅, enta˜o os co´digos resultantes teˆm paraˆmetros n = 5, k = gr(E) + 1 e
d = 5− gr(E). Uma das maneiras de se obter divisores E nas condic¸o˜es desejadas e´ a seguinte:
 Encontrar um polinoˆmio p(X) ∈ F4[X] que seja moˆnico, irredut´ıvel e tal que
1 ≤ deg(p(X)) ≤ 4;
 Considerar o divisor E como a homogeneizac¸a˜o de p(X), isto e´, E = P (X, Y ) = p∗(X, Y ).
Nestes exemplos veremos que os co´digos gerados sa˜o sempre MDS pore´m, ao escolhermos sub-
co´digos de forma aleato´ria, estes podem na˜o ter esta propriedade.
No u´ltimo exemplo, consideraremos o divisor
D = P1 + P2 + P3 + P4,
onde
P1 = X, P2 = X + Y, P3 = X + αY, P4 = X + α
2Y,
e consideraremos E = rY com 1 ≤ r ≤ 3. Neste caso, os paraˆmetros dos co´digos associados sa˜o
n = 4, k = r + 1, d = 4− r. Os co´digos assim obtidos sa˜o os co´digos Reed-Solomon.
Exemplo 2.3.1 Neste exemplo, vamos gerar um co´digo com paraˆmetros (5, 5, 1). Para isso,
seguindo as observac¸o˜es anteriores, precisamos de um divisor E de grau 4. O polinoˆmio g(X) =
X4 +X + 1 e´ moˆnico irredut´ıvel em F4[X] e sua homogeneizac¸a˜o G(X, Y ) = X4 +XY 3 + Y 4
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e´ um elemento em PK. Considerando E = G(X, Y ), de acordo com a Proposic¸a˜o 2.2.1, temos
que o conjunto
B =
{
G1 =
X4
G
,G2 =
X3Y
G
,G3 =
X2Y 2
G
,G4 =
XY 3
G
,G5 =
Y 4
G
}
e´ uma base do espac¸o L(E). Por definic¸a˜o, o co´digo C(D,E) tem matriz geradora dada por
M = [Gi(Pj)], i = 1, ..., 5, j = 1, ..., 5.
Sendo G(X, Y ) = X4 +XY 3 + Y 4 e usando (2.2), temos que
 G(P1) = G(1, 0) = 1;
 G(P2) = G(0, 1) = 1;
 G(P3) = G(1, 1) = 1;
 G(P4) = G(α, 1) = 1;
 G(P5) = G(α
2, 1) = 1.
Portanto, temos
 G1(P1) = 1, G1(P2) = 0, G1(P3) = 1, G1(P4) = α, G1(P5) = α
2;
 G2(P1) = 0, G2(P2) = 0, G2(P3) = 1, G2(P4) = 1, G2(P5) = 1;
 G3(P1) = 0, G3(P2) = 0, G3(P3) = 1, G3(P4) = α
2, G3(P5) = α;
 G4(P1) = 0, G4(P2) = 0, G4(P3) = 1, G4(P4) = α, G4(P5) = α
2;
 G5(P1) = 0, G5(P2) = 1, G5(P3) = 1, G5(P4) = 1, G5(P5) = 1.
Desta forma
M =

1 0 1 α α2
0 0 1 1 1
0 0 1 α2 α
0 0 1 α α2
0 1 1 1 1
 .
Vejamos agora alguns subco´digos que podem ser obtidos a partir do co´digo racional encon-
trado.
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 Subco´digos de dimensa˜o 4.
Temos 5 subespac¸os de L(E) de dimensa˜o 4 gerados pelos conjuntos
B1 = {G1, G2, G3, G5} , B2 = {G1, G2, G4, G5} , B3 = {G1, G3, G4, G5}
B4 = {G1, G2, G3, G4} , B5 = {G2, G3, G4, G5} .
Todos estes geradores nos fornecem (5, 4, 1)− co´digos. Para isto basta observar que as
matrizes geradoras dos co´digos obtidos de B1,B2,B5 possuem a segunda e a quinta linha
de M , cuja soma e´ um vetor de peso 1. Os co´digos obtidos de B3,B4 possuem a primeira
e a quarta linha de M que, somadas, nos fornecem um vetor de peso 1.
 Subco´digos de dimensa˜o 3.
Podemos obter um subco´digo com paraˆmetros (5, 3, 1), tomando como gerador o conjunto
B1 = {G1, G2, G5}; um subco´digo com paraˆmetros (5, 3, 2), tomando como gerador o
conjunto B2 = {G1, G2, G3} e tambe´m um subco´digo com paraˆmetros (5, 3, 3), tomando
como gerador o conjunto B3 = {G1, G3, G5}.
 Subco´digos de dimensa˜o 2
Podemos obter um subco´digo com paraˆmetros (5, 2, 4), tomando como gerador o conjunto
B1 = {G1, G5} e tambe´m um subco´digo com paraˆmetros (5, 2, 1), tomando como gerador
o conjunto B2 = {G1, G4}.
Exemplo 2.3.2 Neste exemplo, vamos construir um co´digo racional com paraˆmetros (5, 4, 2).
Como k = 4, precisamos de um divisor com grau 3. Logo, precisamos de um polinoˆmio irre-
dut´ıvel de grau 3. O polinoˆmio p(X) = X3+X +1 e´ moˆnico e irredut´ıvel. Vamos considerar o
divisor E = P (X, Y ) = p∗(X, Y ) = X3 +XY 2 + Y 3. Neste caso, teremos como base do espac¸o
L(E) o conjunto
B =
{
G1 =
X3
P
, G2 =
X2Y
P
, G3 =
XY 2
P
, G4 =
Y 3
P
}
.
A matriz geradora do co´digo e´ dada por
M = [Gi(Pj)], i = 1, ..., 4, j = 1, ..., 4.
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Seguindo o mesmo procedimento do Exemplo 2.3.1, a matriz geradora e´ dada por
M =

1 0 1 α2 α
0 0 1 α α2
0 0 1 1 1
0 1 1 α2 α
 .
Todos os subco´digos de dimensa˜o 3 apresentam paraˆmetros (5, 3, 2). Dentre os subco´digos
de dimensa˜o 2 temos um com paraˆmetros (5, 2, 2), quando consideramos o subespac¸o gerado
pelo conjunto B1 =
{
X3
P
, Y
3
P
}
, e tambe´m um subco´digo com paraˆmetros (5, 2, 3), tendo como
gerador o conjunto B2 =
{
X3
P
, X
2Y
P
}
.
Exemplo 2.3.3 Neste exemplo, construiremos um co´digo racional com paraˆmetros (5, 4, 2).
Para isso, utilizaremos o polinoˆmio p(X) = X3+αX2+1 que e´ moˆnico e irredut´ıvel. Considerando-
se o divisor primo E = P (X, Y ) = X3 + αX2Y + Y 3, teremos como base do espac¸o L(E) o
conjunto
B =
{
X3
P
,
X2Y
P
,
XY 2
P
,
Y 3
P
}
.
A matriz geradora do co´digo e´ dada por
M =

1 0 α2 1 α
0 0 α2 α2 α2
0 0 α2 α 1
0 1 α2 1 α
 .
Assim como no Exemplo 2.3.2, todos os subco´digos de dimensa˜o 3 possuem paraˆmetros
(5, 3, 2). Dentre os subco´digos de dimensa˜o 2, temos um com paraˆmetros (5, 2, 2), quando con-
sideramos o subespac¸o gerado pelo conjunto B1 =
{
X3
P
, Y
3
P
}
e um com paraˆmetros (5, 2, 3),
tendo como gerador o conjunto B2 =
{
X3
P
, X
2Y
P
}
.
Exemplo 2.3.4 Neste exemplo, vamos construir um co´digo racional com paraˆmetros (5, 3, 3).
Para isso, usaremos o polinoˆmio p(X) = X2+X+α que e´ moˆnico e irredut´ıvel. Considerando-
se o divisor primo E = P (X, Y ) = X2 + XY + αY 2, teremos como base do espac¸o L(E) o
conjunto
B =
{
X2
P
,
XY
P
,
Y 2
P
}
.
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A matriz geradora do co´digo e´ dada por
M =
 1 0 α
2 1 α2
0 0 α2 α2 1
0 α2 α2 α α
 .
Neste exemplo, conseguimos um subco´digo com paraˆmetros (5, 2, 4), tomando como gerador
o conjunto B1 = {X2P , Y
2
P
}, e tambe´m um subco´digo com paraˆmetros (5, 2, 3), considerando o
subespac¸o gerado pelo conjunto B2 = {X2P , XYP }.
Podemos tambe´m construir um co´digo com praˆmetros (5, 5, 1). Para isso, vamos considerar
o divisor primo E1 = 2P (X, Y ). Neste caso, o espac¸o L(E1) e´ gerado pelo conjunto
B1 =
{
X4
P 2
,
X3Y
P 2
,
X2Y 2
P 2
,
XY 3
P 2
,
Y 4
P 2
}
,
e a matriz geradora e´ dada por
M1 =

1 0 α 1 α
0 0 α α2 α2
0 0 α α 1
0 0 α 1 α
0 α α α2 α2
 .
Como no Exemplo 2.3.1, todos os subco´digos de dimensa˜o 4 teˆm paraˆmetros (5, 4, 1). Den-
tre os subco´digos de dimensa˜o 3, temos um subco´digo com paraˆmetros (5, 3, 3), gerado pelo
conjunto B2 =
{
X4
P 2
, X
2Y 2
P 2
, Y
4
P 2
}
, um subco´digo com paraˆmetros (5, 3, 2), gerado pelo conjunto
B3 =
{
X2Y 2
P 2
, XY
3
P 2
, Y
4
P 2
}
e um subco´digo com paraˆmetros (5, 3, 1), gerado pelo conjunto B4 ={
X4
P 2
, X
2Y 2
P 2
, XY
3
P 2
}
.
Exemplo 2.3.5 Neste exemplo, os divisores sera˜o da forma E = rY , com 1 ≤ r ≤ 3.
Considerando-se r = 3, o espac¸o L(E = 3Y ) e´ gerado pelo conjunto
B =
{
X3
Y 3
,
X2
Y 2
,
X
Y
, 1
}
.
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A matriz geradora correspondente e´ dada por
G =

0 1 1 1
0 1 α2 α
0 1 α α2
1 1 1 1
 .
Esta matriz da´ origem a um co´digo racional com paraˆmetros (4, 4, 1).
Considerando-se r = 2, o espac¸o L(2Y ) e´ gerado pelo conjunto
B1 =
{
X2
Y 2
,
X
Y
, 1
}
.
A matriz geradora correspondente e´ dada por
G1 =
 0 1 α
2 α
0 1 α α2
1 1 1 1
 .
Esta matriz da´ origem a um co´digo racional com paraˆmetros (4, 3, 2). Note que este co´digo
e´ um subco´digo do co´digo anterior.
Considerando-se r = 1, o espac¸o L(Y ) e´ gerado pelo conjunto
B2 =
{
X
Y
, 1
}
.
A matriz geradora correspondente e´ dada por
G2 =
[
0 1 α α2
1 1 1 1
]
.
Esta matriz da´ origem a um co´digo racional com paraˆmetros (4, 2, 3). Note que este co´digo
e´ um subco´digo dos co´digos obtidos anteriormente.
Observac¸a˜o 2.3.1 No Exemplo 2.3.5, notamos que sempre que tivermos co´digos Reed-Solomon,
e´ poss´ıvel atrave´s da matriz geradora (modulac¸a˜o) obter subco´digos que sejam sempre MDS. Dos
Exemplos 2.3.1, 2.3.2, 2.3.3 e 2.3.4, notamos que os subco´digos obtidos atrave´s da matriz ger-
adora podem na˜o ser subco´digos MDS. Na pro´xima sec¸a˜o iremos propor um procedimento de
construc¸a˜o de subco´digos racionais de Goppa que sa˜o sempre MDS.
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2.4 Processo de Construc¸a˜o de Subco´digos Racionais MDS
Sem perda de generalidade, iremos considerar o corpo Fpm , com p primo, e para simplificar
as notac¸o˜es usaremos
α1 = 0, α2 = 1, α3 = α, ..., αpm = α
pm−2
e tambe´m
P1 = (1, 0), P2 = (α1, 1), P3 = (α2, 1), ..., Ppm+1 = (αpm , 1).
Vamos considerar D = P1 + ... + Ppm+1 e supor que exista um polinoˆmio irredut´ıvel g(X) de
modo que o divisor E(X, Y ) = rG(X,Y ), onde G(X, Y ) = g∗(X, Y ), tenha grau pm. Neste
caso, o espac¸o L(E) e´ gerado pelo conjunto{
Xp
m
G(X, Y )r
,
Xp
m−1Y
G(X,Y )r
, ...,
XY p
m−1
G(X, Y )r
,
Y p
m
G(X, Y )r
}
,
dando origem a um (pm + 1, pm + 1, 1)−co´digo racional.
Seja 2 ≤ k ≤ pm. Para a construc¸a˜o de subco´digos MDS de dimensa˜o k do co´digo (pm +
1, pm + 1, 1), os seguintes polinoˆmios sera˜o utilizados na obtenc¸a˜o dos geradores.
 f1(X) = c1
k−1∏
i=1
(X + αi)
 ft(X) = ct
k−1∏
i = 1
i 6= t− 1
(X + αi), t = 2, ..., k.
A constante c1 e´ um elemento de Fpm escolhido de modo que
f1(X) = X + h(X), deg(h(X)) ≥ 2.
Os polinoˆmios ft(X) sa˜o os polinoˆmios de interpolac¸a˜o, [4], dos elementos α1, ..., αk−1. Assim,
temos que
ft(αt−1) = 1, ft(αi) = 0, i = 1, ..., k − 1, i 6= t− 1.
Os geradores do subco´digo sera˜o obtidos, por meio dos polinoˆmios anteriores, da seguinte
forma:
 F1(X, Y ) =
G(P1)
r(Xp
m
+ Y p
m
h(X
Y
))
G(X, Y )r
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 Ft(X, Y ) =
G(Pt)
rY p
m
ft(
X
Y
)
G(X, Y )r
, t = 2, ..., k.
Os polinoˆmios Ft(X, Y ), t = 2, ..., k sa˜o obtidos fazendo-se a homogeneizac¸a˜o dos polinoˆmios
ft(X). Assim, temos que
Ft(a, 1) =
G(Pt)
rft(a)
G(a, 1)r
= βtft(a),∀ a ∈ Fpm .
O polinoˆmio F1(X, Y ) na˜o e´ a homogeneizac¸a˜o de f1(X), pore´m, como a
pm = a, satisfaz a
seguinte condic¸a˜o:
F1(a, 1) =
G(P1)
r(ap
m
+ h(a))
G(a, 1)r
=
G(P1)
rf1(a)
G(a, 1)r
= β1f1(a),∀ a ∈ Fpm .
E´ interessante observar que, da forma como foram constru´ıdos estes polinoˆmios, valem as
seguintes igualdades:
Fi(Pj) = δij, i = 1, ..., k, j = 1, ..., k.
Portanto, os polinoˆmios F1(X, Y ), F2(X, Y ), ..., Fk(X, Y ) sa˜o linearmente independentes. As-
sim, eles geram um subespac¸o de dimensa˜o k, isto e´, geram um subco´digo de dimensa˜o k, com
matriz geradora na forma
M = [Idk|M1],
onde
M1 =

F1(Pk+1) F1(Pk+2) ... F1(Ppm+1)
F2(Pk+1) F2(Pk+2) ... F2(Ppm+1)
...
... ...
...
Fk(Pk+1) Fk(Pk+2) ... Fk(Ppm+1)
 .
Para uma melhor compreensa˜o do que foi feito ate´ agora, vamos usar o processo para obter
subco´digos MDS de um co´digo racional com paraˆmetros (9, 9, 1) sobre o corpo F8, obtido pelo
quociente de F2[X] pelo polinoˆmio irredut´ıvel X3 +X2 + 1. Dessa forma,
F8 ∼= F2[X]〈X3 +X2 + 1〉 = {a01 + a1x+ a2x
2, a0, a1, a2 ∈ F2}.
Os elementos de F8 sa˜o mostrados na Tabela 2.1.
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Elemento 1 α α2
1 1 0 0
α 0 1 0
α2 0 0 1
α3 1 0 1
α4 1 1 1
α5 1 1 0
α6 0 1 1
Tab. 2.1: Elementos de F8.
De acordo com a notac¸a˜o vista no in´ıcio da sec¸a˜o, resulta os seguintes pontos
P1 = (1, 0) P2 = (0, 1) P3 = (1, 1)
P4 = (α, 1) P5 = (α
2, 1) P6 = (α
3, 1)
P7 = (α
4, 1) P8 = (α
5, 1) P9 = (α
6, 1).
O polinoˆmio g(X) = X2 +X + 1 e´ irredut´ıvel em F8[X]. Assim, considerando
E(X,Y ) = 4G(X, Y ) = 4(X2 +XY + Y 2),
temos que L(E) e´ um espac¸o vetorial de dimensa˜o 9 com conjunto gerador{
X8−iY i
G(X, Y )4
, i = 0, ..., 8.
}
.
Como exemplo, vamos construir um subco´digo com paraˆmetros (9, 5, 5). Para isso sele-
cionamos os pontos
P1 = (1, 0), P2 = (0, 1), P3 = (1, 1), P4 = (α, 1), P5 = (α
2, 1)
e os seguintes polinoˆmios
 f1(X) = α
4[X(X + 1)(X + α)(X + α2)] = α4X4 + αX3 + α2X2 +X;
 f2(X) = α
4[(X + 1)(X + α)(X + α2)] = α4X3 + αX2 + α2X + 1;
 f3(X) = α
6[X(X + α)(X + α2)] = α6X3 + α5X2 + α2X;
 f4(X) = α
2[X(X + 1)(X + α2)] = α2X3 + α5X2 + α4X;
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 f5(X) = α
3[X(X + 1)(X + α)] = α3X3 + αX2 + α4X
Estes polinoˆmios da˜o origem aos seguintes geradores do subespac¸o de L(E):
 F1(X, Y ) =
G(1,0)4(α4X4Y 4+αX3Y 5+α2X2Y 6+X8)
G(X,Y )4
;
 F2(X, Y ) =
G(0, 1)4(α4X3Y 5 + αX2Y 6 + α2XY 7 + Y 8)
G(X,Y )4
;
 F3(X, Y ) =
G(1, 1)4(α6X3Y 5 + α5X2Y 6 + α2XY 7)
G(X, Y )4
;
 F4(X, Y ) =
G(α, 1)4(α2X3Y 5 + α5X2Y 6 + α4XY 7)
G(X, Y )4
;
 F5(X, Y ) =
G(α2, 1)4(α3X3Y 5 + αX2Y 6 + α4XY 7)
G(X, Y )4
.
A matriz geradora do co´digo e´ da forma M = [Id5|M1] com
M1 =

F1(α
3, 1) F1(α
4, 1) F1(α
5, 1) F1(α
6, 1)
F2(α
3, 1) F2(α
4, 1) F2(α
5, 1) F2(α
6, 1)
F3(α
3, 1) F3(α
4, 1) F3(α
5, 1) F3(α
6, 1)
F4(α
3, 1) F4(α
4, 1) F4(α
5, 1) F4(α
6, 1)
F5(α
3, 1) F5(α
4, 1) F5(α
5, 1) F5(α
6, 1)
 .
Voltando ao processo de construc¸a˜o, vamos mostrar que estes subco´digos sa˜o MDS, isto e´,
que a distaˆncia mı´nima e´ da forma d = n − k + 1 = pm − k + 2. Para isso, vamos mostrar
que quaisquer n − k = pm − k + 1 colunas da matriz verificac¸a˜o de paridade sa˜o linearmente
independentes. Sabemos que a matriz verificac¸a˜o de paridade e´ da forma
H = [−M t1|Idpm+1−k].
Denotaremos suas k primeiras colunas por
v1 = −(F1(Pk+1), F1(Pk+2), ..., F1(Ppm+1)) = −(β1f1(αk), ..., β1f1(αpm))
v2 = −(F2(Pk+1), F2(Pk+2), ..., F2(Ppm+1)) = −(β2f2(αk), ..., β2f2(αpm))
...
vk = −(Fk(Pk+1), Fk(Pk+2), ..., Fk(Ppm+1)) = −(βkfk(αk), ..., βkfk(αpm))
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Vamos considerar {vij , j = 1, ..., r} um conjunto formado por r colunas da matriz −M t1 e
{cit , t = 1, ..., n−k− r} um conjunto formado por n−k− r colunas da matriz Idpm+1−k. Uma
combinac¸a˜o linear nula desses vetores e´ da forma
r∑
j=1
aijvij +
n−k−r∑
t=1
bitcit = 0,
portanto, podemos escrever
n−k−r∑
t=1
bitcit = −
r∑
j=1
aijvij . (2.4)
Sabemos que uma combinac¸a˜o linear de n − k − r vetores de Idpm+1−k tem, pelo menos, r
entradas nulas e que
−
r∑
j=1
aijvij = (
r∑
j=1
aijFij(Pk+1), ...,
r∑
j=1
aijFij(Ppm+1)) = (
r∑
j=1
a′ijfij(αk), ...,
r∑
j=1
a′ijfij(αpm)),
com a′ij = βijaij .
Se v1 ∈ {vij , j = 1, ..., r} enta˜o o polinoˆmio
∑
aijfij tem grau menor ou igual a k− 1 e tem
k − r zeros entre os elementos α1, ..., αk−1. Assim,
r∑
j=1
a′ijfij(X) = g(X)h(X), (2.5)
onde g(αi) 6= 0, i = k, ..., pm e gr(h(X)) ≤ (k − 1)− (k − r) = r − 1.
Se v1 6∈ {vij , j = 1, ..., r} enta˜o o polinoˆmio
∑
aijfij tem grau k − 2 e tem k − 1 − r zeros
entre os elementos α1, ..., αk−1. Assim,
r∑
j=1
aijfij(X) = g(X)h(X), (2.6)
onde g(αi) 6= 0, i = k, ..., pm e gr(h(X)) = (k − 2)− (k − 1− r) = r − 1.
Portanto, se tomarmos uma combinac¸a˜o linear nula de r colunas de −M t1 e n − k − r
colunas de Idpm+1−k, chegar´ıamos a (2.4) e, pelo que foi observado em (2.5) e (2.6), temos que
o polinoˆmio h(X) possui r zeros entre os elementos αk, ..., αpm . Como gr(h(X)) ≤ r − 1 enta˜o
h(X) e´ o polinoˆmio nulo, ou seja,
r∑
j=1
a′ijfij(X) = 0.
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Como os polinoˆmios fi1 , fi2 , ..., fir sa˜o linearmente independentes, conclu´ımos que aij = 0.
Voltando a (2.4), temos que bit = 0, isto e´, os vetores escolhidos sa˜o linearmente independentes.
Para finalizar, vamos considerar o caso em que pm + 1 − k < k e mostrar que quaisquer
n− k vetores entre v1, ..., vk formam um conjunto linearmente independente. Sabemos que se
n−k∑
j=1
aijvij = 0,
enta˜o o polinoˆmio
n−k∑
j=1
a′ijfij(X) tem como ra´ızes os elementos αk, ..., αpm . Da mesma forma
como fizemos anteriormente, temos que:
 se f1 ∈ {fij , j = 1, ..., n − k} enta˜o os polinoˆmios fij teˆm k − (n − k) zeros em comum
entre os elementos α1, ..., αk−1 e a combinac¸a˜o linear deles tem grau k − 1. Colocando-se
os fatores comuns em evideˆncia, temos que
r∑
j=1
a′ijfij(X) = g(X)h(X),
onde g(αi) 6= 0, i = k, ..., pm e gr(h(X)) = (k − 1)− (k − (n− k)) = n− k − 1.
 se f1 6∈ {fij , j = 1, ..., r} enta˜o os polinoˆmios fij teˆm k − 1 − (n − k) zeros em comum
entre os elementos α1, ..., αk−1 e a combinac¸a˜o linear deles tem grau k − 2. Colocando-se
os fatores comuns em evideˆncia, temos que
r∑
j=1
aijfij(X) = g(X)h(X),
onde g(αi) 6= 0, i = k, ..., pm e gr(h(X)) = (k − 2)− (k − 1− (n− k)) = n− k − 1.
Assim, em cada um dos casos acima, o polinoˆmio h(X) tem grau n − k − 1 e n − k ra´ızes,
isto e´, h(X) e´ o polinoˆmio nulo. Seguindo racioc´ınio ana´logo ao que foi feito no caso anterior,
conclu´ımos que aij = 0.
Finalizaremos nosso exemplo mostrando que o co´digo obtido pelos geradores escolhidos e´
um (9, 5, 5)−co´digo.
1. Passo 1: {F1, F2, F3, F4, F5} e´ um conjunto linearmente independente. De fato, tomando-
se uma combinac¸a˜o linear
a1F1(X, Y ) + a2F2(X, Y ) + a3F3(X, Y ) + a4F4(X, Y ) + a5F5(X,Y ) = 0,
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basta verificar que:
 F1(1, 0) = 1, F2(1, 0) = F3(1, 0) = F4(1, 0) = F5(1, 0) = 0 e assim a1 = 0;
 F2(0, 1) = 1, F3(0, 1) = F4(0, 1) = F5(0, 1) = 0 e assim a2 = 0;
 F3(1, 1) = 1, F4(1, 1) = F5(1, 1) = 0 e assim a3 = 0;
 F4(α, 1) = 1, F5(α, 1) = 0 e assim a4 = 0;
 F5(α
2, 1) = 1 e, assim a5 = 0.
2. Passo 2: A matriz geradora desse co´digo e´ dada por
M = [Id5|M1] ,
onde
M1 =

F1(α
3, 1) F1(α
4, 1) F1(α
5, 1) F1(α
6, 1)
F2(α
3, 1) F2(α
4, 1) F2(α
5, 1) F2(α
6, 1)
F3(α
3, 1) F3(α
4, 1) F3(α
5, 1) F3(α
6, 1)
F4(α
3, 1) F4(α
4, 1) F4(α
5, 1) F4(α
6, 1)
F5(α
3, 1) F5(α
4, 1) F5(α
5, 1) F5(α
6, 1)
 .
3. Passo 3: Vamos mostrar que d = 5. Para isso, mostraremos que quaisquer 4 colunas da
matriz verificac¸a˜o de paridade sa˜o linearmente independentes. As seguintes informac¸o˜es
sera˜o u´teis:
v1 = (F1(α
3, 1), F1(α
4, 1), F1(α
5, 1), F1(α
6, 1)) = (f1(α
3), f1(α
4), f1(α
5), f1(α
6))
v2 = (F2(α
3, 1), F2(α
4, 1), F2(α
5, 1), F2(α
6, 1)) = (f2(α
3), f2(α
4), f2(α
5), f2(α
6))
v3 = (F3(α
3, 1), F3(α
4, 1), F3(α
5, 1), F3(α
6, 1)) = (f3(α
3), f3(α
4), f3(α
5), f3(α
6))
v4 = (F4(α
3, 1), F4(α
4, 1), F4(α
5, 1), F4(α
6, 1)) = (f4(α
3), f4(α
4), f4(α
5), f4(α
6))
v5 = (F5(α
3, 1), F5(α
4, 1), F5(α
5, 1), F5(α
6, 1)) = (f5(α
3), f5(α
4), f5(α
5), f5(α
6))
Para conjuntos formados de 4 colunas da matriz verificac¸a˜o de paridade, temos as seguintes
possibilidades:
 {v2, v3, v4, v5}
2.4 Processo de Construc¸a˜o de Subco´digos Racionais MDS 23
Tomando-se a combinac¸a˜o linear
∑5
i=2 aivi temos que cada coordenada e´ da forma
5∑
i=2
aiFi(α
j, 1) =
5∑
i=2
aifi(α
j), j ∈ {3, 4, 5, 6}.
Assim, se
∑5
i=2 aivi = 0, enta˜o o polinoˆmio
∑5
i=2 aiFi(X, 1) =
∑5
i=2 aifi(X) tem 4
ra´ızes e, como e´ um polinoˆmio de grau 3, so´ pode ser o polinoˆmio nulo, isto e´
5∑
i=2
aiFi(X, 1) = 0, ∀ X.
Observando o que foi feito no Passo 1, conclu´ımos que ai = 0, i = 2, 3, 4, 5. Logo,
o conjunto e´ linearmente independente.
 {v1, vi, vj, vk}, i, j, k ∈ {2, 3, 4, 5}
Tomando-se uma combinac¸a˜o linear nula desses vetores teremos, como anterior-
mente, que o polinoˆmio
a1F1(X, 1)+aiFi(X, 1)+ajFj(X, 1)+akFk(X, 1) = a1f1(X)+aifi(X)+ajfj(X)+akfk(X),
tem os elementos {α3, α4, α5, α6} como ra´ızes. Pore´m, o polinoˆmio acima pode ser
escrito da seguinte forma
(X + cαs)P (X), c ∈ {0, 1}, s ∈ {0, 1, 2},
onde P (X) tem grau no ma´ximo 3 e, portanto, e´ o polinoˆmio nulo. Assim, temos
que
a1F1(X, 1) + aiFi(X, 1) + ajFj(X, 1) + akFk(X, 1) = 0, ∀X
e, tendo como base o procedimento anterior, temos que a1 = 0, ai = 0, aj = 0, ak = 0,
isto e´, o conjunto e´ linearmente independente.
 {vi, vj, vk, cs}, i, j, k ∈ {2, 3, 4, 5}, cs uma coluna da matriz Id4.
Se este conjunto fosse linearmente dependente ter´ıamos uma combinac¸a˜o linear
aivi + ajvj + akvk = cs,
isto e´, o polinoˆmio
Q(X) = aiFi(X, 1) + ajFj(X, 1) + akFk(X, 1) = aifi(X) + ajfj(X) + akfk(X),
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possui 3 ra´ızes no conjunto {α3, α4, α5, α6}. Pore´m,
Q(X) = (X + cαs)P (X), c ∈ {0, 1}, s ∈ {0, 1, 2},
com P (X) um polinoˆmio de grau no ma´ximo 2 . Assim, tendo como base o proced-
imento anterior, o conjunto e´ linearmente independente.
 {v1, vj, vk, cs}, j, k ∈ {2, 3, 4, 5}, cs coluna da matriz Id4.
Da mesma forma, se o conjunto acima for linearmente dependente teremos uma
combinac¸a˜o linear da forma
a1v1 + ajvj + akvk = cs,
isto e´, o polinoˆmio
Q(X) = a1F1(X, 1) + ajFj(X, 1) + akFk(X, 1) = a1f1(X) + ajfj(X) + akfk(X),
possui 3 ra´ızes no conjunto {α3, α4, α5, α6}. Pore´m,
Q(X) = (X + cαs)(X + αt)P (X), c ∈ {0, 1}, t, s ∈ {0, 1, 2}, s 6= t,
com P (X) polinoˆmio de grau no ma´ximo 2 . Assim, o conjunto e´ linearmente
independente.
Seguindo racioc´ınio ana´logo podemos mostrar que se tomarmos dois vetores pertencentes
ao conjunto {v1, v2, v3, v4, v5} e dois vetores de Id4, este novo conjunto e´ um conjunto
linearmente independente, o mesmo valendo para um vetor entre os v
′
is e treˆs vetores de
Id4. Portanto, o co´digo resultante e´ um (9, 5, 5)−co´digo .
Para finalizar, se desejarmos construir um (pm + 1, 1, pm + 1)−subco´digo tomamos como
gerador o elemento
F (X, Y ) =
Xp
m
G(X, Y )r
+
Xp
m−1Y
G(X,Y )r
+...+
XY p
m−1
G(X, Y )r
+
Y p
m
G(X, Y )r
=
Xp
m
+Xp
m−1Y + ...+ Y p
m
G(X, Y )r
pois temos que:
 F (1, 0) =
1
G(1, 0)r
;
 F (0, 1) =
1
G(0, 1)r
;
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 F (1, 1) =
1
G(1, 1)r
;
 F (a, 1) =
1 + a
G(a, 1)r
,∀ a ∈ Fpm , a 6= 0, 1.
2.5 Concluso˜es
Neste cap´ıtulo, vimos como construir co´digos de Goppa racionais. Vimos tambe´m que
estes co´digos sa˜o sempre co´digos com ma´xima distaˆncia de separac¸a˜o (MDS). Entretanto, ao
escolhermos subco´digos a partir da matriz geradora do co´digo racional, vimos que estes podem
na˜o ser MDS. Apresentamos enta˜o, um processo de construc¸a˜o de subco´digos MDS de co´digos
racionais com paraˆmetros (n, n, 1).
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Cap´ıtulo 3
Co´digos Associados a Curvas El´ıpticas
Neste cap´ıtulo, vamos considerar co´digos de Goppa associados a curvas de geˆnero g = 1. Os
conceitos ba´sicos para o entendimento do que sera´ desenvolvido pode ser visto no Cap´ıtulo 2
e, para leituras complementares, sugerimos ao leitor as seguintes refereˆncias [8], [7]. De acordo
com o Teorema A.2.4 os co´digos associados possuem paraˆmetros (n, k = gr(D), n− k ≤ d ≤
n− k+1). Nas duas primeiras sec¸o˜es, como exemplos, calcularemos os paraˆmetros dos co´digos
associados a`s curvas Hermitiana e de Hurwitz. Para isto, calcularemos os pontos racionais
destas curvas e, baseados na Observac¸a˜o A.2.1, encontraremos bases para os espac¸os L(D) e
buscaremos palavras-co´digo com o peso desejado. Baseados nestes dois exemplos, na u´ltima
sec¸a˜o apresentaremos um resultado que nos dara´ informac¸o˜es sobre os paraˆmetros dos co´digos
associados a` curvas maximais de geˆnero g = 1.
Este cap´ıtulo esta´ organizado da seguinte forma. Na Sec¸a˜o 3.1, analisaremos os co´digos,
sobre o corpo F4, associados a` curva Hermitiana. Esta curva e´ maximal possuindo 9 pontos
racionais. Veremos que, se considerarmos divisores da forma D = rP∞, isto e´, divisores com
um ponto base, os paraˆmetros dos co´digos associados sa˜o, em sua maioria, da forma (n, k, d) =
(8, r, 8 − r). Na Sec¸a˜o 3.2, analisaremos os co´digos associados a` curva maximal de geˆnero 1,
chamada curva de Hurwitz generalizada. Pore´m, nesta ana´lise, usaremos divisores tendo dois
pontos base, isto e´, divisores da formaD = rP1+sP2 (P1 e P2 pontos no infinito), e veremos que,
assim como no caso da Hermitiana, os paraˆmetros dos co´digos associados sa˜o, quase sempre,
da forma (7, k = r + s, d = 7 − r − s). Na Sec¸a˜o 3.3 apresentaremos um resultado contendo
informac¸o˜es sobre os paraˆmetros de co´digos associados a curvas maximais de geˆnero g = 1.
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3.1 Curva Hermitiana
Uma curva plana projetiva definida pela equac¸a˜o
C : Y qZ + Y Zq = Xq+1,
sobre o corpo Fq2 (q poteˆncia de primo) e´ chamada curva Hermitiana. Sabemos que estas
curvas sa˜o na˜o singulares, de geˆnero g(C) = q(q−1)
2
e a quantidade de pontos racionais e´ dada
por C(Fq2) = q3 + 1, [5] e [9].
Como estamos trabalhando com curvas de geˆnero 1 ( q(q−1)
2
= 1⇒ q = 2), vamos considerar
a curva Hermitiana C, sobre o corpo F4 (Fq2), definida pela equac¸a˜o
ZY 2 + Z2Y = X3. (3.1)
A quantidade de pontos racionais (C(F22) = 23 + 1 = 9) atinge a cota ma´xima para curvas de
geˆnero 1. Logo, C e´ maximal. Vamos considerar
F4 =
F2[t]
〈t2 + t+ 1〉 = {0, 1, α, α
2},
onde α = t e, portanto, satisfaz α2 = α+ 1.
A Tabela 3.1 ilustra os pontos racionais desta curva.
P∞ = (0 : 1 : 0) P1 = (0 : 0 : 1) P2 = (0 : 1 : 1)
P3 = (1 : α : 1) P4 = (1 : α
2 : 1) P5 = (α : α : 1)
P6 = (α
2 : α2 : 1) P7 = (α
2 : α : 1) P8 = (α : α
2 : 1)
Tab. 3.1: Pontos F4-racionais da curva Hermitiana.
De acordo com o Teorema A.2.4, considerando P = {P1, ..., P8} e D = rP∞, temos que se
0 < gr(D) < 8, o co´digo resultante tera´ paraˆmetros (n, k, d) = (8, gr(D), d), com 8− gr(D) ≤
d ≤ 8− gr(D) + 1. Como D = rP∞, enta˜o
L(D) = {ϕ ∈ Fq(C)| div(ϕ) + rP∞ ≥ 0}.
Para calcularmos a matriz geradora dos co´digos de Goppa, precisamos conhecer alguma base
do espac¸o L(D). Para encontrarmos uma base desse espac¸o, sera´ interessante o conhecimento
dos seguintes conjuntos:
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 C ∩X = {P ∈ C| X = 0} = {P∞, P1, P2};
 C ∩ Y = {P ∈ C| Y = 0} = {P1};
 C ∩ Z = {P ∈ C| Z = 0} = {P∞}.
Por meio desses conjuntos, podemos calcular os divisores de intersecc¸a˜o. Neste caso,
div(C ∩X) = P∞ + P1 + P2;
div(C ∩ Y ) = 3P1;
div(C ∩ Z) = 3P∞.
Desta forma,
div
(
X iY j
Zi+j
)
= (3j + i)P1 + iP2 − (2i+ 3j)P∞.
Portanto,
X iY j
Zi+j
∈ L(rP∞)⇐⇒ 2i+ 3j ≤ r. (3.2)
Tendo como base estas informac¸o˜es, o objetivo e´ determinar as bases dos espac¸os L(D) com
elementos da forma
X iY j
Zi+j
. A seguir, analisaremos caso-a-caso a determinac¸a˜o dos co´digos de
Goppa com divisores da forma D = rP∞, com 1 ≤ r ≤ 7.
 Caso 1: D = 7P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(7P∞) = {ϕ ∈ F4(C); div(ϕ) + 7P∞ ≥ 0}.
De (3.2) temos
X iY j
Zi+j
∈ L(7P∞)⇐⇒ 2i+ 3j ≤ 7.
Variando-se i e j, conseguimos o seguinte subconjunto de L(7P∞)
A =
{
1,
X
Z
,
Y
Z
,
X2
Z2
,
Y 2
Z2
,
XY
Z2
,
X3
Z3
,
X2Y
Z3
}
.
Dos elementos encontrados, precisamos saber quais sa˜o linearmente independentes.
Em (3.1), fazendo-se a divisa˜o por Z3 temos
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Y 2
Z2
+
Y
Z
+
X3
Z3
= 0
isto e´, os elementos
Y 2
Z2
,
Y
Z
,
X3
Z3
sa˜o linearmente dependentes. Podemos, enta˜o, retirar o elemento
X3
Z3
do conjunto A.
Lema 3.1.1 O conjunto B1 =
{
1, X
Z
, Y
Z
, X
2
Z2
, Y
2
Z2
, XY
Z2
, X
2Y
Z3
}
e´ linearmente independente.
Demonstrac¸a˜o:
Suponhamos que existam a1, a2, ..., a7, elementos em F4, tais que
a1.1 + a2
X
Z
+ a3
Y
Z
+ a4
X2
Z2
+ a5
Y 2
Z2
+ a6
XY
Z2
+ a7
X2Y
Z3
= 0.
Baseados na relac¸a˜o de equivaleˆncia do corpo de func¸o˜es (A.2), temos
a1Z
3 + a2XZ
2 + a3Y Z
2 + a4ZX
2 + a5ZY
2 + a6ZXY + a7X
2Y ∈ 〈F 〉,
isto e´, o polinoˆmio
G(X, Y, Z) = a1Z
3 + a2XZ
2 + a3Y Z
2 + a4ZX
2 + a5ZY
2 + a6ZXY + a7X
2Y
e´ divis´ıvel por F (X, Y, Z) = Y 2Z + Y Z2 + X3, que e´ o polinoˆmio que define a curva
C. Usando a ordem monomial X > Y > Z, temos que nenhum dos monoˆmios de G e´
divis´ıvel por X3 (termo l´ıder do polinoˆmio F (X, Y, Z)). Assim, a u´nica possibilidade para
a divisa˜o e´ ai = 0 para i = 1, 2, ..., 7. Portanto, os elementos do conjunto
B1 =
{
1,
X
Z
,
Y
Z
,
X2
Z2
,
Y 2
Z2
,
XY
Z2
,
X2Y
Z3
}
,
sa˜o linearmente independentes. 
Como o espac¸o L(7P∞) tem dimensa˜o 7, temos que o conjunto B1 e´ uma base. De
acordo com (A.4), a matriz geradora do co´digo e´ da forma
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M1 = [Gi(Pj)], i = 1, ..., 7, j = 1, ..., 8,
com {Gi} uma base de L(7P∞). Neste caso, considerando-se
G1 = 1, G2 =
X
Z
, G3 =
Y
Z
, G4 =
X2
Z2
, G5 =
Y 2
Z2
, G6 =
XY
Z2
, G7 =
X2Y
Z3
,
temos
M1 =

1 1 1 1 1 1 1 1
0 0 1 1 α α2 α2 α
0 1 α α2 α α2 α α2
0 0 1 1 α2 α α α2
0 1 α2 α α2 α α2 α
0 0 α α2 α2 α 1 1
0 0 α α2 1 1 α2 α

.
Escrevendo a matriz M1 na forma padra˜o, isto e´, M1 = [Id7|M ′1], temos
M ′1 =
[
1 1 1 1 1 1 1
]t
,
e a matriz verificac¸a˜o de paridade e´ da forma
H1 =
[
1 1 1 1 1 1 1 1
]
.
Assim, obtemos um co´digo de Goppa C1 com paraˆmetros (n, k, d) = (8, 7, 2).
 D = 6P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(6P∞) = {ϕ ∈ F4(C); div(ϕ) + 6P∞ ≥ 0}.
O conjunto dos elementos da forma
X iY j
Zi+j
pertencentes ao espac¸o L(6P∞), e´ dado por
B2 =
{
1,
X
Z
,
Y
Z
,
X2
Z2
,
Y 2
Z2
,
XY
Z2
}
.
Como B2 ⊆ B1 (base de L(7P∞)) , temos que B2 e´ linearmente independente e, portanto,
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uma base do espac¸o. A matriz geradora do co´digo e´
M2 =

1 1 1 1 1 1 1 1
0 0 1 1 α α2 α2 α
0 1 α α2 α α2 α α2
0 0 1 1 α2 α α α2
0 1 α2 α α2 α α2 α
0 0 α α2 α2 α 1 1

.
Escrevendo a matriz M2 na forma padra˜o, isto e´, M2 = [Id6|M ′2], temos
M ′2 =
[
α α α2 α2 0 1
α2 α2 α α 1 0
]t
,
com a matriz verificac¸a˜o de paridade dada por
H2 =
[
α α α2 α2 0 1 1 0
α2 α2 α α 1 0 0 1
]
.
Assim, obtemos um co´digo de Goppa C2 com paraˆmetros (n, k, d) = (8, 6, 2).
 D = 5P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(5P∞) = {ϕ ∈ F4(C); div(ϕ) + 5P∞ ≥ 0}.
O conjunto dos elementos da forma
X iY j
Zi+j
pertencentes ao espac¸o L(5P∞), e´ dado por
B3 =
{
1,
X
Z
,
Y
Z
,
X2
Z2
,
XY
Z2
}
.
Como B3 ⊆ B2 (base de L(6P∞)), temos que B3 e´ linearmente independente e, portanto,
uma base do espac¸o. A matriz geradora do co´digo e´
M3 =

1 1 1 1 1 1 1 1
0 0 1 1 α α2 α2 α
0 1 α α2 α α2 α α2
0 0 1 1 α2 α α α2
0 0 α α2 α2 α 1 1
 .
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Escrevendo a matriz M3 na forma padra˜o, isto e´, M3 = [Id5|M ′3], temos
M ′3 =

1 α2 α2
0 α α2
α 1 α
α2 0 α
1 1 1
 ,
com a matriz verificac¸a˜o de paridade dada por
H3 =
 1 0 α α
2 1 1 0 0
α2 α 1 0 1 0 1 0
α2 α2 α α 1 0 0 1

Assim, obtemos um co´digo de Goppa C3 com paraˆmetros (n, k, d) = (8, 5, 3).
 D = 4P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(4P∞) = {ϕ ∈ F4(C); div(ϕ) + 4P∞ ≥ 0}.
O conjunto dos elementos da forma
X iY j
Zi+j
pertencentes ao espac¸o L(4P∞), e´ dado por
B4 =
{
1,
X
Z
,
Y
Z
,
X2
Z2
}
.
Como B4 ⊆ B3 (base de L(5P∞)), temos que B4 e´ linearmente independente e, portanto,
uma base do espac¸o. A matriz geradora do co´digo e´
M4 =

1 1 1 1 1 1 1 1
0 0 1 1 α α2 α2 α
0 1 α α2 α α2 α α2
0 0 1 1 α2 α α α2
 .
Escrevendo a matriz M4 na forma padra˜o, isto e´, M4 = [Id4|M ′4], temos
M ′4 =

1 α α2 1
1 α2 α 1
1 1 1 0
0 1 1 1
 ,
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com a matriz verificac¸a˜o de paridade dada por
H4 =

1 1 1 0 1 0 0 0
α α2 1 1 0 1 0 0
α2 α 1 1 0 0 1 0
1 1 0 1 0 0 0 1
 .
Assim, obtemos um co´digos de Goppa C4 com paraˆmetros (n, k, d) = (8, 4, 4).
 D = 3P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(3P∞) = {ϕ ∈ F4(C); div(ϕ) + 3P∞ ≥ 0}.
O conjunto dos elementos da forma
X iY j
Zi+j
pertencentes ao espac¸o L(3P∞), e´ dado por
B5 =
{
1,
X
Z
,
Y
Z
}
.
Como B5 ⊆ B4 (base de L(4P∞)), temos que B5 e´ linearmente independente e, portanto,
uma base do espac¸o. A matriz geradora do co´digo e´
M5 =
 1 1 1 1 1 1 1 10 0 1 1 α α2 α2 α
0 1 α α2 α α2 α α2
 .
Escrevendo a matriz M5 na forma padra˜o, isto e´, M5 = [Id3|M ′5], temos
M ′5 =
 1 α 0 1 α
2
1 1 α α2 0
1 α α2 α2 α
 ,
com a matriz verificac¸a˜o de paridade dada por
H5 =

1 1 1 1 0 0 0 0
α 1 α 0 1 0 0 0
0 α α2 0 0 1 0 0
1 α2 α2 0 0 0 1 0
α2 0 α 0 0 0 0 1
 .
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Assim, obtemos um co´digo de Goppa C5 com paraˆmetros (n, k, d) = (8, 3, 5).
 D = 2P∞
O objetivo e´ determinar uma base para o espac¸o vetorial
L(2P∞) = {ϕ ∈ F4(C); div(ϕ) + 2P∞ ≥ 0}.
O conjunto dos elementos da forma
X iY j
Zi+j
pertencentes ao espac¸o L(2P∞), e´ dado por
B6 =
{
1,
X
Z
}
.
Como B6 ⊆ B5 (base de L(3P∞)), temos que B6 e´ linearmente independente e, portanto,
uma base do espac¸o. A matriz geradora do co´digo e´
M6 =
[
1 1 1 1 1 1 1 1
0 0 1 1 α α2 α2 α
]
.
Escrevendo a matriz M6 na forma padra˜o, isto e´, M6 = [Id2|M ′6], temos
M ′6 =
[
1 0 α2 α α α2
0 1 α α2 α2 α
]
,
com a matriz verificac¸a˜o de paridade dada por
H6 =

1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
α2 α 0 0 1 0 0 0
α α2 0 0 0 1 0 0
α α2 0 0 0 0 1 0
α2 α 0 0 0 0 0 1

.
Assim, obtemos um co´digo de Goppa C6 com paraˆmetros (n, k, d) = (8, 2, 6).
 D = P∞
Neste caso, obtemos um co´digo de Goppa C7, com paraˆmetros (n, k, d) = (8, 1, 8) e a
matriz geradora correspondente e´ dada por
M7 =
[
1 1 1 1 1 1 1 1
]
.
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Observac¸a˜o 3.1.1 Note que, a inclusa˜o dos espac¸os vetoriais
L(P∞) ⊆ L(2P∞) ⊆ ... ⊆ L(7P∞),
resulta na seguinte relac¸a˜o entre os co´digos associados
C1 ⊇ C2 ⊇ ... ⊇ C7.
3.2 Curva de Hurwitz
Em [10] e´ mostrado que o modelo na˜o singular da curva
XnY + Y nZ + ZnX = 0,
e´ maximal em Fq2 se, e somente se, q + 1 ≡ 0 mod(n2 − n + 1). Esta famı´lia de curvas e´
conhecida como curvas de Hurwitz. Considerando-se q = 2, n = 2, vemos que a condic¸a˜o
anterior e´ satisfeita. Assim, o modelo na˜o singular da curva C definida por
X2Y + Y 2Z + Z2X = 0,
e´ maximal em F4. Pore´m, como
∂F
∂X
= Z2,
∂F
∂Y
= X2,
∂F
∂Z
= Y 2,
enta˜o a curva C e´ na˜o singular. Ale´m disso, o geˆnero desta curva e´ g(C) = 1 e, assim como
a curva Hermitiana da Sec¸a˜o 4.1, temos C(F4) = 9. Os pontos racionais da curva C sa˜o
apresentados na Tabela 3.2.
P1 = (0 : 1 : 0) P2 = (1 : 0 : 0) P3 = (0 : 0 : 1)
P4 = (1 : α : 1) P5 = (1 : α
2 : 1) P6 = (α : 1 : 1)
P7 = (α
2 : 1 : 1) P8 = (α : α : 1) P9 = (α
2 : α2 : 1)
Tab. 3.2: Pontos F4-racionais da curva de Hurwitz.
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Ale´m disso, temos que
C ∩X = {P ∈ C| X = 0} = {P1, P3},
C ∩ Y = {P ∈ C| Y = 0} = {P2, P3},
C ∩ Z = {P ∈ C| Z = 0} = {P1, P2},
e os divisores de intersecc¸a˜o sa˜o dados por:
div(C ∩X) = 2P3 + P1;
div(C ∩ Y ) = 2P2 + P3;
div(C ∩ Z) = 2P1 + P2.
Portanto,
div
(
X iY j
Zi+j
)
= (2i+ j)P3 + (j − i)P2 − (2j + i)P1.
Tendo como base as informac¸o˜es anteriores, e considerando divisores da forma D = rP1 + sP2
temos
X iY j
Zi+j
∈ L(D)⇐⇒ 2j + i ≤ r e i ≤ j + s. (3.3)
De acordo com o Teorema A.2.4 , considerando P = {P3, ..., P9} e se 0 < gr(D) = r + s < 7, o
co´digo de Goppa tera´ paraˆmetros (n, k, d) = (7, gr(D), d), com 7− gr(D) ≤ d ≤ 7− gr(D)+ 1.
A seguir, analisaremos caso-a-caso a determinac¸a˜o dos co´digos de Goppa quando o grau do
divisor varia entre 1 e 6.
1. gr(D)=r+s=6
Neste caso, a dimensa˜o do espac¸o e´ 6 e, portanto, devemos ter 6 elementos linearmente
independentes da forma
X iY j
Zi+j
. Variando-se os valores de r e s em (3.3), resulta na Tabela
3.3.
Nas treˆs primeiras linhas da Tabela 3.3 na˜o foi poss´ıvel encontrar seis elementos que sejam
linearmente independentes restando, enta˜o, as seguintes possibilidades:
 2j+i ≤ 3, i ≤ j+3
Neste caso, os elementos
G1 = 1, G2 =
X
Z
, G3 =
Y
Z
, G4 =
XY
Z2
, G5 =
X2
Z2
, G6 =
X3
Z3
,
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r s condic¸a˜o
0 6 2j + i ≤ 0, i ≤ j + 6
1 5 2j + i ≤ 1, i ≤ j + 5
2 4 2j + i ≤ 2, i ≤ j + 4
3 3 2j + i ≤ 3, i ≤ j + 3
4 2 2j + i ≤ 4, i ≤ j + 2
5 1 2j + i ≤ 5, i ≤ j + 1
6 0 2j + i ≤ 6, i ≤ j + 0
Tab. 3.3: Condic¸o˜es para r + s = 6.
pertencem ao espac¸o L(3P1 + 3P2) e sa˜o linearmente independentes. De fato, se
existirem elementos ai ∈ F4, i = 1, 2, .., 6 tais que
a1.1 + a2
X
Z
+ a3
Y
Z
+ a4
XY
Z2
+ a5
X2
Z2
+ a6
X3
Z3
= 0,
enta˜o
a1Z
3 + a2XZ
2 + a3Y Z
2 + a4XY Z + a5X
2Z + a6X
3 ∈ 〈X2Y + Y 2Z + Z2X〉.
Tomando-se a ordem monomial Y > X > Z temos que nenhum dos monoˆmios da
combinac¸a˜o linear e´ divis´ıvel por Y 2Z (termo l´ıder do polinoˆmio gerador da curva).
Portanto, ai = 0, 1 ≤ i ≤ 6. Sendo
M = [Gi(Pj)], i = 1, ..., 6, j = 3, ..., 9
a matriz geradora do co´digo, enta˜o
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 1 1 α2 α α2 α
0 1 1 1 1 1 1

,
dando origem a um co´digo de Goppa com paraˆmetros (n, k, d) = (7, 6, 1).
 2j+i ≤ 4, i ≤ j+2
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Neste caso, uma base para o espac¸o L(4P1 + 2P2) e´ dada pelo conjunto{
G1 = 1, G2 =
X
Z
,G3 =
Y
Z
,G4 =
XY
Z2
, G5 =
X2
Z2
, G6 =
Y 2
Z2
}
.
Calculando a matriz geradora M = [Gi(Pj)] temos
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 1 1 α2 α α2 α
0 α2 α 1 1 α2 α

.
Escrevendo M na forma padra˜o, isto e´, M = [Id6|M ′], temos
M ′ =
[
α 1 α2 1 α2 α2
]t
.
Dessa forma, a matriz verificac¸a˜o de paridade do co´digo e´ dada por
H =
[
α 1 α2 1 α2 α2 1
]
,
e o co´digo de Goppa associado e´ um co´digo com paraˆmetros (n, k, d) = (7, 6, 2).
 2j+i ≤ 5, i ≤ j+1
Neste caso, uma base para o espac¸o L(5P1 + P2) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
Y 2
Z2
,
XY 2
Z3
}
.
Calculando a matriz geradora temos
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 α2 α 1 1 α2 α
0 α2 α α α2 1 1

.
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Escrevendo M na forma padra˜o, isto e´, M = [Id6|M ′], temos
M ′ =
[
α 1 α2 1 α2 α2
]t
.
Assim, o co´digo de Goppa associado tem paraˆmetros (7, 6, 2).
 2j+i ≤ 6, i ≤ j+0
Neste caso, uma base para o espac¸o L(6P1) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
Y 2
Z2
,
XY 2
Z3
,
Y 3
Z3
}
.
Calculando a matriz geradora temos
M =

1 1 1 1 1 1 1
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 α2 α 1 1 α2 α
0 α2 α α α2 1 1
0 1 1 1 1 1 1

.
O co´digo de Goppa associado neste caso tem paraˆmetros (n, k, d) = (7, 6, 1).
2. gr(D)=r+s=5
Assim como no caso anterior, variando-se os valores de r e s, resulta na Tabela 3.4.
r s condic¸a˜o
0 5 2j + i ≤ 0, i ≤ j + 5
1 4 2j + i ≤ 1, i ≤ j + 4
2 3 2j + i ≤ 2, i ≤ j + 3
3 2 2j + i ≤ 3, i ≤ j + 2
4 1 2j + i ≤ 4, i ≤ j + 1
5 0 2j + i ≤ 5, i ≤ j + 0
Tab. 3.4: Condic¸o˜es para r + s = 5.
Nas treˆs primeiras linhas da Tabela 3.4 na˜o foi poss´ıvel encontrar bases da forma
X iY j
Zi+j
.
Desta forma, consideraremos os seguintes casos:
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 2j+i ≤ 3, i ≤ j+2
Neste caso, uma base para o espac¸o L(3P1 + 2P2) e´ o conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2
Z2
}
,
e a matriz geradora do co´digo e´ dada por
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 1 1 α2 α α2 α
 .
O polinoˆmio P (X, Y, Z) = (X + Y )(X + Z) = X2 +XZ + Y X + Y Z se anula nos
pontos P3, P4, P5, P8, P9. Dessa forma, o elemento
X2
Z2
+
X
Z
+
Y X
Z2
+
Y
Z
gera uma palavra-co´digo com peso 2. Logo, o co´digo associado tem paraˆmetros
(7, 5, 2).
 2j+i ≤ 4, i ≤ j+1
Neste caso, uma base para o espac¸o L(4P1 + P2) e´ o conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
,
e a matriz geradora do co´digo e´ dada por
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 α2 α 1 1 α2 α
 .
O polinoˆmio P (X,Y, Z) = (Y +X)(Y + Z) = Y 2 + Y Z +XY +XZ se anula nos
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pontos P3, P4, P5, P8, P9. Dessa forma, o elemento
Y 2
Z2
+
Y
Z
+
XY
Z2
+
X
Z
gera uma palavra-co´digo com peso 2. Logo, o co´digo associado tem paraˆmetros
(7, 5, 2).
 2j+i ≤ 5, i ≤ j+0
Neste caso, uma base para o espac¸o L(5P1) e´ o conjunto{
1,
Y
Z
,
XY
Z2
,
Y 2
Z2
,
XY 2
Z3
}
,
e a matriz geradora associada e´ dada por
M =

1 1 1 1 1 1 1
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 α2 α 1 1 α2 α
0 α2 α α α2 1 1
 .
Somando-se as 4 u´ltimas linhas da matriz, obtemos uma palavra-co´digo com peso 2.
Dessa forma, o co´digo associado tem paraˆmetros (7, 5, 2).
3. gr(D)=r+s=4
Assim como nos casos anteriores, a Tabela 3.5 ilustra as condic¸o˜es a serem satisfeitas.
r s condic¸a˜o
0 4 2j + i ≤ 0, i ≤ j + 4
1 3 2j + i ≤ 1, i ≤ j + 3
2 2 2j + i ≤ 2, i ≤ j + 2
3 1 2j + i ≤ 3, i ≤ j + 1
4 0 2j + i ≤ 4, i ≤ j + 0
Tab. 3.5: Condic¸o˜es para r + s = 4.
Nas duas primeiras linhas da Tabela 3.5 na˜o foi poss´ıvel encontrar bases da forma
X iY j
Zi+j
.
Assim, iremos considerar as treˆs u´ltimas linhas da tabela mencionada.
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 2j+i ≤ 2, i ≤ j+2
Neste caso, uma base para o espac¸o L(2P1 + 2P2) e´ o conjunto{
1,
X
Z
,
Y
Z
,
X2
Z2
}
,
e a matriz geradora e´ dada por
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 1 1 α2 α α2 α
 .
O polinoˆmio P (X, Y, Z) = X2 +XZ + Z2 se anula nos pontos P6, P7, P8, P9. Logo,
o elemento
X2
Z2
+
XZ
Z2
+ 1,
gera uma palavra-co´digo com peso 3. Temos, enta˜o, um co´digo com paraˆmetros
(7, 4, 3).
 2j+i ≤ 3, i ≤ j+1
Neste caso, uma base para o espac¸o L(3P1 + P2) e´ o conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
}
.
Dessa forma, a matriz geradora associada e´ dada por
M =

1 1 1 1 1 1 1
0 1 1 α α2 α α2
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
 .
O polinoˆmio P (X,Y, Z) = (X + Z)(Y + Z) = XY +XZ + Y Z + Z2 se anula nos
pontos P4, P5, P6, P7. Logo, o elemento
XY
Z2
+
X
Z
+
Y
Z
+ 1,
gera uma palavra-co´digo com peso 3. Dessa forma, o co´digo associado tem paraˆmet-
ros (7, 4, 3).
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 2j+i ≤ 4, i ≤ j+0
Neste caso, uma base para o espac¸o L(4P1) e´ o conjunto{
1,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
,
e matriz geradora e´ dada por
M =

1 1 1 1 1 1 1
0 α α2 1 1 α α2
0 α α2 α α2 α2 α
0 α2 α 1 1 α2 α
 .
O elemento
Y 2
Z2
+
Y
Z
+ 1,
se anula nos pontos P4, P5, P8, P9, gerando, assim, uma palavra-co´digo com peso 3.
Dessa forma, o co´digo associado tem paraˆmetros (7, 4, 3).
4. gr(D)=r+s=3
A variac¸a˜o de r e s da´ origem a` Tabela 3.6.
r s condic¸a˜o
0 3 2j + i ≤ 0, i ≤ j + 3
1 2 2j + i ≤ 1, i ≤ j + 2
2 1 2j + i ≤ 2, i ≤ j + 1
3 0 2j + i ≤ 3, i ≤ j + 0
Tab. 3.6: Condic¸o˜es para r + s = 3.
Assim como nos casos anteriores, nas duas primeiras linhas da Tabela 3.6 na˜o foi poss´ıvel
encontrar 3 elementos linearmente indepedentes. Desse modo, so´ nos resta considerar as
duas u´ltimas linhas.
 2j+i ≤ 2, i ≤ j+1
Neste caso, uma base para o espac¸o L(2P1 + P2) e´ o conjunto{
1,
X
Z
,
Y
Z
}
,
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e a matriz geradora e´ dada por
M =
 1 1 1 1 1 1 10 1 1 α α2 α α2
0 α α2 1 1 α α2
 .
O elemento
X
Z
+
Y
Z
,
se anula nos pontos P3, P8, P9, gerando uma palavra-co´digo com peso 4. Portanto, o
co´digo associado tem paraˆmetros (7, 3, 4).
 2j+i ≤ 3, i ≤ j+0
Neste caso, uma base para o espac¸o L(3P1) e´ o conjunto{
1,
Y
Z
,
XY
Z2
}
,
e a matriz geradora e´ dada por
M =
 1 1 1 1 1 1 10 α α2 1 1 α α2
0 α α2 α α2 α2 α
 .
O polinoˆmio P (X, Y, Z) = Y (X + Z) = XY + Y Z se anula nos pontos P3, P4, P5.
Dessa forma, o elemento
XY
Z2
+
Y
Z
,
nos fornece uma palavra-co´digo com peso 4. Desta forma, o co´digo associado tem
paraˆmetros (7, 3, 4).
5. gr(D)=r+s=2
Neste caso, os co´digos associados tera˜o paraˆmetros n = 7, k = deg(D) = 2, 5 ≤ d ≤ 6.
A variac¸a˜o de r e s da´ origem a` Tabela 3.7.
Assim como nos casos anteriores, na primeira linha da Tabela 3.7 na˜o foi poss´ıvel encontrar
dois elementos linearmente indepedentes. Desse modo, so´ nos resta considerar as duas
u´ltimas linhas.
 2j+i ≤ 1, i ≤ j+1
46 Co´digos Associados a Curvas El´ıpticas
r s condic¸a˜o
0 2 2j + i ≤ 0, i ≤ j + 2
1 1 2j + i ≤ 1, i ≤ j + 1
2 0 2j + i ≤ 2, i ≤ j + 0
Tab. 3.7: Condic¸o˜es para r + s = 2.
Neste caso, uma base para o espac¸o L(P1 + P2) e´ o conjunto{
1,
X
Z
}
,
e a matriz geradora dada por
M =
[
1 1 1 1 1 1 1
0 1 1 α α2 α α2
]
.
O elemento
X
Z
+ 1,
se anula nos pontos P4, P5 gerando, enta˜o, uma palavra-co´digo com peso 5. Desta
forma, o co´digo associado tem paraˆmetros (7, 2, 5).
 2j+i ≤ 2, i ≤ j+0
Neste caso, uma base para o espac¸o L(2P1) e´ o conjunto{
1,
Y
Z
}
,
e a matriz geradora e´ dada por
M =
[
1 1 1 1 1 1 1
0 α α2 1 1 α α2
]
.
O elemento
Y
Z
+ 1,
se anula nos pontos P6, P7 gerando, enta˜o, uma palavra-co´digo com peso 5. Desta
forma, o co´digo associado tem paraˆmetros (7, 2, 5).
Observac¸a˜o 3.2.1 Da mesma forma que no caso de divisores com um u´nico ponto base, se
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r1 ≤ r2 enta˜o existe a inclusa˜o dos espac¸os vetoriais
L(r1P1 + sP2) ⊆ L(r2P1 + sP2),
e o co´digo associado ao espac¸o L(r1P1 + sP2) e´ um subco´digo do co´digo associado ao espac¸o
L(r2P1 + sP2).
3.3 Curvas El´ıpticas
Nesta sec¸a˜o sera˜o obtidos os paraˆmetros de todos os co´digos associados a`s curvas el´ıpticas
maximais, isto e´, curvas de geˆnero g = 1 e que sejam maximais. Isto sera´ feito por meio da
seguinte proposic¸a˜o.
Proposic¸a˜o 3.3.1 : Seja X uma curva el´ıptica maximal sobre o corpo finito K = Fp2t,
seja P∞ = (0 : 1 : 0) o ponto no infinito de P2(K), D = rP∞ um divisor sobre X e
P = {pontos racionais}\{P∞}. Enta˜o vale:
 car(K) = 2
O co´digo C(X ,P , D) possui paraˆmetros n = 22t + 2t+1, k = r, d = n − r se r for um
nu´mero par. Se r for ı´mpar enta˜o d = n − r ou d = n − r + 1, o que na˜o altera a
quantidade de erros corrigidos pelo co´digo.
 car(K) = p 6= 2
O co´digo C(X ,P , D) possui paraˆmetros n = p2t + 2pt, k = r, d = n− r.
Demonstrac¸a˜o:
• car(K) = 2
De acordo com [8] a curva X pode ser escrita como
ZY 2 + a1XY Z + a3Y Z
2 = X3 + a2ZX
2 + a4XZ
2 + a6Z
3. (3.4)
Como, por hipo´tese, a curva e´ maximal, enta˜o devera´ conter 1 + 22t + 2t+1 pontos racionais.
Substituindo Z = 0 em (3.4) temos X3 = 0. Assim, P∞ = (0 : 1 : 0) ∈ X e div(X ∩Z) = 3P∞.
Os restantes 22t + 2t+1 pontos racionais possuem coordenada Z = 1. Dado α ∈ F22t ,
substituindo X = α em (3.4) obtemos
Y 2 + (a1α+ a3)Y = α
3 + a2α
2 + a4α+ a6. (3.5)
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Se a1 6= 0, tomando-se α = a3a1 a equac¸a˜o (3.5) transforma-se em
Y 2 = α3 + a2α
2 + a4α+ a6,
possuindo soluc¸a˜o u´nica. Mais ainda, dado β 6= α a equac¸a˜o
Y 2 + (a1β + a3)Y = β
3 + a2β
2 + a4β + a6
possui duas ou nenhuma soluc¸a˜o. Assim, caso a1 6= 0 conseguiremos um nu´mero ı´mpar de
pontos racionais com coordenada Z = 1. Como precisamos de 22t + 2t+1 pontos conclu´ımos
que, se a curva e´ maximal, devemos ter a1 = 0. Ale´m disso, existem
22t+2t+1
2
= 22t−1 + 2t
elementos em F22t para os quais a equac¸a˜o
Y 2 + a3Y = α
3 + a2α
2 + a4α+ a6, (3.6)
possui duas soluc¸o˜es. Sejam αi, i = 1, 2, ..., 2
2t−1 + 2t, os elementos em F22t para os quais a
equac¸a˜o (3.6) possui 2 soluc¸o˜es. Desta forma, os pontos racionais sa˜o (αi : β
i
1 : 1), (αi : β
i
2 :
1), i = 1, ..., 22t−1 + 2t.
Os outros divisores de intersecc¸a˜o sa˜o dados por
div(X ∩X) = P∞ +Q1 +Q2;
div(X ∩ Y ) = R1 +R2 +R3, Ri 6= P∞.
Desta forma, temos
div
(
X iY j
Zi+j
)
= i(P∞ +Q1 +Q2) + j(R1 +R2 +R3)− 3(i+ j)P∞ =
= i(Q1 +Q2) + j(R1 +R2 +R3)− (2i+ 3j)P∞.
Como os divisores sa˜o da forma D = rP∞, segue que
X iY j
Zi+j
∈ L(D)⇔ 2i+ 3j ≤ r.
 0 < r = 2u < 22t + 2t+1
Neste caso, temos
1,
X
Z
, ...,
Xu
Zu
∈ L(D).
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O elemento
Xu
Zu
+ S1(α1, ..., αu)
Xu−1
Zu−1
+ S2(α1, ..., αu)
Xu−2
Zu−2
+ ...+ Su(α1, ..., αu),
onde os Si’s sa˜o os polinoˆmios sime´tricos elementares, se anula em 2u = r pontos racionais,
isto e´, temos uma palavra-co´digo com peso n− r. Portanto, d = n− r.
 0 < r = 2u+ 1 < 22t + 2t+1
Neste caso, sabemos que d = n− r ou d = n− r + 1. Pore´m, temos tambe´m que[
n−r−1
2
]
=
[
22t+2t+1−2u−2
2
]
= 22t−1 + 2t − u− 1;
[
n−r+1−1
2
]
=
[
22t+2t+1−2u−1
2
]
= 22t−1 + 2t − u− 1.
Portanto, sendo d = n− r ou d = n− r+1, na˜o teremos alterac¸a˜o na quantidade de erros
corrigidos pelo co´digo.
• car(K) = p 6= 2
Neste caso, usando a forma canoˆnica de Legendre [8], a curva tem equac¸a˜o da forma
Y 2 = X(X − 1)(X − λ), λ ∈ K, λ 6= 0, 1.
Os divisores de intersecc¸a˜o sa˜o dados por
div(X ∩ Z) = 3P∞;
div(X ∩X) = P∞ + 2(0 : 0 : 1) = P∞ + 2P1;
div(X ∩ Y ) = Q1 +Q2 +Q3, Qi 6= P∞.
Desta forma,
div
(
X iY j
Zi+j
)
= i(P∞ + 2P1) + j(Q1 +Q2 +Q3)− 3(i+ j)P∞ =
= 2iP1) + j(Q1 +Q2 +Q3)− (2i+ 3j)P∞.
Portanto,
X iY j
Zi+j
∈ L(D)⇔ 2i+ 3j ≤ r.
Como a curva e´ maximal ela deve possuir 1+p2t+2pt pontos racionais. O ponto P∞ = (0 : 1 : 0)
e´, novamente, o u´nico ponto no infinito e, pela equac¸a˜o da curva, podemos encontrar tambe´m
os pontos P1 = (0 : 0 : 1), P2 = (1 : 0 : 1), P3 = (λ : 0 : 1). Os demais p
2t + 2pt − 3 pontos
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racionais sa˜o da forma (αi : β
i
1 : 1), (αi : β
i
2 : 1), com i = 1, ...,
p2t+2pt−3
2
.
 r = p2t + 2pt − 1(par)
Neste caso, temos que d = 1 ou d = 2 e este co´digo denotara´ a modulac¸a˜o ou o ro´tulo
dos pontos da constelac¸a˜o de sinais.
 0 < r = 2u < p2t + 2pt − 3
Neste caso, temos
1,
X
Z
, ...,
Xu
Zu
∈ L(D),
e o elemento
Xu
Zu
+ S1(α1, ..., αu)
Xu−1
Zu−1
+ S2(α1, ..., αu)
Xu−2
Zu−2
+ ...+ Su(α1, ..., αu)
se anula em 2u = r pontos racionais, gerando uma palavra-co´digo com peso n − r.
Portanto, d = n− r.
 r = 3
Neste caso, Y
Z
∈ L(3P∞) e este se anula em P1, P2 e P3, gerando uma palavra-co´digo com
peso n− 3.
 3 < r = 2u+ 1 < p2t + 2pt
Seja r − 3 = 2v. Temos que
1,
XY
Z2
, ...,
XvY
Zv+1
∈ L(D).
O elemento
XvY
Zv+1
+ S1(α1, ..., αv)
Xv−1Y
Zv
+ S2(α1, ..., αv)
Xv−2Y
Zv−1
+ ...+ Sv(α1, ..., αv)
Y
Z
,
se anula em 2v + 3 = r pontos racionais, gerando uma palavra-co´digo com peso n− r.
Ale´m de encontrarmos os paraˆmetros dos co´digos associados aos espac¸os L(rP∞), podemos
tambe´m encontrar geradores para estes espac¸os. Para isso, vamos considerar os seguintes casos:
 r = 3q
Os elementos
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
, ...,
Y q−1
Zq−1
,
XY q−1
Zq
,
Y q
Zq
esta˜o em L(D) e sa˜o todos linearmente independentes. Como temos 3(q − 2) + 6 = 3q
elementos, eles formam uma base do espac¸o.
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 r = 3q + 1
Os elementos
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
, ...,
Y q−1
Zq−1
,
XY q−1
Zq
,
X2Y q−1
Zq+1
,
Y q
Zq
esta˜o em L(D) e sa˜o todos linearmente independentes. Como temos 3(q− 1)+4 = 3q+1
elementos, eles formam uma base do espac¸o.
 r = 3q + 2
Os elementos
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
, ...,
Y q−1
Zq−1
,
XY q−1
Zq
,
X2Y q−1
Zq+1
,
Y q
Zq
,
XY q
Zq+1
esta˜o em L(D) e sa˜o todos linearmente independentes. Como temos 3(q− 1)+5 = 3q+2
elementos, eles formam uma base do espac¸o.
Podemos observar que se r1 < r2 enta˜o L(r1P∞) e´ um subespac¸o de L(r2P∞) e o co´digo
C(X ,P , r1P∞) e´ um subco´digo de C(X ,P , r2P∞). 
3.4 Concluso˜es
Neste cap´ıtulo, por meio de dois exemplos, apresentamos a construc¸a˜o de co´digos de Goppa
associados a curvas el´ıpticas (geˆnero g = 1) maximais. Vimos tambe´m que, em sua maioria, os
co´digos possuem paraˆmetros (n, k, d = n− k).
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Cap´ıtulo 4
Curvas com Geˆneros g = 2 e g = 3
Neste cap´ıtulo, vamos analisar os paraˆmetros dos co´digos de Goppa provenientes de curvas
com geˆneros g = 2 e g = 3, usando as ide´ias apresentadas na Observac¸a˜o A.2.1. No caso g = 2,
uma das dificuldades encontradas foi que curvas com este geˆnero sa˜o sempre curvas singulares
e o processo de dessingularizac¸a˜o na˜o e´ um processo simples de ser tratado. No caso g = 3,
a dificuldade encontrada foi a obtenc¸a˜o de curvas maximais com este geˆnero. Mostraremos
tambe´m que os co´digos de Goppa podem ser utilizados para fazer concatenac¸o˜es de co´digos.
Este cap´ıtulo esta´ organizado da seguinte forma. Na Sec¸a˜o 4.1, analisaremos os paraˆmetros
dos co´digos associados a uma curva de geˆnero 2, maximal sobre F16 encontrada em [11]. Na
Sec¸a˜o 4.2, analisaremos os paraˆmetros dos co´digos associados a` qua´rtica de Klein, que e´ a curva
conhecida, de geˆnero 3, com o maior nu´mero de pontos. Na Sec¸a˜o 4.3, veremos o conceito de
concatenac¸a˜o generalizada ou equivalentemente, codificac¸a˜o multin´ıvel, apresentada em [12], e
como os co´digos alge´brico-geome´tricos podem ser usados para fazer este tipo de concatenac¸a˜o.
4.1 Curva com Geˆnero 2
Em [11] e´ mostrado que a curva dada pela equac¸a˜o
C : Y 2Z3 + Y Z4 +X5 = 0,
e´ singular no ponto P∞ = (0 : 1 : 0), tem geˆnero g = 2 e e´ maximal sobre F16. Os pontos
racionais desta curva sa˜o mostrados na Tabela 4.1.
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P1 = (0 : 0 : 1) P2 = (0 : 1 : 1) P3 = (1 : α
5 : 1) P4 = (1 : α
10 : 1)
P5 = (α : α : 1) P6 = (α
2 : α2 : 1) P7 = (α
4 : α4 : 1) P8 = (α
8 : α8 : 1)
P9 = (α : α
4 : 1) P10 = (α
2 : α8 : 1) P11 = (α
4 : α : 1) P12 = (α
8 : α2 : 1)
P13 = (α
3 : α5 : 1) P14 = (α
6 : α10 : 1) P15 = (α
12 : α5 : 1) P16 = (α
9 : α10 : 1)
P17 = (α
3 : α10 : 1) P18 = (α
6 : α5 : 1) P19 = (α
12 : α10 : 1) P20 = (α
9 : α5 : 1)
P21 = (α
5 : α2 : 1) P22 = (α
10 : α4 : 1) P23 = (α
5 : α8 : 1) P24 = (α
10 : α : 1)
P25 = (α
7 : α : 1) P26 = (α
14 : α2 : 1) P27 = (α
13 : α4 : 1) P28 = (α
11 : α8 : 1)
P29 = (α
7 : α4 : 1) P30 = (α
14 : α8 : 1) P31 = (α
13 : α : 1) P32 = (α
11 : α2 : 1)
Tab. 4.1: Pontos racionais da curva C (g = 2).
Os divisores de intersecc¸a˜o sa˜o dados por:
div(C ∩X) = P1 + 3P∞ + P2;
div(C ∩ Y ) = 5P1;
div(C ∩ Z) = 5P∞.
Desta forma,
div
(
X iY j
Zi+j
)
= (i+ 5j)P1 + iP2 − (2i+ 5j)P∞.
Considerando divisores da forma D = rP∞, temos
X iY j
Zi+j
∈ L(D) ⇐⇒ 2i+ 5j ≤ r (4.1)
Pelo Teorema A.2.4, se 2 = 2g−2 < gr(D) < 32, enta˜o os paraˆmetros dos co´digos associados
sa˜o n = 32, k = gr(D) + 1 − g = gr(D) − 1, d ≥ n − gr(D). Vamos calcular os paraˆmetros
dos co´digos com taxa
k
n
≤ 1
2
. Com isso, temos
k
n
≤ 1
2
⇒ gr(D)− 1
32
≤ 1
2
⇒ gr(D)− 1 ≤ 16 ⇒ gr(D) ≤ 17.
Vamos enta˜o calcular os paraˆmetros dos co´digos associados a divisores da forma D = rP∞,
com 3 ≤ r ≤ 17.
 D = 3P∞.
Os paraˆmetros do co´digo neste caso sa˜o: n = 32, k = 2, d ≥ 29. Tendo como base a
condic¸a˜o (4.1), um conjunto gerador para o espac¸o L(3P∞) e´ dado por{
1,
X
Z
}
.
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Lema 4.1.1 Na˜o existe palavra com peso 29 neste co´digo.
Demonstrac¸a˜o: De fato, se existir uma palavra de peso 29, enta˜o existe um elemento
da forma
u1 + u2
X
Z
, u2 6= 0
que se anula em 3 pontos racionais Pi = (ai : bi : 1), Pj = (aj : bj : 1), e Pk = (ak : bk : 1).
Assim, (
u1 + u2
X
Z
)
(Pi) = 0⇒ u1 + u2ai = 0⇒ ai = u1u−12
(
u1 + u2
X
Z
)
(Pj) = 0⇒ u1 + u2aj = 0⇒ aj = u1u−12
(
u1 + u2
X
Z
)
(Pk) = 0⇒ u1 + u2ak = 0⇒ ak = u1u−12 ,
isto e´, a` existeˆncia de uma palavra-co´digo com peso 29 e´ equivalente a existeˆncia de 3 pon-
tos racionais com as primeiras coordenadas iguais (absurdo, ver Tabela 4.1). Logo, d ≥ 30.
O elemento
X
Z
se anula nos pontos P1, P2, gerando uma palavra-co´digo com peso 30. Por-
tanto, d = 30. 
 D = 4P∞
Os paraˆmetros do co´digo neste caso sa˜o: n = 32, k = 3, d ≥ 28. Uma base para o espac¸o
L(4P∞) e´ dada pelo conjunto {
1,
X
Z
,
X2
Z2
}
.
Seja
f =
X
Z
+
X2
Z2
=
XZ +X2
Z2
∈ L(4P∞).
Avaliando esta func¸a˜o racional nos pontos da curva temos
f(P1) = f((0 : 0 : 1)) = 0;
f(P2) = f((0 : 1 : 1)) = 0;
f(P3) = f((1 : α
5 : 1)) = 0;
f(P4) = f((1 : α
10 : 1)) = 0.
Como todos os pontos racionais, diferentes de P∞, sa˜o da forma Pi = (αi : βi : 1), enta˜o
f(Pi) = 0⇔ αi + α2i = 0⇔ αi(αi + 1) = 0⇔ αi = 0, 1.
Desta forma, a palavra-co´digo v = (f(P1), f(P2), ..., f(P32)) tem peso 28 e, portanto,
d = 28.
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Observac¸a˜o 4.1.1 A ide´ia utilizada anteriormente, de encontrar func¸o˜es racionais que
se anulem em um certo nu´mero de pontos racionais e nos fornec¸am palavras-co´digos com
os pesos desejados, sera´ utilizada nos demais casos que seguem.
 D = 5P∞
Os paraˆmetros do co´digo neste caso sa˜o: n = 32, k = 4, 27 ≤ d. Uma base para o espac¸o
L(5P∞) e´ dada pelo conjunto {
1,
X
Z
,
Y
Z
,
X2
Z2
}
.
O elemento
X
Z
+
Y
Z
=
X + Y
Z
,
se anula nos pontos P1, P5, P6, P7 e P8. Assim, conseguimos uma palavra-co´digo com
peso 27, ou seja, d = 27.
 D = 6P∞
Os paraˆmetros do co´digo neste caso sa˜o: n = 32, k = 5, 26 ≤ d. Uma base para o espac¸o
L(6P∞) e´ dada pelo conjunto {
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
}
.
O elemento
X3
Z3
+ 1,
se anula nos pontos P3, P4, P21, P22, P23 e P24. Assim, conseguimos uma palavra-co´digo
com peso 26 ou seja, d = 26.
 D = 7P∞
Os paraˆmetros do co´digo sa˜o n = 32, k = 6, 25 ≤ d. Uma base para o espac¸o L(7P∞) e´
dada pelo conjunto {
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
}
.
O polinoˆmio
P (X,Y, Z) = X(Y + α5Z) = XY + α5XZ,
se anula nos pontos da curva onde X = 0 ou Y = α5. Assim sendo, o elemento
XY
Z2
+ α5
X
Z
,
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se anula nos pontos P1, P2, P3, P13, P15, P18, P20, gerando uma palavra-co´digo com peso 25.
Logo, d = 25.
 D = 8P∞
Os paraˆmetros do co´digo sa˜o n = 32, k = 7, 24 ≤ d. Uma base para o espac¸o L(8P∞) e´
dada pelo conjunto {
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (X2 +XZ + Z2)(X2 +XZ) = X4 +XZ3,
se anula nos pontos da curva onde X = 0, 1, α5, α10. Assim sendo, temos que
X4
Z4
+
X
Z
,
gera uma palavra-co´digo com peso 24. Portanto, d = 24.
 D = 9P∞
Os paraˆmetros do co´digo sa˜o n = 32, k = 8, 23 ≤ d. Uma base para o espac¸o L(9P∞) e´
dada pelo conjunto {
1,
X
Z
,
Y
Z
,
X2
Z2
,
XY
Z2
,
X3
Z3
,
X2Y
Z3
,
X4
Z4
}
.
O polinoˆmio
P (X, Y, Z) = (X2 +XZ)(Y + αZ) = X2Y + αX2Z +XY Z + αXZ2,
se anula nos pontos da curva onde X = 0, 1 ou Y = α. Assim, o elemento
X2Y
Z3
+ α
X2
Z2
+
XY
Z
+ α
X
Z
,
se anula nos pontos Pi, i ∈ {1, 2, 3, 4, 5, 11, 24, 25, 31}, gerando uma palavra-co´digo com
peso 23. Portanto, d = 23.
 D = 10P∞
Neste caso, os paraˆmetros do co´digo sa˜o: n = 32, k = 9, 22 ≤ d. Uma base para o espac¸o
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L(10P∞) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (Y + α5Z)(Y + α10Z) = Y 2 + Y Z + Z2,
se anula nos pontos da curva onde Y = α5, α10. Assim sendo, o elemento
Y 2
Z2
+
Y
Z
+ 1,
gera uma palavra-co´digo com peso 22. Portanto, d = 22.
 D = 11P∞
Os paraˆmetros do co´digo sa˜o: n = 32, k = 10, 21 ≤ d ≤ 23. Uma base para o espac¸o
L(11P∞) e´ o conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = X(X + α5Z)(X + α10Z)(Y + α5Z) = (X3 +X2Z +XZ2)(Y + α5Z),
se anula nos pontos da curva onde X = 0, α5, α10 ou Y = α5. Assim, o elemento
X3Y
Z4
+ α5
X3
Z3
+
X2Y
Z3
+ α5
X2
Z2
+
XY
Z2
+ α5
X
Z
,
gera uma palavra-co´digo com peso 21. Portanto, d = 21.
 D = 12P∞
Neste caso, os paraˆmetros do co´digo sa˜o: n = 32, k = 11, 20 ≤ d ≤ 22. Uma base para
o espac¸o L(12P∞) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (Y 2 + Y Z + Z2)X = XY 2 +XY Z +XZ2,
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se anula nos pontos da curva onde X = 0 ou Y = α5, α10. Assim sendo, o elemento
XY 2
Z3
+
XY
Z2
+
X
Z
,
gera uma palavra-co´digo com peso 20. Logo, d = 20.
 D = 13P∞
Neste caso, teremos um co´digo com paraˆmetros n = 32, k = 12, 19 ≤ d. Uma base para
o espac¸o L(13P∞) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
X4Y
Z5
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X4+XZ3+Z4)(Y +α5Z) = X4Y +α5X4Z+XY Z3+α5XZ4+Y Z4+α5Z5,
se anula nos pontos da curva onde X = α, α2, α4, α8 ou Y = α5. Assim sendo, o
elemento
X4Y
Z5
+ α5
X4
Z4
+
XY
Z2
+ α5
X
Z
+
Y
Z
+ α5,
gera uma palavra-co´digo com peso 19. Portanto, d = 19.
 D = 14P∞
Neste caso, teremos um co´digo com paraˆmetros n = 32, k = 13, 18 ≤ d. Uma base para
o espac¸o L(14P∞) e´ o conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
X4Y
Z5
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
}
.
O polinoˆmio
P (X,Y, Z) = (X2 +XZ + Z2)(Y 2 + Y Z + Z2),
se anula nos pontos da curva onde X = α5, α10 ou Y = α5, α10. Assim sendo, o elemento
X2Y 2
Z4
+
X2Y
Z3
+
X2
Z2
+
XY 2
Z3
+
XY
Z2
+
X
Z
+
Y 2
Z2
+
Y
Z
+ 1,
gera uma palavra-co´digo com peso 18. Portanto, d = 18.
 D = 15P∞
Os paraˆmetros do co´digo sa˜o: n = 32, k = 14, 17 ≤ d. Uma base para o espac¸o L(15P∞)
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e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
X4Y
Z5
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X +Y )(Y 2+Y Z+Z2) = XY 2+XY Z+X2Z+XZ2+Y 3+Y 2Z+Y Z2,
se anula nos pontos da curva onde X = Y ou Y = α5, α10. Assim sendo, o elemento
XY 2
Z3
+
XY
Z2
+
X2
Z2
+
X
Z
+
Y 3
Z3
+
Y 2
Z2
+
Y
Z
,
gera uma palavra-co´digo com peso 17. Logo, d = 17.
 D = 16P∞
Neste caso, os paraˆmetros do co´digo sa˜o: n = 32, k = 15, 16 ≤ d. Uma base para o
espac¸o L(16P∞) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
X4Y
Z5
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
X3Y 2
Z5
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (Y 2 + Y Z + Z2)(X2 +XZ + Z2)X,
se anula nos pontos da curva onde X = 0, α5, α10 ou Y = α5, α10. Assim, o elemento
X3Y 2
Z5
+
X3Y
Z4
+
X3
Z3
+
X2Y 2
Z4
+
X2Y
Z3
+
X2
Z2
+
XY 2
Z3
+
XY
Z2
+
X
Z
,
gera uma palavra-co´digo com peso 16. Portanto, d = 16.
 D = 17P∞
Os paraˆmetros do co´digo sa˜o: n = 32, k = 16, 15 ≤ d. Uma base para o espac¸o L(17P∞)
e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
X2
Z2
,
XY
Z2
,
Y 2
Z2
,
X3
Z3
,
X2Y
Z3
,
XY 2
Z3
,
Y 3
Z3
,
X4
Z4
,
X3Y
Z4
,
X2Y 2
Z4
,
XY 3
Z4
,
X4Y
Z5
,
X3Y 2
Z5
}
.
O polinoˆmio
P (X, Y, Z) = X(Y + α5Z)(Y + α10Z)(Y + αZ),
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se anula nos pontos da curva onde X = 0 ou Y = α, α5, α10. Portanto, o elemento
XY 3
Z4
+ α4
XY 2
Z3
+ α4
XY
Z2
+ α
X
Z
,
gera uma palavra-co´digo com peso 15. Logo, d = 15.
Os co´digos obtidos anteriormente sa˜o todos subco´digos do co´digo derivado a seguir. Este
co´digo e´ visto como a modulac¸a˜o a ser utilizada no sistema de comunicac¸o˜es.
 D = 31P∞
Os paraˆmetros do co´digo sa˜o: n = 32, k = 30, 1 ≤ d. Uma base do espac¸o L(31P∞) e´
dada pelo conjunto{
X iY j
Zi+j
, (i, j) ∈ {0, 1, 2, 3, 4} × {0, 1, 2, 3, 4}
}
∪
{
X iY 5
Zi+5
, i = 0, 1, 2, 3
}
∪
{
Y 6
Z6
}
.
Lema 4.1.2 A distaˆncia mı´nima do co´digo associado ao divsor D = 31P∞ e´ d = 2.
Demonstrac¸a˜o: Vamos mostrar que d = 2 em duas etapas.
Afirmac¸a˜o 1: Na˜o existe palavra-co´digo com peso 1 neste co´digo.
De fato, da distribuic¸a˜o dos pontos racionais, vemos que existem 5 pontos da forma
(− : α : 1), 5 pontos da forma (− : α2 : 1), 5 pontos da forma (− : α4 : 1), 5 pontos da
forma (− : α8 : 1), 5 pontos da forma (− : α5 : 1) e 5 pontos da forma (− : α10 : 1).
Se existir uma palavra-co´digo com peso 1 neste co´digo, enta˜o existe um polinoˆmio da
forma
F (X, Y, Z) = X4A1(Y, Z) +X
3A2(Y, Z) +X
2A3(Y, Z) +XA4(Y, Z) + A5(Y, Z),
com
A1(Y, Z) = a1Y
4 + a2Y
3Z + a3Y
2Z2 + a4Y Z
3 + a5Z
4,
A2(Y, Z) = b1Y
5 + b2Y
4Z + b3Y
3Z2 + b4Y
2Z3 + b5Y Z
4 + b6Z
5,
A3(Y, Z) = c1Y
5Z + c2Y
4Z2 + c3Y
3Z3 + c4Y
2Z4 + c5Y Z
5 + c6Z
6,
A4(Y, Z) = d1Y
5Z + d2Y
4Z2 + d3Y
3Z3 + d4Y
2Z4 + d5Y Z
5 + d6Z
6,
A5(Y, Z) = e1Y
6Z2 + e2Y
5Z3 + e3Y
4Z4 + e4Y
3Z5 + e5Y
2Z6 + e6Y Z
7 + e7Z
8,
que se anula em 31 pontos da curva. Para isso, vamos analisar 2 situac¸o˜es.
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1. O polinoˆmio F (X, Y, Z) se anula nos pontos Pi, i = 3, 4, ..., 32.
Neste caso, de acordo com a Tabela 4.1, para cada αi, i ∈ {1, 2, 4, 8, 5, 10}, os
polinoˆmios
Fi(X) = F (X,α
i, 1),
teˆm 5 ra´ızes distintas. Como gr(Fi(X)) = 4, temos que Fi(X) e´ o polinoˆmio nulo.
Desta forma, dado j ∈ {1, 2, 3, 4, 5} temos que
Aj(α
i, 1) = 0, ∀ i ∈ {1, 2, 4, 8, 5, 10},
isto e´, os polinoˆmios
Aj(Y ) = Aj(Y, 1), j = 1, 2, 3, 4, 5,
teˆm como ra´ızes os elementos αi, i ∈ {1, 2, 4, 8, 5, 10}. Como gr(A1(Y )) = 4 e
gr(A2(Y )) = gr(A3(Y )) = gr(A4(Y )) = 5 temos que
A1(Y ) = A2(Y ) = A3(Y ) = A4(Y ) = 0.
Assim,
F (X, Y, Z) = A5(Y, Z).
Como gr(C) = 5, pelo Teorema de Bezout, este polinoˆmio so´ pode se anular em 30
pontos racionais. (absurdo!!).
2. Existe k ∈ {3, 4, ..., 32} tal que F (Pk) 6= 0.
Neste caso, existe j ∈ {1, 2, 4, 8, 5, 10} tal que F se anula em 4 dos 5 pontos
(u1 : α
i : 1), (u2 : α
i : 1), (u3 : α
i : 1), (u4 : α
i : 1), (u5 : α
i : 1).
Temos tambe´m que, se i ∈ {1, 2, 4, 8, 5, 10}, i 6= j enta˜o os polinoˆmios
Fi(X) = F (X,α
i, 1),
teˆm 5 ra´ızes distintas. Como no caso anterior, Fi(X) = 0. Considerando o grau dos
polinoˆmios Aj(Y ) = Aj(Y, 1), temos
A1(Y ) = 0, A2(Y ) = A3(Y ) = A4(Y ) = a
∏
i6=j
(Y − αi).
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Desta forma,
F (X,Y, Z) =
∏
i6=j
(Y − αiZ)(w3X3 + w2X2 + w1X) + A5(Y, Z).
Considerando Y = αj, o polinoˆmio
Fj(X) = F (X,α
j, 1),
tem quatro ra´ızes entre os elementos {u1, u2, u3, u4, u5}. Como gr(Fj(X)) = 3, enta˜o
w3 = w2 = w1 = 0 e A5(α
j) = 0. Portanto,
F (X, Y, Z) = A5(Y, Z).
Como gr(C) = 5, pelo Teorema de Bezout, este polinoˆmio so´ pode se anular em 30
pontos racionais. (absurdo!!).
Afirmac¸a˜o 2: O co´digo possui distaˆncia d = 2.
Tendo como base a distribuic¸a˜o dos pontos racionais, dada pela Tabela 4.1, basta observar
que o elemento
Y 6
Z6
+
Y 5
Z5
+
Y 4
Z4
+
Y 3
Z3
+ 1
faz parte de L(D) e se anula nos pontos da forma (− : αk : 1), k ∈ {1, 2, 4, 8, 5, 10}, ou
seja, em 30 pontos. Logo, d = 2. 
4.2 Qua´rtica de Klein
Nesta sec¸a˜o, calcularemos os paraˆmetros dos co´digos associados a` qua´rtica de Klein.
A qua´rtica de Klein e´ uma curva na˜o singular C, de geˆnero 3, cuja equac¸a˜o e´
ZY 3 +X3Y + Z3X = 0. (4.2)
Esta curva possui 24 pontos racionais em F8, como ilustra a Tabela 4.2.
Ale´m disso, temos
C ∩X = {P ∈ C| X = 0} = {P2, P3},
C ∩ Y = {P ∈ C| Y = 0} = {P1, P3},
C ∩ Z = {P ∈ C| Z = 0} = {P1, P2},
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P1 = (1 : 0 : 0) P2 = (0 : 1 : 0) P3 = (0 : 0 : 1)
P4 = (1 : α
3 : 1) P5 = (1 : α
6 : 1) P6 = (1 : α
5 : 1)
P7 = (α : α : 1) P8 = (α : α
3 : 1) P9 = (α : α
4 : 1)
P10 = (α
2 : α2 : 1) P11 = (α
2 : α6 : 1) P12 = (α
2 : α : 1)
P13 = (α
3 : 1 : 1) P14 = (α
3 : α4 : 1) P15 = (α
3 : α6 : 1)
P16 = (α
4 : α4 : 1) P17 = (α
4 : α5 : 1) P18 = (α
4 : α2 : 1)
P19 = (α
5 : 1 : 1) P20 = (α
5 : α2 : 1) P21 = (α
5 : α3 : 1)
P22 = (α
6 : 1 : 1) P23 = (α
6 : α : 1) P24 = (α
6 : α5 : 1)
Tab. 4.2: Pontos F8-racionais da qua´rtica de Klein.
e os divisores de intersecc¸a˜o sa˜o dados por:
div(C ∩X) = 3P3 + P2;
div(C ∩ Y ) = 3P1 + P3;
div(C ∩ Z) = 3P2 + P1.
Portanto,
div
(
X iY j
Zi+j
)
= (3i+ j)P3 − (2i+ 3j)P2 + (2j − i)P1. (4.3)
Tendo como base as informac¸o˜es anteriores, vamos considerar divisores da forma D = rP2+sP1
e procurar bases para os espac¸os L(D) da forma X
iY j
Zi+j
.
De (4.3), temos
X iY j
Zi+j
∈ L(D) ⇐⇒ 2i+ 3j ≤ r e i ≤ s+ 2j.
De acordo com o Teorema A.2.4, e considerando P = {P3, ..., P24}, se
2g − 2 = 4 < gr(D) = r + s < n = 22, (4.4)
enta˜o o co´digo de Goppa associado tera´ paraˆmetros
(n, k, d) = (22, gr(D) + 1− g = gr(D)− 2, d), com 22− gr(D) ≤ d ≤ 22− gr(D) + 1.
Vamos calcular os paraˆmetros dos co´digos associados aos divisores D = rP2 + sP1. De
acordo com (4.4), precisamos considerar os seguintes casos:
1. r+s=5
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 3, 17 ≤ d. Neste caso, e´ poss´ıvel
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obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D1=3P2+2P1 e D2=4P2+P1.
Os espac¸os L(D1) e L(D2) possuem uma base dada pelo conjunto{
1,
X
Z
,
Y
Z
}
.
Lema 4.2.1 A distaˆncia mı´nima dos co´digos associados aos divisores D1 e D2 e´
d = 18.
Demonstrac¸a˜o: Sejam a, b, c ∈ F8 e C1 a curva dada pela equac¸a˜o
aX + bY + cZ = 0.
Se existir uma palavra-co´digo com peso 17 no co´digo, enta˜o
C1 ∩ C = {Pi1 , Pi2 , Pi3 , Pi4 , Pi5},
o que e´ um absurdo pois gr(C) = 4 e gr(C1) = 1 (contraria o Teorema de Bezout).
Portanto, na˜o existem palavras-co´digos com peso 17 neste co´digo.
Pela afirmac¸a˜o anterior, temos enta˜o que 18 ≤ d. O polinoˆmio
P (X,Y, Z) = X + Y,
se anula nos pontos da curva onde X = Y . Desta forma, o elemento
X
Z
+
Y
Z
,
gera uma palavra-co´digo com peso 18. Logo, d = 18. 
 D3=5P2
Neste caso, uma base para o espac¸o L(D3) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
}
.
Lema 4.2.2 A distaˆncia mı´nima do co´digo associado ao divisor D3 e´ d = 18.
Demonstrac¸a˜o: Sejam (a, b, c) ∈ F38, e (a, b, c) 6= (0, 0, 0). Considere a curva dada
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pela equac¸a˜o
C1 : aZ2 + bY Z + cXY = 0. (4.5)
Se existir uma palavra-co´digo com peso 17, enta˜o a curva (4.5) tem, pelo menos, 5
pontos distintos em comum com a curva C. Vamos mostrar que isto e´ imposs´ıvel,
analisando os seguintes casos:
– a = 0, b = 0, c 6= 0.
Neste caso, a equac¸a˜o (4.5) se reduz a cXY = 0 e, assim, so´ temos o ponto
P3 = (0 : 0 : 1) em comum.
– a = 0, c = 0, b 6= 0
Neste caso, a equac¸a˜o (4.5) se reduz a bY = 0 e, novamente, so´ temos o ponto
P3 em comum.
– a = 0, b 6= 0, c 6= 0.
Nesse caso, a equac¸a˜o (4.5) e´ da forma
bY + cXY = Y (b+ cX) = 0. (4.6)
Assim, os pontos que satisfazem a equac¸a˜o (4.6) sa˜o da forma:
(u : 0 : 1), u ∈ F8 ou
(
b
c
: u : 1
)
, u ∈ F8.
Pela Tabela 4.2, so´ existem 4 pontos da curva C satisfazendo a equac¸a˜o anterior,
que sa˜o:
(0 : 0 : 1),
(
b
c
: u1 : 1
)
,
(
b
c
: u2 : 1
)
,
(
b
c
: u3 : 1
)
onde u1, u2, u3 sa˜o as ra´ızes do polinoˆmio
Y 3 +
(
b
c
)3
Y +
b
c
.
– a 6= 0, b 6= 0, c = 0.
Neste caso, a equac¸a˜o (4.5) e´ da forma
a+ bY = 0,
que e´ a equac¸a˜o de uma reta. Assim, usando o Teorema de Bezout, so´ poderemos
ter 4 pontos em comum com a curva C.
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– a 6= 0, c 6= 0, b = 0.
Nesse caso, a equac¸a˜o (4.5) e´ da forma a+ cXY = 0, ou seja,
XY =
a
c
. (4.7)
Sendo a, c elementos em F8, temos que
a
c
= αi, i ∈ {0, 1, 2, 3, 4, 5, 6}.
Assim, para sabermos quantos pontos da curva C satisfazem a equac¸a˜o (4.7),
precisamos saber quantos elementos possuem os seguintes conjuntos
Ai = {P = (x : y : z) ∈ C| xy = αi}, para i = 0, 1, 2, 3, 4, 5, 6.
De acordo com a Tabela 4.2, temos
A0 = {P14, P20, P23}, A1 = {P11, P16, P21}, A2 = {P7, P15, P17},
A3 = {P4, P12, P13}, A4 = {P8, P10, P24}, A5 = {P6, P9, P19},
A6 = {P5, P18, P22}.
Logo, so´ teremos 3 pontos em comum entre as curvas.
– a 6= 0, b 6= 0, c 6= 0.
Neste caso, buscamos as soluc¸o˜es da forma
(u : v : 1) ∈ C ∩ C1, v 6= 0 (v = 0⇒ a = 0).
Pore´m, note que
a+bv+cuv = 0⇔ avv−1+bv+cuv = 0⇔ v(av−1+b+cu) = 0⇔ av−1+b+cu = 0.
Desta forma, temos que
(u : v : 1) satisfaz a+ bY + cXY ⇔ (u : v−1 : 1) satisfaz aY + cX + b = 0.
Como, novamente, temos a equac¸a˜o de uma reta, so´ poderemos ter 4 pontos em
comum.
De acordo com a afirmac¸a˜o anterior, o co´digo possui distaˆncia mı´nima 18 ≤ d. O
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polinoˆmio
P (X, Y, Z) = (X + Z)Y = XY + Y Z,
se anula nos pontos da curva para os quais X = 1 ou Y = 0. Assim, o elemento
XY
Z2
+
Y
Z
,
gera uma palavra-co´digo com peso 18. Portanto, d = 18. 
2. r+s=6.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 4, 16 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=6P2+0P1.
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (Y + Z)(Y + αZ) = Y 2 + α5Y Z + Z2,
se anula nos pontos da curva onde Y = 1, α. Desta forma, o elemento
Y 2
Z2
+ α5
Y
Z
+ 1,
gera uma palavra-co´digo com peso 16. Portanto, d = 16.
 D=5P2+1P1.
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (X + Z)(Y + αZ) = XY + αXZ + Y Z + αZ2,
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se anula nos pontos da curva onde X = 1 ou Y = α. Desta forma, o elemento
XY
Z2
+ α
X
Z
+
Y
Z
+ α,
gera uma palavra-co´digo com peso 16. Portanto, d = 16.
 D=4P2+2P1.
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
}
.
O polinoˆmio
P (X,Y, Z) = (X + Z)(X + αZ) = X2 + α5XZ + αZ2,
se anula nos pontos da curva onde X = 1, α. Desta forma, o elemento
X2
Z2
+ α5
X
Z
+ α,
gera uma palavra-co´digo com peso 16. Portanto, d = 16.
3. r+s=7.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 5, 15 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=7P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = Y (X + Z)(X + αZ) = X2Y + α5XY Z + αY Z2,
se anula nos pontos da curva onde X = 1, α ou Y = 0. Desta forma, o elemento
X2Y
Z3
+ α5
XY
Z2
+ α
Y
Z
,
70 Curvas com Geˆneros g = 2 e g = 3
gera uma palavra-co´digo com peso 15. Portanto, d = 15.
 D=6P1+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
.
O polinoˆmio
P (X,Y, Z) = (X + Y )(Y + α6Z) = XY + α6XZ + Y 2 + α6Y Z,
se anula nos pontos da curva onde X = Y ou Y = α6. Desta forma, o elemento
XY
Z2
+ α6
X
Z
+
Y 2
Z2
+ α6
Y
Z
,
gera uma palavra-co´digo com peso 15. Portanto d = 15.
 D=5P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
}
.
O polinoˆmio
P (X,Y, Z) = (X + Y )(X + α5Z) = X2 + α5XZ +XY + α5Y Z,
se anula nos pontos da curva onde X = Y ou X = α5. Desta forma, o elemento
X2
Z2
+ α5
X
Z
+
XY
Z2
+ α5
Y
Z
,
gera uma palavra-co´digo com peso 15. Portanto, d = 15.
4. r+s=8.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 6, 14 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
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 D=8P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X + Y )(X + Z)Y = X2Y +XY Z +XY 2 + Y 2Z,
se anula nos pontos da curva onde X = Y ou X = 1 ou Y = 0. Desta forma, o
elemento
X2Y
Z3
+
XY
Z2
+
XY 2
Z3
+
Y 2
Z2
,
gera uma palavra-co´digo com peso 14. Portanto, d = 14.
 D=7P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
}
.
Com os elementos
1,
X
Z
,
Y
Z
,
XY
Z2
,
Y 2
Z2
,
e´ poss´ıvel formar uma palavra-co´digo com peso 15 (ver D = 6P2+P1). Desta forma,
o co´digo possui distaˆncia mı´nima 14 ≤ d ≤ 15.
 D=6P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
.
Com os elementos
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
e´ poss´ıvel formar uma palavra-co´digo com peso 15 (ver D = 5P2 + 2P1). Desta
forma, o co´digo possui distaˆncia mı´niuma 14 ≤ d ≤ 15.
5. r+s=9.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 7, 13 ≤ d. Neste caso, e´ poss´ıvel
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obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=9P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = Y 3 + Y 2Z + Z3,
se anula nos pontos da curva onde Y = α, α2, α4. Desta forma, o elemento
Y 3
Z3
+
Y 2
Z2
+ 1,
gera uma palavra-co´digo com peso 13. Portanto, d = 13.
 D=8P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (Y + αZ)(Y + α2Z)(X + α3Z),
se anula nos pontos da curva onde Y = α, α2 ou X = α3. Desta forma, o elemento
XY 2
Z3
+ α6
XY
Z2
+ α3
X
Z
+ α3
Y 2
Z2
+ α2
Y
Z
+ α6
gera uma palavra-co´digo com peso 13. Portanto, d = 13.
 D=7P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (X + αZ)(X + α2Z)(Y + α5Z),
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se anula nos pontos da curva onde X = α, α2 ou Y = α5. Desta forma, o elemento
X2Y
Z3
+ α6
XY
Z2
+ α3
Y
Z
+ α5
X2
Z2
+ α4
X
Z
+ α,
gera uma palavra-co´digo com peso 13. Portanto, d = 13.
 D=6P2+3P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = X3 +X2Z + Z3,
se anula nos pontos da curva onde X = α, α2, α4. Desta forma, o elemento
X3
Z3
+
X2
Z2
+ 1,
gera uma palavra-co´digo com peso 13. Portanto, d = 13.
6. r+s=10.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 8, 12 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=10P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = Y (Y + Z)(X + Z)(X + αZ),
se anula nos pontos da curva onde Y = 0, 1 ou X = 1, α. Desta forma, o elemento
X2Y 2
Z4
+ α5
XY 2
Z3
+ α
Y 2
Z2
+
Y X2
Z3
+ α5
XY
Z2
+ α
Y
Z
,
gera uma palavra-co´digo com peso 12. Portanto, d = 12.
74 Curvas com Geˆneros g = 2 e g = 3
 D=9P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X + Y )(Y + 1)(Y + α5),
se anula nos pontos da curva onde X = Y ou Y = 1, α5. Desta forma, o elemento
XY 2
Z3
+ α
XY
Z2
+ α5
X
Z
+
Y 3
Z3
+ α
Y 2
Z2
+ α5
Y
Z
,
gera uma palavra-co´digo com peso 12. Portanto, d = 12.
 D=8P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X + Y )(X +Z)(Y +Z) = X2Y +X2Z +XZ2 +XY 2 + Y 2Z + Y Z2,
se anula nos pontos da curva onde X = Y ou X = 1 ou Y = 1. Desta forma, o
elemento
X2Y
Z3
+
X2
Z2
+
X
Z
+
XY 2
Z3
+
Y 2
Z2
+
Y
Z
,
gera uma palavra-co´digo com peso 12. Portanto, d = 12.
 D=7P2+3P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
}
.
O polinoˆmio
P (X, Y, Z) = (X + Y )(X + Z)(X + α3Z)
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se anula nos pontos da curva onde X = Y ou X = 1, α3. Desta forma, o elemento
X3
Z3
+ α2
X2
Z2
+ α3
X
Z
+
X2Y
Z3
+ α2
XY
Z2
+ α3,
gera uma palavra-co´digo com peso 12. Portanto, d = 12.
7. r+s=11.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 9, 11 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=11P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
,
XY 3
Z4
}
.
Com os elementos
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
,
e´ poss´ıvel formar uma palavra-co´digo com peso 12 (ver 10P2 + 0P1). Desta forma,
a distaˆncia mı´nima satisfaz 11 ≤ d ≤ 12, o que na˜o altera a quantidade de erros
corrigidos pelo co´digo.
 D=10P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
}
.
Com os elementos
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
Y 3
Z3
,
e´ poss´ıvel formar uma palavra-co´digo com peso 12 (ver 9P2 + 1P1). Desta forma,
a distaˆncia mı´nima satisfaz 11 ≤ d ≤ 12, o que na˜o altera a quantidade de erros
corrigidos pelo co´digo.
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 D=9P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
Y 3
Z3
}
.
Com os elementos
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
e´ poss´ıvel formar uma palavra-co´digo com peso 12 (ver 8P2 + 2P1). Desta forma,
a distaˆncia mı´nima satisfaz 11 ≤ d ≤ 12, o que na˜o altera a quantidade de erros
corrigidos pelo co´digo.
 D=8P2+3P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
}
.
Com os elementos
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
e´ poss´ıvel formar uma palavra-co´digo com peso 12 (ver 7P2 + 3P1). Desta forma,
a distaˆncia mı´nima satisfaz 11 ≤ d ≤ 12, o que na˜o altera a quantidade de erros
corrigidos pelo co´digo.
8. r+s=12.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 10, 10 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=12P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
,
XY 3
Z4
,
Y 4
Z4
}
.
O polinoˆmio
P (X, Y, Z) = (Y 3 + Y 2Z + Z3)(Y + Z) = Y 4 + Y 2Z2 + Y Z3 + Z4,
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se anula nos pontos da curva onde Y = 1, α, α2, α4. Desta forma, o elemento
Y 4
Z4
+
Y 2
Z2
+
Y
Z
+ 1,
gera uma palavra-co´digo com peso 10. Portanto, d = 10.
 D=11P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
,
XY 3
Z4
}
.
O polinoˆmio
P (X, Y, Z) = (Y 3+Y 2Z+Z3)(X+Z) = XY 3+XY 2Z+XZ3+Y 3Z+Y 2Z2+Z4,
se anula nos pontos da curva onde Y = α, α2, α4 ouX = 1. Desta forma, o elemento
XY 3
Z4
+
XY 2
Z3
+
X
Z
+
Y 3
Z3
+
Y 2
Z2
+ 1,
gera uma palavra-co´digo com peso 10. Portanto, d = 10.
 D=10P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X + Z)(X + αZ)(Y + Z)(Y + α2Z),
se anula nos pontos da curva onde Y = 1, α2 ou X = 1, α. Desta forma, o elemento
X2Y 2
Z4
+ α3
X2Y
Z3
+ α2
X2
Z2
+ α5
XY 2
Z3
+ α
XY
Z2
+
X
Z
+ α
Y 2
Z2
+ α4
Y
Z
+ α3,
gera uma palavra-co´digo com peso 10. Portanto, d = 10.
78 Curvas com Geˆneros g = 2 e g = 3
 D=9P2+3P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X3+X2Z+Z3)(Y +Z) = X3Y +X3Z+X2Y Z+X2Z2+Y Z3+Z4,
se anula nos pontos da curva ondeX = α, α2, α4 ou Y = 1. Desta forma, o elemento
X3Y
Z4
+
X3
Z3
+
X2Y
Z3
+
X2
Z2
+
Y
Z
+ 1,
gera uma palavra-co´digo com peso 10. Portanto, d = 10.
 D=8P2+4P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X3 +X2Z + Z3)(X + Z) = X4 +X2Z2 +XZ3 + Z4,
se anula nos pontos da curva onde X = 1, α, α2, α4. Desta forma, o elemento
X4
Z4
+
X2
Z2
+
X
Z
+ 1,
gera uma palavra-co´digo com peso 10. portanto, d = 10.
9. r+s=13.
Os paraˆmetros dos co´digos associados sa˜o: n = 22, k = 11, 9 ≤ d. Neste caso, e´ poss´ıvel
obter bases da forma
X iY j
Zi+j
para os espac¸os associados aos seguintes divisores:
 D=13P2+0P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
X3Y 2
Z5
,
Y 3
Z3
,
XY 3
Z4
,
X2Y
Z3
}
.
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O polinoˆmio
P (X,Y, Z) = (X3 +X2Z + Z3)(Y 2 + Y Z),
se anula nos pontos da curva onde X = α, α2, α4 ou Y = 0, 1. Desta forma, o
elemento
X3Y 2
Z5
+
X3Y
Z4
+
X2Y 2
Z4
+
X2Y
Z3
+
Y 2
Z2
+
Y
Z
,
gera uma palavra-co´digo com peso 9. Portanto, d = 9.
 D=12P2+1P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
,
Y 3
Z3
,
XY 3
Z4
,
Y 4
Z4
}
.
O polinoˆmio
P (X, Y, Z) = (X + Y )(Y 3 + Y Z2 + Z3),
se anula nos pontos da curva onde X = Y ou Y = α3, α6, α5. Desta forma, o
elemento
XY 3
Z4
+
XY
Z2
+
X
Z
+
Y 4
Z4
+
Y 2
Z2
+
Y
Z
,
gera uma palavra-co´digo com peso 9. Portanto, d = 9.
 D=11P2+2P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
X4Y
Z5
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
}
.
O polinoˆmio
P (X,Y, Z) = (X2 +XZ)(X + αZ)(X + α2Z)(Y + Z),
se anula nos pontos da curva onde X = 0, 1, α, α2 ou Y = 1. Desta forma, o
elemento
X4Y
Z5
+ α4
X3Y
Z4
+ α5
X2Y
Z3
+ α3
XY
Z2
+
X4
Z4
+ α4
X3
Z3
+ α5
X2
Z2
+ α3
X
Z
,
gera uma palavra-co´digo com peso 9. Portanto, d = 9.
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 D=10P2+3P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
Y 2
Z2
,
XY 2
Z3
,
X2Y 2
Z4
}
.
O polinoˆmio
P (X, Y, Z) = (X + α3Z)(X + α6Z)(X + Y )(Y + α3Z),
se anula nos pontos da curva onde X = α3, α6 ou X = Y ou Y = α3. Desta forma,
o elemento
X3Y
Z4
+α3
X3
Z3
+
X2Y 2
Z4
+α6
X2Y
Z3
+α
X2
Z2
+α5
XY 2
Z3
+α6
XY
Z2
+α5
X
Z
+α2
Y 2
Z2
+α5
Y
Z
,
gera uma palavra-co´digo com peso 9. Portanto, d = 9.
 D=9P2+4P1
Uma base para o espac¸o L(D) e´ dada pelo conjunto{
1,
X
Z
,
X2
Z2
,
X3
Z3
,
X4
Z4
,
Y
Z
,
XY
Z2
,
X2Y
Z3
,
X3Y
Z4
,
Y 2
Z2
,
XY 2
Z3
}
.
O polinoˆmio
P (X, Y, Z) = (X3+XZ2+Z3)(X+Y ) = X4+X3Y +X2Z2+XY Z2+XZ3+Y Z3,
se anula nos pontos da curva onde X = α3, α6, α5 ou X = Y . Dessa forma, o
elemento
X4
Z4
+
X3Y
Z4
+
X2
Z2
+
XY
Z2
+
X
Z
+
Y
Z
,
gera uma palavra-co´digo com peso 9. Portanto, d = 9.
Nosso objetivo e´ sempre gerar co´digos que sejam subco´digos de co´digos universais (d = 1 ou
d = 2). Todos os co´digos obtidos anteriormente sa˜o subco´digos do seguinte co´digo universal:
 D=14P2+7P1.
Os paraˆmetros deste co´digo sa˜o n = 22, k = 19, 1 ≤ d. Um conjunto gerador para o
espac¸o L(D) e´:
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
1
X
Z
X2
Z2
X3
Z3
X4
Z4
X5
Z5
X6
Z6
X7
Z7
Y
Z
XY
Z2
X2Y
Z3
X3Y
Z4
X4Y
Z5
X5Y
Z6
Y 2
Z2
XY 2
Z3
X2Y 2
Z4
X3Y 2
Z5
X4Y 2
Z6
Y 3
Z3
XY 3
Z4
X2Y 3
Z6
Y 4
Z4
XY 4
Z5

Tendo como base a equac¸a˜o (4.2) podemos eliminar os elementos
X3Y
Z4
,
X4Y
Z5
,
X5Y
Z6
,
X3Y 2
Z5
,
X4Y 2
Z6
.
Os 19 elementos restantes sa˜o linearmente independentes pois, tomando-se a ordem X >
Y > Z, nenhum dos elementos restantes e´ divis´ıvel por X3Y (termo l´ıder do polinoˆmio
que gera a curva). A matriz geradora deste co´digo tem como linhas
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 (relativa ao gerador 1)
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 (relativa ao gerador X
7
Z7
).
Desta forma, somando-se essas duas linhas, teremos uma palavra-co´digo com peso 1.
Portanto, d = 1.
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Um dos objetivos de se fazer concatenac¸a˜o de co´digos, e´ a obtenc¸a˜o de co´digos com com-
primento grande atrave´s de co´digos de comprimento menor e tambe´m com distaˆncias mı´nimas
grandes. Nesta sec¸a˜o, vamos mostrar que os co´digos de Goppa podem ser utilizados na con-
struc¸a˜o de co´digos multin´ıveis, usando as ide´ias desenvolvidas em [12]. No final da sec¸a˜o,
apresentaremos uma tabela de co´digos obtidos pelo processo de concatenac¸a˜o usando os co´di-
gos racionais estudados no Cap´ıtulo 2. Esta tabela reproduz os resultados em [12], pore´m sem
a necessidade de se fazer uso de co´digos estendidos.
Uma cadeia de partic¸a˜o e´ uma sequeˆncia de co´digos lineares, A1, A2, ..., Am+1, de com-
primento n1 sobre Fq, satisfazendo as condic¸o˜es
Ai+1 ⊂ Ai, |Ai/Ai+1| = q, para i = 1, 2, ...,m, com m ≤ n1.
Assumimos que Am+1 = {0} com distaˆncia de Hamming ∞. Como os co´digos em considerac¸a˜o
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sa˜o lineares, a partic¸a˜o pode ser expressa na seguinte forma
Ai =
⋃
y(i)∈ Fq
(y(i)ai + Ai+1), para i = 1, 2, ...,m, ai ∈ Ai, ai 6∈ Ai+1,
onde ai e´ um representante de uma classe de equivaleˆncia de Ai+1 em Ai. Portanto, todas as
palavras-co´digo de A1 podem ser completamente descritas pelo conjunto dos nu´meros q-a´rios
y(1), y(2), ...y(m). Os co´digos Ai sa˜o chamados co´digos internos.
Para construirmos co´digos multin´ıveis, vamos usar m co´digos q-a´rios Ci, i = 1, 2, ...,m com
comprimento n2, chamados co´digos externos. Considere a matriz onde cada linha consiste
de uma palavra-co´digo de cada um dos co´digos externos, respectivamente, isto e´,
y
(1)
1 y
(1)
2 ... y
(1)
n2
y
(2)
1 y
(2)
2 ... y
(2)
n2
... ... ... ...
y
(m)
1 y
(m)
2 ... y
(m)
n2
 ,
onde a i-e´sima linha e´ uma palavra-co´digo do co´digo Ci. Desta forma, uma palavra do co´digo
multin´ıvel e´ representada da forma (S1, S2, ..., Sn2), onde
Sj = y
(1)
j a1 + y
(2)
j a2 + ...+ y
(m)
j am.
A distaˆncia mı´nima desses co´digos satisfaz
dmin ≥ min{d(i)a d(i)c , 1 ≤ i ≤ m},
onde d
(i)
a e d
(i)
c denotam as distaˆncias mı´nimas dos co´digos interno e externo, respectivamente.
Exemplo 4.3.1 No Exemplo 2.3.5, Sec¸a˜o 2.3, foram constru´ıdos os seguintes co´digos:
 A1 com paraˆmetros (4, 4, 1) e matriz geradora
G1 =

0 1 1 1
0 1 α2 α
0 1 α α2
1 1 1 1

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 A2 com paraˆmetros (4, 3, 2) e matriz geradora
G2 =
 0 1 α
2 α
0 1 α α2
1 1 1 1

 A3 com paraˆmetros (4, 2, 3) e matriz geradora
G3 =
[
0 1 α α2
1 1 1 1
]
Vamos considerar A4 como sendo o co´digo com paraˆmetros (4, 1, 4) e matriz geradora
G4 =
[
1 1 1 1
]
Dessa forma, temos que A1 ⊃ A2 ⊃ A3 ⊃ A4 ⊃ A5 = {0} e tambe´m que
A1 =
⋃
y(i)∈ F4
(y(i)(0, 1, 1, 1) + A2)
A2 =
⋃
y(i)∈ F4
(y(i)(0, 1, α2, α) + A3)
A3 =
⋃
y(i)∈ F4
(y(i)(0, 1, α, α2) + A4)
A4 =
⋃
y(i)∈ F4
(y(i)(1, 1, 1, 1) + A5)
Portanto, a matriz geradora do co´digo A1 e´ tambe´m a matriz geradora do co´digo multin´ıvel.
No Exemplo 2.3.1, Sec¸a˜o 2.3, constru´ımos um co´digo com paraˆmetros (5, 5, 1). Pelo processo
descrito na Sec¸a˜o (2.4) podemos construir subco´digos deste co´digo com paraˆmetros (5, 4, 2),
(5, 3, 3), (5, 2, 4) e (5, 1, 5). A Tabela 4.3 ilustra os co´digos multin´ıveis obtidos utilizando-se
estes subco´digos como co´digos externos. Esta tabela reproduz os resultados apresentados em
[12], pore´m sem a necessidade de se fazer uso de co´digos estendidos.
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C1 C2 C3 C4 co´digo multin´ıvel
{0} {0} {0} (5, 1, 5) (20, 1, d = 20)
{0} {0} {0} (5, 2, 4) (20, 2, d ≥ 16)
{0} {0} (5, 1, 5) (5, 2, 4) (20, 3, d ≥ 15)
{0} {0} (5, 2, 4) (5, 3, 3) (20, 5, d ≥ 12)
{0} (5, 1, 5) (5, 2, 4) (5, 3, 3) (20, 6, d ≥ 10)
{0} (5, 1, 5) (5, 3, 3) (5, 3, 3) (20, 7, d ≥ 9)
{0} (5, 2, 4) (5, 3, 3) (5, 4, 2) (20, 9, d ≥ 8)
{0} (5, 3, 3) (5, 4, 2) (5, 4, 2) (20, 11, d ≥ 6)
(5, 1, 5) (5, 3, 3) (5, 4, 2) (5, 4, 2) (20, 12, d ≥ 5)
(5, 2, 4) (5, 4, 2) (5, 4, 2) (5, 1, 5) (20, 15, d ≥ 4)
(5, 3, 3) (5, 4, 2) (5, 5, 1) (5, 5, 1) (20, 17, d ≥ 3)
Tab. 4.3: Co´digos multin´ıveis obtidos de co´digos racionais.
4.4 Concluso˜es
Neste cap´ıtulo, por meio de dois exemplos, apresentamos a construc¸a˜o de co´digos prove-
nientes de curvas com geˆneros 2 e 3, usando as mesmas ide´ias apresentadas no Cap´ıtulo 3 e
na Observac¸a˜o A.2.1. Mostramos tambe´m que os co´digos de Goppa podem ser usados, de uma
maneira bem simples, na construc¸a˜o de co´digos multin´ıveis.
Cap´ıtulo 5
Concluso˜es
Em pesquisas anteriores sobre sistemas de comunicac¸a˜o digital, cada um dos blocos do dia-
grama de blocos que compo˜em o sistema (ver Figura I) eram estudados separadamente. Nestes
estudos, cada um dos blocos do diagrama foram associados a estruturas matema´ticas como
espac¸os me´tricos provenientes de espac¸os vetorias e, mais recentemente, espac¸os topolo´gicos.
Desta u´ltima associac¸a˜o, um novo conceito matema´tico passou a ser de grande importaˆncia no
estudo de sistemas de comunicac¸a˜o: o conceito de geˆnero de uma superf´ıcie. Pesquisas recentes
mostraram que o desempenho de sistemas de comunicac¸a˜o digital esta´ associado ao geˆnero da
superf´ıcie na qual o canal pode ser mergulhado ([1], [2]). Os co´digos de Goppa, ou co´digos
alge´brico-geome´tricos, formam uma classe de co´digos com um bom desempenho e esta˜o asso-
ciados a curvas alge´bricas. Um dos conceitos fundamentais no estudo de curvas e´ o conceito
de geˆnero da curva. Curvas alge´bricas e superf´ıcies de Riemann esta˜o relacionadas atrave´s do
geˆnero (da curva ou da superf´ıcie) como pode ser visto no Cap´ıtulo B.
Neste trabalho, motivados por esta relac¸a˜o entre desempenho de sistemas, geˆnero de su-
perf´ıcies e curvas alge´bricas, nossa proposta foi fazer um estudo dos sistemas de uma forma
conjunta, propondo uma integrac¸a˜o entre modulac¸a˜o e codificac¸a˜o de canal, baseados em um
u´nico conceito matema´tico: o geˆnero de uma superf´ıcie na qual o canal pode ser mergulhado.
Para fazer esta integrac¸a˜o, nossa proposta foi: fixado um geˆnero g (g = 0, 1, 2, 3), encontrar
curvas com este geˆnero e fazer uma ana´lise dos paraˆmetros dos co´digos associados a esta curva,
a fim de se obter uma modulac¸a˜o, ou seja, um co´digo com paraˆmetros (n, n, 1) ou (n, n− 1, 2),
e um subco´digo desta modulac¸a˜o, com paraˆmetros (n, k, d), k < n, para ser utilizado na cod-
ificac¸a˜o de canal. Ale´m disto buscamos, sempre que poss´ıvel, curvas maximais, isto e´, curvas
com o maior nu´mero de pontos racionais poss´ıveis.
Os resultados obtidos esta˜o assim distribu´ıdos:
 no Cap´ıtulo 2, estudamos os co´digos racionais (g = 0). Apresentamos uma maneira
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diferente de se estudar co´digos racionais, usando as ide´ias presentes em [4]. Com este
processo, dado um corpo finito Fq, podemos obter co´digos racionais com paraˆmetros
n = q + 1, k ≤ n e d = n − k + 1, isto e´, co´digos MDS. Entretanto, ao escolhermos
subco´digos destes co´digos estes podem perder esta propriedade. Desta forma, no final do
cap´ıtulo, apresentamos um algoritmo para obtenc¸a˜o de subco´digos MDS de modulac¸o˜es
racionais com paraˆmetros (n, n, 1);
 no Cap´ıtulo 3, estudamos co´digos provenientes de curvas el´ıpticas (g = 1). Calculamos,
como exemplos, os paraˆmetros dos co´digos associados a`s curvas Hermitiana e de Hurwitz,
que sa˜o duas curvas maximais de geˆnero um. Uma diferenc¸a entre estas curvas e´ que a
curva Hermitiana possui um u´nico ponto no infinito, enquanto que a curva de Hurwitz
possui dois pontos no infinito. Assim, de acordo com a observac¸a˜o A.2.1, precisamos
usar divisores com um ponto base, no caso da Hermitiana, e com dois pontos base, no
caso da curva de Hurwitz. Tendo como base os paraˆmetros dos co´digos encontrados
nestes dois exmplos, no final apresentamos um resultado sobre os paraˆmetros dos co´digos
provenientes de curvas el´ıpticas maximais;
 no Cap´ıtulo 4, estudamos co´digos provenientes de curvas de geˆnero g = 2 e g = 3.
As dificuldades sa˜o a escassez de exemplos e o fato de se ter que trabalhar com curvas
singulares (no caso g = 2). Por meio de dois exemplos, obtidos em [11] e [9], calculamos
os paraˆmetros dos co´digos associados a estas duas curvas. No final, mostramos que os
co´digos de Goppa podem ser utilizados para fazer concatenac¸a˜o de co´digos.
5.1 Propostas de trabalhos futuros
Durante o desenvolvimento deste trabalho, surgiram alguns to´picos interessantes para estu-
dos futuros. Podemos destacar os seguintes to´picos:
 Estudo de co´digos alge´bricos geome´tricos por meio de semigrupos;
 Estudo de co´digos alge´brico geome´tricos provenientes de ordens;
 Puncionamento de co´digos de Goppa por meio de ramificac¸o˜es.
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Apeˆndice A
Pre´-Requisitos
Neste cap´ıtulo, veremos os conceitos e resultados principais que sera˜o necessa´rios para a
compreensa˜o da teoria utlizada neste trabalho.
Este cap´ıtulo esta´ organizado da seguinte forma. Na Sec¸a˜o A.1, sera˜o apresentados alguns
conceitos sobre ane´is de polinoˆmios em duas e treˆs indeterminadas. Na Sec¸a˜o A.2, apresentare-
mos os conceitos e resultados sobre curvas alge´bricas e co´digos de Goppa. Na Sec¸a˜o A.3,
apresentaremos os conceitos relacionados a`s ordens monomiais e bases de Groebner.
A.1 O Anel de Polinoˆmios
Sejam k um corpo e k[X, Y ], k[X,Y, Z] os ane´is de polinoˆmios em duas e treˆs indeterminadas
sobre k. Estes dois ane´is sa˜o fundamentais na teoria de curvas alge´bricas.
Um polinoˆmio homogeˆneo de grau r, ou uma forma de grau r, e´ um polinoˆmio da forma
F (X, Y, Z) =
∑
i0+i1+i2=r
ai0i1i2X
i0Y i1Zi2 , ai0i1i2 ∈ k
Formas sa˜o utilizadas na definic¸a˜o de curvas alge´bricas.
Seja F (X, Y, Z) =
∑
i0+i1+i2=r
ai0i1i2X
i0Y i1Zi2 uma forma de grau r. A desomogeneizac¸a˜o
de F com respeito a Z e´ o polinoˆmio
F∗(X, Y ) = F (X, Y, 1) ∈ k[X, Y ]
Da mesma forma, dado f(X, Y ) ∈ k[X, Y ] um polinoˆmio de grau r, definimos a homogeneiza-
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c¸a˜o de f como sendo a forma
f ∗(X, Y, Z) = Zrf(
X
Z
,
Y
Z
) ∈ k[X,Y, Z]
A respeito dos processos descritos anteriormente, valem os seguintes resultados.
Proposic¸a˜o A.1.1 ([4]) Sejam F,G ∈ k[X, Y, Z] formas de grau r e f, g ∈ k[X, Y ]. Enta˜o:
1. (fg)∗ = f ∗g∗, (f ∗)∗ = f .
2. (FG)∗ = F∗G∗, F = Zt(F∗)∗, onde t e´ a maior poteˆncia de Z que divide F .
Seja k o fecho alge´brico do corpo k. Um polinoˆmio f ∈ k[X, Y ] e´ absolutamente ir-
redut´ıvel se for um polinoˆmio irredut´ıvel em k[X, Y ]. Polinoˆmios irredut´ıveis tambe´m sa˜o
utilizados na definic¸a˜o de curvas alge´bricas.
Em geral na˜o e´ simples saber quando um determinado polinoˆmio e´ absolutamente irredut´ıvel
ou na˜o. Se o polinoˆmio for da forma especial
f(X, Y ) = a0Y
n + a1(X)Y
n−1 + ...+ an(X), ai(X) ∈ k[X], a0 6= 0, (A.1)
podemos utilizar o seguinte crite´rio para verificar se o mesmo e´ absolutamente irredut´ıvel.
Teorema A.1.1 ([9]) Seja f(X, Y ) um polinoˆmio escrito na forma A.1. Suponha que gr(an(X)) =
m e´ relativamente primo com n e tambe´m que
m
n
>
gr(ai(X))
i
, i = 1, 2, ..., n− 1.
Enta˜o o polinoˆmio f(X, Y ) e´ absolutamente irredut´ıvel.
A.2 Curvas e Co´digos de Goppa
Sejam k um corpo e k seu fecho alge´brico. Nesta sec¸a˜o veremos as definic¸o˜es do espac¸o pro-
jetivo, o espac¸o onde as curvas alge´bricas sa˜o definidas, de curvas alge´bricas e outros conceitos
fundamentais a` teoria dos co´digos de Goppa.
O plano projetivo P2(k) e´ definido como o conjunto quociente de k3 \ (0, 0, 0) por uma
relac¸a˜o de equivaleˆncia ∼, ou seja,
P2(k) =
k3 \ (0, 0, 0)
∼ ,
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onde
(x1, y1, z1) ∼ (x2, y2, z2)⇐⇒ ∃ a ∈ k∗; x1 = ax2, y1 = ay2, z1 = az2.
Como os pontos de P2(k) sa˜o classes de equivaleˆncia, vamos usar a notac¸a˜o (x : y : z) para
representar estes elementos.
Seja F (X, Y, Z) ∈ k[X, Y, Z] um polinoˆmio homogeˆneo de grau d, e tal que f(X, Y ) =
F (X, Y, 1) seja absolutamente irredut´ıvel. Definimos a curva plana projetiva de grau d
associada ao polinoˆmio F , denotada por X ou por XF , como sendo o conjunto
X = {(x : y : z) ∈ P2(k)| F (x, y, z) = 0},
ou simplesmente
X : F (X, Y, Z) = 0.
Dada uma curva podemos associar o seu geˆnero, denotado por g(X ), que satisfaz a seguinte
desigualdade
g(X ) ≤ (d− 1)(d− 2)
2
.
Esta desigualdade passa a ser uma igualdade quando a curva for na˜o singular, isto e´, quando
vale a condic¸a˜o
F (x, y, z) = FX(x, y, z) = FY (x, y, z) = FZ(x, y, z) = 0 =⇒ (x, y, z) = (0, 0, 0),
onde FX , FY , FZ denotam as derivadas parciais de F com relac¸a˜o a`s varia´veis X, Y, Z,
respectivamente.
Teorema A.2.1 (Teorema de Bezout,[7]) Seja k um corpo algebricamente fechado e con-
sideremos F, G ∈ k[X, Y, Z] polinoˆmios homogeˆneos, sem fatores em comum, de grau m e n,
respectivamente. As curvas projetivas XF , XG definidas pelos polinoˆmios acima se encontram
em mn pontos. Em outras palavras vale∑
P
I(P, F,G) = mn,
onde I(P, F,G) e´ a multiplicidade de intersecc¸a˜o das curvas definidas por F e G no ponto P .
O Teorema de Bezout estabelece que duas curvas, de graus m e n, respectivamente, teˆm mn
pontos em comum (levando-se em conta as multiplicidades). Este teorema tambe´m e´ utilizado
para o ca´lculo de divisores de intersecc¸a˜o.
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Seja X uma curva plana projetiva definida por um polinoˆmio homogeˆneo F e seja K um
corpo qualquer contendo k. Um K−ponto racional em X e´ um ponto (x : y : z) ∈ P2(K) tal
que F (x, y, z) = 0. Denotamos o conjunto dos K−pontos racionais da curva X como
X (K) = {(x : y : z) ∈ P2(K)| F (x, y, z) = 0}.
Com relac¸a˜o aos conjuntos X (K) vale o seguinte resultado.
Teorema A.2.2 ([5],[9],[19]) Seja X uma curva projetiva na˜o singular definida sobre um
corpo finito k = Fq. Enta˜o
#X (Fq) ≤ 1 + q + 2g√q,
onde g = g(X ), #X (Fq) denota a cardinalidade do conjunto X (Fq) e q e´ um primo ou poteˆncia
de primo.
Seja k = Fp um corpo finito com p elementos, p primo. Sabemos que, a menos de isomorfis-
mos, existe um u´nico corpo com pn elementos, que denotaremos por Fpn . Sabemos tambe´m que
Fpn| Fp e´ uma extensa˜o finita de grau n, o grupo de Galois desta extensa˜o e´ c´ıclico de ordem n
e e´ gerado pelo chamado automorfismo de Frobenius dado por
σp,n : Fpn −→ Fpn
α 7−→ σp,n(α) = αp.
Se X e´ uma curva plana projetiva definida sobre Fp, podemos fazer este automorfismo agir nos
pontos de Fpn da seguinte forma
σp,n((x0 : y0 : z0)) = (x
p
0 : y
p
0 : z
p
0).
O automorfismo de Frobenius pode ser usado para encontrar os pontos racionais de uma curva.
Seja X uma curva plana projetiva na˜o singular. Um ponto de grau n em X sobre Fp e´
um conjunto P = {P0, P1, ..., Pn−1} de n pontos distintos em X (Fpn) tal que
Pi = σ
i
p,n(P0), i = 1, 2, ..., n− 1.
Seja X uma curva definida em Fq. Um divisor D em X e´ uma soma formal de pontos da
curva com coeficientes inteiros, isto e´, um divisor e´ um elemento da forma
D =
∑
nQQ,
A.2 Curvas e Co´digos de Goppa 95
onde nQ ∈ Z e Q sa˜o pontos (de grau arbitra´rio) em X .
Se nQ ≥ 0 ∀Q, dizemos que o divisor D e´ efetivo e denotamos por D ≥ 0. Definimos o
grau de um divisor como sendo
gr(D) =
∑
nQgr(Q),
e o suporte de um divisor D, denotado por Supp(D), como sendo o conjunto dos pontos Q da
curva que aparecem com coeficientes na˜o nulos no divisor D, isto e´,
Supp(D) = {Q| nQ 6= 0}.
O conceito de divisor e´ importante pois, por meio de divisores, podemos associar espac¸os
vetoriais a uma determinada curva e, por meio destes espac¸os, podemos definir os co´digos de
Goppa.
Seja F (X, Y, Z) um polinoˆmio que define uma curva plana projetiva X sobre Fq e seja
E =
{
G(X, Y, Z)
H(X, Y, Z)
|G, H sa˜o homogeˆneos de mesmo grau
}
∪ {0}.
O corpo das func¸o˜es racionais em X , denotado por Fq(X ) e´ o conjunto quociente de E por
uma relac¸a˜o de equivaleˆncia ∼, isto e´,
Fq(X ) = E∼ ,
onde
G
H
∼ G
′
H ′
⇐⇒ GH ′ −G′H ∈ 〈F 〉, (A.2)
com 〈F 〉 representando o ideal gerado pelo polinoˆmio F em k[X, Y, Z].
Seja X uma curva definida pelo polinoˆmio F , e f = G
H
∈ Fq(X ). O divisor de f e´ definido
como
div(f) =
∑
P∈XF∩XG
I(P, F,G)P −
∑
Q∈XF∩XH
I(Q,F,H)Q. (A.3)
SejaD um divisor sobre uma curva na˜o singular. O espac¸o das func¸o˜es racionais associadas
a D e´ o conjunto
L(D) = {f ∈ Fq(X )| div(f) +D ≥ 0} ∪ {0}.
Este conjunto e´ um espac¸o vetorial finitamente gerado sobre Fq e vale o seguinte resultado.
Teorema A.2.3 (Teorema de Riemann-Roch,[5]) Seja X uma curva plana projetiva na˜o
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singular de geˆnero g definida sobre Fq e D um divisor em X . Enta˜o dimL(D) ≥ gr(D)+1−g.
Mais ainda, se gr(D) > 2g − 2, enta˜o dimL(D) = gr(D) + 1− g.
Agora podemos definir os co´digos alge´bricos-geome´tricos da seguinte forma. Considere X como
uma curva plana projetiva definida sobre Fq, D um divisor em X e P = {P1, ..., Pn} um conjunto
de n pontos Fq-racionais distintos em X . Suponha que P ∩ Supp(D) = ∅.
O co´digo alge´brico-geome´trico associado a` curva X , ao conjunto P e ao divisor D e´ o
conjunto
C(X ,P , D) = {(f(P1), ..., f(Pn))| f ∈ L(D)} ∈ Fnq . (A.4)
Os paraˆmetros do co´digo definido em (A.4) sa˜o dados pelo seguinte resultado.
Teorema A.2.4 ([5],[19]) Seja X uma curva plana, projetiva, de geˆnero g, definida sobre Fq.
Seja P ⊂ X (Fq) um conjunto de n pontos Fq−racionais distintos, e seja D um divisor tal que
2g− 2 < gr(D) < n. Enta˜o o co´digo alge´brico-geome´trico C(X ,P , D) e´ linear de comprimento
n, dimensa˜o k = gr(D) + 1− g e distaˆncia mı´nima d ≥ n− gr(D).
Observac¸a˜o A.2.1 Como foi visto nesta sec¸a˜o, para o ca´lculo dos paraˆmetros de um co´digo de
Goppa, precisamos conhecer os espac¸os L(D). Para sabermos se uma func¸a˜o racional pertence
a um determinado espac¸o L(D), precisamos calcular seu divisor e isto na˜o e´ uma tarefa fa´cil,
pois envolve o conceito de multiplicidade de intersecc¸a˜o (ver A.3). Desta forma, durante este
trabalho, buscaremos bases para os espac¸os L(D) da forma XiY j
Zi+j
pois, com elementos desta
forma, o ca´lculo dos divisores e´ mais simples. Por este motivo, quando uma curva possuir um
u´nico ponto da forma (α : β : 0) (chamado ponto no infinito), usaremos divisores com um u´nico
ponto base, como na Sec¸a˜o 3.1 e, caso a curva tenha mais de um ponto desta forma, usaremos
divisores com mais de um ponto base, como na Sec¸a˜o 3.2.
O Teorema A.2.4 nos da´ um limitante inferior para a distaˆncia mı´nima de co´digos associ-
ados a curvas alge´bricas. Para o ca´lculo das distaˆncias mı´nimas dos co´digos, em muitos casos
(ver Sec¸o˜es 3.2, 4.1, 4.2), adotaremos o seguinte procedimento: tendo uma base do espac¸o L(D)
e conhecendo os pontos racionais da curva, buscaremos polinoˆmios homogeˆneos
P (X, Y, Z) =
∑
i0+i1+i2=r
ai0i1i2X
i0Y i1Zi2 , ai0i1i2 ∈ k,
tais que X
i0Y i1
Zr−i2 ∈ L(D) e que se anulem em gr(D) pontos racionais da curva pois, desta forma, a
func¸a˜o racional f =
∑
i0+i1+i2=r
ai0i1i2
Xi0Y i1
Zr−i2 da´ origem a uma palavra co´digo de peso n−gr(D).
Desta forma, d = n− gr(D).
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A.3 Ordem Monomial e Bases de Groebner
Nesta sec¸a˜o, veremos alguns conceitos relacionados a` ordens monomiais e bases de Groebner.
Por meio destes conceitos, podemos estender o algoritmo da divisa˜o para polinoˆmios de mais
de uma varia´vel. Estes conceitos podem ser utilizados para mostrar independeˆncia linear de
func¸o˜es racionais e, assim, obter bases dos espac¸os vetoriais associados a divisores. Usaremos
as seguintes notac¸o˜es:
 k[X1, X2, ..., Xn] = k[X];
 Xa11 X
a2
2 ...X
an
n = X
a, a = (a1, a2, ..., an) ∈ Nn.
 a = (a1, a2, ..., an) ∈ Nn, |a| = a1 + a2 + ...+ an.
Para fazermos diviso˜es entre polinoˆmios com uma varia´vel usamos, de uma forma impl´ıcita,
uma ordem monomial bastante natural, isto e´, dados i, j ∈ N temos
X i > Xj ⇔ i > j.
Para fazermos diviso˜es com polinoˆmios com mais de uma varia´vel, precisamos do conceito
de ordens monomiais.
Uma ordem monomial em k[X] e´ qualquer relac¸a˜o > em Nn que satisfaz:
1. > e´ uma relac¸a˜o de ordem total em Nn, isto e´, ∀ α, β ∈ Nn temos α = β ou α > β ou
β > α;
2. se α > β e γ ∈ Nn enta˜o vale α+ γ > β + γ;
3. a relac¸a˜o e´ boa ordem, isto e´, todo subconjunto na˜o vazio de Nn tem menor elemento.
Vejamos alguns exemplos de ordens monomiais.
Exemplo A.3.1 (Ordem Lexicogra´fica) Sejam α = (a1, . . . , an), β = (b1, . . . , bn) elemen-
tos de Nn. Enta˜o
α >lex β ⇐⇒ ∃ i ∈ {1, 2, ..., n}; ai > bi e ak = bk, k = 1, 2, ..., i− 1.
Esta ordem e´ estendida para monoˆmios da seguinte forma:
Xα >lex X
β ⇐⇒ α >lex β.
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Exemplo A.3.2 (Ordem Lexicogra´fica Graduada) Sejam α, β ∈ Nn. Enta˜o
α >grlex β ⇐⇒ |α| > |β| ou |α| = |β| e α >lex β.
Esta ordem e´ estendida para monoˆmios da seguinte forma:
Xα >grlex X
β ⇐⇒ α >grlex β.
Exemplo A.3.3 (Ordem Lexicogra´fica Graduada Reversa) Sejam α, β ∈ Nn. Enta˜o
α >grevlex β ⇐⇒ |α| > |β| ou |α| = |β| e ∃ i ∈ {1, 2, ..., n}; ai > bi e ak = bk, k = i+1, i+2, ..., n.
Esta ordem e´ estendida para monoˆmios da seguinte forma:
Xα >grevlex X
β ⇐⇒ α >grevlex β.
Seja f =
∑
aαX
α um polinoˆmio na˜o nulo em k[X], e seja > uma ordem qualquer. Definimos:
 multidegree de f como, mult(f) = max{α ∈ Nn; aα 6= 0};
 coeficiente l´ıder de f como, LC(f) = amult(f) ∈ k;
 monoˆmio l´ıder de f como, LM(f) = Xmult(f);
 termo l´ıder de f como, LT (f) = LC(f)LM(f).
Assim, como no caso de polinoˆmios em uma varia´vel, temos um algoritmo de divisa˜o para
polinoˆmios em mais de uma varia´vel, descrito a seguir.
Teorema A.3.1 ([6]) Fixe uma ordem qualquer em Nn. Seja (f1, . . . , fs) uma s-upla ordenada
de polinoˆmios em k[X1, . . . , Xn]. Enta˜o, dado f ∈ k[X], existem a1, . . . , as, r ∈ k[X], tais que
f = a1f1 + . . .+ asfs + r,
onde r = 0 ou r e´ uma combinac¸a˜o linear de monoˆmios, nenhum dos quais e´ divis´ıvel por
LT (f1), . . . , LT (fs). Tal r e´ chamado resto da divisa˜o de f por f1, . . . , fs.
Fixe uma ordem monomial. Seja I ⊆ k[X] um ideal na˜o nulo. Definimos:
 o conjunto dos termos l´ıderes do ideal I como, LT (I) = {cXα;∃ f ∈ I, LT (f) =
cXα};
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 ideal gerado pelo conjunto LT (I) como, 〈LT (I)〉.
Fixe uma ordem monomial. Um subconjunto finito G = {g1, . . . , gs} de um ideal I e´ uma
base de Groebner para I se
〈LT (I)〉 = 〈LT (g1), . . . , LT (gs)〉.
Teorema A.3.2 ([6]) Fixe uma ordem. Todo ideal na˜o nulo I de k[X] possui uma base de
Groebner. Mais ainda, toda base de Groebner e´ uma base para o ideal I.
Teorema A.3.3 ([6]) Seja G = {g1, . . . , gs} uma base de Groebner do ideal I e f ∈ k[X].
Enta˜o existe um u´nico r ∈ k[X] com as seguintes propriedades:
1. Existe g ∈ I tal que f = g + r;
2. Nenhum termo de r e´ divis´ıvel por LT (g1), . . . , LT (gs).
Em particular, o resto da divisa˜o de f por G, na˜o importando a ordem como os elementos sa˜o
listados, e´ sempre o mesmo.
Corola´rio A.3.3.1 ([6]) Seja G uma base de Groebner de um ideal I e f ∈ k[X]. Enta˜o
f ∈ I ⇐⇒ o resto da divisa˜o de f por G e´ 0
Por meio do Corola´rio A.3.3.1 e´ poss´ıvel saber quando um polinoˆmio pertence a um ideal.
Para isto, basta dividir este polinoˆmio pela base de Groebner do ideal e observar o resto da
divisa˜o. No exemplo a seguir, vamos mostrar como utilizar os conceitos e resultados vistos
nesta sec¸a˜o.
Exemplo A.3.4 Seja k um corpo. Gostar´ıamos de saber se o polinoˆmio X4Y +X2Y 3+XY 2+
Y pertence ao ideal gerado pelo polinoˆmio Y 2+X3. Para isto, vamos usar a ordem lexicogra´fica
X > Y . Como o ideal e´ gerado por um u´nico elemento, este elemento e´ a base de Groebner
do ideal. Ale´m disso, temos que LT (X4Y +X2Y 3 +XY 2 + Y ) = X4Y e LT (Y 2 +X3) = X3.
Seguindo o procedimento de divisa˜o temos
X4Y +X2Y 3 +XY 2 + Y Y 2 +X3
−X4Y −XY 3 XY
X2Y 3 −XY 3 +XY 2 + Y
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Como nenhum dos monoˆmios de X2Y 3 − XY 3 + XY 2 + Y e´ divis´ıvel por X3, temos que o
resto da divisa˜o acima e´ X2Y 3 − XY 3 + XY 2 + Y . Como o resto e´ na˜o nulo, o polinoˆmio
X4Y +X2Y 3 +XY 2 + Y na˜o pertence ao ideal gerado por Y 2 +X3.
Observac¸a˜o A.3.1 Para aqueles que se interessarem em saber mais sobre os assuntos aqui
tratados, recomendamos a leitura de [4], [5], [6] e [7].
Apeˆndice B
Conexo˜es entre Superf´ıcie de Riemann,
Func¸o˜es Alge´bricas e Topologia
Um dos resultados mais importantes conectando superf´ıcies de Riemann, func¸o˜es alge´bricas
e topologia e´ o Teorema da Uniformizac¸a˜o (Koebe-Poincare´) e que sera´ fundamental no con-
texto em que esta pesquisa se insere. Os cap´ıtulos deste trabalho envolvendo a determinac¸a˜o de
co´digos de Goppa para geˆneros g = 0, 1, 2, 3 seguem estritamente os fundamentos do referido
teorema. Todavia, e´ importante que se apresentem tais fundamentos, mesmo que informal-
mente, como uma forma de se estabelecer e de se realizar as devidas conexo˜es de conceitos.
Dessa forma, nas pro´ximas sec¸o˜es apresentamos os elementos essenciais para uma melhor
compreensa˜o dos fundamentos utilizados neste trabalho.
B.1 Superf´ıcies de Riemann
Uma superf´ıcie de Riemann e´ um espac¸o topolo´gico que, localmente, se parece com um con-
junto aberto do plano complexo. Vamos, nesta sec¸a˜o, ver os conceitos ba´sicos para a definic¸a˜o
precisa de uma superf´ıcie de Riemann.
Uma carta complexa, ou simplesmente carta, em um espac¸o topolo´gico X, e´ um home-
omorfismo φ : U → V , onde U e V sa˜o conjuntos abertos em X e C, respectivamente. O
conjunto U e´ chamado de domı´nio da carta φ e dizemos que φ e´ centrada em p ∈ U se φ(p) = 0.
Usaremos a seguinte notac¸a˜o para cartas complexas.
φ : U −→ V
x 7−→ z = φ(x)
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Sejam φ1 : U1 → V1 e φ2 : U2 → V2 duas cartas complexas. Dizemos que φ1 e φ2 sa˜o
compat´ıveis se U1∩U2 = ∅ ou, caso U1∩U2 6= ∅, enta˜o φ2 ◦φ−11 : φ1(U1∩U2)→ φ2(U1∩U2) e´
uma aplicac¸a˜o holomorfa. A func¸a˜o T = φ2 ◦ φ−11 e´ chamada func¸a˜o de transic¸a˜o entre as duas
cartas.
Um atlas complexo A em X, ou simplesmente atlas, e´ uma colec¸a˜o A = {φa : Ua → Va} de
cartas complexas, compat´ıveis 2 a 2, e cujos domı´nios cobrem todo o espac¸o, isto e´, X =
⋃
a
Ua.
Dois atlas complexos A e B sa˜o equivalentes se toda carta de um e´ compat´ıvel com todas as
cartas do outro. Uma estrutura complexa em X e´ um atlas complexo maximal em X ou,
uma classe de equivaleˆncia de atlas complexos.
Uma superf´ıcie de Riemann e´ um espac¸o topolo´gico X conexo, e2, Hausdorff com uma
estrutura complexa.
Exemplos de superf´ıcies de Riemann sa˜o apresentados a seguir.
Exemplo B.1.1 Seja X = R2, U j X conjunto aberto qualquer. As aplicac¸o˜es
φ : U −→ C
(x, y) 7−→ φ(x, y) = x+ yi
formam uma estrutura complexa em X. Assim, identificando topologicamente o conjunto C
com R2, temos que C e´ uma superf´ıcie de Riemann, chamada plano complexo.
Exemplo B.1.2 Seja X = {(x, y, w) ∈ R3| x2 + y2 + w2 = 1}. Vamos considerar a estrutura
complexa dada pelas seguinte cartas:
φ1 : X − {(0, 0, 1)} −→ C
(x, y, w) 7−→ φ1(x, y, w) = x1−w + i y1−w
φ2 : X − {(0, 0,−1)} −→ C
(x, y, w) 7−→ φ2(x, y, w) = x1+w − i y1−w
Note que, sendo z = φ1(x, y, w) temos que φ2(x, y, w) =
1
z
. Ale´m disso, temos que X −
{(0, 0,±1)} e´ levado, tanto por φ1 quanto por φ2 em C∗. O ponto (0, 0, 1) e´ denotado por ∞ e
esta superf´ıcie de Riemann e´ denotada por C∞ e conhecida como Esfera de Riemann.
Podemos construir outras superf´ıcies de Riemann seguindo o seguinte roteiro:
 Tome X um conjunto;
 encontre uma colec¸a˜o enumera´vel {Ua} de subconjuntos de X que cobrem X;
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 para cada a, encontre uma bijec¸a˜o φa de Ua em um subconjunto aberto Va de C;
 mostre que dados a e b, φa(Ua ∩Ub) e´ um conjunto aberto em Va. Desta forma, podemos
definir uma topologia em X de modo que φa seja uma carta complexa;
 mostre que as cartas φa sa˜o duas a duas compat´ıveis;
 mostre que X e´ conexo e Hausdorff.
Por meio deste roteiro, podemos apresentar agora outros exemplos importantes de superf´ı-
cies de Riemann.
Exemplo B.1.3 (Reta Projetiva) Seja CP1 a reta projetiva definida como
CP1 = {[z : w], z, w ∈ C, na˜o nulos simultaneamente}
Temos que [z : w] = [λz : λw], ∀ λ ∈ C∗.
Em CP1, considere
U0 = {[z : w]; z 6= 0}, U1 = {[z : w]; w 6= 0}
e as bijec¸o˜es
φ0 : U0 −→ C
[z : w] 7−→ φ0([z : w]) = wz
φ1 : U1 −→ C
[z : w] 7−→ φ1([z : w]) = zw
Com estas estruturas, a reta projetiva CP1 e´ uma superf´ıcie de Riemann.
Exemplo B.1.4 (Toro complexo) Sejam w1, w2 nu´meros complexos linearmente independentes
sobre R. Seja L = Zw1 +Zw2 o reticulado gerado por estes dois elementos. O grupo quociente
X = C
L
pode ser transformado em um espac¸o topolo´gico por meio da aplicac¸a˜o projec¸a˜o
pi : C −→ L.
Neste espac¸o podemos definir cartas complexas transformando-o em uma superf´ıcie de Riemann,
chamada de Toro Complexo.
Exemplo B.1.5 (Plano Projetivo) O plano projetivo e´ definido como
CP2 = {[x : y : z], x, y, z ∈ C, na˜o nulos simultaneamente}
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onde [x : y : z] = [λx : λy : λz], ∀ λ ∈ C∗. Este conjunto tambe´m tem uma estrutura de
superf´ıcie de Riemann, onde os abertos considerados sa˜o
U0 = {[x : y : z]; x 6= 0}, U1 = {[x : y : z]; y 6= 0}, U2 = {[x : y : z]; z 6= 0}
e os homomorfismos considerados sa˜o
φ0 : U0 −→ C2
[x : y : z] 7−→ φ0([x : y : z]) = ( yx , zx)
φ1 : U1 −→ C2
[x : y : z] 7−→ φ1([x : y : z]) = (xy , zy )
φ2 : U2 −→ C2
[x : y : z] 7−→ φ2([x : y : z]) = (xz , yz ).
Exemplo B.1.6 (Curva Projetiva) Seja F (X, Y, Z) um polinoˆmio homogeˆneo. A curva plana
projetiva definida por F e´ o conjunto
X = {[x : y : z] ∈ CP2| F (x, y, z) = 0}.
Se F e´ um polinoˆmio na˜o singular, X possui uma estrutura de superf´ıcie de Riemann, com
abertos da forma X0 = X ∩ U0, X1 = X ∩ U1, X2 = X ∩ U2.
B.2 Func¸o˜es e Aplicac¸o˜es
Nesta sec¸a˜o, consideraremos X como sendo uma superf´ıcie de Riemann, p ∈ X e f uma
func¸a˜o complexa definida em uma vizinhanc¸a W de p.
Dizemos que f e´ holomorfa em p se existe uma carta φ : U → V (p ∈ U) tal que a
composic¸a˜o f ◦ φ−1 e´ holomorfa em φ(p). Dizemos que f e´ holomorfa em W se for holomorfa
em todos os pontos de W .
O lema a seguir nos fornece mais informac¸o˜es sobre func¸o˜es holomorfas.
Lema B.2.1 ([21]) Seja X uma superf´ıcie de Riemann, p ∈ X, f : W → C uma func¸a˜o com
p ∈ W . Enta˜o,
(i) f e´ holomorfa em p se, e somente se, para toda carta φ : U → V (p ∈ U), f ◦ φ−1 e´
holomorfa em φ(p);
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(ii) f e´ holomorfa em W se, e somente se, existe um conjunto de cartas {φi : Ui→ V i}, com
W ⊆ ⋃Ui, tais que f ◦ φ−1 e´ holomorfa em φi(W ∩ Ui);
(iii) se f e´ holomorfa em p enta˜o f e´ holomorfa em uma vizinhanc¸a de p.
Seja W ⊆ X um conjunto aberto em uma superf´ıcie de Riemann X. O conjunto de todas as
func¸o˜es holomorfas em W sera´ denotado por OX(W ). Portanto,
OX(W ) = {f : W → C; f e´ holomorfa em W}.
Veremos agora os tipos de singularidades que func¸o˜es holomorfas em superf´ıcies de Riemann
possuem. Estes conceitos sa˜o semelhantes aos conceitos de singularidades de func¸o˜es de uma
varia´vel complexa.
Uma vizinhanc¸a pontual de p ∈ X e´ um conjunto da forma U − {p}, onde U e´ uma
vizinhanc¸a de p.
Seja f uma func¸a˜o holomorfa em uma vizinhanc¸a pontual de p. Dizemos que f possui uma
singularidade remov´ıvel em p se, e somente se, existe uma carta φ : U → V , p ∈ U tal que
a composic¸a˜o f ◦ φ−1 tem singularidade remov´ıvel em φ(p). Dizemos que f possui um po´lo
em p se, e somente se, existe uma carta φ : U → V , p ∈ U tal que a composic¸a˜o f ◦ φ−1 tem
um po´lo em φ(p). Dizemos que f possui uma singularidade essencial em p se, e somente se,
existe uma carta φ : U → V , p ∈ U tal que a composic¸a˜o f ◦ φ−1 tem singularidade essencial
em φ(p).
O lema a seguir e´ ana´logo ao lema B.2.1.
Lema B.2.2 ([21]) Com as notac¸o˜es vistas, temos que f tem singularidade remov´ıvel (po´lo,
essencial) se, e somente se, para toda carta φ : U → V , com p ∈ U , a composic¸a˜o f ◦ φ−1 tem
singularidade remov´ıvel (po´lo, essencial) em φ(p).
Uma func¸a˜o f em uma superf´ıcie de Riemann X e´ meromorfa em um ponto p ∈ X se f
e´ uma func¸a˜o holomorfa e possui singularidade remov´ıvel em p ou se f possui um po´lo em p.
Dizemos que f e´ meromorfa em um aberto W se for meromorfa em todos os pontos de W . O
conjunto de todas as func¸o˜es meromorfas em W sera´ denotado porMX(W ). Portanto,
MX(W ) = {f : W → C; f meromorfa em W}.
Seja f uma func¸a˜o meromorfa em um ponto p de uma superf´ıcie de Riemann X. Sendo z
uma coordenada local em X pro´ximo a p, isto e´, z = φ(x) com φ carta local e x pro´ximo a p,
106 Conexo˜es entre Superf´ıcie de Riemann, Func¸o˜es Alge´bricas e Topologia
temos que f ◦ φ−1 pode ser escrita como uma se´rie de poteˆncia em torno de z0 = φ(p). Desta
forma,
f(φ−1(z)) =
∑
n
cn(z − z0)n.
A ordem de f em p, denotada por ordp(f), e´ o menor expoente com coeficiente na˜o nulo,
isto e´, ordp(f) = min{n; cn 6= 0}. Esta definic¸a˜o de ordem e´ independente da escolha das
coordenadas locais.
Vamos, agora, voltar a alguns exemplos da sec¸a˜o B.1 e caracterizar como sa˜o as func¸o˜es
meromorfas das superf´ıcies de Riemann apresentadas.
 Esfera de Riemann: As func¸o˜es meromorfas na Esfera de Riemann sa˜o da forma
f(z) =
p(z)
q(z)
,
com p(z) e q(z) polinoˆmios.
 A Reta Projetiva CP1: As func¸o˜es meromorfas na reta projetiva sa˜o da forma
f(z, w) =
p(z, w)
q(z, w)
,
onde p(z, w) e q(z, w) sa˜o polinoˆmios homogeˆneos de mesmo grau.
 Curva Plana Projetiva: Se X for uma curva projetiva definida por um polinoˆmio
homogeˆneo, irredut´ıvel e na˜o singular F (X,Y, Z), enta˜o as func¸o˜es meromorfas sa˜o da
forma
F (X, Y, Z) =
G(X, Y, Z)
H(X, Y, Z)
,
onde G e H sa˜o polinoˆmios homogeˆneos de mesmo grau e F na˜o e´ um fator de H.
 Toro complexo: Seja τ ∈ C, com Im(τ) > 0. Podemos definir uma func¸a˜o anal´ıtica em
C dada por
θ(z) =
∞∑
n=−∞
epii[n
2τ+2nz].
Definimos tambe´m
θ(x)(z) = θ
(
z −
(
1
2
)
−
(τ
2
)
− x
)
.
Desta forma, dado um nu´mero natural d e dois conjuntos de nu´meros complexos {xi}, {yi},
com d elementos, tais que
∑
xi −
∑
yi seja inteiro, enta˜o as func¸o˜es meromorfas do toro
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complexo sa˜o da forma
R(z) =
∏
i θ
(xi)(z)∏
j θ
(yj)(z)
.
B.3 Divisores e Func¸o˜es Meromorfas
Seja X uma superf´ıcie de Riemann. Denotaremos por ZX o grupo aditivo de todas as
func¸o˜es de X em Z. Dada uma func¸a˜o D : X → Z, o suporte de D e´ o conjunto dos pontos
p ∈ X tais que D(p) 6= 0. Um divisor em X e´ uma func¸a˜o D : X → Z cujo suporte e´
um subconjunto discreto de X. O grupo dos divisores e´ denotado por Div(X). Se X for uma
superf´ıcie compacta e D um divisor, enta˜o seu suporte e´ finito. Assim, o grupo Div(X) coincide
com o grupo abeliano livre dos pontos de X. Desta forma, representaremos um divisor em X
da seguinte maneira:
D =
∑
p∈X
D(p).p, D(p) 6= 0 para um nu´mero finito de pontos.
O grau de um divisor D e´ definido como
gr(D) =
∑
p∈X
D(p).
Seja X uma superf´ıcie de Riemann e f uma func¸a˜o meromorfa em X na˜o identicamente
nula. O divisor de f , denotado por div(f), e´ o divisor definido por
div(f) =
∑
p∈X
ordp(f).p.
Qualquer divisor da forma div(f), f func¸a˜o meromorfa, e´ chamado divisor principal em X.
O conjunto de todos os divisores principais e´ denotado por PDiv(X).
Lema B.3.1 ([21]) Seja X uma superf´ıcie compacta e f uma func¸a˜o meromorfa em X. En-
ta˜o,
gr(div(f)) = 0.
Sendo f uma func¸a˜o meromorfa em X, definimos o divisor de zeros de f como
div0(f) =
∑
p∈X, ordp(f)>0
ordp(f).p,
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e o divisor de po´los de f como
div∞(f) =
∑
p∈X, ordp(f)<0
ordp(f).p.
Desta forma, temos que div(f) = div0(f)− div∞(f).
Seja D uma divisor em uma superf´ıcie de Riemann. Dizemos que D ≥ 0 se D(p) ≥ 0, ∀ p.
Escrevemos D > 0 se D ≥ 0 e D 6= 0. Tambe´m podemos escrever D1 ≥ D2 se D1 − D2 ≥ 0,
o mesmo valendo para D1 > D2. Com isto, o conjunto Div(X) e´ um conjunto parcialmente
ordenado. Neste conjunto podemos tambe´m definir uma relac¸a˜o de equivaleˆncia. Para isto,
dizemos que dois divisores, D1 e D2, sa˜o linearmente equivalentes, e usamos a notac¸a˜o D1 ∼ D2,
se D1 −D2 ∈ PDiv(X) (conjunto dos divisores principais).
O resultado a seguir nos fornece informac¸o˜es sobre divisores em superf´ıcies de Riemann.
Lema B.3.2 ([21]) Seja X uma superf´ıcie de Riemann.
1. D ∼ 0 se, e somente se D e´ um divisor principal;
2. se X e´ compacta enta˜o D1 ∼ D2 ⇔ gr(D1) = gr(D2);
3. se f e´ uma func¸a˜o meromorfa na˜o identicamente nula enta˜o div0(f) ∼ div∞(f). Se X e´
compacta, enta˜o gr(div0(f)) = gr(div∞(f)).
B.4 Espac¸o de Func¸o˜es Associados a um Divisor
Nesta sec¸a˜o, definiremos e apresentaremos alguns resultados relacionados aos espac¸os L(D),
espac¸os associados a divisores em superf´ıcies de Riemann. Para isto, vamos definir ordp(f) =
∞ quando f for uma func¸a˜o meromorfa identicamente nula em uma vizinhanc¸a do ponto p.
Tambe´m consideraremos n <∞ para qualquer nu´mero inteiro n.
Seja D um divisor em uma superf´ıcie de Riemann X. O espac¸o das func¸o˜es meromorfas
com po´los limitados por D, denotado por L(D), e´ o seguinte conjunto
L(D) = {f ∈MX ; div(f) ≥ −D}.
O resultado a seguir nos fornece informac¸o˜es importantes sobre estes espac¸os.
Lema B.4.1 ([21]) Seja X uma superf´ıcie de Riemann e D um divisor em X.
(i) L(D) e´ um espac¸o vetorial;
(ii) D1 ≤ D2 ⇒ L(D1) ⊆ L(D2);
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(iii) L(0) = {func¸o˜es holomorfas};
(iv) Se X e´ compacta, enta˜o L(0) = {func¸o˜es constantes} ' C. Ale´m disso, se gr(D) < 0
enta˜o L(D) = {0};
(v) Se X e´ compacta enta˜o L(D) e´ espac¸o vetorial complexo de dimensa˜o finita. Mais ainda, se
D = P−N , onde P e N sa˜o divisores na˜o negativos com suportes disjuntos, enta˜o dim(L(D)) ≤
1 + gr(P ).
Os resultados a seguir trazem informac¸o˜es sobre os espac¸os L(D) para duas superf´ıcies especiais.
Teorema B.4.1 ([21]) Seja D um divisor na esfera de Riemann. Enta˜o
dim(L(D)) =
{
0 se gr(D) < 0;
1 + gr(D), se gr(D) ≥ 0.
Teorema B.4.2 ([21]) Seja D um divisor no toro complexo.
(i) Se gr(D) < 0 enta˜o L(D) = {0};
(ii) Se gr(D) = 0 e D ∼ 0 enta˜o dim(L(D)) = 1;
(iii) Se gr(D) = 0 e D  0 enta˜o L(D) = {0};
(iv) Se gr(D) > 0 enta˜o dim(L(D)) = gr(D).
B.5 Curvas Alge´bricas
Nesta sec¸a˜o, veremos a definic¸a˜o geral de curvas alge´bricas e como relacionar as superf´ıcies
de Riemann estudadas na sec¸a˜o B.2.
Seja X uma curva projetiva suave definida por um polinoˆmio F (X, Y, Z) homogeˆneo de
grau d (ver exemplo B.1.6). O grau da curva projetiva e´ o grau do polinoˆmio que a define. O
geˆnero da curva suave X, denotado por g(X), e´ definido como
g(X) =
(d− 1)(d− 2)
2
,
onde d e´ o grau da curva.
Seja X uma superf´ıcie de Riemann compacta e S um conjunto de func¸o˜es meromorfas em X.
Dizemos que S separa pontos de X se, para quaisquer dois pontos distintos p e q de X, existe
uma func¸a˜o meromorfa f em S tal que f(p) 6= f(q). Dizemos que S separa tangentes de X
se, para qualquer ponto p em X, existe uma func¸a˜o meromorfa f em S que tem multiplicidade
um em p. Uma superf´ıcie de Riemann compacta X e´ uma curva alge´brica se o corpo das
func¸o˜es meromorfas globaisM(X) separa pontos e tangentes de X.
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Exemplo
As seguintes superf´ıcies sa˜o curvas alge´bricas:
 A Esfera de Riemann C∞;
 Qualquer toro complexo C/L;
 Curvas projetivas suaves planas.
Um dos resultados mais importantes sobre curvas alge´bricas e´ o teorema que segue.
Teorema B.5.1 (Teorema de Riemann-Roch,[21]) Seja X uma curva alge´brica de geˆnero
g. Enta˜o, para qualquer divisor D e para qualquer divisor canoˆnico K, temos que
dim(L(D))− dim(L(K −D)) = gr(D) + 1− g.
Ale´m disso, se D e´ um divisor de grau no mı´nimo 2g − 1, enta˜o
dim(L(D)) = gr(D) + 1− g.
Como consequeˆncia do Teorema de Riemann-Roch, temos o seguinte resultado.
Teorema B.5.2 ([21]) Seja X uma curva alge´brica de geˆnero g,
(i) Se g = 0, enta˜o X e´ isomorfa a` esfera de Riemann C∞;
(ii) Se g = 1, enta˜o X e´ isomorfa a um toro complexo C/L;
(iii) Se g ≥ 2, enta˜o X e´ isomorfa a um g-toro complexo.
B.6 Conexo˜es entre Superf´ıcie de Riemann, Func¸o˜es Al-
ge´bricas e Topologia
Seja X uma curva projetiva definida pelo anulamento de um polinoˆmio irredut´ıvel P (x, y).
Os pontos desta curva sa˜o triplas (x, y, z) ∈ C3 − 0 com identificac¸o˜es projetivas, fazendo
sentido, portanto, a notac¸a˜o x =
x
z
, y =
y
z
. Elas sa˜o func¸o˜es de carater racional em X e os
zeros de P expressam uma relac¸a˜o entre elas, especificando y como func¸a˜o multivalorada de
x e vice-versa. Essas func¸o˜es podem ser alc¸adas para o recobrimento universal K de X onde
elas se identificam como func¸o˜es x, y de cara´ter racional, invariante sob a ac¸a˜o do grupo de
recobrimento. Deste modo, X e´ uniformizada por K em que a totalidade dos pontos de X e´
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evidenciada por meio de func¸o˜es assumindo um u´nico valor em K, onde K e´ a esfera, plano ou
o semi-plano superior.
B.6.1 Caso g = 0
Como, neste caso, a curva X na˜o possui alc¸as, enta˜o X e´ a reta projetiva P1 e, consequente-
mente, o seu pro´prio recobrimento universal. Assim, x e y sa˜o vistos como func¸o˜es racionais
em relac¸a˜o ao paraˆmetro w de P1 e a aplicac¸a˜o w 7→ (x,y) e´ uma equivaleˆncia conforme entre
P1 e X . O exemplo mais simples e na˜o trivial e´ o circulo projetivo X : x2 + y2 = 1, com sua
uniformizac¸a˜o dada por
x =
1
2
(w + w−1), y =
1
2
√−1(w − w
−1).
Curvas Racionais
Se X e´ uma curva racional, no sentido de que existe uma aplicac¸a˜o na˜o constante de cara´ter
racional de P1 em X , enta˜o X ja´ e´ de geˆnero 0 e portanto a reta projetiva. A argumentac¸a˜o
aqui e´ a seguinte: como P1 e´ simplesmente conexo, enta˜o uma aplicac¸a˜o de cara´ter racional de
P1 em X pode ser levantada para uma aplicac¸a˜o de P1 em K. Pore´m, isto e´ imposs´ıvel se K
na˜o for a reta projetiva.
B.6.2 Caso g = 1
Se X e´ o toro complexo (geˆnero g = 1), sabemos que X na˜o pode ser uniformizada por
func¸o˜es racionais, ja´ que seu recobrimento universal na˜o e´ a reta projetiva. Neste caso, K = C,
X e´ o quociente de C pelo reticulado L e x = x
z
e y =
y
z
podem ser levantadas a` func¸o˜es
de cara´ter racional em C tendo todo nu´mero complexo w ∈ L como per´ıodo. Estas func¸o˜es
uniformizam X , sa˜o invariantes sob a ac¸a˜o do grupo das translac¸o˜es e na˜o sa˜o func¸o˜es racionais.
Sa˜o conhecidas como func¸o˜es el´ıpticas.
B.6.3 Caso g ≥ 2
No caso de a esfera conter mais de uma alc¸a, seu recobrimento universal K e´ o semi plano
superior. Nestas condic¸o˜es, as func¸o˜es x e y, quando levantadas para K, sa˜o invariantes sob o
grupo PSL(2,R). Estas func¸o˜es sa˜o chamadas func¸o˜es automorfas.
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B.6.4 Exemplos
Como exemplos da interconexa˜o de superf´ıcies de Riemann, func¸o˜es alge´bricas e topologia,
iremos considerar os casos em que g = 0, 1. E´ sabido que todo domı´nio no plano complexo e´
uma superf´ıcie de Riemann. A esfera de Riemann, denotada por Ĉ = C∪{∞}, entendida como
uma compactificac¸a˜o do plano complexo, e´ uma superf´ıcie de Riemann, com uma estrutura
complexa definida por meio de duas vizinhanc¸as coordenadas (Ĉ, z), (Ĉ−{0}, 1
z
). Considere a
func¸a˜o alge´brica w =
√
z. Esta e´ a superf´ıcie de Riemann na qual a func¸a˜o inversa da func¸a˜o
anal´ıtica z = f(w) = w2 assume valor u´nico. Uma maneira de se ver isto e´ a seguinte: a func¸a˜o
z = w2 mapeia o semi-plano superior H = {w ∈ C; Im(w) > 0} e o semi-plano inferior H∗ =
{w ∈ C; Im(w) < 0} biholomorficamente no domı´nio D = C− L, onde L = {x ∈ R; x ≥ 0} e´
um corte no plano z. Considere duas co´pias D1 e D2 de D e cole, de forma cruzada, os cortes
L1 e L2. Deste modo, obtemos uma superf´ıcie de recobrimento R, composta por duas folhas
sobre a z-esfera. Como a func¸a˜o f(w) = w2 induz um homeomorfismo sobrejetor F da w-esfera
em R, podemos definir a estrutura complexa de R a partir da estrutura complexa da w-esfera,
de modo que F : Ĉ → R seja um mapeamento biholomorfo. Desta forma, R e´ a superf´ıcie de
Riemann da func¸a˜o w =
√
z. Note que esta superf´ıcie de Riemann pode ser vista como a curva
alge´brica w2 = z.
Com relac¸a˜o a`s curvas el´ıpticas (g = 1), consideremos R a curva alge´brica definida por
w2 = z(z − 1)(z − λ), λ ∈ C, λ 6= 0, 1. (B.1)
R consiste de todos os pontos da forma (z, w) ∈ C × C satisfazendo (B.1), ale´m do ponto
(∞,∞). Define-se a estrutura complexa de R por meio da estrutura complexa da z-esfera, de
modo que a projec¸a˜o pi : R → Ĉ, pi(z, w) = z seja anal´ıtica. R e´ a superf´ıcie de recobrimento
ramificada de duas folhas sobre a z-esfera com pontos de ramificac¸a˜o 0, 1, λ, ∞. O mapeamento
f : R → Ĉ, f(z, w) = w e´ anal´ıtico, sendo dado por w = √z(z − 1)(z − λ) e R e´ a superf´ıcie
de Riemann na qual tal func¸a˜o assume valores u´nicos.
Topolo´gicamente, a superf´ıcie de Riemann R, definida por (B.1), e´ obtida da seguinte forma:
considere duas co´pias da esfera de Riemann S1 e S2, com cortes entre 0 e 1 e λ e∞. Coloque-as
frente a frente e una-as ao longo dos cortes. A superf´ıcie resultante e´ homeomorfa a` superf´ıcie
de Riemann R. Tal superf´ıcie e´ um toro.
