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Abstract
Let g be a real semisimple Lie algebra with Killing form B and k a B-nondegenerate subalgebra of g
of maximal rank. We give a description of all adk-invariant decompositions g = k + m+ + m− such that
B|m± = 0, B(k,m+ + m−) = 0 and k + m± are subalgebras. It is reduced to a description of parabolic
subalgebras of g with given reductive part k. This is obtained in terms of crossed Satake diagrams. As an
application, we get a classification of invariant bi-Lagrangian (or equivalently para-Kähler) structures on
homogeneous manifolds G/K of a semisimple group G.
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Introduction
Let g be a semisimple Lie algebra (over K = R or C) with Killing form B and k ⊂ g a B-
nondegenerate subalgebra of g. A decomposition
g = k+m+ +m− (0.1)
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m± are B-isotropic (i.e. B|m± = 0), the subspace m := m+ + m− is B-orthogonal to k, and
g± := k+m± are subalgebras.
In this paper we give a description of all bi-isotropic decompositions of g with k a subalgebra
of maximal rank. We prove that in this case k is the centralizer Zg(h) of a semisimple element
h ∈ g and a bi-isotropic decomposition is a generalized Gauss decomposition. The description of
such decompositions for a given (g, k) is reduced to a description of all parabolic subalgebras g+
with given reductive part k. In the complex case, this problem was solved in [AP]. We solve it in
the real case in terms of crossed Satake diagrams.
More precisely, let R be the system of roots of a complex semisimple Lie algebra g with re-
spect to a Cartan subalgebra h which contains a given semisimple element h ∈ g, and R0 the root
system of k = Zg(h) with respect to h. Let Π0 be a basis (i.e. a system of simple roots) of R0.
Then there is a natural 1–1 correspondence between extensions of Π0 to a basis Π of R, and
bi-isotropic decompositions g = k + m+ + m− with k = ker adg(d) and m+ (respectively m−)
the sum of eigenspaces with positive (respectively, negative) eigenvalues of the adjoint endomor-
phism of the element
d =
m∑
i=1
hi,
where h1, . . . , hm ∈ h are vectors annihilated by the 1-forms from Π0 and dual to Π \ Π0 =
{α1, . . . , am}. Extensions Π are described in terms of crossed Dynkin diagrams, see [AP]. Theo-
rem 3.10 describes all real forms gσ of g which are consistent with this decomposition, i.e. such
that d ∈ gσ , in terms of corresponding crossed Satake diagrams.
Now consider a homogeneous manifold M = G/K associated with (g, k), where G is a
connected Lie group with Lie algebra g and K the connected (closed) subgroup generated
by k. We identify m = m+ + m− with the tangent space ToM at the point o = eK . The form
B|m defines a G-invariant pseudo-Riemannian metric on M if K = R (and holomorphic if
K = C). Then an adk-invariant decomposition m = m+ + m− defines a G-invariant decompo-
sition TM = T+M + T−M of the tangent bundle for K = R (and of the holomorphic tangent
bundle for K = C) into two complementary isotropic distributions T±M. The involutiveness of
these distributions is equivalent to the conditions that g± = k+m± are subalgebras. Hence, geo-
metrically, bi-isotropic decompositions (0.1) correspond to decompositions of the tangent bundle
of the homogeneous manifold M = G/K into a sum of two integrable isotropic (with respect to
the bi-invariant metric) complementary distributions T±M.
As another geometrical application, we obtain a description of all invariant bi-Lagrangian (or
equivalently, in the case K = R, invariant para-Kähler) structures on homogeneous manifolds
M = G/K of a (real or complex) semisimple group G.
We recall that a (real or complex) bi-Lagrangian structure on a (real or complex) symplectic
manifold (M,ω) is a decomposition TM = T+M + T−M of the tangent bundle into a direct sum
of integrable (real or complex) Lagrangian (i.e. ω|T±M = 0) distributions (see [Br]). In the real
case, the endomorphism I ∈ Γ (End(TM)) defined by I |T±M = ± Id is a paracomplex structure
and g = ω(I · ,·) is a pseudo-Riemannian metric of neutral signature; the para-complex structure
I is g-skew-symmetric and parallel with respect to the Levi-Civita connection of g. Such pair
(g, I ) is called a para-Kähler structure. Conversely, a para-Kähler structure (g, I ) defines a bi-
Lagrangian structure (ω = g(·, I ·),T±M) where T±M are the ±1-eigendistributions of I .
10 D.V. Alekseevsky, C. Medori / Journal of Algebra 313 (2007) 8–27Homogeneous para-Kähler (or, bi-Lagrangian) manifolds M = G/K of a semisimple Lie
group G were studied by S. Kaneyuki and his collaborators with many interesting results
(see [Kan,Kan1,HDK,HDKN]). In particular, S. Kaneyuki classified all para-Kähler symmetric
spaces (see [Kan]) and proved that an invariant bi-Lagrangian structure (ω,T±M) on a homo-
geneous manifold M = G/K of a semisimple Lie group G is determined by a dipolarization
(g±, f ), i.e. a pair (g+, f ), (g−, f ) of polarizations of the Lie algebra g subordinated to a com-
mon linear form f ∈ g∗ such that
g = g+ + g− and kerdf = g+ ∩ g− = k.
Recall that a polarization in a Lie algebra g is a pair (p, f ) where f ∈ g∗ and p ⊂ g is a subalge-
bra which is a maximal isotropic subspace with respect to the 2-form ω = df ∈ Λ2g∗.
The dual element h := B−1f ∈ g is called the characteristic element of the dipolariza-
tion (g±, f ). Note that the subalgebra k = kerdf = {X ∈ g | f ([X,g]) = B(h, [X,g]) =
B([h,X],g) = 0} = Zg(h) is the centralizer of the characteristic element.
In [HDKN, Proposition 2.3], Z. Hou, S. Deng, S. Kaneyuki and K. Nishiyama prove that the
characteristic element h of a dipolarization (g±, f ) of a semisimple Lie algebra g over K = R or
C is semisimple and g± are opposite parabolic subalgebras of g with reductive part k = g+∩g− =
Zg(h). The semisimplicity of the characteristic element h follows from the fact that if (p, f ) is a
polarization of a semisimple Lie algebra g, then p is parabolic in g (see [OW, Theorem 2.2]), and
from the fact that the intersection k = g+ ∩ g− of two parabolic subalgebras contains a Cartan
subalgebra h of g (see [Dix, Proposition 1.10.18]).
These results lead to the following description of homogeneous manifolds M = G/K of a
semisimple Lie group G which admit an invariant bi-Lagrangian structure.
Theorem. (See [HDKN, §3].) A complex (respectively, real ) homogeneous manifold M = G/K
of a complex (respectively, real ) semisimple Lie group G admits a complex (respectively, real )
bi-Lagrangian structure if and only if M is a covering of the adjoint orbit AdG(h) of a semisimple
(respectively, hyperbolic) element h ∈ g.
We recall that an element h of a real Lie algebra g is called hyperbolic if the adjoint endomor-
phism adg(h) is semisimple and has real eigenvalues.
Again, in [HDKN, Theorem 4.3], the authors also prove that any semisimple element h of a
complex semisimple Lie algebra g is a characteristic element of some dipolarization and give a
description of characteristic elements of a real semisimple Lie algebra as “primitive elements.”
We remark that if g = k + m+ + m− is a bi-isotropic decomposition of a (real or com-
plex) semisimple Lie algebra g (where k = Zg(h) is the centralizer of a semisimple ele-
ment h) and h′ ∈ Zg(k) is a k-regular element of the center Zg(k) (i.e. Zg(h′) = k), then
(g± := k+m±,B(h′, ·)) is a dipolarization with characteristic element h′ and all dipolarizations
with given (g, k) can be obtained by this construction (see Lemma 4.2).
All k-regular elements are described as interior elements of T -Weyl chambers (see [AP]), or,
in other words, elements of Z(k) which are not annihilated by any root from R′ = R \R0, where
R is the root system of g with respect to a Cartan subalgebra h ⊂ k and R0 is the root system
of (k,h).
Hence, our description of bi-isotropic decompositions (0.1) for a given (g, k) provides a de-
scription of all dipolarizations and invariant bi-Lagrangian structures on associated homogeneous
manifolds M = G/K (i.e. coverings of the adjoint orbit AdG h = G/ZG(h)).
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Let g be a complex or real semisimple Lie algebra with Killing form B and k a B-
nondegenerate subalgebra of g.
Definition 1.1. A decomposition g = k + m+ + m− of g into a direct sum of k-submodules is
called a bi-isotropic decomposition if the subspaces m± are B-isotropic and B-orthogonal to k,
and g± := k+m± are subalgebras of g.
Now we prove that a bi-isotropic decomposition of a complex semisimple Lie algebra g is a
generalized Gauss decomposition if k is a subalgebra of maximal rank, that is it contains a Cartan
subalgebra h of g.
First of all we recall some definitions.
Let R be the root system of a complex semisimple Lie algebra g with respect to a Cartan
subalgebra h.
Definition 1.2. A subset P ⊂ R is called a closed subsystem if
(P + P)∩R ⊂ P ∪ {0}.
A closed subsystem P of R is called parabolic if it contains a system of positive roots R+ or,
equivalently, if P ∪ (−P) = R (see [Bou, Chapter VI, §1.7]).
Recall that if P ⊂ R is a closed subsystem, its symmetric part P s := P ∩ (−P) and its asym-
metric part P a = P \P s are closed subsystems and (P s +P a)∩R ⊂ P a. Moreover, P s is a root
system in the space V0 := spanR(R0) (see [GOV, Chapter 6, §1.1]).
A closed subsystem P defines a subalgebra of maximal rank
g(P ) := h+
∑
α∈P
gα
which is a semidirect sum
g(P ) = k(P s)+ n(P a)
of the nilradical n(P a) := ∑α∈P a gα and a maximal reductive subalgebra k(P s) := g(P s) =
h+∑α∈P s gα , where gα is the root space of the root α.
A subalgebra g(R+) associated with a positive root system R+ is called a Borel subalgebra,
and the subalgebra g(P ) associated with a parabolic subsystem P (or, equivalently, a subalge-
bra which contains a Borel subalgebra) is called a parabolic subalgebra of g. The parabolic
subalgebras g(P ) and g(−P) are called opposite. They have common reductive part k(P s) and
isomorphic nilradicals n(±P a).
The decomposition
g = k(P s)+ n(P a)+ n(−P a)
is called generalized Gauss decomposition of g associated with the parabolic subsystem P .
We now have the following proposition.
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algebra where the subalgebra k contains a Cartan subalgebra h of g, is a generalized Gauss
decomposition associated with the parabolic subsystem P = P s ∪ P a, where P is the system of
roots of p = k+m+ with respect to h, that is k = k(P s) and m± = n(±P a).
This proposition reduces the description of bi-isotropic decomposition of (complex) semisim-
ple Lie algebra with given maximal rank subalgebra k to the description of (complex) parabolic
subalgebras of g with given reductive part k = k(P s). The latter problem is reduced to a descrip-
tion of parabolic subsystem P of R with given symmetric part P s.
Proof. We have the following root space decompositions of k and m± with respect to the Cartan
subalgebra h:
k = h+
∑
α∈R0
gα, m
± =
∑
α∈R′±
gα,
where R0 and R′± are subsets of the roots system R of (g,h).
We recall that the restriction B|h of B to a Cartan subalgebra h is nondegenerate and
B(gα,gβ) = 0 ⇐⇒ β = −α.
Since B is nondegenerate on k, we conclude that R0 is a symmetric (closed) subsystem of R.
Since B|m± = 0, the subsets R′± are asymmetric. Now, P± := R0 ∪ R′± are closed subsystems
as systems of roots of the subalgebras p± = k+m±. Moreover, R0 is the symmetric part of P±,
and R′± is the asymmetric part of P±. Since R = P+ ∪ P−, we have that P+ and P− = −P+
are opposite parabolic subsystems and the bi-isotropic decomposition is the generalized Gauss
decomposition
g = k(P s+)+ n(P a+)+ n(−P a+)
associated with the parabolic subsystem P+. 
2. Parabolic subsystems of a root system
In this section we describe parabolic subsystems of root system R with given symmetric
part P s in terms of fundamental gradations and associated crossed Dynkin diagrams.
Let R be a root system in the 	-dimensional Euclidean vector space (V , 〈·,·〉).
For any subset Q ⊂ R, we denote by [Q] (respectively [Q]+) the closed subsystem of R
which consists of all roots that are linear combination (respectively positive linear combination)
of roots from Q.
A linearly independent set Π = {α1, . . . , α	} of roots is a basis of R (or a system of simple
roots) if R = [Π]+ ∪ (−[Π]+). Then R+ = [Π]+ and R− = −R+ are the associate systems of
positive and negative roots. They are asymmetric, i.e. R± ∩ (−R±)= ∅.
Let h ∈ V be a non-zero vector and h⊥ the orthogonal hyperplane. We put R0h = R ∩ h⊥
and denote by R+h and R
−
h the roots which belong to the positive half-space V
+
h and, respec-
tively, negative half-space V −h with boundary h⊥. Obviously, P
±
h := R0h ∪ R±h are two opposite
parabolic subsystems.
D.V. Alekseevsky, C. Medori / Journal of Algebra 313 (2007) 8–27 13Lemma 2.1.
(i) Any parabolic subsystem has the form P = P+h for some vector h ∈ V .
(ii) Let P = P+h be a parabolic system. Any basis Π0 of the root system P s := P ∩ (−P) has
a unique extension to a basis Π of R which belongs to the closed half-space V¯ +h . Then
P = [Π0] ∪ [Π \Π0]+.
Proof. Let P be a parabolic subsystem. Any system of positive roots which is contained in P
has the form P s+ ∪ P a = [Π0]+ ∪ P a where P s+ is a system of positive roots of P s and Π0 the
corresponding basis of simple roots. The corresponding basis Π ⊃ Π0 of R is determined by Π0.
Choose any vector h which is a positive linear combination of vectors β1, . . . , βm orthogonal
to Π0 and dual to vectors β1, . . . , βm from Π ′ := Π \ Π0 (i.e. such that 〈βi,βj 〉 = δij ). Then
P = P+h and Π ⊂ V¯ +h . 
Remark 2.2. A more geometric proof can be given as follows. Choose a hyperplane H in V0
such that Π0 is situated from one side of H and consider a hyperplane V0 ⊃ H which is obtained
from h⊥ by a small rotation along H . Obviously, the closed system R+ := [Π0]+∪R+h is situated
from one side of V0 and hence is a system of positive roots. The corresponding system of simple
roots has the form Π = Π0 ∪Π ′ and is determined by Π0 and P .
Corollary 2.3. Any parabolic subsystem has the form
P = P(Π0,Π) := [Π0] ∪ [Π \Π0]+,
where Π0 is a subset of a basis Π of R. In particular, the description of all parabolic subsystems
P with a given symmetric part P s = [Π0] is reduced to the description of extensions of a fixed
basis of the root system P s to a basis Π of R.
Since the Weyl group W = W(R) of R (that is the group generated by all reflections with
respect to roots from R) acts simply transitively on the set of basis of R, we conclude that
parabolic subsystems (considered up to W -equivalence) bijectively correspond to subsets of a
fixed basis Π of R.
2.1. Parabolic subsystems with given symmetric part
Now we provide a description of parabolic subsystems P ⊂ R with given symmetric part
P s = R0.
Let R0 ⊂ R be a closed symmetric subsystem of R ⊂ V . Then the Weyl group W(R0) can
be considered as a subgroup of the Weyl group W(R) which acts trivially on the orthogonal
complement to the linear subspace V0 := spanR(R0) ⊂ V generated by R0.
Lemma 2.4. Let Π0 be a subset of a basis Π of R and R0 = [Π0] be the associated subsystem.
Then the Weyl group W(R0) preserves any parabolic subsystem P with symmetric part P s = R0.
Proof. (This argument was proposed by the referee.) Any reflection rα defined by a simple root
α maps only one positive root to a negative one, namely α. As the group W(R0) is generated by
14 D.V. Alekseevsky, C. Medori / Journal of Algebra 313 (2007) 8–27reflections with respect to α ∈ Π0 ⊂ R0, it follows that it preserves any parabolic subsystem P
with symmetric part P s := P ∩ (−P) = R0. 
We denote by Aut(R) the group of orthogonal transformations of V which preserve R. Recall
that it is the semidirect product of the Weyl group and the group of automorphisms of the Dynkin
diagram.
Proposition 2.5.
(i) Two parabolic subsystems P = P(Π0,Π) and P¯ = P(Π¯0, Π¯) defined by bases Π , Π¯ and
their subsets Π0, Π¯0 coincide if and only if [Π0] = [Π¯0] and the (unique) transformation
w ∈ W(R0) such that wΠ0 = Π¯0 transforms the basis Π into Π¯ .
(ii) Two parabolic subsystems P = P(Π0,Π) and P¯ = P(Π¯0, Π¯) are equivalent with respect to
the Weyl group W of R if and only if the (unique) transformation w ∈ W such that wΠ = Π¯
transforms Π0 into Π¯0.
They are equivalent with respect to Aut(R) if and only if there exists a symmetry s of the
Dynkin graph Γ (Π) of the basis Π which transforms the subgraph Γ (wΠ¯0) into Γ (Π0).
Proof. (i) By Lemma 2.4, we may assume that Π¯0 = Π0. Then the asymmetric part of P and P¯
are given by P a = R+(Π) \ [Π0]+ and P¯ a = R+(Π¯) \ [Π0]+. Since R+(Π) = R+(Π¯) if and
only if Π = Π¯ , the result follows.
(ii) Since the Weyl group W acts simply transitively on the set of bases, we may assume
Π¯ = Π . Then P = −[Π0]+ ∪ [Π]+ and P¯ = −[Π¯0]+ ∪ [Π]+. Now the claim is clear. 
Corollary 2.6. Let P be a parabolic subsystem of R and Π0 a basis of the symmetric part P s =
[Π0]. Then there exists a unique extension of Π0 to a basis Π of R such that P = P(Π0,Π).
As a corollary, we give a description of a parabolic subsystem P with given symmetric part
P s = R0. We denote by V0 = spanR(R0) the subspace generated by the roots from R0. We fix a
basis Π0 = {α1, . . . , αk} of the root system R0 ⊂ V0.
Corollary 2.7. Let Π0 be a subset of Π . The parabolic subsystems P of R with given symmetric
part P s = R0 := [Π0] are in one-to-one correspondence with the extensions of the basis Π0
of R0 to a basis Π of R. They have the form P = P(Π0,Π).
Now we describe an algorithm to construct such extensions of a basis Π0 to a basis Π of R
in term of crossed Dynkin diagrams.
Let Π = {α1, . . . , α	} be a basis of a root system R. We denote by Γ = Γ (Π) the corre-
sponding Dynkin graph associated to R. If an admissible bijection ϕ :Π → Node(Γ ) between
simple roots αi and nodes of Γ is fixed (such that nodes ϕ(α),ϕ(β) are connected by m lines if
m = 4〈α,β〉2〈α,α〉〈β,β〉 and the arrow from node α to β indicates that |α| > |β|), we say that (Γ,ϕ) is a
Dynkin diagram and ϕ is an equipment of the Dynkin graph Γ .
Definition 2.8. Fix a basis Π0 of R0 ⊂ R. A Dynkin diagram (Γ,ϕ) is called crossed Dynkin
diagram of type Π0 if some nodes are crossed and by deleting the crossed nodes we get the
Dynkin graph of R0 equipped with the roots from Π0. The underlined Dynkin graph with some
crossed vertices is called a crossed Dynkin graph of type Π0.
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of R.
The description of parabolic subsystems P of R with given symmetric part R0 = [Π0] can be
made as follows.
(i) On the Dynkin graph Γ of R cross some nodes so that, by deleting them, we get the Dynkin
graph Γ0 of R0.
(ii) Equip the subgraph Γ0 with the simple roots α1, . . . , αk from Π0.
(iii) Extend this equipment to an equipment of Γ using appropriate roots β1, . . . , βm ∈ R \R0.
Then Π = {α1, . . . , αk,β1, . . . , βm} is a basis of R which contains Π0. Hence P(Π0,Π) is a
parabolic subsystem with symmetric part R0 and any such subsystem can be obtained in this
way.
Moreover, parabolic subsystems of R with given symmetric part R0, up to transformations
from the group Aut(R,R0) = {ψ ∈ Aut(R) |ψ(R0) = R0}, correspond to crossed Dynkin graphs
of type Π0.
Example. Consider the root system
R = A5 = {εij = εi − εj | i, j = 1, . . . ,6, i = j},
with basis
Π = {αi = εi − εi+1 | i = 1, . . . ,5}.
Take for example:
Π0 = {α1} ∪ {α3, α4}.
Then, up to isomorphisms, we have three crossed Dynkin graphs:
◦ ◦× ◦ ◦ ◦× (2.1)
◦× ◦ ◦× ◦ ◦ (2.2)
◦ ◦× ◦× ◦ ◦ (2.3)
Each graph above has two equipments, respectively:
◦ ◦× ◦ ◦ ◦×
ε12 ε23 ε34 ε45 ε56
◦ ◦× ◦ ◦ ◦×
ε12 ε51 ε45 ε34 ε63 (2.4)
◦× ◦ ◦× ◦ ◦
ε61 ε12 ε23 ε34 ε45
◦× ◦ ◦× ◦ ◦
ε26 ε12 ε51 ε45 ε34 (2.5)
◦ ◦× ◦× ◦ ◦
ε12 ε26 ε63 ε34 ε45
◦ ◦× ◦× ◦ ◦
ε12 ε61 ε56 ε45 ε34 (2.6)
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Here we establish 1–1 correspondence between parabolic subsystems and fundamental gra-
dations of a root system, which we will need to describe bi-isotropic decompositions of real
semisimple Lie algebras.
Definition 2.9. A gradation of a root system R is a function d :R → Z such that:
d(α + β) = d(α)+ d(β) ∀α, β ∈ R with α + β ∈ R,
d(−α) = −d(α) ∀α ∈ R.
For a given gradation d on R, we denote by
Ri :=
{
α ∈ R ∣∣ d(a)= i} (2.7)
the set of roots of degree i.
Note that R0 is a closed subsystem and more generally
(R0 +Ri)∩R ⊂ Ri. (2.8)
Definition 2.10. A gradation of R is called fundamental if R is generated by the roots of degree
0 and ±1, that is
[R−1 ∪R0 ∪R1] = R. (2.9)
Note that a subset Π0 ⊂ Π of a basis Π of R defines a fundamental gradation d =
d(Π0,Π) of R such that d(Π0) = 0 and d(Π \ Π0) = 1. Indeed, if α ∈ R, α =
∑
αi∈Π0 hiαi +∑
αj∈Π\Π0 kjαj , it suffices to put d(α)=
∑
j kj .
The following lemma shows that this construction exhausts all fundamental gradations.
Lemma 2.11. Let d be a fundamental gradation of R. Then there exists a basis Π of R that
consists of roots of degree 0 and 1:
Π = Π0 ∪Π1, where Π0 = Π ∩R0, Π1 = Π ∩R1.
In particular, d = d(Π0,Π).
A basis Π = Π0 ∪ Π1 as in the lemma above is called consistent with the gradation. Obvi-
ously, if Π = Π0 ∪Π1 is consistent with the gradation, then [Π0] = R0 and Π0 is a basis of the
root system R0.
Proof. By formulas (2.8) and (2.9), it follows that the system R+ :=⋃i>0 Ri of positive graded
roots is positively generated by R1, that is
R+ = [R1]+ :=
{
α ∈ R,α =
∑
piβi
∣∣∣ pi > 0, βi ∈ R1
}
.i
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is parabolic. Denote by R+ = R+(Π) = [Π]+ a positive root system in R0. Note that the
symmetric part (R0)s of R0 is R0 and the asymmetric part (R0)a := R+ ⊂ R+. Hence,
R+ = (R0 ∩R+)∪R+. Since the basis Π associated to the positive root system R+ consists of
all indecomposable roots from R+, the equality R+ = [R1]+ shows that
Π1 := Π ∩R+ ⊂ R1.
Then Π = (Π ∩R0)∪ (Π ∩R+) = Π0 ∪Π1, where Π0 = Π ∩R0. This shows that the basis Π
is consistent with the gradation. 
Now we prove that a basis Π = Π0 ∪ Π1 which is consistent with the gradation d is deter-
mined by a basis Π0 of the system R0 of roots of 0-degree.
From [AP] we recall the following definition.
Definition 2.12. A root β ∈ R is called Π0-simple if
β − α /∈ R ∀α ∈ Π0.
Proposition 2.13. Let d be a fundamental gradation of R and Π0 a basis of the system R0 of
roots of 0-degree. Then there exists a unique extension of Π0 to a basis Π = Π0 ∪Π1 of R which
is consistent with d . The subset Π1 of Π consists of all Π0-simple roots from R1.
Proof. We prove the existence and uniqueness of an extension. Let Π0 be a basis of R0. Then
R+ = [Π0]+∪[R1]+ is a system of positive roots, which contains all roots of positive degree. The
corresponding system of simple roots has the form Π0 ∪ Π1, where Π1 ⊂ R1 and is consistent
with d .
It is clear that Π1 consists of Π0-simple roots. Now we prove that any Π0-simple root β ∈ R1
belongs to Π1. Assume not. Then it can be written as β = β1 + α = β1 +∑si=1 piαi , with
β1 ∈ Π1, αi ∈ Π0 and pi > 0. Since β −αi /∈ R, it follows from the property of αi -series of roots
that (β,αi) 0, hence
(β,α) 0.
Also β−β1 = α is a root, which obviously belongs to [Π0]+, and β−α = β1 ∈ R. We prove that
this is impossible, using the induction on 	(α) :=∑pi . It is clear for 	(α) = 1. Let 	(α) = 	 > 1.
Then we can decompose α = α0 +α′ where α0 ∈ Π0, α′ ∈ [Π0]+ and 	(α′) = 	−1. By inductive
hypothesis, β−α′ = β1 +α0 /∈ R. Also β−α0 = β1 +α′ /∈ R and obviously β1 −α′, β1 −α0 /∈ R.
This implies (β1, α0)= (β1, α′)= (β1, α) = 0 and
(β,α) = (β1 + α,α) = (α,α) > 0.
The contradiction proves the claim. 
Any fundamental gradation d of R ⊂ V is generated by a uniquely defined vector d ∈ V such
that
d(α) = 〈d,α〉 ∀α ∈ R.
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The following obvious lemma gives a characterization of grading vectors of fundamental gra-
dations.
Lemma 2.14. A vector d ∈ V defines a fundamental gradation d of R,
d(α) = 〈d,α〉, α ∈ R,
if and only if the associated linear form 〈 d, ·〉 takes values 0,1 on the roots of some basis Π of R
(which is consistent with the gradation).
For a fundamental gradation d = d(Π0,Π) where Π = {α1, . . . , α	} is a basis of R and Π0 ={α1, . . . , αk} ⊂ Π , the grading vector is given by
d = αk+1 + · · · + α	, (2.10)
where α1, . . . , α	 is the dual basis of Π , that is 〈αi,αj 〉 = δij . Note that d is orthogonal to
V0 := spanR(Π0).
The following proposition gives a 1–1 correspondence between fundamental gradations of a
root system R and parabolic subsystems.
Proposition 2.15. There exists a natural 1–1 correspondence between:
• (fundamental ) grading vectors d ,
• fundamental gradations d :R → Z,
• parabolic subsystems P ⊂ R.
A grading vector d defines a fundamental gradation
d :α → d(α) = 〈d,α〉
and a parabolic subsystem
P = {α ∈ R ∣∣ d(α) 0},
which is called the parabolic subsystem generated by the gradation d .
Proof. It is sufficient to check that any parabolic subsystem P is generated by a uniquely defined
fundamental gradation d . Let P be a parabolic subsystem. It can be written as P = P(Π0,Π).
Obviously the gradation d = d(Π0,Π) generates P . Moreover, any gradation that generates P has
the form d¯ = d(Π¯0,Π¯) for some basis Π¯0 of R0 = P s and its extension Π¯ to a basis of R. There is
an element w ∈ W(R0) of the Weyl group of R0 such that wΠ¯0 = Π0. Since the grading element
d is orthogonal to V0, we have
d¯ = wd¯ = d(wΠ¯0,wΠ¯) = d(Π0,wΠ¯).
The gradation d¯ = d(Π0,wΠ¯) generates the parabolic subsystem P = P(Π0,Π) if and only if
Π = wΠ¯ , by Corollary 2.7. Hence, d¯ = d . 
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For a real semisimple Lie algebras we have the following definition.
Definition 3.1. A subalgebra p of a real semisimple Lie algebra g is called parabolic if its com-
plexification pC is a parabolic subalgebra of the complex semisimple Lie algebra gC.
A decomposition
g = k+m+ +m−
of a real semisimple Lie algebra g into a direct sum of three subalgebras is called a generalized
Gauss decomposition if its complexification
gC = kC + (m+)C + (m−)C
is a generalized Gauss decomposition of gC.
Proposition 1.3 implies the following corollary.
Corollary 3.2. A bi-isotropic decomposition g = k+m+ +m− of a real semisimple Lie algebra
g where k is a maximal rank subalgebra of g is a generalized Gauss decomposition.
Now we show that generalized Gauss decompositions of a semisimple Lie algebra g corre-
spond to fundamental gradations of g.
Definition 3.3. A gradation
g =
∑
i∈Z
gi , [gi ,gj ] ⊂ gi+j , (3.1)
of a (complex or real) Lie algebra is called fundamental if g is generated by g−1 + g0 + g1.
From any gradation of g we obtain a derivation D defined by
D(X)= iX ∀X ∈ gi .
If g is semisimple, then D is inner, i.e. the exists a (unique) d ∈ g, called grading element, such
that D := adg(d). In particular,
gi =
{
X ∈ g ∣∣ [d,X] = iX}.
Note that the grading element d is g0-regular, i.e. Zg(d)= g0.
Assume that g is a complex semisimple Lie algebra and k = Zg(h) is the centralizer of a
semisimple element h ∈ g. We fix a Cartan subalgebra h ⊂ k of g and denote by R the root
system of (g,h) in the space V = spanR(R) ⊂ h∗ and by R0 the root system of (k,h) in the space
V0 = spanR(R0)⊂ V .
We need a lemma whose proof is straightforward.
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and only if the restriction of the linear form d : V  α → α(d) to R is a gradation dR :R → Z
of R with d−1R (0) = R0. Moreover, the gradation of g defined by d is fundamental if and only
if the gradation dR is fundamental. The correspondence d → dR defines a bijection between
fundamental gradations of g with g0 = k and fundamental gradations of R with zero degree
set R0.
The following lemma describes parabolic subalgebras of a complex semisimple Lie algebra
in terms of fundamental gradations.
Lemma 3.5. Let h be a Cartan subalgebra of a complex semisimple Lie algebra g and R the root
system of (g,h). Then there exists a natural 1–1 correspondence between fundamental gradations
of R, fundamental gradations of g such that h ⊂ g0 and parabolic subalgebras p which contain h.
It is given as follows: if d :R → Z is a fundamental gradation of R, then d(h) = 0, d(gα) =
d(α) gives the corresponding gradation of g and p = g0 + g+ = h +∑d(α)0 gα is the corre-
sponding parabolic subalgebra.
The lemmas above and Proposition 2.15 implies the following theorem.
Theorem 3.6. Let k = Zg(h) be the centralizer of a semisimple element h of a (complex or real)
semisimple Lie algebra g. There is a natural 1–1 correspondence between:
• fundamental gradations g =∑i∈Z gi of g with g0 = k;• generalized Gauss decompositions g = k+ g+ + g−;
• parabolic subalgebras p with maximal reductive subalgebra k.
Moreover, in the complex case such parabolic subalgebras are in 1–1 correspondence with ex-
tensions of a basis Π0 of the root system R0 of (k,h) to a basis Π of the root system (g,h) where
h is a Cartan subalgebra of k.
This theorem reduces the description of bi-isotropic (hence, generalized Gauss) decomposi-
tions g = k + g+ + g− of a real semisimple Lie algebra g to the description of all fundamental
gradations of its complexification gC with gC0 = kC which are consistent with the real form g,
that is such that the corresponding grading element d belongs to g.
Proof. Let R be a root system of g with respect to a Cartan subalgebra h of g. Then any funda-
mental gradation d :R → Z of R defines a fundamental gradation (3.1), where
g0 = h+
∑
α∈R0
gα, gi =
∑
α∈Ri
gα ∀i = 0,
and Ri are as in (2.7).
The grading element d of this gradation of g is identified with the grading vector d of the
gradation of R via the Killing form B , i.e. d = B−1 ◦ d . Since the grading element d belongs to
the center Z(g0) = Z(k) and all Cartan subalgebras of k are conjugate, it does not depend on the
Cartan subalgebra h ⊂ k.
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damental gradations of g such that h ⊂ g0, and the grading vector d ∈ V = spanR(R) ⊂ h∗ is
naturally identified with the grading element d via the Killing form B , i.e. d = B−1 ◦ d (see
[GOV]).
A gradation (3.1) determines a generalized Gauss decomposition
g = k+m+ +m− = g0 + g+ + g−, (3.2)
where g0 is the subalgebra of elements of zero degree and g+ and g− are the subspaces spanned
by elements of positive and negative degree, respectively.
Proposition 2.15 shows that conversely the gradation (3.1), hence also the grading ele-
ment d ∈ h, can be reconstructed from the parabolic subalgebra p associated to a parabolic
subsystem P ⊂ R. 
Let now gσ be a real form of g defined by an anti-involution σ . Assume that gσ has a
bi-isotropic decomposition. We may assume that its complexification is a generalized Gauss
decomposition (3.2). Then the bi-isotropic decomposition gσ can be written as
gσ = gσ0 + gσ+ + gσ−. (3.3)
We can choose a Cartan subalgebra h of g0 which is σ -invariant. Then σ induces an auto-
morphism of the root system R of (g,h) which preserves the parabolic subsystem P associated
with the parabolic subalgebra p+ = g0 + g+, hence also the grading element d ∈ h of the grada-
tion (3.1). In other words, the grading element d belongs to gσ and defines a gradation of gσ and
the bi-isotropic decomposition is the decomposition associated with this gradation. This proves
the following proposition.
Proposition 3.7. Any bi-isotropic decomposition of a real semisimple Lie algebra gσ is the de-
composition (3.3) associated with a gradation gσ =∑i∈Z gσi (as in the complex case).
Note that since the grading element d ∈ gσ is semisimple and the endomorphism adg(d) has
real eigenvalues, we can choose a Cartan subalgebra hσ of gσ with maximal vector part (see the
next section) which contains d and this subalgebra is in gσ0 .
3.1. Gradations of a real semisimple Lie algebra
We recall the description of a real form of a complex semisimple Lie algebra in terms of
Satake diagrams, which are extensions of Dynkin diagrams.
Any real form of a complex semisimple Lie algebra g is the fixed points set gσ of an anti-linear
involution σ of g. A Cartan subalgebra hσ of gσ decomposes into a direct sum hσ = h+ ⊕ h−,
where
h+ := {X ∈ h ∣∣ adg(X) has purely imaginary eigenvalues},
h− := {X ∈ h ∣∣ adg(X) has real eigenvalues},
are called the toroidal and the vectorial part of h, respectively.
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maximal dimension. Then the root decomposition of gσ , with respect to the subalgebra hσ , can
be written as
gσ = hσ +
∑
λ∈Σ
gσλ ,
where Σ ⊂ (h−)∗ is a (non-reduced) root system.
Denote by h = (hσ )C the complexification of hσ (which is a σ -invariant Cartan subalgebra)
and by σ ∗ the induced anti-linear action of σ on h∗:
σ ∗α = α ◦ σ , α ∈ h∗.
Consider the root space decomposition of g with respect to h:
g = h+
∑
α∈R
gα,
where R is the root system of (g,h). Note that σ ∗ preserves R, i.e. σ ∗R = R.
Now we relate the root space decompositions of gσ and g. We define the subsystem of compact
roots R• by
R• = {α ∈ R | σ ∗α = −α} =
{
α ∈ R ∣∣ α(h−)= 0}
and denote by R′ = R \R• the complementary set of non-compact roots. We can choose a system
Π of simple roots of R such that the corresponding system R+ of positive roots satisfies the
condition: R′+ := R′ ∩ R+ is σ -invariant. In this case, Π is called a σ -fundamental system of
roots.
We denote by Π• = Π ∩R• the set of compact simple roots (which are also called black) and
by Π ′ = Π \ Π• the non-compact simple roots (called white). The action of σ ∗ on white roots
satisfies the following property: for any α ∈ Π ′ there exists a unique α′ ∈ Π ′ such that σ ∗α − α′
is a linear combination of black roots. In this case, we say that α, α′ are σ -equivalent.
The information about the fundamental system (Π = Π• ∪ Π ′) together with the σ -
equivalence can be visualized in terms of the Satake diagram, which is defined as follows: on the
Dynkin diagram (Γ,ϕ) of the system of simple roots Π , we paint the vertices which correspond
to black roots in black and we join the vertices which correspond to σ -equivalent roots α, α′ by
a curved arrow.
We recall that there is a natural 1–1 correspondence between Satake diagrams subordinated
to the Dynkin diagram of a complex semisimple Lie algebra g, up to isomorphisms, and real
forms gσ of g, up to conjugations. The list of Satake diagram of real simple Lie algebras is
known (see e.g. [GOV]).
The following proposition describes fundamental gradations of semisimple Lie algebras in
terms of crossed Satake diagrams (see e.g. [Dj,AMT]).
Proposition 3.8. Let d ∈ h be the grading element of the fundamental gradation of a complex
semisimple Lie algebra g defined by a crossed Dynkin diagram (Γ,ϕ).
A real form gσ is consistent with this gradation (i.e. d ∈ gσ ) if and only if the corresponding
Satake diagram (Γˆ , ϕ) satisfies the following properties:
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(ii) two nodes related by an arrow are both crossed or uncrossed.
Proof. Since the endomorphism adg(d) has real eigenvalues, the grading element d belongs to
the space ih+ + h−. It belongs to hσ = h+ + h− if and only if its projection d ′ on ih+ vanishes.
We can write d = d ′ + d ′′, where d ′′ belongs to h−. Then
σ(d)= −d ′ + d ′′ = d − 2d ′.
For any simple root α ∈ Π , we have
(σ ∗α)
(
σ(d)
)= α(d)= α(d), (3.4)
since α(d) ∈ R. On the other hand, we have
(σ ∗α)
(
σ(d)
)= (σ ∗α)(d − 2d ′) = (σ ∗α)(d)− 2(σ ∗α)(d ′). (3.5)
Assume now that conditions (i) and (ii) hold. Then, β(d)= 0, for any black root β . Since σ ∗α =
α′ +∑β∈Π• kββ , we have
(σ ∗α)(d) = α′(d)+
∑
β∈Π•
kββ(d) = d(α′)
and equalities (3.4), (3.5), together with condition (ii), give
0 = α(d)− α(d ′) = 2(σ ∗α)(d ′),
for any α ∈ Π . Since Π forms a basis of h, we have that d ′ = 0.
Conversely, if d ′ = 0, then (3.5) implies conditions (i) and (ii). 
Definition 3.9. Crossed Satake diagrams (Γˆ , ϕ) described in Proposition 3.8 are called admissi-
ble extension of the crossed Dynkin diagram (Γ,ϕ).
3.2. Bi-isotropic decompositions of real semisimple Lie algebras and crossed Satake diagrams
We have the following theorem.
Theorem 3.10. Let g be a complex semisimple Lie algebra and R the root system of g with
respect to a Cartan subalgebra h. Let k = k(R0) = h +∑α∈R0 gα be a subalgebra associated
with a root subsystem R0 = [Π0] where Π0 is a subset of a basis of R.
Let (Γ,ϕ) be a crossed Dynkin diagram of type Π0 and Π ⊃ Π0 an associated basis of R. It
defines a bi-isotropic decomposition
g = k+m+ +m− = k+ n(P a)+ n(−P a),
where P a = [Π]+ \ [Π0]+.
All anti-involutions σ of g which preserve the bi-isotropic decomposition and the Cartan
subalgebra h and hence define real forms gσ of g with a bi-isotropic decomposition gσ = kσ +
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the Dynkin diagram (Γ,ϕ).
Any bi-isotropic decomposition of a real form gσ of g, up to isomorphisms, can be obtained by
this construction.
Proof. If the real form gσ of a complex semisimple Lie algebra g admits a bi-isotropic decom-
position, we can choose a generalized Gauss decomposition
g = k+m+ +m− (3.6)
of g which is invariant under the anti-involution σ .
We choose a Cartan subalgebra hσ of k which has maximal vector part and denote by h =
(hσ )C ⊂ k its complexification which is a σ -invariant Cartan subalgebra of g.
Then the subalgebras in (3.6) can be written as
k = k(P s), m± = n(±P a),
where P ⊂ R is a parabolic subsystem of the root system R of (g,h).
Since the involution σ preserves h and the parabolic k + m+, it preserves also the associate
gradation by Lemma 3.5. Hence, by Proposition 3.8, the involution σ is defined by a Satake
diagram which is an admissible extension of (Γ,ϕ). 
Example. Consider the crossed Dynkin diagram:
◦× ◦ ◦ ◦ ◦×
α1 α2 α3 α4 α5
which corresponds to the complex bi-Lagrangian space SL6(C)/KC, where
KC =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
a11 0 0 0 0 0
0 a22 a23 a24 a25 0
0 a32 a33 a34 a35 0
0 a42 a43 a44 a45 0
0 a52 a53 a54 a55 0
0 0 0 0 0 a66
⎞
⎟⎟⎟⎟⎟⎠ ∈ SL6(C)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
 (C×)2 · SL4(C).
The admissible crossed Satake diagrams which are extension of the crossed Dynkin diagram are
the following:
◦× ◦ ◦ ◦ ◦×
α1 α2 α3 α4 α5 (3.7)
◦× • • • ◦×
α1 α2 α3 α4 α5 (3.8)
◦× ◦ • ◦ ◦×
α1 α2 α3 α4 α5 (3.9)
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α1 α2 α3 α4 α5 (3.10)
The diagram (3.7) corresponds to the homogeneous spaces G/K where G = SL6(R) and K =
G∩KC.
For integers p and q with q  p, we introduce the (p + q)-square matrices
Ip,q =
( 0 0 Ip
0 Iq−p 0
Ip 0 0
)
.
Then diagrams (3.8), (3.9) and (3.10) correspond to the homogeneous spaces G/K where
G = {A ∈ SL6(C) ∣∣t A¯Ip,qA = Ip,q} SU(p,6 − p)
with p = 1,2,3, respectively, and K = G∩KC.
4. Invariant bi-Lagrangian structures on homogeneous manifolds of a semisimple
Lie group
Now we apply our results to obtain a description of invariant bi-Lagrangian (or equivalently,
para-Kähler) structures on homogeneous manifolds M = G/K of a semisimple Lie group G.
We will always assume that the group G acts almost effectively on G/K , that is the kernel of
effectivity is a discrete subgroup of K . The following proposition explains the relation between
bi-isotropic decompositions and dipolarizations.
Proposition 4.1. Let g = k + m+ + m− be a bi-isotropic decomposition of a (real or complex)
semisimple Lie algebra where k is a maximal rank subalgebra of g. Then any k-regular element
h ∈ Zg(k) defines a dipolarization (g± := k + m±, ihB := B(h, ·)) and any dipolarization with
g+ ∩ g− = k has such a form.
Proof. Note that the 2-form ωh := d(ihB) ∈ Λ2g∗ associated to an element h ∈ g has kernel k if
and only if Zg(h) = k, i.e. the element h is k-regular. Now the proof follows from the following
lemma.
Lemma 4.2. The ad(h0)-invariant subspaces m± ⊂ g are ωh-isotropic if and only if they are
isotropic with respect to the Killing form B .
Proof. For any X,Y ∈ m+, by using the adg-invariance of B we get
ωh(X,Y ) = B
(
h,[X,Y ]
)= B([h,X], Y ). 
We recall the following definition.
Definition 4.3. Let (M,ω) be a symplectic manifold of dimension 2n. A bi-Lagrangian struc-
ture is a decomposition TM = T+M + T−M of the tangent bundle into a direct sum of two
n-dimensional Lagrangian (i.e. ω|T±M = 0) integrable distributions.
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ture T±M, is called homogeneous if there is a connected Lie group G of its automorphisms
which acts transitively on M .
We will assume that the group G is semisimple and we identify the homogeneous bi-
Lagrangian manifold M with the quotient G/K where K is the stabilizer of a point o ∈ M .
By the result of [HDKN], the stability subalgebra k is the centralizer of a semisimple element
h of the Lie algebra g of G. Hence, we have a reductive decomposition g = k + m where the
subspace m = [h,g] is identified with the tangent space To(G/K) at the point o = eK . The pull
back of the symplectic form ω to G defines a closed 2-form on G. Its value at e ∈ G is a closed,
hence also exact, 2-cocycle on the Lie algebra g which can be written as dξ(X) = dB(h0,X)
where B is the Killing form of g and h0 ∈ g is an k-regular element (i.e. Zg(h0) = kerdξ = k).
Note that dξ = Adk dξ = d(Adk ξ) for k ∈ K and d(ξ − Adk ξ) = 0. Since there is no non-zero
1-cocycle on g, the 1-form ξ is AdK -invariant and AdK h0 = h0. Hence, K is an open subgroup
of the centralizer ZG(h0),
π :M = G/K → Mh0 := AdG h0 = G/ZG(h0)
is a G-equivariant covering of the adjoint orbit Mh0 and the symplectic structure ω of M is the
pull back of the standard Kirillov–Kostant–Souriau symplectic structure of the orbit Mh0 given
by
ωh(X,Y ) = B
(
h, [X,Y ]) ∀X,Y ∈ Th(AdG(h0)), h ∈ AdG(h0).
The bi-Lagrangian decomposition of M = G/K defines a decomposition m = m+ + m− of m
into a direct sum of two ωh0 -Lagrangian subspaces. The integrability of the Lagrangian distrib-
utions implies that g± := k + m± are subalgebras. Hence (g±, ih0B) is a dipolarization and, by
Proposition 4.1,
g = k+m+ +m− (4.1)
is a bi-isotropic decomposition.
Now we describe all homogeneous manifolds M = G′/K ′ locally isomorphic to M = G/K
(i.e. with the same reductive decomposition g = k+m) which admit an invariant bi-Lagrangian
structure, defined by the dipolarization (g±, ih0B). We denote by d ∈ Z(k) the grading element
of the gradation associated with the bi-isotropic decomposition (4.1).
Proposition 4.4. Let G be a connected semisimple Lie group with the Lie algebra g, K0 the
connected subgroup of G generated by the Lie subalgebra k and K ⊃ K0 a (closed ) subgroup
of G with the Lie algebra k. Then:
(i) A bi-isotropic decomposition g = k + m+ + m− induces an invariant bi-isotropic (with re-
spect to the metric defined by the Killing form) decomposition of the tangent bundle TM of
a homogeneous manifold M = G/K if and only if K ⊂ ZG(d).
(ii) The manifold M = G/K has an invariant symplectic structure defined by a 2-form d(ih0B)
if and only if K ⊂ ZG(h0).
(iii) A dipolarization (g± = k+m±, ih0B) induces an invariant bi-Lagrangian structure on the
manifold M = G/K if and only if K ⊂ ZG(d)∩ZG(h0).
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Then invariant bi-Lagrangian structures on the simply connected homogeneous manifold M =
G/K0 are parametrized by a pair (d,h0) of two k-regular elements, such that d is the grading
vector of a fundamental gradation of g with g0 = k.
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