Because the probability of obtaining an experimental finding given that the null hypothesis is true [p(F‫گ‬H 0 )] is not the same as the probability that the null hypothesis is true given a finding [p(H 0 ‫گ‬F)], calculating the former probability does not justify conclusions about the latter one. As the standard null-hypothesis significance-testing procedure does just that, it is logically invalid (J. Cohen, 1994) . Theoretically, Bayes's theorem yields p(H 0 ‫گ‬F), but in practice, researchers rarely know the correct values for 2 of the variables in the theorem. Nevertheless, by considering a wide range of possible values for the unknown variables, it is possible to calculate a range of theoretical values for p(H 0 ‫گ‬F) and to draw conclusions about both hypothesis testing and theory evaluation.
Despite a variety of different criticisms, the standard nullhypothesis significance-testing procedure (NHSTP) has dominated psychology over the latter half of the past century. Although NHSTP has its defenders when used "properly" (e.g., Abelson, 1997; Chow, 1998; Hagen, 1997; Mulaik, Raju, & Harshman, 1997) , it has also been subjected to virulent attacks (Bakan, 1966; Cohen, 1994; Rozeboom, 1960; Schmidt, 1996) . For example, Schmidt and Hunter (1997) argue that NHSTP is "logically indefensible and retards the research enterprise by making it difficult to develop cumulative knowledge" (p. 38). According to Rozeboom (1997) , "Null-hypothesis significance testing is surely the most bone-headedly misguided procedure ever institutionalized in the rote training of science students" (p. 336). The most important reason for these criticisms is that although one can calculate the probability of obtaining a finding given that the null hypothesis is true, this is not equivalent to calculating the probability that the null hypothesis is true given that one has obtained a finding. Thus, researchers are in the position of rejecting the null hypothesis even though they do not know its probability of being true (Cohen, 1994) . One way around this problem is to use Bayes's theorem to calculate the probability of the null hypothesis given that one has obtained a finding, but using Bayes's theorem carries with it some problems of its own, including a lack of information necessary to make full use of the theorem. Nevertheless, by treating the unknown values as variables, it is possible to conduct some analyses that produce some interesting conclusions regarding NHSTP. These analyses clarify the relations between NHSTP and Bayesian theory and quantify exactly why the standard practice of rejecting the null hypothesis is, at times, a highly questionable procedure. In addition, some surprising findings come out of the analyses that bear on issues pertaining not only to hypothesis testing but also to the amount of information gained from findings and theory evaluation. It is possible that the implications of the following analyses for information gain and theory evaluation are as important as the NHSTP debate.
Hypothesis Testing
The first section of this article concerns two questions pertaining to hypothesis testing. First, when is it acceptable and when is it not acceptable to reject the null hypothesis? Second, how much information does one gain when conducting an experiment? Unfortunately, when dealing with probabilities rather than with certainties, the above reasoning does not hold. If p(F‫گ‬H 0 ) ϭ .05, p(H 0 ‫گ‬F) can take on any value between 0 and 1, depending on two other probabilities: the prior probability of the null hypothesis [p(H 0 )] and the probability of obtaining the finding if H 0 is not true [p(F‫گ‬ϪH 0 )]. To see why this is so, consider Bayes's theorem below:
p͑H 0 ‫گ‬F͒ ϭ p͑F‫گ‬H 0 ͒p͑H 0 ͒/͓p͑F‫گ‬H 0 ͒p͑H 0 )ϩp͑F‫گ‬ϪH 0 ͒p͑ϪH 0 ͔͒. (1) Note that by definition, p(ϪH 0 ) ϭ probability of the alternative hypothesis [p(H 1 )] ϭ 1 Ϫ p(H 0 ), so that Equation 2 is also true:
In summary, Equation 2 implies that one needs to know three probabilities to calculate p(H 0 ‫گ‬F). These are p(F‫گ‬H 0 ), p(H 0 ), and p(F‫گ‬ϪH 0 ). The first of these probabilities can be calculated from the data with t tests, F ratios, and the like, but one rarely has enough information to calculate p(H 0 ) or p(F‫گ‬ϪH 0 ). Thus, it is understandable that NHSTP rather than Bayesian analysis is the order of the day-after all, researchers can perform the analyses.
Unfortunately, the fact that NHSTP is easy does not mean that it is valid. Even if p(F‫گ‬H 0 ) is .05, it is easy to choose values for p(H 0 ) or p(F‫گ‬ϪH 0 ) that will result in p(H 0 ‫گ‬F) being quite a bit larger than .05, and in an extreme enough case, this value can even equal 1. To see this quickly, suppose either p(H 0 ) is 1 or p(F‫گ‬ϪH 0 ) is 0. In the first case, 1 Ϫ p(H 0 ) ϭ 1 Ϫ 1 ϭ 0, and so the whole term containing that value (to the right of the plus sign in the denominator of Equation 2) equals 0. Thus, Equation 2 reduces to
In the second case, in which p(F‫گ‬ϪH 0 ) ϭ 0, the whole term containing that value again equals 0, and so Equation 2 again reduces to p (F‫گ‬H 0 
Information Gain
It is widely accepted that scientists conduct studies or experiments to gain information; but what do we as scientists mean when we talk about information gain? One way of defining information gain is in terms of the change in the probability of H 0 from before the finding was obtained [the prior probability of H 0 or p(H 0 )] to its probability after the finding is obtained [the posterior probability of H 0 or p(H 0 ‫گ‬F)]. If the posterior probability is very different from the prior probability, then a lot of information from the experiment has been gained. A more precise way of saying this is that obtaining the finding that H 1 predicts (and that H 0 does not predict) provides maximal information when the posterior probability of H 0 is much less than the prior probability of H 0 [i.e., when p(H 0 ) Ϫ p(H 0 ‫گ‬F) ϭ high number]. Equation 3 summarizes these points:
Equation 3 
Equations 3 and 4 define information gain in terms of change from the prior to the posterior probability of H 0 . It is also possible to define information gain in terms of the change in prior to posterior probability of H 1 by substituting H 1 for H 0 in Equation 4, which leads to Equation 5:
However, even if one wishes to think of information gain in terms of H 1 , it is still useful to be able to use the same variables that were used in Figure 1 
Note that expressing information gain in terms of H 1 rather than H 0 , as in Equation 6, renders the change in probability of H 1 as a negative rather than a positive number. This happens because successfully obtaining a finding increases the posterior probability of H 1 over its prior probability unless the prior probability is 0 or 1. Figure 2 illustrates information gain in terms of H 1 but still uses the variables from Figure 1 . Thus, the following were instantiated into Equation 6 and are represented in Figure 2 : p(F‫گ‬H 0 ) was kept at .05, p(H 0 ) was allowed to vary from 0 to 1, and p(F‫گ‬ϪH 0 ) was set at .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). As in Figure 1 , the top [p(F‫گ‬ϪH 0 )] and bottom [p(F‫گ‬ϪH 0 )] curves are labeled, and the other curves are not.
To understand the implications of Figure 2 , consider what happens to information gain as p(F‫گ‬ϪH 0 ) increases and p(H 0 ) increases. As p(F‫گ‬ϪH 0 ) increases, information gain also increases. Note that the bottommost curve represents the greatest information gain. This makes good intuitive sense; as the likelihood of the finding given that H 0 is wrong (and therefore that H 1 is right) increases, the finding provides a much stronger case for H 1 . Now consider information gain as p(H 0 ) increases. Figure 2 shows that when p(H 0 ) is a small number, information gain also tends to be small. But when p(H 0 ) gets closer to 1 (but not too p(F‫گ‬H 0 ) was set at the conventional alpha level of .05; and p(F‫گ‬ϪH 0 ) was set at .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). The dashed line represents p(H 0 ‫گ‬F) ϭ .05. p(H 0 ‫گ‬F) ϭ the probability that the null hypothesis is true given a finding; p(H 0 ) ϭ prior probability of the null hypothesis; p(F‫گ‬H 0 ) ϭ probability of the finding given the null hypothesis; p(F‫گ‬ϪH 0 ) ϭ probability of obtaining the finding given that the null hypothesis is not true. close), information gain is maximized. This is particularly true when p(F‫گ‬ϪH 0 ) is a large number. [It is important to note that the "best" value for p(H 0 ) for maximizing information gain is dependent on p(F‫گ‬ϪH 0 ). It should also be noted that the best value would change if p(F‫گ‬H 0 ) were set at values different from .05.] In terms of H 1 , what this means is that when researchers propose "obvious" hypotheses (i.e., the prior probability of H 0 is low and that of H 1 is high), they fail to gain much information even when they obtain the desired finding. However when researchers propose nonobvious hypotheses so that the prior probability of the null hypothesis is high (but not too high) and that of the alternative hypothesis is low, then obtaining the desired finding results in a large amount of information gain. The philosophical moral of Figure 2 is that researchers should try to test nonobvious hypotheses.
Theory Evaluation
The foregoing discussion focused on the relations between hypotheses and findings but ignored theories. However, the reason researchers propose hypotheses and perform experiments is to evaluate their theories (at least this is supposed to be so in basic psychology journals). So suppose that a researcher has derived a hypothesis from a theory and wishes to know the extent to which the theory is supported by the hypothesis. The posterior probability of the theory, given that the hypothesis is true, can be expressed by Bayes's theorem as shown in Equation 7. In essence, Equation 7 is similar to Equation 2 except that the idea is to find the probability of the theory, given that the derived hypothesis is true [p(T‫گ‬H 1 )], in terms of the prior probability of the theory [p(T)], the probability of the derived hypothesis given the theory [p(H 1 ‫گ‬T)], and the probability of the derived hypothesis if the theory is not true [p(H 1 ‫گ‬ϪT)]:
1 It should be noted, however, that this recommendation involves a good deal of risk to the researcher. The testing of nonobvious hypotheses entails a substantial probability that H 0 will fail to be rejected. It is often difficult to publish failed attempts to reject H 0 , and so the researcher who adopts the recommended strategy should be prepared to deal with this consequence. (F‫گ‬H 0 ) was set at the conventional alpha level of .05; and p(F‫گ‬ϪH 0 ) was set at .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). p(H 0 ) ϭ prior probability of the null hypothesis; p(F‫گ‬H 0 ) ϭ probability of the finding given the null hypothesis; p(F‫گ‬ϪH 0 ) ϭ probability of obtaining the finding given that the null hypothesis is not true.
Equation 7 allows one to perform analyses that are somewhat analogous to those performed in the previous section, but with regard to theories and hypotheses rather than hypotheses and findings. In the following subsection, I explore the posterior probability of the theory being true given that the hypothesis is true. In the subsection after that, I explore the change in probability of the theory after the hypothesis derived from the theory is supported.
The Posterior Probability of the Theory
It is probably a myth in science that research hypotheses are arrived at solely by deduction from theories (Faust, 1984) . If this myth were true, it would imply that given the truth of a theory, the hypothesis must be true. Accept the myth, for a moment, and assume that p(H 1 ‫گ‬T) ϭ 1. In that case, Equation 7 reduces to Equation 8:
On the basis of Equation 8, Figure 3A presents the posterior probability of the theory [p(T‫گ‬H 1 )] as a function of the prior probability of the theory [p(T), which is allowed to vary from 0 to 1] and p(H 1 ‫گ‬ϪT), which is set at .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). The horizontal axis represents the prior probability of the theory, and the vertical axis represents the theory's posterior probability. As in Figures 1 and 2 , the top [p(H 1 ‫گ‬ϪT) ϭ .1] and bottom [p(H 1 ‫گ‬ϪT) ϭ .9] curves are labeled, and the other curves are not. Not surprisingly, as the prior probability of the theory increases, so does the posterior probability. It is more interesting to note that the posterior probability of the theory is strongly dependent on the probability of the hypothesis when the theory is not true [p(H 1 ‫گ‬ϪT)]. As p(H 1 ‫گ‬ϪT) decreases, p(T‫گ‬H 1 ) increases. Thus, Figure 3A demonstrates the importance of testing theories with hypotheses that are unlikely to be true if the theory is not true.
Of course, Figure 3A depends on the unlikely assumption that p(H 1 ‫گ‬T) ϭ 1. As several philosophers and psychologists have demonstrated, hypotheses are derived from a combination of a theory and "auxiliary" assumptions outside the theory that estab- Figure 3 . These four panels were based on Equation 7 in which p(H 1 ‫گ‬T) was set at 1 (A), .8 (B), .5 (C), and .2 (D). Within each of these panels, the curves represent nine equations for calculating p(T‫گ‬H 1 ) as a function of p(T), which ranges between 0 and 1, and p(H 1 ‫گ‬ϪT), which equals .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). p(H 1 ‫گ‬T) ϭ probability of the alternative hypothesis given the theory; p(T‫گ‬H 1 ) ϭ the probability of the theory given the alternative hypothesis; p(T) ϭ prior probability of the theory; p(H 1 ‫گ‬ϪT) ϭ probability of the alternative hypothesis given that the theory is not true. lish initial conditions, assumptions about the measurement of variables, and others (Hempel, 1965; Lakatos, 1978; Meehl, 1990 Meehl, , 1997 Popper, 1959 Popper, , 1962 . Meehl (1997) has provided a list of these auxiliary assumptions. Unless one is willing to assume that the probability of the truth of these auxiliary assumptions equals 1, it is necessary to assume that p(H 1 ‫گ‬T) is less than 1. So, Figure 3B assumes that p(H 1 ‫گ‬T) ϭ .8, Figure 3C assumes that p(H 1 ‫گ‬T) ϭ .5, and Figure 3D assumes that p(H 1 ‫گ‬T) ϭ .2. The points made above with regard to Figure 3A also come across in Figures 3B, 3C , and 3D. It is interesting to note, however, that as p(H 1 ‫گ‬T) decreases (across Figures 3A to 3D) , the posterior probability of the theory also decreases. There is an interesting interaction whereby the shape of the curves depends on both p(H 1 ‫گ‬T) and p(H 1 ‫گ‬ϪT). When p(H 1 ‫گ‬T) is high and p(H 1 ‫گ‬ϪT) is low, then the curves tend to rise quickly before flattening out. This means that even when the prior probability of the theory is low, the posterior probability may nevertheless be quite high. Conversely, when p(H 1 ‫گ‬T) is low and p(H 1 ‫گ‬ϪT) is high, the curves are rather flat to begin with before rising substantially. This means that even with a respectable prior probability of the theory, the posterior probability of the theory may nevertheless not be very high. Finally, a low p(H 1 ‫گ‬T) can be counterbalanced by an even lower p(H 1 ‫گ‬ϪT), and a high p(H 1 ‫گ‬ϪT) can be counterbalanced by an even higher p(H 1 ‫گ‬T), with all of these effects depending on the prior probability of the theory.
Change in Probability of the Theory as a Result of the Hypothesis
By reasoning similar to that in the previous section, it is possible to derive an equation that represents the change from the prior probability of the theory to its posterior probability (given that the hypothesis has been shown to be true). This difference is p(T‫گ‬H 1 ) Ϫ p(T) and represents the gain in confidence one can have in the theory as a result of obtaining findings that support the veracity of the hypothesis (C ϭ change in confidence). This reasoning is summarized in Equation 9:
Substituting the right half of Equation 7 for p(T‫گ‬H 1 ) renders Equation 10:
Analogous to Figures 3A, 3B , 3C, and 3D in which p(H 1 ‫گ‬T) was 1, .8, .5, .2, respectively, Figures 4A, 4B , 4C, and 4D represent change in confidence as a function of each of these values. Within each figure, p(T) was allowed to vary from 0 to 1, and p(H 1 ‫گ‬ϪT) was set at .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). Thus, the horizontal axis represents the prior probability of the theory [p(T)], and the vertical axis represents the change in confidence in the theory (C). Similar to the other figures, the top [p(H 1 ‫گ‬ϪT) ϭ .1] and bottom [p(H 1 ‫گ‬ϪT) ϭ .9] curves are labeled, and the other curves are not.
First, consider Figure 4A . This figure demonstrates two important points. First, as the probability of the hypothesis when the theory is not true decreases [p(H 1 ‫گ‬ϪT) is a low number], one can have much more confidence in the theory. Thus, Figure 4A demonstrates the importance of proposing H 1 s that are unlikely to be true if the theory is not true. Second, note that as the prior probability of the theory itself decreases (as long as it doesn't get too close to 0), the amount of change in confidence is maximized. However, Figures 4B, 4C , and 4D demonstrate that this effect is more complicated than might be inferred from Figure 4A . Now consider Figure 4B , in which p(H 1 ‫گ‬T) was set at .8. As was true with Figure 4A , the greatest amount of positive change in confidence in the theory is engendered when the probability of the hypothesis if the theory is not true is minimized. This conclusion holds for all of the Figures (i.e., Figures 4A to 4D) . Note also that, in general, the changes in confidence in the theory are lower in Figure 4B than in Figure 4A . This means that as the hypothesis is less tightly derived from the theory [p(H 1 ‫گ‬T) is a lower number], support for the hypothesis provides decreased support for the theory. Although this is not surprising, another conclusion implied by Figure 4B is quite surprising. Specifically, when p(H 1 ‫گ‬ϪT) is set at .9 (the lowest curve), the change in confidence in the theory actually dips into negative territory. This means that if the hypothesis derived from the theory is shown to be true, it actually decreases one's confidence in the theory. How can this happen if the hypothesis was actually derived from the theory, and in a reasonably tight way, too [remember that p(H 1 ‫گ‬T) was set at .8 for Figure 4B ]? The answer lies in the probability of the hypothesis given that the theory is not true, which is .9 for the bottom curve in Figure 4B . What this means is that the hypothesis can be more tightly derived if the theory is not true than if the theory is true, and so support for the hypothesis actually militates against the theory.
Figures 4C and 4D make this point clear in a more dramatic way: Several of the curves dip into negative territory, and if p(H 1 ‫گ‬ϪT) is set at .9, these dips imply an impressive degree of negative change in confidence in the theory. The philosophical moral of Figures 4A to 4D is that not only are hypotheses that are unlikely to be true if the theory is not true required to substantially increase one's confidence in the theory but also failure to propose such hypotheses can actually decrease the posterior probability of the theory.
There is an additional, although less important, conclusion that can be drawn from Figures 4A to 4D . Specifically, as one progresses from Figure 4A to Figure 4D , the point of maximum change in confidence occurs farther along the horizontal axis. Thus, to obtain the maximum change in confidence in a theory, the best prior value for the theory changes depending on how tightly the hypothesis is derived from the theory.
Discussion
The foregoing analyses imply a variety of conclusions relating to NHSTP, information gain, theory evaluation, and change in confidence in theories. These will be addressed in turn.
1. There has been a great deal of debate over the desirability of NHSTP (Abelson, 1997; Chow, 1998; Cohen, 1994; Mulaik et al., 1997; Rozeboom, 1997; Schmidt, 1996; Schmidt & Hunter, 1997;  Wilkinson & The Task Force on Statistical Inference, 1999). The analyses reported here, particularly in Figure 1 , not only cast doubt on the validity of NHSTP but also specify the amount by which researchers are wrong when they reject the null hypothesis under various values for p(H 0 ) and p(F‫گ‬ϪH 0 ) even when the finding is significant at ␣ ϭ .05. Whether the "wrongness" is in a liberal or conservative direction depends, of course, on the values p(H 0 ) and p(F‫گ‬ϪH 0 ) are assumed to have.
It is important to make clear, however, that the problems with rejecting H 0 that are engendered by NHSTP do not necessarily constitute an argument against the common practice of calculating p values [p(F‫گ‬H 0 )]. To see this, consider the reasons why researchers calculate p. Two reasons are usually given, and I will show that one of them is more appropriate than the other. The first use of p, and the one that seems to be emphasized in most statistics textbooks, has to do with drawing conclusions about populations. H 0 and H 1 are both statements about populations, and so using p to reject one in favor of the other is equivalent to drawing a conclusion about populations. As I have shown, this use of p is questionable at best.
The second reason researchers compute p is that they often conduct experiments to support a theory, and therefore they wish to argue that the truth of the theory is what is ultimately responsible for their finding. To make this argument more compelling, researchers must rule out as many alternative explanations for the finding as possible. One alternative explanation that must be rendered less plausible is that the finding is due to chance. If p is small, then it is less plausible that the finding is due to chance, and so other explanations are more plausible (e.g., the theory or alternative theories). This seems like an appropriate use of p, and I am not advocating that researchers stop calculating this value. In summary, although it seems reasonable to calculate p for the purpose of rendering chance as a less plausible explanation for findings, it seems less reasonable to perform the full NHSTP that ultimately results in a conclusion about populations. Possibly, however, in those cases in which there is good reason to believe that p(H 0 ) is low and p(F‫گ‬ϪH 0 ) is high, NHSTP might be reasonable (but see Point 2 below).
2. Figure 2 demonstrates that greater information gain is engendered when p(F‫گ‬ϪH 0 ) is maximized. Figure 2 also suggests that as Figure 4 . These four panels were based on Equation 10 in which p(H 1 ‫گ‬T) was set at 1 (A), .8 (B), .5 (C), and .2 (D). Within each of these panels, curves represent nine equations for calculating change in confidence (C) as a function of p(T), which ranges between 0 and 1, and p(H 1 ‫گ‬ϪT), which equals .1 (top curve), .2 (next to top curve), . . . , .9 (bottom curve). p(H 1 ‫گ‬T) ϭ probability of the alternative hypothesis given the theory; p(T) ϭ prior probability of the theory; p(H 1 ‫گ‬ϪT) ϭ probability of the alternative hypothesis given that the theory is not true. the prior probability of the null hypothesis [p(H 0 )] gets closer to 1 (but not too close), information gain is maximized. This latter fact points to a surprising dilemma for those who wish to perform NHSTP. That is, to justify NHSTP, Figure 1 shows that it is necessary to have a low value for p(H 0 ). However, doing this results in very little information gain. Thus, the valid performance of NHSTP implies little information gain, and gaining a lot of information implies an invalid use of NHSTP. There seem to be two solutions to this dilemma. The most obvious solution is to not use NHSTP. However, for those who still wish to perform NHSTP (despite Figure 1) , note that as p(F‫گ‬ϪH 0 ) increases, both p(H 0 ‫گ‬F) decreases, and information gain increases. So with a large enough value for p(F‫گ‬ϪH 0 ), perhaps it is possible to validly perform NHSTP and nevertheless gain a respectable amount of information. One way of increasing p(F‫گ‬ϪH 0 ) is to drastically increase the number of participants. To see why this might work, consider that as the sample sizes approach the population sizes, p(F‫گ‬ϪH 0 ) approaches 1. (Remember that this assumes H 0 is not true. If H 0 is true, then increasing sample sizes will tend to reinforce the lack of a difference.) Of course, this brings up other issues that will not be discussed here (e.g., How meaningful is an effect if it takes a large number of participants to get it? How many participants are needed? How would researchers know how many participants are needed given that they usually do not have the required values to obtain this number?).
In addition to sample sizes, population variances affect p(F‫گ‬ϪH 0 ). To see this quickly, imagine that Population A has a mean of 10, and Population B has a mean of 12. In addition, imagine that there is 0 variance in both populations. In this case, even with sample sizes of only 1, it would be guaranteed that the difference between the two sample means would equal 2 (this is because with 0 variance, all of the scores from A would be 10 and from B would be 12). To state this principle in more general terms, as the population variances approach 0, p(F‫گ‬ϪH 0 ) approaches 1 (when the populations really are different). I hasten to add, however, that it may require unusual cleverness on the part of the researcher to design experiments with low population variances (a high degree of control over irrelevant variables could be a big help here). Furthermore, in the case of nonexperimental designs, control over population variances is particularly unlikely to be under the researcher's control.
How quickly can the positive effects of increasing sample sizes and decreasing population variances on p(F‫گ‬ϪH 0 ) be realized? This depends on two other variables. The first of these is the actual difference between the two populations. The second is the size of the difference between samples that the researcher needs to qualify as being extreme enough to qualify as F (which, among other things, depends partly on what alpha is set at). As the actual population difference increases or the required difference between samples decreases, p(F‫گ‬ϪH 0 ) increases, and fewer participants and/or greater population variances become more tolerable. A mathematical analysis of how sample sizes, population variances, population differences, and required differences between samples vary to affect p(F‫گ‬ϪH 0 ) is beyond the scope of this article. It is sufficient for now to merely note that all of these factors affect p(F‫گ‬ϪH 0 ); consequently, all of them affect both p(H 0 ‫گ‬F) and information gain, and therefore all of them provide possible ways of dealing with the dilemma.
3. There is an issue that often comes up about whether obtaining p Ͻ .05 with a small number of participants is as "good" as obtaining it with a large number of participants. Points 1 and 2 suggest that the answer depends on whether one is talking about rejecting H 0 or rendering chance as a less probable explanation of the data. In the former case, the number of participants affects p(F‫گ‬ϪH 0 ), and consequently it also affects p(H 0 ‫گ‬F). Therefore, the same p values, when obtained with different numbers of participants, can have quite different implications for NHSTP. In the latter case, however, p ϭ p regardless of the number of participants used to obtain p. (And some would even argue that obtaining a small p value with only a few participants implies an increased effect size.) Given the foregoing argument that rejecting the null hypothesis is rarely justified anyway, the implication is that in most studies, a small p value obtained with a small sample size is as good as a small p value obtained with a large sample size.
4. For conducting basic research, hypothesis testing derives much of its importance from its connection to a more general theory. For example, a researcher probably does not care whether participants recall more words in an experimental condition than in a control condition. The reason such a finding may matter is because of the implications this difference might have for a theory about how information is encoded and recalled. Thus, it is of crucial importance to consider the relation between theories and the hypotheses that are derived from them. Figures 3A to 3D demonstrate a number of important issues that were mentioned previously, although I will only discuss two here. First and most important, the probability of the finding given that the theory is not true has an extremely strong effect on the posterior probability of the theory. One reason this is important is that researchers tend to focus most of their attention on the probability of the hypothesis given that the theory is true, when the probability of the hypothesis when the theory is not true is just as important. Put another way, it is absolutely crucial for researchers to derive hypotheses that are likely to not be true, absent the theory, if they want to have a chance at providing an impressive argument for that theory. Although Lakatos (1978) , Meehl (1990 ), and Platt (1964 have argued for such strong hypotheses (I am using the word strong to designate hypotheses that are unlikely to be true if the theory is wrong), it is not always easy to find research articles in which this has been done. In much published research, the hypotheses would be likely to be true even if the theories were not true. Roberts and Pashler (2000) have argued convincingly that this is particularly a problem in research evaluating quantitative theories with free parameters, which can be made to fit any plausible set of findings. According to these researchers, "The need to make predictions that are at least a little implausible seems to have been overlooked by quantitative theorists" (p. 360). However, as Meehl (1997) suggested, the problem is not limited to only this domain: "Most of psychology is nowhere near that 'ideal Popperian' stage of theory testing yet" (p. 415; also see Gergen, 1978; Gigerenzer, 1998; Schaller & Crandall, 1998; L. Wallach & Wallach, 2001; M. A. Wallach & Wallach, 1998) . The upshot is that supporting the truth of hypotheses in psychology has generally provided only weak support for the theories from which they were derived. (Given the cognitive limits of researchers reviewed by Faust, 1984 , this is likely to be a problem in many sciences, so I do not want to imply that psychologists are worse at research than are scientists in other domains.) Possibly one reason for the lack of emphasis on strong hypotheses is that nobody has ever quantified the consequences of failing to derive strong hypotheses from theories. (I will admit, however, that the difficulty in calculating the probability of the hypothesis absent the theory might also be a reason.) I hope that the present quantitative demonstration will have an effect that the qualitative arguments of the past have not.
A second but related issue pertains to the relation between p(H 1 ‫گ‬T) and p(H 1 ‫گ‬ϪT). Even if p(H 1 ‫گ‬T) is low, showing that the hypothesis is true might still result in a reasonable posterior probability of the theory if p(H 1 ‫گ‬ϪT) is substantially lower than p(H 1 ‫گ‬T). On the other hand, even if p(H 1 ‫گ‬T) is high, if p(H 1 ‫گ‬ϪT) is also high, then the posterior probability of the theory may still remain low. All of these issues, of course, are also dependent on the prior probability of the theory. These issues become even clearer when framed in terms of change in confidence in the theory, which will be discussed next.
5. It is not only the case, as Figures 3A to 3D demonstrate, that weak hypotheses [in which p(H 1 ‫گ‬ϪT) is not a low number] fail to result in impressive posterior probabilities of the theories (unless of course, the prior probability of the theory was high to begin with), but Figures 4A to 4D demonstrate that weak hypotheses also fail to change the level of confidence one can have in theories. Worse yet, if a hypothesis is sufficiently weak [p(H 1 ‫گ‬ϪT) is a high number], support for the hypothesis derived from a theory can actually decrease the confidence that can be placed on that theory. Thus, whether one thinks in terms of the posterior probability of the theory or the difference between the posterior probability of the theory and the prior probability of the theory, the message is the same-researchers should propose hypotheses that are unlikely to be true if the theory is not true. Similarly, the ratio of p(H 1 ‫گ‬T) to p(H 1 ‫گ‬ϪT) is quite important. If the ratio is high (much greater than 1), then change in confidence in the theory is likely to be impressively positive. If that ratio is low (much less than 1), then change in confidence in the theory is likely to be negative-the opposite of what the researcher would have liked to achieve.
This discussion brings up an interesting way that theories can be tested against each other. It is best, of course, to propose a hypothesis that is tightly derived from one theory (T1), and that should not be true if an alternative theory (T2) is true. However, even if the researcher cannot think of a way to do this, there may be an easier way of nevertheless providing an argument that T1 is better than T2. That is, if the hypothesis is more likely under T1 than T2, even if it is somewhat likely under T2, then p(H 1 ‫گ‬T1) Ͼ p(H 1 ‫گ‬T2), and so confirming the hypothesis would support T1 over T2. How much would T1 be supported over T2? That would depend on the judged ratio of p(H 1 ‫گ‬T1)/p(H 1 ‫گ‬T2). Also, the importance of this ratio itself depends on the prior probabilities of T1 and T2.
6. Before I conclude, the foregoing analyses imply a strong distinction between research that is (a) not theoretical or exploratory versus research that is (b) not theoretical but is exploratory versus research that is (c) theoretical. Suppose researchers employed by a drug company want to show that a particular drug cures a particular disease, but they are not concerned with why this happens. Thus, they are not concerned with information gain or theory testing. They just want to have a high posterior probability that H 1 is true (and H 0 is false). Figure 1 implies that the researchers will be in best shape if the prior probability of H 0 is low (so the prior probability of H 1 is high). However, Figure 2 shows that this will result in little information gain. If one is performing exploratory research and wishes to maximize information gain, Figure 2 demonstrates that it is better to have H 0 s that have a high prior probability (so the prior probability of H 1 is low). For example, if our hypothetical researchers wanted to maximize information gain, they would be better off testing a drug that had not been tested before rather than testing a drug for which there was already good prior evidence of effectiveness.
Finally, if one wishes to test theories, it is best to derive hypotheses that are likely to be true if the theory is true but that are likely to be false if the theory is false. Consider the periodic table published by Mendeléev in 1869. Mendeléev assumed that the crucial property that distinguished the elements from each other was not atomic weight, as had been previously assumed, but rather valence (the tendency of elements to combine with other elements). To make the elements in each column of his table equivalent with regard to valence, he was forced to put an element of greater atomic weight ahead of one of lesser atomic weight (e.g., tellurium was put ahead of the lighter iodine to keep tellurium in the valence ϭ 2 column and iodine in the valence ϭ 1 column). Worse yet, he found it necessary to leave gaps in the table. Instead of apologizing for the gaps, however, Mendeléev boldly asserted that they represented elements that had not yet been discovered. On the basis of the position of the gaps in the table, he went on to predict exactly the characteristics each element would have when discovered (e.g., melting point, boiling point, valence, pattern of spectral lines in emissions when heated). Clearly, these predictions were extremely likely to be wrong if the theory was wrong. Although the world of chemistry remained skeptical of both the theory and the predictions, within a few years new elements were discovered, and their characteristics conformed to Mendeléev's bold predictions in every way. After that, nobody could doubt the utility of Mendeléev's periodic table. It is probably worth commenting that the low prior probability of the theory (at least in the judgment of other chemists) was doubtless an aid to Mendeléev in making such strong predictions.
In summary, the distinctions between research that is (a) not theoretical or exploratory versus research that is (b) not theoretical but is exploratory versus research that is (c) theoretical suggest that it is often a mistake to try to make the same hypothesis serve different purposes. This is not to prevent, however, a researcher from proposing different hypotheses within the same project for different purposes. Table 1 presents a summary of desiderata for each type of research.
Conclusion
The fact that Bayes's theorem provides the foundation for all of the foregoing analyses and conclusions should not be interpreted to mean that Bayesian statistical analyses should be routinely used in the science of psychology. My best guess is that some of the necessary information, particularly p(H 0 ) and p(F‫گ‬ϪH 0 ) or numbers from which these probabilities can be estimated, are often lacking, and consequently a Bayesian approach cannot be used. I do claim, however, that Bayesian thinking can be valuable even if the analyses cannot be carried out for the particular experiment at hand. For example, the Bayesian analyses presented earlier not only suggest possible problems with NHSTP but also demonstrate when these potential problems become actual problems and when they do not. Furthermore, these analyses quantify the size of the problems and suggest possible solutions. However, the implications of Bayesian thinking are not limited to NHSTP. Rather, a variety of conclusions pertaining to hypotheses testing, information gain, and theory evaluation also came out of thinking issues through in a Bayesian way. An example of a contribution of Bayesian thinking to theory testing was that the importance of proposing strong hypotheses became clear. One might well conclude that if one believes that there is a high proportion of weak hypotheses in even the top journals in psychology, then weak hypotheses are as much of a problem as NHSTP.
