Characteristics of ballistic motion are observable in transport experiments when the associated time scale is shorter than the impurity scattering time. We point out a general mechanism that circumvents this rule by linking different time scales through phase space volume conservation, a fundamental property of Hamiltonian systems. This finding was inspired by recent experiments on graphene antidot lattices, which show ballistic transport effects despite strong impurity scattering. We therefore exemplify this general mechanism for electronic transport in antidot superlattices and explain magnetoresistance experiments in graphene samples.
Characteristics of ballistic motion are observable in transport experiments when the associated time scale is shorter than the impurity scattering time. We point out a general mechanism that circumvents this rule by linking different time scales through phase space volume conservation, a fundamental property of Hamiltonian systems. This finding was inspired by recent experiments on graphene antidot lattices, which show ballistic transport effects despite strong impurity scattering. We therefore exemplify this general mechanism for electronic transport in antidot superlattices and explain magnetoresistance experiments in graphene samples.
Electronic, but also photonic or phononic transport through a microscopic device is called ballistic when the mean free path of the carriers exceeds the characteristic length scales of the device, or equivalently the mean free time becomes larger than the characteristic time scales of the intrinsic dynamics. In these cases transport is no longer dominated by diffusion due to e.g. impurity, phonon or electron-electron scattering. Instead ballistic transport is governed by external forces and the geometry of the device itself. In the ballistic transport regime details of the nonlinear dynamics of carriers can dominate the transport properties of the device, as was observed in various systems. Examples include quantum dots [1] [2] [3] [4] [5] , ballistic cross junctions [6, 7] , optical microcavities [8, 9] and microwave cavities [10] .
We will show in this letter that counter-intuitively characteristics of ballistic motion may be observable in experiments, even if the mean free time (or impurity scattering time) is much shorter than the characteristic time scale of the ballistic nonlinear dynamics. This occurs simply as a consequence of phase space volume preservation in Hamiltonian systems. We will demonstrate this fundamental connection by studying transport through antidot superlattices (ADSLs), which are artificial crystals of repellers in high mobility two-dimensional electron gases (2DEGs). They are a prime example of a nanostructured material showing features of ballistic nonlinear dynamics. ADSLs were first fabricated into the 2DEG of AlGaAs/GaAs heterostructures [11] [12] [13] and since then realized in various materials [14] [15] [16] including graphene [17, 18] and very recently topological insulators [19] .
The most prominent of a number of ballistic transport effects in antidot lattices is observed in their low temperature magnetoresistance R xx at small magnetic fields (below the quantum Hall effect regime): it shows a series of pronounced peaks (Fig. 1) . They have been observed in many different experimental realizations (e.g. [12, 13, [17] [18] [19] ) and even in the fractional Quantum-Hall regime, when transport is carried by composite fermions, quasiparticles that experience a reduced effective magnetic field [20, 21] . * george.datseris@ds.mpg.de It was observed by Weiss et al. [12] that these peaks occur at magnetic field values where collisionless cyclotron orbits can exist which encircle a certain number of antidots in the superlattice (cf. Fig. 2 ). They are therefore known as commensurability peaks (CPs). Soon it was understood, however, that the peaks are related to chaotic dynamics of electrons in ADSLs subject to a transverse magnetic field [22, 23] : the classical dynamics shows the generic mixed phase space structure of chaotic Hamiltonian systems [24, 25] , where islands of regular (periodic and quasiperiodic) motion are embedded in a chaotic sea of irregular dynamics. The regular islands are also referred to as nonlinear resonances [24, 25] . In ADSLs the regular orbits can be either (pemanently) "pinned" or "skipping" (see Fig. 2 ). Chaotic orbits can get trapped transiently by the fractal phase space structure near the islands mimicking the regular behavior for algebraically long times (for details see [26] [27] [28] ). This leads to long time correlations in the chaotic dynamics and was made responsible for the occurrence of CPs in ADSLs due the presence of nonlinear resonances [22, [29] [30] [31] .
How trapping of chaotic orbits leads to the observed resistance peaks, however, has remained controversial, as different research groups were emphasizing on different kind of orbits (pinned or skipping) [22, [29] [30] [31] . Nevertheless, the peaks were generally assumed to be washed out, when the mean scattering time becomes smaller than the corresponding characteristic time scale of the ballistic motion. Recent experiments by Sandner et al. [17] and Yagi et al. [18] on antidot lattices in monolayer graphene led us to question this, as the scattering time in these experiments is shorter than the typical period of the nonlinear resonances and therefore much too short to resolve the fine structures of the fractal phase space.
Why do the experiments exhibit CPs nevertheless? We will show that the resistance peaks survive the impact of these short impurity scattering times, as well as other kinds of disorder effects, because the fast chaotic time scale, the mean time between (successive) collisions of the electron trajectories with the antidots, is reduced by the mere existence of regular islands. Our analysis gives a simple and very general explanation of the phenomenon and will therefore be applicable to a wide range of systems with Hamiltonian ballistic dynamics where an intrinsic timescale (here the collision time with the anti- dots) of the chaotic trajectories is varied simply by varying the accessible phase space volume through a change in an external parameter (here the magnetic field). Furthermore, we are also able to resolve the long-standing controversy on the origin of the CPs by showing that they are caused by purely chaotic orbits.
We study the electron transport in the single particle picture at low but not ultracold temperatures when the coherence length of the carriers is much shorter than the elastic mean free path and the dynamics is well described by (quasi-)classical Hamiltonian dynamics [32] . We therefore model the carriers by a quasi-classical microcanonical ensemble at the Fermi energy E F . The Hamiltonian is composed of a kinetic and potential energy part,
x + p 2 y follows from the Dirac approximation of the dynamics of electrons in graphene with Fermi velocity v F [33] . Our results apply equally well to the more common quadratic dispersion relation K ∝ p 2 . The magnetic field perpendicular to the graphene layer is introduced by minimal coupling, p → p − qA, choosing the symmetric gauge A = − wise. (x a , y a ) is the center of the nearest antidot, d 0 is the antidot diameter and c is a steepness controlling parameter. A contour plot of U, which is the sum of all U for different antidot centers, is given in Fig. 2a . We add boundary roughness to the above potential by introducing fluctuating angle dependent antidot diameters d(φ) with d(φ) φ = d 0 (modeling antidot fabrication defects) as shown in Fig. 2b . In the supplement we discuss in more detail how we add boundary roughness and how we solve our model numerically. Introducing dimensionless variables x i → x i /a (where a is the antidot lattice spacing), v i → v i /v F and scaling the energy by the Fermi energy E F = v F √ πn e [33] (≈ 0.1 − 1 eV for the electron densities n e reported in [17] ), the Hamiltonian of our model becomes
In the following we study the dynamics on the manifold H = 1 (i.e. the Fermi energy). We scale the magnetic field by its value at the principal (n = 1) commensurability B 0 = 2 √ πn e /(ea), corresponding to a cyclotron diameter equal to the antidot lattice constant a. All times are given in units of t 0 = a/v F and the cyclotron frequency is ω c = 2B. From eq. (12) one can obtain the velocity timeseries (see supplement for the equations of motion and code used to simulate them). We then calculate the conductivities and resistivities using the Kubo formalism [34] . Following [22] we write
with the conductivities σ ij (ij = xx or xy) and the magneto-and Hall-resistivity R xx and R xy , respectively (modulo some geometry prefactor).
averaged over the initial conditions at the Fermi energy. Impurity scattering is introduced in Eq. 2 by assuming that the electron velocities are decorrelated by random scattering events which follow a Poisson distribution with mean time τ i [22] . In the experiments, the authors estimated τ i ≈ 3.5 [17] .
In the following discussion it is advantageous to divide the VCFs into contributions of the different regions of the mixed phase space: the decaying correlations C (c) ij of the ergodic chaotic sea with relative phase space measure g c and the non-decaying correlations C (r) ij of the regular islands with total relative measure g r , where g c + g r = 1. We thus write
ij , and subsequently
Note that the regular islands of pinned orbits (see Fig. 2 ) correspond to almost circular (quasi-)periodic orbits, which in a smooth antidot potential are stable against the application of an external electric field [22] . Examples of these pinned orbits at the first four commensurabilities are shown in Fig. 2 . Islands can also correspond to various forms of skipping [29] orbits, an example is also shown in the figure. It has been argued that skipping orbits are essential for the creation of resistance peaks [29] [30] [31] 35] . Boundary roughness, which probably is present in the experiments of Ref. [17] , however, almost completely eliminates their existence without affecting the pinned orbits much. Figure 1a shows example magnetoresistivity curves for the unperturbed antidot lattice for two values of the impurity scattering time τ i = 5, 20. An excellent fit to the experiment in magneto-and Hall resistivity is achieved for a small scattering time τ i = 2.5, as shown in Fig. 1b . As ω c τ i < 2π in the experiments, we cannot assume that the regular orbits are actually pinned (with σ (r) ij = 0 as in Ref. [22] ), since they get scattered before they close. We therefore treated them within the Kubo formalism. They lead to Drude like contributions with C 
The magnetoresistivity of an antidot lattice with boundary roughness (R xx ), shown in Fig. 1a exhibits surprisingly little differences from the unperturbed lattice. This suggests that the skipping orbits have little impact on the CPs. Furthermore, the resistivity curve R (c) xx of only the chaotic part of phase space, already fully reveals all CPs. It thus suffices to understand how the chaotic correlations change with the magnetic field to produce CPs.
Chaotic orbits get trapped near regular islands [22, 36, 37] , i.e. they follow the quasiperiodic motion of the regular orbits for long times, as illustrated in Fig. 2a . This leads to long-time tails in the correlations of the chaotic orbits. It was therefore argued that they would give rise to valleys rather than peaks in the magnetoresistivity [35] . We will show, however, that this effect is overcompensated by an initially accelerated correlation decay as a direct consequence of phase space volume conservation.
To do so, let us first inspect examples of the chaotic VCFs C (c) ij (t) in Fig. 3 . In the absence of regular islands in phase space (B = 0.32) we observe a single, fast correlation decay. In the presence of islands (B = 0.44), we see long time tails in the correlations, originating from trapping. From fig. 3b , showing the envelope of the autocorrelation, however, it becomes clear, that the decay is an overlap of a fast and a slow component. We may think of it in the form
(and similarly for the cross-correlation C xy ) where g trap is an appropriate measure of the trapping regions in the chaotic sea, and g col = g c −g trap is its complement, i.e. the phase space region with strong chaotic scattering at the antidots ("collisions"). The black line of Fig. 3b illustrates this division by assuming exponential correlation decays with a fast and a slow time constant, τ fast = 3 and τ slow = 350, with g trap = 1.5%. At this point, the detailed values are of no concern. What we see is that τ slow is orders of magnitude larger than τ i . The slow decay rate is therefore almost zero in comparison and the portion of trapped chaotic orbits is just a small correction to the portion of pinned orbits. The main contribution to the CPs stems from the change in the fast decay, which reflects the dynamics of the highly chaotic part of the phase space, a finding which is also reported by recent quantum simulations on graphene antidots by Power et al. [38] . This fast decay can be studied best in a billiard model with infinitely steep antidot walls, like in the Sinai billiard [39] , which should be a good approximation for these highly chaotic trajectories. In the remainder of this letter we will therefore study the periodic Sinai billiard (PSB), also known as periodic Lorentz gas, which is probably the most prominent example of a low-dimensional ergodic system [12, 39] . We simulate the PSB using an open source software we developed [40] . We denote the collision times in the PSB by t κ and the mean collision time by κ, having in mind that the time scale of the fast correlation decay τ fast in the original model is approximated by κ. Figure 4a shows κ as a function of the magnetic field. Remarkably, it exhibits pronounced valleys at the magnetic field values of the CPs in R xx as shown in Fig. 4b for the billiard model. In the whole B range κ is comparable with τ i and even smaller at the commensurable fields. The valleys in κ(B) are the origin of the CPs. It is intuitive that more frequent collisions lead to reduced conductivity and thus increased R xx , and we will further confirm this argument below using a simplified stochastic model. But first we show that the structure of κ(B) has a deep connection with the mixed nature of the phase space: Fig. 4a indeed shows that it is directly proportional to the portion of the chaotic part of phase space g c (B).
We can understand this striking fact using Kac's lemma [41] [42] [43] [44] , which is a direct consequence of phase space volume conservation in Hamiltonian systems. We obtain a map of the flow Φ t by discretizing in time, f := Φ ∆tε , with ∆t ε ∼ ε. Kac's lemma states that the mean number of iterations N S needed to return to a compact subset S of the phase space M is given by
where µ(·) is the phase space measure and M acc the part of the phase space accessible to orbits starting in S. Let T S (B) = ∆t ε × N S (B) denote physical time instead of map iterations. Let W be a circle of radius d 0 /2 + ε concentric to the antidot and define S ε ⊂ M such that
where η( x) is the vector normal to W. The mean collision time κ of the PBS is exactly T S in the limit ε → 0. To find µ(S; B) we first realize that it does not depend on the magnetic field, i.e. µ(S; B) = µ(S; 0) = µ(S). Then, using (6) at B = 0, we have
because the PSB without magnetic field is fully ergodic and thus µ(M acc ; 0) = µ(M) = 1. By substitution we get T S (B) = µ(M acc ; B)×T S (0). For small enough magnetic fields all chaotic orbits (and up to measure 0 only those) collide with the antidots. In the limit ε → 0 both ∆t ε and µ(S ε ) go to 0 linearly with ε, therefore their ratio converges, i.e. T S → κ. Since by definition µ(M acc ) = g c , we find that the mean collision time is given by the fraction of chaotic orbits as a function of the magnetic field B, times the mean collision time at B = 0
From this derivation it becomes also clear that the collision times are not sensitive to boundary roughness. This is intuitive, since the dynamics is already highly chaotic. To confirm this we also simulated a "rough" Sinai billiard where the particle gets reflected in a random angle at collision with the antidot (RPSB), corresponding to strong boundary roughness. The changes in the magnetoresistivity are only small indeed as shown in Fig. 4b .
For completeness we now conclude our argumentation by linking the collision times to the resistivities in a simplified purely stochastic model for the motion in the billiard with boundary roughness (RPSB). Since this is not crucial for the understanding of the main message of our paper we only present a summary here and give more details in the supplement. We approximate the dynamics by a renewal process of stochastic collision events and free cyclotron motion in-between collisions. The only input into the stochastic model is the distribution of times in between collisions, which is obtained from the PSB.
Our stochastic model reproduces the contribution of the chaotic orbits to the CPs in the RPBS in very good approximation, as shown in Fig. 4c . This confirms our claim that the CPs are due merely to the distribution of collision times in the antidot lattice.
In conclusion, we have explained recent magnetotransport experiments on graphene antidot lattices using appropriate quasiclassical electron dynamics. By this we solved a decades old riddle on the influence of nonlinear resonances on magnetotransport in antidot superlattices. Due to the fundamental nature of the mechanism linking the time scales, which only depends on the basic properties of chaotic Hamiltonian systems with mixed phase space, it will be generally applicable to a wide range of mesoscopic systems.
SUPPLEMENTAL MATERIAL
The computer code we used to perform the simulations of this work is available online: https://github.com/ Datseris/arXiv_1711.05833.
A. Boundary Roughness
As mentioned in the main text, we model the antidot super-lattice by a square array of localized potential peaks of the form
2 + c and 0 otherwise. (x a , y a ) = (na, ma) with n, m ∈ N is the center of the (nearest) antidot and a is the super-lattice constant. d 0 is the antidot diameter (in the experiment by Sandner et al. [17] reported values are d 0 ≈ 25 − 30nm with antidot spacing a ≈ 100nm). The parameter c defines a cut-off distance of the potential and it is also the parameter that controls the steepness of the antidots. The full potential is then the (infinite) sum of the above localized potentials over all antidot centers U = n,m U a . Numerically we do not have an infinite sum of potentials, but instead use the modulo operation of x, y with a.
We can add boundary roughness (which aims to model the antidot fabrication defects) to the above potential by making the antidot diameter depend pseudo-randomly on the position. Specifically, letx = x − x a ,ỹ = y − y a and define φ = arctan(ỹ/x). We can then write
with ν being random numbers uniformly distributed in [−0.5, 0.5) which are different for each combination of x a , y a , ζ, so that on average d(φ) = d 0 . M is the total number of sine modes used (measure of the edge complexity) and ε measures the relative boundary roughness. In the numerical computations we used an array of 100 × M random numbers repeated periodically and used M = 16 for all simulations shown in the manuscript.
Note that the boundary roughness is distinct from the impurity scattering, which we also include in our model, see eq. (17) . A contour plot of U is given in Fig. 1 of the manuscript. However, details of the potential form do not play an important role. Even though of course the diameter and smoothness of the antidots are important parameters, different functional forms (e.g. U ∝ [cos(2πx/a) cos(2πy/a)] β , like in [22] ) for the potential have very little impact on the resistivities, and no bearing at all on our main conclusions, as it becomes clear from our main manuscript. Equally, using a conical or a quadratic kinetic energy term (see main text) does not lead to any qualitative changes which we have tested numerically (not shown here). This is not surprising since all effects studied are also observable in the billiard model which uses hard-wall potentials for the antidots and is completely indifferent to the form of the kinetic energy (provided that it is isotropic).
B. Equations of Motion
In the main manuscript we use a kinetic energy term of the form K = v F p 2 x + p 2 y . To evolve our system in time, we first introduce dimensionless variables x i → x i /a, v i → v i /v F and scale the energy by the Fermi energy
√ πn e (≈ 0.1 − 1 eV for the electron densities n e reported in [17] ). In these units d 0 is now an effective parameter that measures the ratio of the antidot diameter to the antidot spacing. We scale the magnetic field by its value at the principle commensurability B 0 = 2 √ πn e /(ea), corresponding to a cyclotron diameter equal to the antidot lattice constant a. Then, the Hamiltonian of our model becomes
which is scaled such that it has numerical value of 1 (constant). All times are given in units of t 0 = a/v F and the cyclotron frequency is ω c = 2B. Eq. (12) leads to the equations of motionẋ = ∂H/∂p,ṗ = −∂H/∂x. We then obtain equations for velocities instead of momenta,
Eqs. (13)- (16) describe (classical) hyper-relativistic particles in magnetic field B and potential U, and are highly nonlinear and not analytically solvable. The velocity timeseries are obtained by numerical integration of the equations of motion using standard Runge-Kutta schemes.
C. Impurity Scattering
After we have the velocity timeseries we use Fourier transforms and the Wiener-Khinchin theorem to numerically calculate the velocity correlation functions (VCFs) for each individual trajectory. We then proceed to calculate the conductivities using the Kubo formalism [34] , following [22] 
where C ij (t) ≡ v i (t)v j (0) E F is the (equilibrium) VCF which is averaged over available initial conditions at the Fermi energy E F . Numerically we used 5000 uniformly distributed random initial conditions, evolved for 5000 units of time, and averaged the VCFs over those to obtain sufficient convergence for σ ij . To calculate long time correlations in the absence of impurity scattering like those shown in Fig. 3 of the main text, we have used 10000 orbits for 10000 units of time. Equation (17) includes modeling of random scattering by impurities by making two assumptions: first, after scattering by an impurity the electron velocity directions are fully randomized and therefore decorrelated. Second, impurity scattering events are Poisson distributed with characteristic time τ i . Under these assumptions it is straight-forward to show [22] that impurity scattering leads to an exponential suppression of the VCF by a factor e −t/τi [45] .
D. Stochastic Model
In this section of the supplemental material we want to derive the expressions for the velocity correlation functions (and thus the resistivities) of the simplified stochastic model for the dynamics in the rough periodic Sinai billiard (RPSB) introduced in the manuscript. We approximate the dynamics by a renewal process of stochastic scattering events (the distribution of the scattering times reflects the geometry of the antidot lattice) and free cyclotron motion in between scattering events. Each scattering event with a rough boundary leads to a random change in the velocity angle
where ψ is the random angle formed by the normal of the boundary segment and the velocity vector of the trajectory undergoing the scattering event. Under the assumption that all spatial orientations of the boundary segments are equally probable the probability density of hitting a segment with angle ψ is
Notice that this stochastic model is not the same as the RPSB; in the latter there is a strong correlation between the reflected angle and the subsequent collision time. This correlation does not exist in the stochastic model, as well as any knowledge of phase space volumes. The velocity correlation functions are
where v 0 is the constant absolute value of the velocity (v 0 = 1 in our units) and the ensemble average · reduces to an average over the initial angle ϕ 0 of the velocities and the collision events. In the free propagation in-between events the velocity angle changes by ∆ϕ(t) = ω∆t, where the cyclotron frequency ω in our units is given by ω = 2B. The contribution to the correlation functions of all trajectories that have scattered (exactly) m times up to time t is given by
where P m (t; B) is the probability that a trajectory has scattered exactly m times up to time t. The ψ i integrals can be easily carried out successively. Using the notation φ m = ωt + ϕ 0 + mπ + 2 
The probability density function (pdf) of the collision time p(t) is a complicated function that is very sensitive to changes in the magnetic field, as shown in Fig. 5 . Therefore it is hard to find a useful analytical model for the probability P m (t; B). Only in the limit of large m they are well approximated by Gaussians (see e.g. [46] ). We are, however, mainly interested in short times and thus small m. Therefore we choose to calculate the P m (t; B) numerically using the following method: let q m (t) denote the pdf for the m-th scattering event (m ≥ 1) occuring at time t. It can be calculated through recursive convolution with the pdf p(t), q m (t) = t 0 dz p(z)q m−1 (t − z) with q 1 (t) ≡ p(t). Then P m (t) can be found from q m using the survival function W (t) = ∞ t p(t )dt
for m > 0 and P 0 (t) ≡ W (t). Examples of P m (t) are shown in the inset of Fig. 5 . Finally, using the Kuboformula (Eq. 2 and 3 of the manuscript) with impurity scattering time τ i = 5 we obtain the magnetoresistance curve shown in Fig. 4 of the manuscript, which clearly demonstrates that the main contribution to the commensurability peaks is already captured by this simple model.
