In this paper, we study the problem of coordinating two nodes which can only exchange information via a relay at limited rates. The nodes are allowed to do a two-round interactive two-way communication with the relay, after which they should be able to generate i.i.d. copies of two random variables with a given joint distribution within a vanishing total variation distance. We prove inner and outer bounds on the coordination capacity region for this problem. Our inner bound is proved using the technique of "output statistics of random binning" that has recently been developed by Yassaee, et al.
I. INTRODUCTION
Coordination is the problem of producing dependent random variables over a network [1] . This problem differs from traditional coding problems where the goal is to distribute explicit messages. The problem of coordination for a joint action has applications in distributed control and game theory [2] , [4] . Two notions of coordination have been defined in [1] , namely empirical coordination and strong coordination. In empirical coordination we want the empirical joint distribution of the actions to be close to the desired distribution, whereas in the strong coordination we want the total variation distance between the joint probability distribution of the actions, and the i.i.d. copies of the given distribution to be negligibly small. In other words, the generated distribution and the i.i.d. distribution should be statistically indistinguishable. These are two different notions of coordination. In this paper we study the strong notion of coordination.
As discussed in [1] , nodes in a network can cooperate arbitrarily without any communication if they are provided with sufficient common randomness. However [1] argues that problem becomes nontrivial if the action of some of the nodes is specified by nature. We believe that this is not the only situation where the problem becomes nontrivial. Consider a large network of users, connected to each other through a proxy (relay). The relay wants to make two nodes in the network to cooperate with each other while making sure they do not learn the identity of each other. Anonymity can be obtained through the proxy who can privately exchange messages with them. Since the two nodes cannot directly talk to each other (as they do not know the identity of each other), they will not be able to directly share randomness. However common randomness can be created indirectly through the relay. But the rate of this common randomness will be bounded from above by the communication rate constraints between the nodes and the relay. Furthermore creating common randomness for This work was supported by Iran-NSF under grant No. 88114.46. Figure 1 . The model for coordination via a relay. In the first step nodes A 1 and A 2 communicate to the relay node A 0 (as in the top subfigure).
In the second step the relay communicates to A 1 and A 2 (as in the bottom subfigure).
later use may not be the optimal strategy if the final goal is coordination. The communication links between the nodes and the relay are rate limited, and hence there may exist more economic ways of using this resource. Inspired by this discussion, we propose the following model as an attempt to understand the use of a relay in cooperation of two nodes whose actions are not specified by nature. As shown in Fig. 1 , we assume that there are four links between the relay (A 0 ) and the two nodes (A 1 and A 2 ). The noiseless forward links from the relay to the the first and second nodes have rates R f1 and R f2 respectively. The backward links have rates R b1 and R b2 . As can be seen from the figure, the nodes use the backward links first to communicate to the relay, after which the relay communicates back to the nodes using the forward links. The goal of the two parties is to generate i.i.d. copies of Y 1 and Y 2 jointly distributed according to a given p(y 1 , y 2 ) within a vanishing total variation distance. We don't assume any common randomness shared between A 1 and A 2 since the two nodes don't share any resources beyond private communication links with the proxy. However, private randomization is allowed at all the three nodes. Further we could have added a separate rate limited public forward link from the proxy to all the nodes, where all the bits put on this link will become available to all the parties. Adding this link would make our model to resemble the model proposed by Wyner [3] where a set of random bits were being simultaneously transmitted to two parties. However, we have excluded this from our model for simplicity.
Since the two nodes are initially communicating at rates R b1 and R b2 , the nodes can use these only to generate pairwise common randomness between themselves and the proxy. Thus one can reinterpret the model as a one-way communication problem from the relay to the two nodes in the presence of pairwise common randomness. This has been the motivation for naming R f1 and R f2 as forward links although they are being used in the second step of the protocol.
It is noteworthy that to see when R f1 = 0 and R b1 = ∞ our model reduces to the one considered by Cuff in [4] . If R f1 = 0, the first node does not receive any feedback and has to create the i.i.d. copies of Y n 1 by itself. Since R b1 = ∞, the first node can send Y n 1 completely to the relay. The relay is receiving R b2 bits from the second node which can be understood as a common randomness shared between A 0 and A 2 . Thus, our problem reduces to the problem of [4] . If R f1 = ∞, the problem reduces to a special case of the problem studied in [6] . In this case the relay is effectively coordinating with the second node because the relay can send its reconstruction of Y n 1 to the first node using the forward link R f1 of infinite capacity. Thus this would be the problem of generating Y n 1 and Y n 2 using a two-round communication scheme when the two node share no common randomness. When R b1 = R b2 = ∞, the problem reduces to that of coordinating A 1 and A 2 when there are pairwise common randomness shared between (A 0 , A 1 ) and (A 0 , A 2 ) but no common randomness shared among the three. Finally when R b1 = R b2 = 0 the problem reduces to a problem that resembles Wyner's model [3] .
We prove an inner and an outer bound on our model. We show that the inner and the outer bound match in certain special cases, two of which are of special interest: one is when R b1 = R b2 = ∞, i.e. an infinite pairwise common randomness, the other is when R b1 = R b2 = 0, i.e. no pairwise common randomness. We show that when R b1 = R b2 = ∞, the capacity region is the one where R f1 + R f2 is greater than or equal to the mutual information between Y 1 and Y 2 . In the other extreme case both R f1 and R f2 have to be larger than Wyner's common information. This provides insights on the role of pairwise common randomness. This paper is organized as follows: in Section II, we introduce the basic notations and definitions used in this paper. Section III contains the main results of the paper, and Section IV and V includes the proofs.
II. DEFINITIONS A. Notation
In this paper, we use p U A to denote the uniform distribution over the set A and p(x n ) to denote the i.i.d. pmf n i=1 p(x i ), unless otherwise stated. Also we use X S to denote (X j : j ∈ S). The total variation between two pmf's p and q on the same alphabet X , is denoted by p(x) − q(x) 1 . When a pmf itself is random, we use capital letter, e.g. P X . For simplicity of notation, we use P X ≈ Q X if E P X − Q X 1 < , where P X and Q X are random pmf
B. Problem Statement
Consider the problem of strong coordination over a network with a relay, as depicted in Figure 1 . In this setting, there are three nodes A 1 , A 0 and A 2 . They do not share any common randomness, but private randomization is allowed. Let M i be the private randomness at node
Definition 2: Given a joint distribution q(y 1 , y 2 ), the coordination rate region is the closure of the set of rate tuples (R f1 , R b1 , R f2 , R b2 ) that admit the channel q(y 1 , y 2 ).
III. MAIN RESULTS Theorem 1 (Inner bound):
The following region forms an inner bound to the coordination rate region for q(y 1 , y 2 ): R in is the set of all non-negative rate tuples
where
Theorem 2 (Outer bound): Take a desired distribution q(y 1 , y 2 ). Then the coordination rate region is contained in the region R out which is the closure of the set of all nonnegative rate tuples (R f1 , R b1 , R f2 , R b2 ), for which there exists p(u, v, y 1 , y 2 ) ∈ T out such that
where 
. This corresponds to the case of infinite pairwise common randomness and has not been considered (to best of our knowledge) in the previous works. When R f1 = ∞, the inner and outer bound reduce to R b2 + R f2 being greater than or equal to Wyner's common information. The inner and outer bound also match when R f1 = 0 and R b1 = ∞. To see this let V = Y 1 and W = cont. in the inner bound. On the other hand the optimal choice for V in the outer bound is V = Y 1 . Thus both regions reduce to the following region that matches the one given in [4] .
Another extreme case is when R b1 = R b2 = 0. Here we take U = V = cont. in the inner bound. It is easy to see that both the inner and outer bound reduce to R f1 and R f2 being greater than or equal to Wyner's common information. Comparing this case with Wyner's model, we see that an optimal strategy is to send the same message to both A 1 and A 2 (which is expected when R b1 = R b2 = 0). The inner and outer bound also match when Y 1 = (A, B), Y 2 = (A, C) for mutually independent random variable A, B and C.
IV. ACHIEVABILITY
We apply the techniques of [9] to prove the achievability of the theorem. We begin by a providing a summary of the lemmas we need. In the following subsection we provide the proof.
A. Review on probability approximation via random binning [9]
Let (X [1:T ] , Y ) be a DMCS distributed according to a joint pmf p X [1:T ] ,Y on a countably infinite set
A distributed random binning consists of a set of random mappings B i : X n i → [1 : 2 nRi ], i ∈ [1 : T ], in which B i maps each sequence of X n i uniformly and independently to [1 : 2 nRi ]. We denote the random variable B t (X n t ) by B t . A random distributed binning induces the following random pmf on the set X n 
then as n goes to infinity, we have
We now consider another region for which we can approximate a specified pmf. This region is the Slepian-Wolf region for reconstructing X n [1:T ] in the presence of (B 1:T , Y n ) at the decoder. As in the achievability proof of the [7, Theorem 15.4.1], we can define a decoder with respect to any fixed distributed binning. We denote the decoder by the random conditional pmf P SW (x n [1:T ] |y n , b [1:T ] ) (note that since the decoder is a function, this pmf takes only two values, 0 and 1). Now we write the Slepian-Wolf theorem in the following equivalent form. See [9] for details.
Lemma 1: If for each S ⊆ [1 : T ], the following constraint holds
B. Proof of Theorem 1
The proof is divided into three parts. In the first part we introduce two protocols each of which induces a pmf on a certain set of r.v.'s. The first protocol has the desired i.i.d. property on Y n 1 and Y n 2 , but leads to no concrete coding algorithm. However the second protocol is suitable for construction of a code, with one exception: the second protocol is assisted with an extra common randomness that does not really exist in the model. In the second part we find conditions on R b1 , R b2 , R f1 , R f2 implying that these two induced distributions are almost identical. In the third part of the proof, we eliminate the extra common randomness given to the second protocol without disturbing the pmf induced on the desired random variables (Y n 1 and Y n 2 ) significantly. This makes the second protocol useful for code construction.
Part (1) of the proof: We define two protocols each of which induces a joint distribution on random variables that are defined during the protocol.
Protocol A. Let (W n , U n , V n , Y n 1 , Y n 2 ) be i.i.d. and distributed according to p(w, v, u, y 1 , y 2 ) such that the marginal pmf of (Y 1 , Y 2 ) satisfies p(y 1 , y 2 ) = q(y 1 , y 2 ). Consider the following random binning:
• To each sequence w n , assign a random bin index g 0 ∈ [1 : 2 nR0 ]. • To each pair (w n , v n ), assign three random bin indices
• To each pair (w n , u n ), assign three random bin indices g 2 ∈ [1 : 2 nR2 ], b 2 ∈ [1 : 2 nR b 2 ] and f 2 ∈ [1 : 2 nR f 2 ]. • We use a Slepian-Wolf decoder to recoverŵ n 1 ,v n from (g 0 , g 1 , b 1 , f 1 ), and another Slepian-Wolf decoder to recoverŵ n 2 ,û n from (g 0 , g 2 , b 2 , f 2 ). The rate constraints for the success of these decoders will be imposed later, although these decoders can be conceived even when there is no guarantee of success.
The random 1 pmf induced by the random binning, denoted by P , can be expressed as follows:
Protocol B. In this protocol we assume that the nodes have access to the extra common randomness (G 0 , G 1 , G 2 ) where G 0 , G 1 , G 2 are mutually independent random variables distributed uniformly over the sets [1 : 2 nR0 ], [1 : 2 nR1 ] and [1 : 2 nR2 ], respectively. Now, we use the following protocol:
• At the first stage, the node A 1 chooses an index b 1 ∈ [1 : 2 nR b 1 ] uniformly at random and sends it to the node A 0 . Also the node A 2 independently chooses an index b 2 ∈ [1 : 2 nR b 2 ] uniformly at random and sends it to the node A 0 . • In the second stage, knowing (g 0 , g 1 , g 2 , b 1 , b 2 ), the node A 0 generates sequences (w n , v n , u n ) according to the conditional pmf P (w n , v n , u n |g 0 , g 1 , g 2 , b 1 , b 2 ) of the protocol A. Then it sends the bin indices f 1 (w n , v n ) and f 2 (w n , u n ) to the nodes A 1 and A 2 , respectively. • At the final stage, the node A 1 , knowing (g 0 , g 1 , b 1 , f 1 ) uses the Slepian-Wolf decoder P SW (ŵ n 1 ,v n |g 0 , g 1 , b 1 , f 1 ) to obtain an estimate of (w n , v n ). Then, it generates a sequence y n 1 according to p Y n |W n V n (y n 1 |ŵ n 1 ,v n ). The node A 2 proceeds in a similar way.
The random pmf induced by the protocol, denoted byP , factors as
Part (2) of the proof: Sufficient conditions that make the induced pmfs approximately the same: To find the constraints that imply that the pmfP is close to the pmf P in total variation distance, we start with P and make it close toP in a few steps. The first step is to observe that g 0 , (g 1 , b 1 ) and (g 2 , b 2 ) are the bin indices of w n , (w n , v n ) and (w n , u n ), respectively. Substituting T = 3,
1 The pmf is random because we are doing a random binning assignment in the protocol. then there exists
The next step is to see that for the Slepian-Wolf decoders of the first protocol to work well, Lemma 1 requires imposing the following constraints:
then for some vanishing sequence (n) 1 , we have P (g [0:2] , b 1 , b 2 , w n , v n , u n ,ŵ n 1 ,v n ,ŵ n 2 ,û n ) (n) 1 ≈ P (g [0:2] , b 1 , b 2 , w n , v n , u n ) × 1{ŵ n 1 = w n ,v n = v n ,ŵ n 2 = w n ,û n = u n }. Using equation (8) we havê P (g [0:2] , b 1 , b 2 , w n , v n , u n ,ŵ n 1 ,v n ,ŵ n 2 ,û n ) (n) 0 + (n) 1 ≈ P (g [0:2] , b 1 , b 2 , w n , v n , u n ) × 1{ŵ n 1 = w n ,v n = v n ,ŵ n 2 = w n ,û n = u n }. The third part of Lemma 2 implies that P (g [0:2] , b 1 , b 2 , w n , v n , u n ,ŵ n 1 ,v n ,ŵ n 2 ,û n ) × p(y n 1 |ŵ n 1 ,v n )p(y n 2 |ŵ n 2 ,û n ) (n) 0 + (n) 1 ≈ P (g [0:2] , b 1 , b 2 , w n , v n , u n ) × 1{ŵ n 1 = w n ,v n = v n ,ŵ n 2 = w n ,û n = u n } × p(y n 1 |ŵ n 1 ,v n )p(y n 2 |ŵ n 2 ,û n ) = P (g [0:2] , b 1 , b 2 , w n , v n , u n ) × 1{ŵ n 1 = w n ,v n = v n ,ŵ n 2 = w n ,û n = u n } × p(y n 1 |w n 1 , v n )p(y n 2 |w n 2 , u n ). Thus, P (g [0:2] , b 1 , b 2 , w n , v n , u n ,ŵ n 1 ,v n ,ŵ n 2 ,û n , y n 1 , y n 2 ) (n) 0 + (n) 1 ≈ P (g [0:2] , b 1 , b 2 , w n , v n , u n , y n 1 , y n 2 ) × 1{ŵ n 1 = w n ,v n = v n ,ŵ n 2 = w n ,û n = u n }. Using the second item in part 1 of Lemma 2 we conclude that P (g [0:2] , y n 1 , y n 2 ) (n) 0 + (n) 1 ≈ P (g [0:2] , y n 1 , y n 2 ). In particular, the marginal pmf of (Y n 1 , Y n 2 ) of the RHS of this expression is equal to p(y n 1 , y n 2 ) which is the desired pmf. Part (3) of the proof: In the protocol we assumed that the nodes have access to an external randomness G [0:2] which is not present in the model. Nevertheless, we can assume that
