Summary: This work develops a theoretical framework and corresponding algorithms for the modeling of dynamic PET SPECT studies both in time and space.
Dynamic studies are common in emission tomography (ET). They consist of the acquisition of a temporal se quence of scans that allows the measurement of the ki netic of a tracer; the ensuing application of an appropri ate mathematical model to the time course of the mea sured radioactivity allows the estimation of a physiologic parameter of interest (Phelps et aI., 1986) .
It is common to apply the estimation process to the activity curve of each image element (pixel) so that an image of the distribution of the physiologic parameter ("parametric image") is produced. However, the model ing process may not be considered complete if only the time-varying structure of images is considered. A more comprehensive description should represent the dynamic set of images as the measurement of a time-varying spa tial pattern of radioactivity. By adding the spatial di mension to the kinetic model, one may obtain an estimate
The theoretical setup allows the use of linear techniques currently used in PET-SPECT for kinetic analysis. The method is applied to artificial and real data sets. The application to dynamic PET-SPECT studies was performed both for valida tion purposes, when the spatial patterns are known, and for illustration of the advantages offered by the technique in case of tracers with an unknown pattern of distribution. Key Words: Estimation-Kinetics-Positron emission tomography Single photon emission computed tomography-Wavelets.
of the spatial pattern of the physiologic parameter of interest.
Spatial modeling may be relevant in the context of positron emission tomography (PET) and single photon emission computed tomography (SPECT). First, the in troduction of a proper model for the spatial signal may enhance the quality of image denoising (Turkheimer et aI., 1999) . Second, if the estimation of the spatial model is carried out in a rigorous statistical framework, then one may be able to discriminate signal from noise within a desired risk of false positives (Turkheimer et aI., 1999) . The latter property is desirable when the pattern of dis tribution is not known a priori and signal-to-noise ratio is low.
A previous paper (Turkheimer et aI., 1999) considered the problem of the estimation of spatial patterns of ra dioactivity acquired by ET. The problem was solved by use of the wavelet transform (WT), and theory and al gorithms were provided that suited the application to PET and SPECT images. This work extends these results to dynamic studies by providing a framework where both wavelet and kinetic analysis can be performed.
This article defines the problem of modeling a time varying spatial pattern of radioactivity and describes the new procedure for its estimation. The basics of WT in its discrete formulation, the dyadic wavelet transform (DWT), are surveyed. The limitations of the DWT in the context of PET-SPECT images are considered, and we discuss how they may be overcome by use of the trans lation-invariant dyadic wavelet transform (DWT -TI). The application of kinetic modeling in the wavelet do main is detailed, and we recall the problem of threshold ing of wavelet coefficients and suggest two schemes that can be used in the kinetic modeling of ET dynamic scans.
Although the procedure is new, its basic ingredients were described previously (Turkheimer et a!. , 1999) and will not be dealt with in depth. The reader is also referred to Turkheimer et a!. (1999) for an introduction to wave lets, related background material, definition of terms spe cific to the methodology, and notation. More recent ref erences on wavelets are Hardie et aI. (1998) and Yidak ovic (1999) for the general topic and Nowak and Baraniuk (1999) for emission tomographs.
This article further describes the application of the procedure to several data sets. The aim of this section is twofold. First, the results of the technique are used for validation purposes when used for modeling patterns of activity that are well known in advance. This is the case of an artificial data set and dynamic PET studies with e S FJfluorodeoxyglucose (FDG) and [ " C]raclopride. On the other hand, the case of a dynamic [ " C](R)-PKll195 study illustrates the usefulness of the approach in the statistical detection of signal of unknown distribution.
The paper also contains an example of the analysis of a dynamic SPECT scan where the quantitative kinetic modeling is substituted by a nonquantitative principal component analysis (PCA). The emphasis here is on the versatility of the procedure, which enables the incorpo ration of any approach for the mathematical analysis of the time dimension.
MODELING A TIME-VARYING RADIOACTIVE PATTERN
Define N to be the set of nonnegative integer numbers, IR to be the set of real numbers, and L 2 (1R) to be the space of squared integrable real functions (i. e. , functions with finite energy). Let pes) be the pattern of a physiologic parameter of interest where s E N n spans the sites where the process is measured by the scanner (i. e. , s: s = (sx,s,. ) E N in the two-dimensional case of an image where Sx and s" are the pixels' numbers) and pes) E L 2 (1R). .
We are interested in the estimation of pes) from a time-changing pattern of radioactivity Y(s,t), where i E Nand t; runs through the M midframe times t = t" tb ... tM, and V (s,t,), ... , Y (S,tM) E L 2 (1R). For example, pes) may be the pattern of glucose metabolism and Y(s,t;)
is the radioactive pattern of distribution of FDG in the field of view during the time window of the experiment.
Y(s,t;) is related to pes) by a functional K(e) that con tains the description of the kinetic of the radioactive J Cereb Blood Fim\" Metab. Vol. 20, No. 5. 2000 compound in terms of the biologic variable of interest.
We can then write pes) = K(Y(S,t)). K(e) in ET is usually derived from compartmental models where the tracer is modeled with first-order kinetics.
Finally, consider that PET and SPECT measurements will be corrupted by noise and that only the noisy obser vations Y(s,t) = Y(s,t) + e(s,t) will be available, where e(s,t,), ... , e(s,tM) are the noise processes of each dy namic scan. In our analysis, images Y(s,t) are acquired from emission tomographs and reconstructed from sino grams or planar projections at their highest resolution using back-projection with a ramp filter. Therefore, we can assume e(s,t,), ... , e(s,t\1) to be independent, nor mally distributed with mean 0, unknown variance 0"2, and a local spatial correlation structure introduced by the reconstruction process (Turkheimer et aI. , 1999) .
In the previous work (Turkheimer et a!. , 1999) , the assumption was made for the noise process to be station ary-that is, the variance was supposed homogeneous across each emission image. Here this assumption is re laxed and variance is allowed to vary across time and space as 0"2 = 0"2(S,t), with some constraints that will be detailed below.
Given the above, t , he problem of interest is the compu tation of an estimate pes) from the dynamic data set Y(s,t,), Y(s,t 2 ), ... , Y(s,tM) with small risk R (P, P) = E(�,IP(s)
, where E(e) is the expected value and �sIPcs) -P (s)12 is the L 2 -norm of least-square estimation.
ESTIMATING A PARAMETRIC PATTERN
The procedure is illustrated in Fig. 1 for a single slice of the image volume (two-dimensional case). In the dia gram, Y(s,t) is the dynamic ET ima � e sequence, and we desire to produce a parametric map pes) that contains the estimated pattern of the parameter of interest. The scheme contains four steps. First, the DWT is applied to each image Y(s,t,), Y(s,t 2 ), ... , Y(s,tM) and produces the correspondent wavelet transforms W(w,t,), W(w,t 2 ), .. . , W(W,tM)' The DWT is a linear operator that expands the original image in terms of a scalable and shiftable el ementary function, the wavelet. This means that the mea sured radioactivity is projected into a space where each coordinate represents a portion of the radioactive pattern at a certain scale in a certain location. This consideration drives naturally to the second step, where the usual ki netic modeling is applied to the time-curve of each wave let coefficient. This means that for each coordinate w = [wx' w y L the coefficient P wt(w) = K(W(W,tJ) is com puted. , The final outcome is a parametric wavelet trans form P w/w). Note that for equivalence between wavelet and image space, all applied operators must be linear; therefore, K( e) must be linear in the data too.
Two main features of the DWT enhance the applica- 
tion of modeling when applied in wavelet space. First, the DWT is a linear operator, and if e(s,t) is normally distributed in the image space, e(s,t;) will be normally distributed in wavelet space (Donoho and Johnstone, 1994) . Second, the DWT is a decorrelation operator, and the correlated noise processes in image space e(s,t I )' e(s,t 2 ), ... , e(s,tM) become the white noise processes e(w,t]), e(w,t 2 )' ... , e(w,tM) in wavelet space (Johnstone and Silverman, 1997) .
The possibility of having a model for the time dependency of the coefficients of P( w) is an advantage also for the statistical treatment of wavelets. In fact, be cause the application of K(O) usually results in a classic least-squares estimation procedure, one may be able to Pwt(w) compute the uncertainty of each wavelet parametric co efficient P w,(w), In Fig. 1 this is indicated by its esti mated standard deviation (J"w/w). The availability of a pointwise estimate of (J" w,( w) relaxes the strong assump tion of stationarity (constant variance) for the noise pro cess to which we were forced when wavelet analysis was applied to single emission images (Turkheimer et aI. , 1999) .
The estimate (J" w,( w) can then be used for the third step of the procedure, which performs the statistical thresh olding of the coefficie p ts P w,(w). The thresholded coef ficients are labeled as P!,(w). The fourth A and final step is the application of the inverse DWT t e: P!,(w) to obtain the estimate of the parametric image pes). Formally, if we can assume that K(e) is an accurate description of the relation between the biochemical pro cess and the physiologic variable in its minimal math ematical form, and we can also assume the wavelet base is "unconditional" (i.e., optimal, see for definitions Turkheimer et aI., 1999) of the functional form of the pattern pes), then the procedure of Fig. I projects Y(s,t) into a new set of coordinates that is optimal for both dimensions s and t; (Donoho, 1993) . We can then write:
The steps of the estimation procedure of Fig. 1 will be detailed in the following sections, which also deal with optimality conditions for wavelet bases and thresholding policies.
DYADIC WAVELET TRANSFORM
One may start looking at wavelets as orthonormal ba sis functions for the expansion of functions belonging to various different functional spaces (although strictly wavelets need not to be orthonormal). To generate or thonormal wavelet basis, two parent wavelets, mutually orthonormal, are needed: the father wavelet (or scaling function) <1>, and the mother wavelet ljI . Other wavelets in the basis are then generated by translations of the father wavelet <I> and dilations and translations of the mother wavelet ljI using the relation:
ljI jk(t) = 2'/ 2 lj1C2it -k), j = J, J + 1, ... ; kEN for some fixed positive J. A function! E L 2(1R) may be expanded in a wavelet base as:
where djk = (f, ljI jk)' Clk = (f,<I>lk), and (e) is the standard L 2 -inner product of two real functions. The wavelet func tion represents the frequency contents of !(t) near 2i lo calized to data positions k2-j, whereas the scaling func tion represents the residual term of the expansion up to resolution J. In contrast to standard Fourier sine and co sine series, the structure of wavelets means that they may be localized via dilation in the frequency domain and via translation in the data domain. This localization allows parsimonious representation for a wide set of functional spaces (Donoho, 1993) .
In the case of ET images, major interest resides in bases of smooth wavelets that can provide suitable rep resentation of patterns of measured radioactivity (Rutti man et aI., 1996; Turkheimer et aI., 1999) . Orthonormal bases of cubic-spline wavelets, also known as Battle Lemarie wavelets (Battle, 1987; Lemarie, 1988) , are the common choice for this particular application because they provide the optimality conditions that guarantee the result of Eq. 1 (Ruttiman et aI., 1996; Turkheimer et aI., 1999) .
The DWT algorithm is illustrated in Fig. 2 . It consists of iterative steps, each made by the application of two complementary low-and high-pass filters (identified by La nd H, respectively) and subsequent dyadic decimation (Mallat, 1989) . The wavelet coefficients are the output of the high-pass operation, whereas the coefficients of the scaling function are obtained from L. By application of L and H on the latter coefficients, one obtains the wavelet and scaling coefficients for the next resolution.
The DWT can be easily extended to two or more di mensions. In the case of an image ( Fig. 3) , filters with subsequent decimation are applied independently to rows and columns to produce three quadrants of wavelet co efficients H, V, D (labeled horizontal, vertical, and di agonal, respectively) and the quadrant C of scaling co efficients. As in the one-dimensional case, the iteration of the filtering and decimation steps on quadrant C pro duces the wavelet and scaling quadrants for the next resolution level.
TRANSLA TION-INV ARIANT DISCRETE WAVELET TRANSFORM
The DWT does not enjoy the translation-invariant property; its representation across resolution levels may change substantially after a shift of the signal in the data Level} o x domain (Coifman and Donoho, 1995) . This means that the representation of the signal is dependent on its align ment with the kernel of wavelet functions. If the signal is aligned, then its representation may be made of few co efficients on different resolution levels. Instead, if the same signal is shifted, its alignment with the wavelet base may be lost and the subsequent transform will pro duce a wavelet representation that will not be sparse anymore, and the number of its wavelet coefficients will increase with a correspondent decrease of their magni tude, often under the noise level (Coifman and Donoho, 1995) . In the case of sparse signals with high noise lev els, application of the DWT results in artifacts and loss of detection power (Turkheimer et aI. , 1999) . The lack of translation invariance is a consequence of the violation of the Nyquist principle caused by the dy adic decimation (Simoncelli et aI. , 1992) . The decima tion step is needed to guarantee the orthogonality of the representation, but it causes the undersampling of the output of the two filters Hand L (Simoncelli et aI. , 1992) . In fact, taking one out of two samples is adequate only in the case of perfect sync filters, which are not the type used by the DWT. Coifman and Donoho (1995) introduced DWT-TI, which produces a translation-invariant representation of the signal with a minimal increase of complexity. This approach was further extended to two and n dimensions (Turkheimer et aI., 1999) . The resulting set of the DWT TI wavelet coefficients is overcomplete and therefore does not imply a unique inverse transform. The approach of Coifman and Donoho (1995) constructs a unique in verse by averaging all reconstructions obtained by all shifted DWTs. However, other approaches are avail able-for instance, the one of Nason and Silverman (1995) is based on choosing the "best" shifted DWT among all present in the DWT-Tl.
When applied to ET images, the DWT-TI was able to eliminate the artifacts in the reconstruction that are typi cal of the traditional DWT (Turkheimer et aI., 1999) . Therefore, in the procedure in Fig. 1 , the WT and its inverse are intended to be performed through DWT-TI algorithms.
The estimation procedure in Fig. 1 requires the kinetic modeling of the time course of wavelet and scaling co efficients. Conceptually, this step is quite different from the usual pixel-by-pixel approach. A pixel is the sam pling unit of the digitized image and does not necessarily have any relation with the underlying measured pattern. A wavelet coefficient instead represents a spatial object of a certain scale in a certain position. More interest ingly, if a wavelet coefficient is consistently in the same scale and location through sampling times fi = f" f 2 , ... , tM, then the spatial object it represents is kinetically ho mogeneous. This stems from the obvious fact that if a spatial object were made of components with different kinetics, then its spatial frequency would change through time and hence its wavelet representation. Therefore, modeling in the wavelet domain implies the application of the estimation process to spatial patterns with homo geneous kinetics; because the DWT is a linear operator, these kinetics will be the same in wavelet space as in image space.
The above setting suggests that any linear modeling procedure, consistent with the underlying biology, may be used as estimation operator K(·), and that K(·) is the same estimation procedure whether it is applied in image space or wavelet space.
The most common approaches to the analysis of PET SPECT studies have been based on compartmental mod els (Carson, 1986; Cunningham and Lammertsma, 1994) . For these models, estimation procedures mainly rely on classic results on nonlinear regression and least squares theory (Carson, 1986) . Given that e(w,t,), e(w,t 2 ), ... , e(w,tM) are white noise processes, it i � then straightforward to obtain not only the estimates P wt(w) but also their statistical uncertainty in terms of the cor respondent Gwt(w) (Bates and Watts, 1988) .
When a tracer is well characterized, the nonlinear es timation procedure may be simplified to a linear fit ap plied to a reduced set of data points (Gjedde, 1981; Lo gan et aI. , 1990 Lo gan et aI. , , 1996 Patlak et aI. , 1983; F. E. TURKHEIMER ET AL. Blasberg, 1985) . Linear methods are appealing for their computational speed and inherent ability to converge with high noise levels (Carson, 1993) . They are also less sensitive to the problem of tissue heterogeneity (Carson, 1993) , which is relevant in this context given the need for modeling data at different resolutions; these methods will be used in the application section of this article.
For all other modeling approaches to PET and SPECT, the reader is referred to the literature (Carson et aI., 1998; Lawson, 1999; Myers et aI., 1996) .
Finally, it is relevant to consider that the space-time modeling approach in Fig. I may be extended beyond quantitative approaches. In nuclear medicine, the func tional K(e) may be generalized as a data-reduction opera tor that uses the temporal distribution of the tracer to classify the pixels of an image according to their kinetic behavior (Lawson, 1999) . The functional forms of the kinetics of interest may not even be obtained from a physiologic model, but, for example, they may be ex tracted from the data themselves as eigenvectors from a PCA of the dynamic data set (Barber, 1980) . In the case of PCA, K( e) projects the time course of each pixel on a selected eigenvector of the data set Y(s,t) and provides a score that quantifies how much of that kinetic is ex pressed in that pixel. Pixels with similar kinetics may then have similar scores, and PCA may be used to iden tify regions of interest (ROIs) with homogeneous kinetic behavior. Because data are corrupted by noise, some spa tial modeling may be needed to improve ROI extraction. Therefore, the procedure in Fig. 1 may be applied to estimate the pattern of linear scores pes) for the eigen vector of interest. An example of such an application will be illustrated on a dynamic SPECT data set.
STATISTICAL THRESHOLDING OF WAVELET COEFFICIENTS
The final step of the procedure in Fig. I , before re construction ' A amounts to the thresholding of the wavelet coefficients Pwt(wx,w y )' Given that e(w,t,), e(w,t 2 ), ... , e(w,t M ) are white noise processes and that the application of K(e) amounts to a least-squares procedure, than we can assume that I> wt(w) = P wt(w ) + e(w )
where P wt(w) is the DWT of pes) and e(w) are indepen dent normal scores normally distributed with mean 0 and estimated standard error uwt(w)-that is, e(w) -N(O, uwt(w))-and N 0 is the normal probability distribution function. The sparseness of the wavelet expansion makes it rea sonable to assume that essentially only a few "large" I> wt(w) contain informati � m about the underlying function pes), whereas "small" P wt(w) can be attributed to the noise that uniformly contaminates all coefficients (Turkheimer et a!. 1999) . Donoho and Johnstone (1994, 1995) suggested the ex traction of significant coefficients by nonlinear thresh olding in which wavelet coefficients are set to 0 if they are below a certain threshold level 1\. Two standard thresholding policies are "hard" thresholding and "soft" thresholding I> !/w) = sgn(I> wt(w)) (I I> wt(w)I -1\ * cTwt(W)) 1(1I> wt( w)1
where I(e) is the indicator function and the superscript asterisk indicates the filtered coefficients.
Hard thresholding is a "keep" or "kill" rule that has the property of producing small bias but larger variance as a result of the brisk separation between noise and signal (Donoho and Johnstone, 1994, 1995) , although this is less of a problem if the translation-invariant approach is adopted (Lang et aI., 1996) . Soft thresholding is a "shrink" or "kill" rule that reduces the variance from such artifacts at the cost of an increase in bias, because the coefficients are all reduced by an amount equal to 1\ (Donoho and Johnstone, 1994, 1995) . Previous results (Turkheimer et a!., 1999) suggest that the use of hard thresholding combined with the DWT-TI achieves mini mal bias and substantial reduction of artifacts in PET images, and therefore it will be the policy of choice for the application section of this article.
The selection of an appropriate threshold 1\ is a more difficult problem, because the results used by Turkhei mer et aI. (1999) are tenable only with the strong as sumption of homogeneous variance (i.e., stationarity) in the data domain. However, the availability of estimates u wt( w) allows the relaxation of the stationarity constraint on the noise model. In fact, the most intuitive approach is now to adopt a model of pointwise stationarity and, accordingly, to use each uwt(w) as the estimate of the error of each wavelet coefficient.
However, as shown below, pointwise estimates of the wavelet variance may not be accurate enough, particu larly at the finest resolution that is the most sensitive to deviations from normality (Vidakovic, 1999) . In this case it may be of interest to consider "locally stationary" processes. These are noise processes whose spectral be havior varies smoothly in the data domain. Technically, a Gaussian noise process is "locally stationary" under mild conditions, the most important being that its noise spectrum (i.e., the Fourier transform of its autocorrela tion function) is of bounded total variation and continu ously differentiable in both frequency and data domain (Dahlhaus, 1997; Neumann and von Sachs, 1997) . The model of "locally stationary" process suits particularly well the noise characteristics of PET and SPECT images. General considerations of the physical and physiologic factors involved in the measurement suggest that the er ror variance is spatially smooth and possibly constant within a small neighborhood of pixels (Holmes et aI., 1996) . Threfore, if one considers the model of local sta tionarity valid for the ET study under analysis, a local pooling of estimates IT wt( w) may be used to reduce their variability.
Interestingly, for both the models of pointwise and of local stationarity, the optimal rate of the least-squares risk of Eq. I is attained at any threshold }./ that satisfies (von Sachs and MacGibbon, 1998): where J labels the resolution level and the operator #(.)
indicates the number of nonnull elements in the set. In other words, the optimal rate of Eq. I is obtained by use of the so-called universal threshold (Donoho and Johnstone, 1994, 1995) applied to the entire set of wave let coefficients or separately on each resolution level. The universal threshold approaches the optimization problem of Eq. I from a minimax point of view, and therefore it tends to produce an oversmoothed solution (Turkheimer et a!. , 1999) ; for this reason, the use of the levelwise threshold is preferred (von Sachs and MacGib bon, 1998).
Alternatively, one may turn to the levelwise applica tion of Stein ' s unbiased risk estimator, better known as SURE (Donoho and Johnstone, 1995) . The application of this estimator was described in detail previously (Turkheimer et aI., 1999) . SURE produces a solution with better least-squares properties, at least asymptoti cally, and was proved suitable also for the locally sta tionary case (von Sachs and MacGibbon, 1998).
OTHER APPROACHES TO THE ESTIMA TION PROBLEM
One may observe that the use of the DWT may allow estimation schemes different from the one in Fig. I . For example, one could operate the modeling directly on the dynamic study in image space, produce a parametric map and a correspondent map of parameter uncertainties (a standard error image), and apply the wavelet filters di rectly on the parametric image. Unfortunately, the WT of the standard error image is not equivalent to ITwt(w) (Un ser et aI., 1995), and one should then use a stationary noise model to estimate the variance of the wavelet co efficients, as described previously (Turkheimer et aI., 1999) . Another approach would consist of doing the wavelet filtering first on each emission scan and then performing the kinetic modeling in image space on the filtered images. This approach deprives the statistical thresholding of the information content deriving from the kinetic analysis of the time axis with correspondent loss of power and therefore is not suitable for obtaining the result of Eq. I.
METHODS
The estimation scheme in Fig. I was applied to simulated data and dynamic studies acquired with ET scanners. An arti ficial data set was used to explore the performance of thresh olding policies in simulated conditions that resembled ET dy namic scans. For numeric studies of wavelet filters in the one dimensional case, the reader is referred to von Sachs and MacGibbon (1998).
The first application to real data considers two dynamic PET studies with FDG and [ I I ejraclopride. The aim was to evaluate whether wavelet filters recovered the underlying patterns of glucose metabolism and dopamine receptor density, patterns that are well known in the normal brain. The next application involved the investigation of the unknown pattern of distribu tion of the inflammation marker r 11 ej(R)_PK 11195 in a patho logic brain. This tracer is particularly suitable for testing the validity of the estimation approach because of the low signal to-noise ratio in the images. Finally, the methodology was used to recover ROls with homogeneous kinetic behavior from a dynamic SPECT study of dopamine receptors in the brain. Here the objective was merely illustrative: it underlines the general ity of the estimation approach that may incorporate various approaches to the modeling of the signal in the time dimension.
Details on acquisition and kinetic analysis will be given in the following sections for each experiment. The software used was written in MATLAB (The Mathworks Inc., Natick, MA, U.S.A.) and run on an Ultra-Spare 1 (143-MHz CPU) Sun Workstation (SunSystems, Mountain View, CA, U.S.A.). The DWT was implemented as detailed in Turkheimer et al. (1999) . The two-dimensional DWT in its translation-invariant form was used for the analysis of all studies.
A linear estimation procedure was used to estimate the ki netic parameter of interest in all examples. In applications to real data sets, unweighted linear least -squares was preferred to the weighted procedure. This choice stems from the difficulty in obtaining consistent estimates of the variance for the wavelet coefficients W(w,t); errors in the determination of weights may neutralize any benefit generated by the use of a weighted pro cedure or may introduce bias into the estimates (Carson, 1993) . The time windows for the application of the linear modeling operators were selected by previous verification that plots for some ROI data showed linear behavior.
In all studies, unless otherwise specified, the wavelet coef ficients corresponding to the background were set to O. This step is important to retain the efficiency of data-dependent thresholds of the SURE and to avoid unnecessarily conserva tive corrections for universal thresholds that depend on the total number of nonnull wavelet coefficients in the image.
Following the theoretical framework noted above, a pooling procedure for error estimates uw,(w) was also introduced for evaluation; estimates uwt(w) were pooled by averaging their values on a 3 x 3 neighborhood only at the finest resolution level.
Synthetic dynamic study
A simulation study was devised to investigate the property of the estimation procedure with attention to the performance of the SURE and universal thresholds. We wanted to reproduce patterns of different scale in nonstationary noise conditions that resembled the ones of ET scanners.
One synthetic image (128 x 128) was generated that con tained a uniform background of value equal to unity. to which four circles were added (radius 4, 8, 16 , and 24 pixels). Height of the signal was I. This image, A(x,y), represented the pattern that had to be recovered from the dynamic study. The dynamic set V(x,y,!) was then generated that reproduced the simple ki netic:
where Cp(t) is a simulated blood time course from a bolus injection. This equation describes a simple irreversible trapping of a tracer in a body compartment according to the distribution pattern A(x,y) . White noise was added with standard deviation proportional to the values V(x,y,f) to create the nonstationary noise field. In fact, given the linear relation between A(x,y) and V(X,y.t), the noise variance is proportional to the values of the pattern. To recreate the low signal-to-noise ratios of ET images, the pro portionality constant was set equal to the background value (i.e., I). All images of the dynamic sequence were then smoothed with a Gaussian filter of full width at half maximum = 4 pixels. Because the pattern of the signal was smooth and the noise was proportional to it, this data set reproduced a locally sta tionary noise field as defined by Dahlhaus (1997) . The data set contained 10 dynamic frames to simulate the conditions of the real data sets contained in the application section of this article.
The estimation procedure in Fig. I was then applied. The operator KC·) consisted of a weighted linear least-square pro cedure where the known noise variances were used as weights: correspondent uncertainties of estimates were obtained by use of classic results for linear regression. Both the SURE and the level wise universal thresholds (left side of Eq . 6) were used.
FDG dynamic study
A dynamic FDG study of brain function was considered. This case was of interest because it allowed an evaluation of the denoising properties of the methodology on a well-known pat tern of distribution, as well as of its ability to preserve fine structural details of the image. Dynamic frames were acquired with an ECAT 953B PET camera (CTIISiemens, Knoxville, TN, U.S.A.). Measurements of the arterial blood concentration of the tracer were also available. Metabolic rates for FDG were estimated by use of the Patlak plot (Gjedde, 1981; Patlak et aI., 1983; Patlak and Blasberg, 1985) . The data points in the time interval of 20 to 60 minutes after injection were used (nine frames) for the linear estimation. Only the levelwise universal threshold was used.
[llC]raclopride dynamic study
The second example considered a dynamic ["C]rac\opride study of the D2-receptor distribution in the normal brain. Frames were acquired with an ECAT 953B PET camera (CTII Siemens). Arterial samples were not available, and a reference region placed on the cerebellum was used as input function.
Estimates of the distribution volume ratio (DVR) were ob tained with the Logan plot (Logan et aI., 1996) . The original equation of this plot reads:
where CJt) is the tissue time activity, Crer<t) is the time activity in the reference region that is assumed to be devoid of D2-receptors, and c is a constant. Although Cret<t) can be assumed noise-free as being sampled on a large ROI, the same cannot be said for the term CJt), which appears on both sides of the linear equation. However, Carson (1993) showed that the simple re arrangement of Eq. 8a as
substantially reduces the bias of the estimated parameters even with noise levels typical of pixels' time courses and allows the use of the Cramer-Rao lower bound (Beck and Arnold, 1977) to estimate the standard deviation of the parameters. The frames for the time interval 5 to 60 minutes (nine frames) were used for the linear estimation of DVR using (6b) after previous verification that the plot of Eq. 8a showed linear behavior in this time window. The levelwise universal threshold was used for the thresholding of wavelet coefficients.
[1IC](R)-PK11195 dynamic study
The ligand C I C](R)-PK II 195 binds to the peripheral ben zodiazepine binding site (Banati et aI., 1997; Banati and Myers, 1997; Benavides et aI., 1988) , and in normal healthy brain tissue binding is minimal (Banati et aI., 1997) . However, in stroke (Ramsay et aI., 1992) and inflammatory (Banati et aI., 1999) as well as neurodegenerative brain disease, the binding site is highly expressed by activated microglia and brain mac rophages. Here, a dynamic study of a patient with herpes en cephalitis, an inflammatory process that is largely confined to structures of the limbic system, sparing for instance the cer ebellum, was used for analysis. The scan was performed on an ECAT 953B PET camera (CTI/Siemens) after bolus injection of 386 MBq single enantiomer r ll C](R)-PKII 195 (specific ac tivity 45.5 GBq/mmol). Dynamic data were collected over 60 minutes in 17 time frames. Kinetic analysis was performed with the Logan plot (Logan et aI., 1996) as detailed above. The frames of the time interval 5 to 60 minutes (10 frames) were used for the analysis, and the time course of a reference region placed on the cerebellum was used as input function. Wavelet analysis was performed with the level wise universal filter.
e23I]epidepride SPECT dynamic study
The SPECT images were acquired using the high-affinity 02103 receptor ligand epidepride labeled with 1231. In vivo, SPECT studies of the brain in healthy volunteers with C 23I]epi_ depride visualize 02103 receptor binding in the striatum, thala mus, temporal cortex, and amygdala (Kessler et aI., 1992) . After the injection of 180 MBq [123Ijepidepride, projection data were acquired using the PICKER-3000XP triple-headed gamma camera and fan-beam collimators (Picker International Inc, Cleveland, OH, U.S.A.) . Two imaging sessions were car-J Cereb Blood Flow Metab. Vol. 20. No. 5. 2000 ried out between 0 and 120 minutes (16 frames) and 187 and 309 minutes (10 frames) after injection. Images were corrected for uniform attenuation using an ellipse fitted on a slice-by slice basis. Individual time frames were realigned to allow the use of the same set of volumes of interest to be applied on all time frames acquired.
PCA was performed on the entire volume of 28 frames (Bar ber, 1980) , and only the eigenvectors accounting for 99% of the variance were retained. As previously explained, the aim of the kinetic analysis was to detect regions of the brain with homo geneous kinetic behavior. In image space, such segmentation was obtained by projecting each pixel time course on the re tained eigenvectors and obtaining images of pixel weights. Weights and their standard deviations were obtained by linear least-squares.
In wavelet space, the same computation was performed on each wavelet time course. Wavelet shrinkage was performed with the level wise universal threshold. Because this application was intended as an exercise of automatic ROI extraction, the wavelets corresponding to the background were not suppressed, as in previous examples.
RESULTS
Synthetic dynamic study Figure 4 shows the raw data and the results of the experiment. Figure 4A shows the original pattern of the parameter that generated the synthetic dynamic study. Figure 4B displays the results of the estimation of the pattern obtained by kinetic analysis without the use of spatial modeling. Figures 4C and 4D contain the patterns estimated with the use of wavelets. Figure 4C results obtained with the levelwise universal filter. The image appears completely denoised and the pattern is recovered with the exception of the smallest structure. This was expected because this structure had height equal to the noise level and width equal to the smoothing kernel. These results resemble the ones obtained previ ously with stationary noise conditions (Turkheimer et aI. , 1999) . Figure 4D illustrates the image obtained with the SURE filter. Although some noise reduction is apparent, the results with the filter do not match those obtained with the analogous pattern and stationary noise condi tions (Turkheimer et aI. , 1999) . This result stems from the low number of degrees of freedom (9 from the 10 frames dynamic) of the estimates IT w, ( w). Because the SURE filter is derived from an estimation procedure spe cifically designed for multivariate normal distributions (Turkheimer et aI. , 1999) , 20 or more degrees of freedom are needed for the filter to work effecti vel y. For this reason, this filter was not considered for our other stud ies.
The application of the variance-pooling procedure produced no appreciable difference for both filters (data not shown). With the universal filter, the final image is already smooth and can be hardly improved by better variance estimates in the finest resolution. In the case of the SURE, improvement in this resolution cannot be vis ible, given the inability of the filter to deal with the nonnormality of the coefficients at all resolution levels.
FDG dynamic study
Figure 5 lower panels. Figures 5C and 5D show the results ob tained by application of the time-spatial modeling pro cedure for the corresponding two sections; the images are mostly denoised, and the structure of the striatum and the thalamus and the fine details of the cortical structures are preserved. However, these images still contain some artifacts that appear as spurious dots. These artifacts are due to the low degrees of freedom of estimates uwt(w) (seven from the nine frames used in the Patlak plot) at the finest resolution. Local pooling of these estimates re moved these artifacts almost entirely, as shown in Figs. 5E and 5F.
[llC]raclopride dynamic study Figure 6 illustrates the results of the direct application of the Logan plot to the sequence of scans for two trans axial sections. The familiar shape of the striatum is vis ible but the parametric maps are corrupted by high levels of noise. This noise is completely removed by the wave let procedure, as illustrated in Figs. 6C and 6D . The parametric image appears homogeneously smoothed, but the caudate and putamen retain their fine scale structure. The application of the pooling procedure for wavelet variances produced no appreciable differences (data not shown); this may be expected given the absence of arti facts in the reconstructed images.
[1lC](R)-PK11195 dynamic study Herpes encephalitis typically affects the limbic sys tem, leading to nerve cell death and massive activation of microglia in the area of damage. Figure 7 illustrates the parametric map of DVR for PKll195 superimposed on the corresponding magnetic resonance image (Fig. 7 A) plus the one obtained with wavelet filtering (Fig. 7B) . In this patient, a left-sided herpes encephalitis led to a se vere neuroinfiammatory response with activation of mi croglia throughout the limbic system (Banati et aI., 1999) . The parametric map (see Fig. 7 A) shows an ex tended pattern of signal, particularly prominent in the left hippocampal formation, left temporal lobe, and left and right anterior insular cortex. However, the high level of noise makes the interpretation of the image difficult, particularly if, as in the case of the limbic system, a distributed neural network is affected and signals in other areas, such as the densely interconnected frontal lobe, are expected.
The wavelet-treated image (see Fig. 7B ) is heavily smoothed because of the high noise level but clearly shows the described pattern of left hippocampal, left temporal, and insular signal. In addition, the expected involvement of the anatomically connected left frontal lobe can now be detected as an increase in PK binding; such a finding is implicated by the severe aphasia ob served clinically in this patient and was also observed more clearly in patients of the same group (Banati et aI., 1999) .
In contrast, all the posterior signal, particularly the one seen in the area of the confluent venous sinus in the parametric map that is unrelated to the pathology, can no longer be seen in the wavelet-treated image. Inspection of the local properties of DVR in this area showed that standard errors of the estimates were quite high because of the vascular origin of the signal. Therefore, wavelets corresponding to this signal were suppressed in the thresholding process.
[123I]epidepride SPECT dynamic study
From the PCA of the SPECT study, two eigenvectors were selected that accounted for 99% of the variance of the dynamic volume. The first eigenvector represents the average uptake of the tracer in the receptor regions, the striatum and temporal cortex (data not shown). The sec ond eigenvector (Fig. 8A ) differentiates between the striatal areas, which have higher uptake, and the cortical ones. The image of the pixel weights for this eigenvector is shown in Fig. 8B for one transaxial section selected at the level of the basal ganglia. Figure 8C displays the same image when PCA was performed in the wavelet domain; wavelet filtering im proves the regions' definition by recovering the striatal pattern of the eigenvector while removing the back ground noise. Figure 9 shows the entire pixel weight maps with and without wavelet filtering.
DISCUSSION
This article introduces a new procedure that allows the combined kinetic and spatial modeling of dynamic PET SPECT studies. With this methodology, parametric maps are obtained by performing the kinetic modeling and statistical analysis on the wavelet transforms of the dy namic scans.
Theory and algorithms were developed to allow the use of linear modeling operators. However, a pragmatic extension of the framework to nonlinear operators may be also considered, because in PET deviation of linearity is usually mild. For example, nonlinear modeling opera tors applied in sino gram space (Meikle et aI., 1 998) pro duced little bias in the parameters. Such bias should therefore be reduced in wavelet space because wavelet coefficients represent a local expansion of the image, whereas a coefficient in sino gram space represents data in a line of coincidence crossing the entire field of view. However, no general rule can be given, and appropriate validation should be considered for each operator in any single protocol.
The statistical setting allows the relaxation of con straints on the noise processes that were embedded in previous work, and it is now suitable to deal with non stationary noise conditions under very mild assumptions.
Two wavelet filters that are standard in wavelet litera ture were tested, the universal and the SURE. The results on synthetic and real data confirm that the universal filter is very efficient in removing noise while preserving the structures of parametric images to their finest detail. Ap plication to FDG and raclopride dynamic studies posi tively tested the ability of the filter to recover the familiar patterns of distribution of the two tracers. The case of a C I C](R)-PK 11195 dynamic study illustrated its useful ness in the interpretation of images when little was known a priori of the tracer's distribution and noise lev els were high. This example also emphasized the ability of wavelets to perform multiresolution analysis that con siders the noise properties locally. In contrast, the SURE filter has shown poor performance in such applications; this filter has known limitations because of its lack of robustness (Neumann and von Sachs, 1995) and should be applied only to noise processes that are purely Gaus sian. A pooling procedure for wavelet variances was also introduced and proved to be effective in removing wavelet artifacts that may appear in the reconstructed images as a result of the poor statistical properties of the estimates.
Although the results of a standard filter, such as the universal, were satisfactory, we envisage that new shrinkage procedures developed specifically for the ap plication to PET-SPECT images may improve the signal extraction. Particularly, substantial improvement should be achieved by incorporating the estimation procedure into the image reconstruction process.
In conclusion, wavelet space offers interesting statis tical and mathematical properties that may substantially improve quantitation of PET data. Such properties were here documented for individual studies only. However, linear operators may be used not only to model the ki netic relation between serial scans, but also to provide statistical comparison of multiple studies. Hence, it is foreseeable that the wavelet domain may also be ame nable to the statistical analysis of multiple studies, either repeated in the same individual or acquired through dif ferent groups. Future work will elucidate this aspect.
