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Resumen
Las te´cnicas de ana´lisis de datos han ido introducie´ndose en el mundo de la factor´ıas dando lugar a la Industria
4.0. En el caso del grupo Sonae Arauco diversos dispositivos les han permitido ser galardonados con premios por
innovacio´n tecnolo´gica. Uno de sus sistemas es el “Smart Eyes”, un sistema de deteccio´n de imperfecciones en los
tableros producidos con filtros de ima´genes.
Este proyecto tiene como objetivo crear un sistema de deteccio´n de estas imperfecciones empleando te´cnicas de
ana´lisis de datos y aprendizaje automa´tico. Este proyecto es un Trabajo de Fin de Grado del Programa de Estudio
Conjuntos INDat - Ingenier´ıa Informa´tica + Estad´ıstica. Por lo tanto constara´ de dos memorias, una por grado.
Esta es la memor´ıa de Ingenier´ıa Informa´tica, y consta de las siguientes partes.
Una primera parte describira´ el problema en su conjunto as´ı como los datos obtenidos por parte de la empresa
para estudiar el problema. Esta informacio´n estara´ acompan˜ada de una descripcio´n de los antecedentes al desarrollo
de este proyecto.
En la segunda parte del proyecto se explicara´n los procedimientos de tratamiento de ima´genes empleados en la
actualidad por la empresa as´ı como nuestro algoritmo propio para el filtrado.
La tercera parte consistira´ en el empleo de distintos tipos de clasificadores, principalmente regresio´n log´ıstica,
redes neuronales y Support Vector Machines. Esta parte aparecera´ desarrollada de forma exclusiva en la memoria
del grado en Ingenier´ıa Informa´tica y tendra´ su contra-parte en la memoria del TFG de Estad´ıstica sobre el uso de
clasificadores relacionados con ana´lisis discriminante y a´rboles de decisio´n.
La cuarta parte analizara´ los resultados obtenidos con cada uno de los clasificadores en esta memoria. De esta
forma, podremos conocer que´ metodolog´ıa ha dado lugar a resultados mejores. El rendimiento de cada clasificador
aparecera´ reflejado en la memoria en la cual se haya explicado previamente el funcionamiento del clasificador.
Un ep´ılogo servira´ para exponer las conclusiones sacadas relacionadas con la consecucio´n de los objetivos marcados
as´ı como para desglosar el posible trabajo futuro a realizar.
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Abstract
The data analysis techniques have been gradually introduced in the world of factories, giving birth to the 4.0
Industry. Sonae Arauco has developed various devices that have allowed them to be multiple times awarded thanks
to his technical innovation. They developed “Smart Eyes”, an imperfection-detecting system to be used in their
board production line that works using filtering.
The goal of this project is to create an imperfection-detecting system that uses data analysis techniques and Ma-
chine Learning. This End-of-Degree Project is of a double degree (INDat – double degree in Computer Engineering
and Statistics), so it consists of two memories, one per degree. This is the memory corresponding to Computer
Engineer degree and it consists of several parts.
The first part will describe the general state of the problem as well as the data provided by the company. This
information will be accompanied by a description of the antecedents of the Project.
In the second part of the Project the image treatment procedures will be explained: both the system currently
working in Tradema as well as our own algorithm to filter the images.
The third part will describe different classifiers as well as its results. The classifiers appearing in this part will be
related to logistic regression, neural networks and support vector machines. In the Statistics End-of-Degree Project
memory, you can find classifiers related to discriminant analysis and decision trees.
The fourth part will analize the obtained results of each classifier. This will allow us to know what has been the
method that has obtained the best results. The performance of each classifier will be written on the memory that
has previously explained the theory behind the classifier.
The epilogue will serve to explain the observed conclusions related to the achivement of proposed goals as well
as break down the possible future work.
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Cap´ıtulo 1
Introduccio´n
1.1. Descripcio´n del proyecto
Sonae Arauco (Figura 1.1) es una empresa internacional de comercializacio´n de tablero de fibra de densidad
media. Producen tableros que son usados para todo tipo de utilidades, desde los tableros que conforman los
muebles producidos por empresas como IKEA hasta aquellos que son empleados como proteccio´n en el transporte
de productos. La empresa, adema´s, fue de las primeras que hizo una incursio´n muy temprana a la industria 4.0 con
sistemas inteligentes y autorregulados.
Figura 1.1: Logo de la empresa.
Cuentan con unidades de produccio´n esparcidas por Espan˜a, Portugal, Alemania y Suda´frica que les permiten
abastecer a clientes a lo largo de la geograf´ıa europea y africana, tal y como podemos observar en la Figura 1.2. A
mayores, una planta en Canada´ provee de tableros a los consumidores norteamericanos y sudamericanos [1].
La planta de produccio´n Tradema de Valladolid, antigua planta de Tafisa, es una de las pioneras en la implantacio´n
de la industria inteligente dentro de Sonae Arauco. Adaptar su proceso de produccio´n en tiempo real a los resultados
de los ana´lisis de datos de los parametros de fabricacio´n les ha permitido ser galardonados en varias ocasiones con
distinciones como el “Premio mejor iniciativa empresarial Big Data de Espan˜a” de Telefo´nica y Synergic Partners
en el an˜o 2016 [2].
Figura 1.2: L´ıneas de produccio´n del grupo.
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Este proyecto surge como evolucio´n natural a las pra´cticas de empresa que desarrolle´ all´ı. Aprovechando el
conocimiento adquirido me parecio´ interesante intentar crear una evolucio´n pareja a su desarrollo de sistemas
inteligentes para su sistema “Smart Eyes”.
“Smart Eyes” se trata de una herramienta de control de calidad de las imperfecciones superficiales de los tableros
creada en el an˜o 2014 por la empresa ISDN Group. Se basa en la aplicacio´n de filtros a las ima´genes captadas
por unas ca´maras situadas en la l´ınea de produccio´n. El sistema funciona bien, aunque admiten que har´ıa falta
dedicar cierto tiempo a refinarlo. Sigue siendo necesario que un operario revise los tableros y el sistema a veces
capta demasiados tableros en buen estado como defectuosos. En este sentido, tambie´n es relevante comentar que
no se ha realizado un estudio objetivo del rendimiento de este sistema, por lo tanto, no se conoce su fiabilidad real.
El objetivo de este proyecto es disen˜ar un sistema de deteccio´n de defectos en los tableros siguiendo la filosof´ıa
ma´s reciente en tableros Tradema: el uso del aprendizaje automa´tico y el ana´lisis de datos. Es, por lo tanto, una
excelente ocasio´n para crear un proyecto que au´ne lo aprendido a lo largo del doble grado as´ı como conocimientos
adquiridos a lo largo del periodo de pra´cticas en empresa.
Este trabajo constara´ de dos memorias, una correspondiente al Trabajo de Fin de Grado de Ingenier´ıa Informa´tica
y otra del grado de Estad´ıstica [3]. Para una comprensio´n clara y completa del proyecto, es necesaria la lectura de
ambos textos.
1.2. Objetivos del proyecto
El objetivo general del proyecto es crear un sistema de deteccio´n de defectos superficiales en los tableros con
las ima´genes obtenidas por las ca´maras de la l´ınea de produccio´n de Tradema aplicando te´cnicas de tratamien-
to de ima´genes, ana´lisis de datos y Machine Learning. Se trabajara´ con dos Corpus de ima´genes de diferentes
caracter´ısticas de los que se extraera´n dos juegos diferentes de variables que servira´n de entrada a los clasificadores.
1.2.1. Objetivos espec´ıficos del Trabajo de Fin de Grado de Ingenier´ıa Informa´tica
Obtener un corpus o base de datos de ima´genes adecuada para el trabajo a realizar.
Realizacio´n de un planificacio´n temporal aproximada del desarrollo del proyecto.
Clasificar, mediante visualizacio´n, los datos obtenidos segu´n las diferentes clases a reconocer.
Analizar y depurar los datos obtenidos.
Analizar el funcionamiento y rendimiento del sistema actualmente empleado por la empresa (“Smart Eyes”).
Realizar un preprocesamiento de las ima´genes (filtrado) de manera que se resalten los fallos a detectar.
Extraer caracter´ısticas de la imagen procesada para ser usadas como entrada a los clasificadores.
Emplear ana´lisis supervisado para clasificar la imagen, usando procedimientos como:
• Regresio´n log´ıstica.
• Support Vector Machines.
• Redes Neuronales.
Ana´lisis posterior y extraccio´n de conclusiones relevantes en base a la discusio´n general de los modelos de
ana´lisis supervisado.
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1.3. Estructura de la memoria
Los documentos que recogen el desarrollo del proyecto son dos memorias, una correspondiente a la parte de
Trabajo de Fin de Grado de Ingenier´ıa Informa´tica y otra correspondiente al Grado en Estad´ıstica [3]. La Tabla
1.1 muestra cada uno de los cap´ıtulos de las memoria de Trabajo de Fin de Grado de ingenier´ıa informa´tica.
Para la comprensio´n completa del desarrollo del proyecto sera´ necesario la lectura de las partes comunes de esta
memoria as´ı como los cap´ıtulos de metodolog´ıa, resultados, discusio´n de resultados y conclusiones exclusivos de la
memoria de estad´ıstica.
Memoria Ingenier´ıa Informa´tica
Introduccio´n El presente cap´ıtulo sirve de preludio a la memoria del proyecto. Detalla objetivos
y estructura.
Planificacio´n temporal Tareas a desarrollar en el proyecto y planificacio´n temporal de estas inicial y
seguida.
Antecedentes En esta primera parte aparece sintetizada toda la obtencio´n de informacio´n y
recursos previa al comienzo pra´ctico del proyecto.
Descripcio´n de los datos Ana´lisis de las caracter´ısticas de las ima´genes entregadas por parte de la empresa.
En este cap´ıtulo tambie´n se ha desarrollado un glosario de defectos presentes en
las ima´genes entregadas.
Tratamiento de las
ima´genes
Estudio del sistema de filtrado en funcionamiento en la empresa as´ı como desa-
rrollo de una propuesta propia ma´s ligera para el filtrado de ima´genes.
Extraccio´n de carac-
ter´ısticas
Descripcio´n de las variables a extraer de las ima´genes en bruto y filtradas que
servira´n para conformar la entrada de los clasificadores.
Metodolog´ıa Desarrollo de los clasificadores usados para la discriminacio´n de ima´genes con
defectos con respecto a las que carecen de ellos. En esta memoria se han creado
modelos de regresio´n log´ıstica, de Support Vector Machine y redes neuronales.
Resultados Resultados obtenidos a partir de los modelos desarrollados en el cap´ıtulo de
metodolog´ıa de la memoria de Ingenier´ıa Informa´tica.
Discusio´n general de re-
sultados
Discusio´n global de los resultados obtenidos en ambas memorias relativa meto-
dolog´ıas, variables, modelo o´ptimo,...
Conclusiones y trabajo
futuro
Exposicio´n de las conclusiones extra´ıdas a partir de los resultados as´ı como el
desarrollo de posibles l´ıneas de trabajo futuras.
Bibliograf´ıa
Tabla 1.1: Estructura general del proyecto dividida segu´n el contenido que aparece en la memoria de ingenier´ıa
informa´tica.
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Cap´ıtulo 2
Planificacio´n temporal
Este cap´ıtulo establece las tareas a completar con el desarrollo del proyecto. Aqu´ı se desarrolla la planificacio´n
temporal inicial y la seguida.
2.1. Lista inicial de tareas del proyecto
La Tabla 2.1 especifica las tareas generales necesarias para el desarrollo de ambos Trabajos de Fin de Grado.
Tareas comunes a ambos Trabajos de Fin de Grado
Tarea Horas Descripcio´n
I. Informacio´n Previa 25 Esta tarea incluye las primeras aproximaciones al proyecto en forma de la puesta en
contacto con los tutores as´ı como el personal responsable de la empresa. Con diversas
reuniones se puso en conocimiento a los implicados de los objetivos marcados para el
proyecto. En esta etapa se obtiene el Corpus I de ima´genes de tableros.
II. Corpus I: etiquetado 40 Etiquetado manual de las ima´genes del Corpus I en ima´genes sin defectos e ima´genes con
defectos negros, blancos o topogra´ficos. Posteriormente se contrastara´ con un equipo de
expertos de la empresa si el etiquetado se hab´ıa hecho correctamente.
III. Corpus II: etiquetado 20 Obtencio´n de las ima´genes del Corpus II. Etiquetado manual de e´stas en ima´genes sin
defectos e ima´genes con defectos negros, blancos o topogra´ficos. Posteriormente se con-
trastara´ con un equipo de expertos de la empresa si el etiquetado se hab´ıa hecho correc-
tamente.
IV. Ana´lisis de datos del
Corpus I y II
15 Ana´lisis y estudio estad´ıstico de las caracter´ısticas extra´ıdas del Corpus I y II para conocer
en profundidad su naturaleza. Definicio´n del glosario de defectos existentes dentro del
conjunto de ima´genes entregado por la empresa.
V. Sistema de referencia 5 Definicio´n de un sistema discriminatorio de ima´genes con defectos de las que carecen
de ellos en base al a´rea de error relativa de la imagen que servira´ de referencia para la
comparacio´n de los modelos de ana´lisis de datos posteriores.
VI. Actualizacio´n y revi-
sio´n de los documentos I
20 Ana´lisis de las memorias del proyecto para la modificacio´n de la documentacio´n as´ı como
la correccio´n de posibles erratas en las mismas despue´s de la definicio´n de los clasificadores
ba´sicos. Actualizacio´n de la planificacio´n con las posibles desviaciones dadas en las tareas
previas.
VII. Conclusiones 20 Estudio y comparativa de los modelos en base a los resultados obtenidos a lo largo del
desarrollo del proyecto. Estudio de variables ma´s relevantes de forma global. Definicio´n
de conclusiones obtenidas en base al desarrollo de los sistemas y trabajo futuro a realizar.
VIII. Actualizacio´n y revi-
sio´n de los documentos II
20 Ana´lisis de las memorias del proyecto para la modificacio´n de la documentacio´n as´ı como
la correccio´n de posibles erratas en las mismas despue´s de la definicio´n de todos los
modelos a estudiar. Actualizacio´n de la planificacio´n con las posibles desviaciones dadas
en las tareas previas.
Tabla 2.1: Listado de tareas generales para ambos Trabajos de Fin de Grado.
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Las Tablas 2.2 y 2.3 enumeran las tareas concretas necesarias para la finalizacio´n de los Trabajos de Fin de
Grado de Ingenier´ıa Informa´tica y Estad´ıstica respectivamente.
Tareas espec´ıficas al Trabajo de Fin de Grado de Ingenier´ıa Informa´tica
Tarea Horas Descripcio´n
IX. Procesamiento de
ima´genes
40 Aprendizaje de las funciones de Matlab empleadas para el procesamiento de ima´genes.
Eleccio´n de la secuencia de filtros adecuados para aplicar a las ima´genes con el fin de
destacar los defectos presentes en estas.
X. Optimizacio´n del
filtrado
10 Optimizacio´n de los parametros implicados en el filtrado definido previamente en base a
un barrido de valores con un criterio de seleccio´n adecuado.
XI. Extraccio´n de ca-
racter´ısticas
15 Extraccio´n de variables de posible relevancia en la discriminacio´n de ima´genes con de-
fectos de las que carecen de ellos. Creacio´n de diferentes juegos de variables que servira´n
posteriormente como entrada a los modelos de ana´lisis supervisado.
XII. Regresio´n Log´ısti-
ca
20 Obtencio´n de los modelos de regresio´n log´ıstica optimizando el nu´mero de variables con
los datos del Corpus I y II. Estudio de resultados relativos a la capacidad clasificadora
de los modelos en funcio´n del uso de norma L1 o L2.
XIII. Support Vector
Machines
30 Uso de modelos de ma´quina vector soporte con diferentes nu´cleos para la creacio´n de
sistemas capaces de disciminar adecuadamente las ima´genes de los dos Corpus con defec-
tos de las que carecen de ellos. Estudio del nu´mero de variables o´ptimo y de resultados
relativos a la capacidad clasificadora de los modelos.
XIV. Redes Neurona-
les
20 Definicio´n de la arquitectura y estructura de los modelos de perceptro´n multicapa con
mejor capacidad para distinguir ima´genes con defectos de las que carecen de ellos con los
datos del Corpus I y II. Estudio de resultados relativos a la capacidad discriminatoria de
los modelos.
XV. Redes Neuronales
II
30 Aplicacio´n de redes neuronales recurrentes a los datos extra´ıdos del Corpus I y II. Estu-
dio de arquitectura y estructura de las redes o´ptimas para el problema. Estudio de los
resultados estimados para medir la capacidad clasificadora de los modelos creados.
Tabla 2.2: Listado de tareas espec´ıficas del Trabajo de Fin de Grado de Ingenier´ıa Informa´tica.
Tareas espec´ıficas al Trabajo de Fin de Grado de Estad´ıstica
Tarea Horas Descripcio´n
XVI. Ana´lisis Discri-
minante
30 Ajuste de los modelos de discriminante lineal y cuadra´tico para los atributos extra´ıdos de
los Corpus I y II de ima´genes. Estudio del subconjunto de variables que den lugar al cla-
sificador de resultado o´ptimo. Estudio de resultados relativos a la capacidad clasificadora
de los modelos.
XVII. A´rboles de deci-
sio´n I
20 Induccio´n de los modelos de a´rboles de decisio´n estilo C4.5 con las caracter´ısticas ex-
tra´ıdas de las ima´genes del Corpus I y II. Estudio de resultados relativos a la capacidad
clasificadora del modelo as´ı como de las variables que emplea el modelo para discriminar.
XVIII. A´rboles de de-
cisio´n II
30 Modelos de agregacio´n de a´rboles para discriminar ima´genes con defectos de aquellas
carentes de ellos. Bagging (Random Forest) y Boosting (Adaptive Boosting) aplicados a
los datos extra´ıdos de los Corpus I y II. Estudio de relevancia de las variables as´ı como
de los resultados relativos a la capacidad discriminatoria del modelo.
Tabla 2.3: Listado de tareas espec´ıficas del Trabajo de Fin de Grado de Estad´ıstica.
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2.2. Planificacio´n inicial del proyecto
La planificacio´n temporal seguida ha sido secuencial. La Figura 2.2 refleja una Tabla con el planteamiento
temporal del proyecto a fecha de 1 de Noviembre del 2017. La Figura 2.1 muestra el diagrama de Gant asociado a
esta planificacio´n.
Figura 2.1: Diagrama de Gant con la planificacio´n inicial del proyecto.
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Figura 2.2: Tabla que especifica la planificacio´n inicial del proyecto.
Este planteamiento se ha hecho teniendo en cuenta que la disposicio´n de tiempo no es homoge´nea a lo largo del
an˜o acade´mico. Por ejemplo, se ha aprovechado con una alta dedicacio´n horaria los periodos entre fin de exa´menes
y el comienzo del siguiente cuatrimestre. Las tareas desarrolladas en paralelo con el periodo de un cuatrimestre
se han planificado de tal forma que con el transcurso del cuatrimestre la dedicacio´n horaria en el proyecto fuese
menor. Teniendo en cuenta esto u´ltimo se han relegado tareas de revisio´n de documentos a los periodos con ma´s
actividad de los cuatrimestres.
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2.3. Estructura temporal seguida en el proyecto
La Figura 2.4 refleja una Tabla con el planteamiento temporal del proyecto seguido tras la finalizacio´n del mismo.
La Figura 2.1 muestra el diagrama de Gant asociado a esta planificacio´n.
Figura 2.3: Diagrama de Gant con la planificacio´n seguida en el proyecto.
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Figura 2.4: Tabla que especifica la planificacio´n seguida en el proyecto.
Tal y como se puede observar, existen diversas variaciones sobre la planificacio´n inicial del proyecto. Las princi-
pales fueron:
Se han an˜adido las siguientes tareas:
La obtencio´n tard´ıa del Corpus II supuso un retraso generalizado en las tareas del proyecto. Inicialmente
se obtuvo una semana despue´s de lo planificado. La observacio´n detenida de las ima´genes puso en evidencia
diversos problemas relacionados con la captacio´n de estas. Por ello fue preciso solicitar a la empresa implicada
que grabase un nuevo juego de ima´genes. Esto supuso retrasar la mayor´ıa de hitos a cumplir desde el mes de
febrero.
El retraso en la entrega del Corpus II ocasiono que las siguientes tareas se tuviesen que desglosar en dos
subtareas al no haberse podido realizar estas simulta´neamente para el Corpus I y II. Las siguientes tareas se
16
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Tareas an˜adidas
ID Tarea Horas Descripcio´n
XIX. Corpus I: A´rboles de
decisio´n III
30 El desarrollo de un trabajo relacionado con la asignatura ‘Me´todos Estad´ısticos
de Computacio´n Intensiva’ permitio´ el desarrollo de un tipo de Boosting con na-
turaleza bayesiana de a´rboles de decisio´n: los Bayesian Additive Regression Trees
(BART). Aplicacio´n sobre Corpus I.
XX. Cambio de Formato de
los resultados
20 Una vez obtenidos los resultados provisionales de diversos procedimientos, se opto
por incluir nuevos resultados en las memorias para que la comparativa desde ma´s
criterios se pudiese realizar.
XXI. Corpus II: A´rboles de
decisio´n III
30 Desarrollo de los BART con los datos obtenidos a partir del Corpus II
tuvieron que subdividir en dos, una relacionada con el Corpus I y otra con el Corpus II:
• IV. Ana´lisis de datos del Corpus I y II
• V. Sistema de referencia
• X. Optimizacio´n del filtrado
• XI. Extraccio´n de caracter´ısticas .
Variaciones con respecto al tiempo estimado:
• II. Corpus I: etiquetado (55 horas en vez de 40). El etiquetado manual supuso ma´s tiempo debido a la
dificultad existente en la clasificacio´n de alguna de las ima´genes.
• IV. Ana´lisis de datos del Corpus I y II (30 horas en vez de 15). Se debe principalmente a la necesidad
de haber analizado por separado el Corpus I y II y a la abstracta interpretabilidad de las caracter´ısticas
extra´ıdas.
• Sistema de referencia (15 horas en vez de 5). Una etapa de recuerdo del manejo de Python combinada
con la necesidad de establecer dos sistemas de referencia (uno por Corpus) hizo que esta tarea requiriese
ma´s tiempo.
• VIII. Actualizacio´n y revisio´n de los documentos II (40 horas en vez de 20). El aumento de horas se
debio´ principalmente a una mayor cantidad de contenido a modificar.
• IX. Procesamiento de ima´genes (35 horas en vez de 40). La primera puesta en contacto con las funciones
de Matlab de filtrado de ima´genes fue ma´s sencilla de lo esperado.
• X. Optimizacio´n del filtrado (15 horas en vez de 10) y XI. Extraccio´n de caracter´ısticas (20 horas en vez
de 15), debido a la necesidad de optimizar y estudiar las caracter´ısticas por separado en el Corpus I y
II.
La tarea XV. Redes Neuronales II se ha suprimido por falta de tiempo.
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Cap´ıtulo 3
Antecedentes
Previo al desarrollo del proyecto, cabe destacar dos periodos claves en cuanto a recopilacio´n de informacio´n para
el posterior desarrollo del mismo.
3.1. Pra´cticas en empresa
Desarrolle´ mis pra´cticas curriculares en empresa a lo largo del primer semestre del an˜o 2017. Me sirvio´ para
conocer el entorno laboral de Tradema as´ı como diversas te´cnicas que emplean en sus sistemas de captacio´n de
medidas en tiempo real a lo largo de la l´ınea de produccio´n. Estos datos, combinados con otros que obtienen del
estudio emp´ırico de los tableros, les permiten crear diversos sistemas inteligentes que predicen y controlan otras
variables significativas en el proceso de produccio´n.
Las pra´cticas me permitieron profundizar y desarrollar mis conocimientos sobre metodolog´ıas como el ana´lisis
de componentes principales o el k-vecinos ma´s pro´ximos. Adema´s pude usar redes neuronales de diversa ı´ndole que
me posibilitaron familiarizarme con sus conceptos y metodolog´ıas.
El equipo relacionado con el Machine Learning de la empresa estaba constantemente desbordado con trabajo:
hab´ıa que desarrollar software concreto para adecuarse a las necesidades que iban surgiendo en la empresa. Este
proceso de creacio´n constante no les permite, en general, tener tiempo para refinar sistemas que ya funcionan
relativamente bien en la empresa. Conoc´ı entonces el sistema “Smart Eyes”, el cual llevaba en funcionamiento
desde el an˜o 2014. El equipo de ana´lisis de datos hab´ıa intentado reservar parte de su tiempo para “actualizarlo”
en base a conceptos de Machine Learning. Sin embargo, debido a la carencia de tiempo y a que el sistema con un
enfoque de filtros simples funciona relativamente bien hizo que la actualizacio´n no se llegara a realizar.
Cuando acabe´ las pra´cticas, me ofrecieron como proyecto futuro la actualizacio´n del sistema evolucio´n de “Smart
Eyes”. Fue as´ı como surgio´ el proyecto que aqu´ı presentamos.
3.2. Reuniones previas al desarrollo del TFG
La metodolog´ıa empleada para la recogida de informacio´n previa al comienzo del proyecto fue la realizacio´n de
diversas reuniones con los tutores as´ı como entrevistas con distintos empleados de la empresa.
El d´ıa 16 de octubre visitamos las instalaciones de tableros Tradema. Conocimos de primera mano la l´ınea de
produccio´n as´ı como el sistema de control de calidad ya implementado en la fa´brica, “Smart Eyes”. Es un sistema
que siempre esta´ en funcionamiento en segundo plano. No hace un control de calidad exhaustivo del tablero (es
siempre necesaria la labor de un operario para revisar que los pedidos este´n en buen estado) y, aunque parece que
detecta muchas de las incidencias en los tableros, detecta tambie´n muchos en perfecto estado como defectuosos
(falsos positivos).
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El nu´mero de tableros que clasifica mal (tanto falsos positivos como falsos negativos) es en principio desconocido.
Por lo tanto, se trata de un sistema en el que no existe ningu´n tipo de medida de rendimiento; s´ı contamos con
el nu´mero de devoluciones por estar defectuoso el producto. La empresa esta´ contenta con su funcionamiento y
reconoce que existen mejoras del sistema que no se han aplicado o estudiado, principalmente por falta de tiempo.
Tambie´n se mantuvieron varias conversaciones con ISND Group, empresa responsable de la creacio´n del Software
de “Smart Eyes”. Nos comentaron que el sistema hace para las ima´genes por separado de cada ca´mara dos filtrados
independientes, uno para detectar los defectos “negros” y otro para los “blancos”(apartado 4.1). Tambie´n recorta
puntos sin intere´s de la imagen y puntos ciegos de la ca´maras. Las ima´genes laterales se ajustan, adema´s, al taman˜o
del tablero, informacio´n que proporciona el propio sistema de gestio´n de o´rdenes de produccio´n de la fa´brica. Nos
facilitaron tambie´n una lista de los algoritmos empleados por el sistema.
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Descripcio´n de los datos
En este cap´ıtulo se describen los conjuntos de datos recibidos por parte de Tradema.
4.1. Glosario de defectos
Se les ha dado una nomenclatura acorde a la clasificacio´n creada en el desarrollo del sistema “Smart Eyes” de
la empresa. Existen tres tipos de defectos segu´n su apariencia: negros, blancos y topogra´ficos.
4.1.1. Defectos negros
Estos defectos los denominamos as´ı por el color de su apariencia, que en general sera´ de un tono de gris muy
oscuro o negro completamente. Estos defectos constituyen cerca del 85 % de los defectos que podremos encontrar
en los tableros. En este tipo de defectos, la causa de la aparicio´n de la mancha puede ser por diversos motivos:
Aparicio´n de una mancha circular o el´ıptica de taman˜o variable en la superficie del tablero, tal y como aparece
en las Figuras 4.1 y 4.2. Suele deberse al derramamiento puntual de aceite de alguna de las ma´quinas o a
resina que no ha sido previamente eliminada en el proceso de creacio´n de la astilla para el tablero. Suponen
ma´s del 90 % de los defectos negros presentes en las muestras empleadas para el estudio del sistema.
Figura 4.1: Defecto negro de taman˜o pequen˜o. Figura 4.2: Defecto negro grande.
A veces las manchas oscuras van acompan˜adas de una especie de estela o rastro. En estas ima´genes, aparecera´
un punto negro oscuro seguido de una raya grisa´cea (Figura 4.3). Estos defectos se debera´n a la ceniza que
sale despedida de la planta de energ´ıa de la fa´brica.
Figura 4.3: Imagen de un defecto provocado por la ceniza.
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Aparicio´n de dos figuras conce´ntricas, una interior de color ma´s oscuro y otra exterior alrededor ma´s clara.
De nuevo, suelen ocasionarse por el derramamiento de aceite. Un ejemplo aparece en la Figura 4.4.
Figura 4.4: Imagen de un defecto con zonas ma´s oscuras y ma´s claras.
4.1.2. Defectos blancos
Estos defectos son causados por la existencia de fibras en la superficie del tablero. Toman un color completamente
blanco en las ima´genes. Son el defecto detectado algo por encima del 6 % de los tableros que aparecen en las muestras
entregadas. Requieren de una buena iluminacio´n presente en la toma de ima´genes. So´lo en aquellas ima´genes donde
la luz es homoge´nea y adecuada se detectan con facilidad estos defectos. Al estudiar las muestras de ima´genes de
los Corpus hemos observado co´mo en los laterales de las ima´genes (zonas ma´s iluminadas de estas) aparecen la
mayor´ıa de los defectos de este tipo. En las Figuras 4.5 y 4.6 aparecen ejemplos de este tipo de defecto.
Figura 4.5: Fibra de taman˜o pequen˜o. Figura 4.6: Fibra de taman˜o grande.
4.1.3. Defectos Topogra´ficos
Denominacio´n asignada a los defectos debido a su naturaleza (con cierto contorno o relieve) que requieren de la
aplicacio´n de dos filtrados distintos en bu´squeda de puntos ma´s claros y ma´s oscuros que el resto de la imagen. Son
de naturaleza muy diversa, representando cerca del 9 % de las taras halladas en las ima´genes de las muestras. De
acuerdo a su aspecto, podemos clasificar los defectos topogra´ficos en diversos tipos:
4.1.3.1. Hendiduras
Presencia de golpes, mellas y surcos en la imagen de la superficie del tablero. Se suelen deber a fallos en el
transporte del tablero en zonas previas a la zona de supervisio´n de ca´maras. Es un defecto grave en el tablero
as´ı como uno de los defectos topogra´ficos ma´s comunes. Existen surcos que debido a que con su relieve forman
contornos ma´s oscuros sera´n ma´s fa´cilmente detectados de forma ma´s habitual por el filtrado en negros, como es
el caso de la Figura 4.7. Otros, sin embargo, aparecen en la imagen con tonos ma´s claros y su deteccio´n dependera´
ma´s del filtrado de blancos. La Figura 4.8 es un ejemplo de esto.
Figura 4.7: Defecto cuyo contorno es ma´s oscuro. Figura 4.8: Defecto de contorno ma´s claro.
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4.1.3.2. Grietas de separacio´n y de unio´n
Brechas y fisuras aparecen en la superficie del tablero. Distinguimos dos tipos de grietas:
Grietas de separacio´n: aquellas en las que el tablero se parte en dos trozos que se van separando. Son las ma´s
comunes y dependiendo de su amplitud y longitud pueden ser ma´s o menos dif´ıciles de detectar. Tienen una
morfolog´ıa variable, tal y como podemos ver las Figuras 4.9 y 4.10.
Figura 4.9: Imagen de una grieta de separacio´n: resquebrajamiento simple.
Figura 4.10: Imagen de una grieta de separacio´n amplia.
Grietas de unio´n: aquellas en la que los dos trozos del tablero se van juntando progresivamente. Son menos
comunes y presentan ciertas dificultades a la hora de ser detectadas. Un ejemplo de grieta de unio´n lo podemos
observar en la Figura 4.11.
Figura 4.11: Imagen de una grieta de unio´n.
4.1.3.3. Roturas
Huecos generados en el tablero. Pueden ser o laterales, correspondientes a algun defecto en la terminacio´n del
tablero en la ca´mara derecha o izquierda (tal y como vemos en las Figuras 4.12 y 4.13) o longitudinales en el tablero
(Figura 4.14).
Figura 4.12: Imagen de una rotura en el lateral derecho del tablero.
Figura 4.13: Imagen de una rotura en el lateral izquierdo del tablero.
Figura 4.14: Imagen de una rotura longitudinal en el tablero.
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4.1.3.4. Humedades
Gotas de agua y surcos formados por humedades presentes en el tablero. Generan diversidad de problemas, como
imposibilitar el cumplimiento de especificaciones te´cnicas del hinchamiento del tablero. Las Figuras 4.15 y 4.16 son
ejemplos de esto.
Figura 4.15: Rastro de agua en la superficie del tablero. Figura 4.16: Gotas de agua en el tablero.
4.1.3.5. Bolsas de aire
Contornos en el tablero rellenos de aire creados por error en el prensado de los tableros. Son defectos de alta
dificultad a detectar, ya que el gradiente de grises de la imagen que refleja la existencia de relieve es de poca
amplitud. Son defectos que requieren de nuevo de una buena iluminacio´n. En la Figura 4.17 podemos ver una bolsa
de aire claramente por la diferencia de grises de la imagen. En la Figura 4.18 vemos una bolsa de aire de deteccio´n
mucho ma´s compleja.
Figura 4.17: Bolsa de aire acompan˜ada de una pequen˜a grieta.
Figura 4.18: Bolsa de aire cuya deteccio´n es ma´s compleja.
4.2. Corpus de ima´genes
Llamamos corpus a un conjunto cerrado de datos empleados en una investigacio´n cient´ıfica. En nuestro caso,
este se compondra´ de ima´genes procedentes de dos fuentes de ima´genes con distintas caracter´ısticas y con ciertas
diferencias en su naturaleza. La disposicio´n de clases conjunta presente en las ima´genes empleadas en el trabajo
aparecen reflejadas en la Tabla 4.1:
Conjunto de ima´genes empleado
Corpus I Corpus II Total
Sin defectos 709 3893 4602
Con defectos 6458 107 6565
Total 7167 4000 11167
Tabla 4.1: Distribucio´n de observaciones en el total de ima´genes empleadas.
Los defectos observados podemos desglosarlos empleando la categorizacio´n descrita en el glosario de defectos
(Seccio´n 4.1) tal y como aparece en la Tabla 4.2:
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Conjunto de ima´genes empleado
Defecto Corpus I Corpus II Total
Negro 5497 91 5588
Blanco 546 15 561
Topogra´fico: Bolsas de aire 41 0 41
Topogra´fico: Gotas de agua 17 0 17
Topogra´fico: Grietas de separacio´n 64 0 64
Topogra´fico: Grietas de unio´n 46 0 46
Topogra´fico: Hendiduras 94 1 95
Topogra´fico: Rotura horizontal 66 0 66
Topogra´fico: Rotura lateral 71 0 71
Topogra´fico: Surcos de Agua 55 0 55
Total 6458 107 6565
Tabla 4.2: Distribucio´n de los defectos en el conjunto total de ima´genes.
La fila de totales no es como tal la suma del nu´mero de observaciones de cada tipo de defectos, ya que en ciertas
ima´genes esta´n presentes ma´s de un tipo de defecto.
A lo largo de las dos siguientes sub-secciones se describe la naturaleza de los dos corpus, detallando su obtencio´n,
composicio´n, etc.
4.2.1. Corpus I: Ima´genes “defectuosas”
Este corpus, recibido el 23 de noviembre del 2017, consta de 8754 ima´genes que el sistema en funcionamiento
de la empresa ha etiquetado como pertenecientes a tableros con defectos. Despue´s de la eliminacio´n de ima´genes
cuyo grabado ha sido incorrecto, el conjunto de ima´genes se reducira´ a 7167 ima´genes. Las ima´genes recibidas
corresponden a distintos periodos de grabado en los que se han mantenido constantes los para´metros de la toma
de datos, aunque no corresponden los datos a ningu´n marco de muestreo pre-planteado.
Cada imagen pertenece a una de las cuatro ca´maras que graban el proceso de produccio´n, pero no conocemos a
que´ ca´mara pertenece cada imagen. Todas las ima´genes tienen la misma altura (144 p´ıxeles) y una anchura variable.
La anchura variable se debe al proceso de pre-tratamiento de las ima´genes.
Cada imagen se ha recibido como una dupla, de tal modo que tenemos:
1. Imagen ‘original’: no se han aplicado au´n los filtros del sistema “Smart Eyes”. Tiene un ligero pre-tratamiento
en el que se eliminan las zonas correspondientes a los puntos ciegos y a las zonas sin tableros. En la Figura
4.19 se puede ver un ejemplo.
2. Imagen procesada: Imagen filtrada por el sistema. La figura 4.20 es el resultado del filtrado de la imagen
correspondiente a la Figura 4.19. El proceso de filtrado de las ima´genes se encuentra detallado en el apartado
del sistema de “Smart Eyes” (Seccio´n 5.1)).
Figura 4.19: Ejemplo de imagen ‘original’ del Corpus I.
Figura 4.20: Ejemplo de imagen ‘procesada’ del Corpus I.
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Como ya se ha comentado previamente en el documento, el sistema “Smart Eyes” clasifica ima´genes co´mo
defectuosas sin serlo a veces. En una de las reuniones celebradas por los integrantes del equipo observamos co´mo
esto pod´ıa deberse a la creacio´n de ruido en las ima´genes filtradas, como podemos ver en la Figura 4.22 tras
aplicar el filtrado a la Figura 4.21. Esto puede deberse a varios problemas. El principal, parece ser un problema
de iluminacio´n en los laterales de las ima´genes, que el sistema “Smart Eyes” no esta´ debidamente tratando. En el
apartado 8.1 se muestran las medidas del rendimiento del sistema “Smart Eyes” realizadas a partir de las ima´genes
de este corpus.
Figura 4.21: Imagen del Corpus I con problemas en la homogeneidad de la iluminacio´n.
Figura 4.22: Imagen filtrada. Observamos el ruido a la derecha.
Del conjunto de ima´genes original, no se prosiguio´ trabajando con 1587 ima´genes sobre el total. Las ima´genes
en cuestio´n no hab´ıan sido correctamente clasificadas por el sistema. Estas ima´genes se han eliminado despue´s de
consultar a la empresa. Estas ima´genes no eran va´lidas por diversos motivos:
1. Incorrecta especificacio´n del taman˜o del tablero por parte del sistema de control de ordenes de produccio´n
de la empresa dio lugar a que la imagen no se tomase de forma correcta. En la Figura 4.19 se puede ver un
ejemplo.
Figura 4.23: Ejemplo de imagen eliminada del estudio por errores en la toma de la imagen.
2. Grabacio´n tomada durante una parada te´cnica. Una imagen esta´tica es captada de forma repetida a lo largo
del tiempo. En algunos casos las ca´maras graban directamente la cinta de transporte del tablero, ya que en
algunas paradas se retiran los tableros de la l´ınea de produccio´n. Dentro de estos casos se incluyen capturas
en los que el foco de una de las ca´maras esta´ siendo limpiado, tal y co´mo podemos observar en la Figura 4.24.
Figura 4.24: Imagen eliminada: la sombra indica que la ca´mara estaba siendo limpiada en el momento de la captura
de la imagen.
3. Retirada de ima´genes en las que aparece un resto de madera con forma esfe´rica. Estos restos sueltos por
encima del tablero aparecen por culpa del mal funcionamiento del aspirador despue´s de la zona de las sierras.
Esta´n previstas mejoras en la zona en la que se aspira que hara´n desaparecer pra´cticamente por completo
estos residuos, por lo que no existe intere´s en que nuestro sistema desarrolle un comportamiento para este
tipo de ima´genes. La figura 4.25 es un ejemplo de este tipo de imagen.
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Figura 4.25: Ejemplo de una imagen con un resto esfe´rico sobre la superficie del tablero.
Cuidadosamente y con un estudio visual de cada una de las ima´genes, hemos podido hacer una clasificacio´n del
conjunto de datos. Algunas ima´genes, al ser de dudosa naturaleza, se han etiquetado de tal forma que su clasificacio´n
sea aquella que parece ser ma´s probable. En diversas ocasiones, se ha acudido a pedir opinio´n a expertos en las
ima´genes de la empresa. El conjunto se compone del nu´mero de observaciones reflejadas en la Tabla 4.3.
Cabe destacar co´mo 709 ima´genes, cerca del 10 % del conjunto, corresponden a falsos positivos. No significa por
esto que el sistema “Smart Eyes” detecte erro´neamente el 10 % de las ima´genes que recibe. La tasa de error podr´ıa
ser mayor o menor, ya que no tenemos informacio´n respecto a las ima´genes que clasifica como sin defectos. Podr´ıa
ser un sistema con una tasa de falsos negativos significativa o pra´cticamente nula.
Corpus I
Observaciones
Sin defectos 709
Con defectos 6458
Total 7167
Tabla 4.3: Distribucio´n de observaciones del Corpus I.
Los defectos se pueden clasificar a su vez en tres tipos a mayores (defectos negros, blancos y topogra´ficos), tal
y como podemos observar en la Tabla 4.4. Los defectos topogra´ficos dan lugar a relieves detectables en negro y
blanco por lo que se pueden clasificar como ima´genes con defectos negros y blancos. Existen ima´genes en el Corpus
en las que esta´n presentes ma´s de un tipo de defecto, lo que provoca que la suma de las observaciones de los tipos
de defectos no sea el total de observaciones con defectos del Corpus.
Corpus I
Defecto Observaciones
Negro 5497
Blanco 546
Topogra´fico: Bolsas de aire 41
Topogra´fico: Gotas de agua 17
Topogra´fico: Grietas de separacio´n 64
Topogra´fico: Grietas de unio´n 46
Topogra´fico: Hendiduras 94
Topogra´fico: Rotura horizontal 66
Topogra´fico: Rotura lateral 71
Topogra´fico: Surcos de Agua 55
Tabla 4.4: Distribucio´n de defectos observados en el Corpus I.
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4.2.2. Corpus II: Ima´genes “sin defectos”
El corpus se recibio´ en forma de cuatro v´ıdeos, uno por cada ca´mara lineal de la l´ınea, el d´ıa 21 de marzo del an˜o
2018. Esta muestra ha sido dif´ıcil de grabar por parte de la empresa: el software que va captando y recopilando
las ima´genes de defectos en su base de datos no ten´ıa una modificacio´n sencilla para que grabase el tablero en
buen estado. Adema´s, el uso del software que grabo´ la muestra inhabilitaba temporalmente al control de calidad
realizado por “Smart Eyes”. Esto ha requerido pedir varios permisos al equipo de direccio´n de la produccio´n de la
empresa.
A trave´s de 4 v´ıdeos (uno por ca´mara) de duracio´n superior a 15 minutos se han podido obtener ma´s 30000
ima´genes. Las ima´genes obtenidas esta´n en bruto, sera´ necesario en una fase de pre-procesamiento de las ima´genes
recortar los puntos ciegos de las ca´maras as´ı como eliminar en las ca´maras laterales las secciones de la imagen sin
tablero. Este proceso se encuentra descrito en el apartado de extraccio´n de la zona de intere´s de la memoria de
Ingenier´ıa Informa´tica. Un ejemplo de recortado de los puntos ciegos y zonas sin tablero aparece en la Figura 4.26.
Figura 4.26: Ejemplo de proceso de recortado de zona de intere´s en una imagen captada por la ca´mara derecha.
Una vez eliminadas estas a´reas no u´tiles, podemos observar co´mo las ima´genes no son ide´nticas a las del Corpus
I por la ausencia del pre-tratado de “Smart Eyes”. El software empleado para grabarlas da lugar a ima´genes que
tienen menos luz que las ima´genes del Corpus I proporcionadas por “Smart Eyes”. Esta falta de luminosidad en
principio no supondra´ mayor problema debido a la naturaleza del procesamiento empleado de sustraccio´n de fondo
descrito en la Seccio´n 5.2.
Como la inmensa mayor´ıa de estas 32660 ima´genes carecen de defectos y son altamente similares en cuanto a
aspecto, se han tomado como muestra 4000 ima´genes sobre el total que compondra´n el Corpus II. La distribucio´n
de procedencia y clase de las ima´genes aparece en la tabla 4.5:
Corpus II
Ca´mara: Izquierda Centro-izquierda Centro-derecha Derecha Total
Sin defectos 934 1069 841 1049 3893
Con defectos 11 9 48 39 107
Total 945 1078 889 1088 4000
Tabla 4.5: Distribucio´n de clases observadas en el Corpus II.
As´ı mismo podemos etiquetar las ima´genes con defectos del mismo modo que hicimos con el Corpus I atendiendo
a la clasificacio´n expuesta en el glosario de defectos. La Tabla 4.6 muestra la distribucio´n de defectos del Corpus
II:
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Corpus II
Defecto Izquierda Centro-izquierda Centro-derecha Derecha Total
Negro 8 9 43 31 91
Blanco 3 0 4 8 15
Topogra´fico: Hendiduras 0 0 1 0 1
Tabla 4.6: Distribucio´n de defectos observados en el Corpus II.
Tal y como ya hab´ıamos comentado, el Corpus II se compone en su mayor´ıa de ima´genes sin defectos. Al tratarse
de una grabacio´n de ma´s de una orden de produccio´n, podemos hacer ciertas afirmaciones generales. Los defectos
negros son los ma´s comunes y habituales mientras que los defectos blancos son bastante ma´s escasos. Los defectos
topogra´ficos son muy poco comunes.
4.3. Ima´genes de falsos negativos de “Smart Eyes”
La obtencio´n de ima´genes con defectos no detectados por “Smart Eyes” supone diversas dificultades, como pueden
ser las siguientes:
Imposibilidad del grabado de los falsos negativos. Estas ima´genes no podr´ıan ser grabadas por “Smart Eyes”
de pasar los tableros de nuevo por la l´ınea de produccio´n, ya que este seguir´ıa sin detectar este defecto.
Otra opcio´n ser´ıa emplear el sistema de grabado del Corpus II. Requerir´ıa trabajo a mayores por parte de la
empresa, por lo que esta opcio´n se ha desestimado.
Indeterminacio´n con respecto a su identidad como falso negativo. “Smart Eyes” notifica la deteccio´n de
un defecto al operario en el puesto de control. Posteriormente este retira el tablero con el defecto si en el
estudio del mismo desde el puesto de control halla el defecto. En este proceso existen varias fuentes de error:
equivocarse de tramo (el tablero que quite el operario puede no ser el que ha detectado como defectuoso
“Smart Eyes”), falta de agilidad del operario para retirarlo (dispone de cerca de 10 segundos para retirarlo),
etc. Esto podr´ıa dar lugar a un trozo de tablero que fomar´ıa parte de la orden de produccio´n final que
considerar´ıamos como falso negativo sin realmente serlo. “Smart Eyes” puede haber detectado correctamente
la ausencia de defectos en la superficie y, en el fondo, hallarse la fuente de error en el operario que se encargue
del puesto de control al haber retirado el trozo de tablero que no correspond´ıa.
¿Defecto de fa´brica o de transporte, manufacturacio´n,...? Los supuestos falsos negativos que nos podr´ıa
proporcionar la empresa provendra´n de devoluciones de clientes. El defecto puede ser un genuino falso negativo
de “Smart Eyes”, pero podr´ıa ser tambie´n un defecto provocado en el transporte de los tableros, en la
elaboracio´n del producto con estos tableros,...
Por estos motivos, las ima´genes de estos posibles falsos negativos no se han podido tomar. Debido a su incer-
tidumbre en cuanto a que sean realmente falsos negativos, su escasez segu´n la organizacio´n de la empresa y su
imposibilidad para ser grabados por el sistema “Smart Eyes”, hemos considerado que el estudio de estas ima´genes
no aportaba nada ma´s que informacio´n incierta y de poca utilidad.
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Cap´ıtulo 5
Tratamiento de las ima´genes
5.1. Sistema “Smart Eyes”
El sistema de pre-procesamiento de ima´genes actualmente en funcionamiento en la l´ınea de produccio´n de Tafisa
se desarrollo´ por ISND Group. Se trata de un sistema de filtrado simple que toma las ima´genes captadas por las
cuatro ca´maras dispuestas en la l´ınea de produccio´n (figura 5.1) y las procesa de tal forma que detecta y avisa de
la posible presencia de defectos en la superficie de tableros de una orden de produccio´n en tiempo real.
Figura 5.1: Caja contenedora de las ca´maras.
Las ca´mara son lineales y captan las ima´genes del flujo del tablero de forma continua. Las cuatro ca´maras son
contiguas y esta´n dispuestas de forma perpendicular al paso del tablero (figura 5.2). Se encuentran localizadas
despue´s del a´rea de prensado de la l´ınea y justo antes de la zona donde se secan los tableros. Esta´n protegidas por
unos paneles para evitar que un golpe o algu´n fallo en la l´ınea las rompan.
Figura 5.2: Funcionamiento del sistema. A la izquierda se encuentra el tablero avanzando hacia el lado derecho. A
la derecha las cuatro ca´maras.
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Como ya se ha comentado, es un sistema del que no se tiene una medida del rendimiento, ya que no se conoce
el porcentaje de falsos negativos. De hecho, la deteccio´n de muchos falsos positivos hace que la decisio´n final de
desechar un tablero sea siempre manual, es decir, el sistema avisa de un posible defecto, pero es un operario el que,
tras visionar el tablero, decide si se retira o no. La empresa esta´ contenta con su funcionamiento, aunque reconoce
que el sistema se puede mejorar.
5.1.1. Extraccio´n de zona de intere´s
Previamente a lo que ser´ıa en s´ı el tratamiento de la imagen, se eliminan los tramos sin tablero (cinta de
transporte) y los puntos ciegos de las ca´maras. Lo primero es posible gracias a que el software de planificacio´n de
la empresa provee la anchura de los tableros de cada orden de produccio´n. Esto les permite calcular que´ regio´n
de las ima´genes captadas por las dos ca´maras laterales no es u´til. La eliminacio´n de los puntos ciegos se debe a
que las ca´maras graban ima´genes con cierto solapamiento: podremos eliminar tramos que una ca´mara no graba
con suficiente resolucio´n con la garant´ıa de que la contigua lo grabara´ mejor. La retirada de los puntos ciegos se
hace de tal forma que se retire lo mı´nimo imprescindible de la imagen, dando preferencia a que se detecte el mismo
error por dos ca´maras distintas que a que realmente queden puntos ciegos en el sistema por los que puedan pasar
inadvertidas las taras.
A mayores se estudia en las ima´genes si existen rayas horizontales negras, como podemos ver en la figura 5.3.
Estas se deben a la alta frecuencia de grabado exigida a las ca´maras. Estos fotogramas con rayas no son filtrados
ni tratados, sencillamente se descartan.
Figura 5.3: Imagen con raya horizontal negra.
5.1.2. Tratamiento de la imagen
La imagen se procesa de dos formas independientes: una responsable de detectar los errores que hemos clasificado
como “blancos” y otra capaz de detectar los “negros”. El tratamiento de la imagen conlleva fases en las que se
reducen las gamas de tonos de la imagen, procedimiento llamado posterizacio´n, as´ı como un proceso de conteo de
formas en la imagen. Se detectan bordes con la ayuda de varios operadores, uno diferencial y otro relacionado con el
algoritmo de Canny, a la vez que se busca si hay intersecciones entre las distintas formas de la imagen. La aplicacio´n
de un algoritmo de suavizado permite reducir el ruido presente en la imagen. Finalmente se usa un ‘Threshold’ o
umbral para binarizar la imagen de la forma ma´s adecuada. El proceso de deteccio´n de defectos blancos es muy
similar so´lo que, en vez de trabajar con la imagen original, se trabaja con la imagen invertida, es decir, se sustituye
cada valor por la diferencia entre el valor ma´ximo -255- y el valor original de la imagen para cada p´ıxel [4].
Una vez que el sistema ha binarizado cada imagen como una matriz con valores 0 y 1, no-error y error, hace
una aproximacio´n del a´rea de error posible en la imagen. Si supera un umbral asignado a esta a´rea, la imagen se
etiqueta como correspondiente a tablero defectuoso. Las ima´genes van pasando por un Buffer para ir procesan-
do paulatinamente las ima´genes y determinar su naturaleza. En la figura 5.4 podemos observar el resultado del
tratamiento de una imagen pre-procesada con defectos negros:
Figura 5.4: Imagen filtrada por Smart Eyes con defectos negros antes y despue´s de ser procesada.
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Con ello se logra un sistema robusto, especialmente para la deteccio´n de defectos negros. Sin embargo, el filtrado de
blancos del algoritmos crea mucho ruido en las ima´genes que tienen problemas de homogeneidad en la iluminacio´n,
tal y como vemos en la imagen con defecto blanco de la figura 5.5. Esto da lugar a muchos falsos positivos.
Figura 5.5: Imagen filtrada por Smart Eyes con defecto blanco antes y despue´s de ser procesada. Se crea ruido a la
derecha.
En el apartado 8.1 se muestra el rendimiento de este sistema.
5.2. Nuestra propuesta
Nuestro sistema de pre-procesamiento de la imagen ha sido desarrollado en Matlab. El lenguaje de programacio´n
nos ofrece versa´tiles herramientas para el tratamiento de la imagen.
5.2.1. Extraccio´n de zona de intere´s
Tenemos que hacer distincio´n entre las ima´genes del Corpus I y del Corpus II. Con respecto a las primeras, las
ima´genes ya han sido pre-tratadas por “Smart Eyes”, por lo que tienen ya retirados los puntos ciegos y los tramos
sin tablero. Con respecto a las segundas, hemos intentado emular el procedimiento empleado por “Smart Eyes” de
retirada de puntos ciegos y zonas sin tablero. Al no contar con las medidas reales del tablero, el corte ha sido en
cierto modo aproximado. Todo el proceso de recorte de imagen se ha hecho con Matlab, siguiendo un procedimiento
similar al que aparece en el apartado de recorte de ima´genes de la web de MathWorks [5]. En la siguiente figura
(5.6) vemos un ejemplo de imagen de una de las ca´maras laterales, en el que se han eliminado la parte izquierda
sin tablero y el punto ciego a la derecha:
Figura 5.6: La imagen inferior es el resultado de extraer la zona de intere´s de la superior.
5.2.2. Tratamiento de la imagen
Hemos optado por seguir un esquema general similar al procedimiento de “Smart Eyes” con el uso de dos procesos
de filtrado, uno para defectos negros y otro para defectos blancos. Una vez cargada la imagen, se modifica para
pasarla a escala de grises. La imagen ya consta solo de degradados de gris, pero el formato en que esta´n guardadas
(JPG) codifica las ima´genes por defecto en un modelo tricolor RGB.
Despue´s intentamos emplear distintas estrategias para normalizar u homogeneizar la luz como la ecualizacio´n
de histogramas o la versio´n adaptativa de este procedimiento. Buscan que la distribucio´n de cada nivel de gris en
el histograma de la imagen siga una distribucio´n uniforme, maximizando el contraste y conservando la entrop´ıa
o informacio´n. Estos enfoques no resultaron adecuados porque las ima´genes, en general, contienen una gama de
grises pequen˜a.
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El procedimiento o´ptimo que hemos hallado para la deteccio´n defectos blancos ha resultado ser la sustraccio´n del
fondo de la imagen [6]. Esta te´cnica se emplea en ima´genes cuya iluminacio´n de fondo no es uniforme. Se pueden
aplicar distintas formas, aunque la elegida es una circunferencia de radio constante. Posteriormente se procede
a binarizar la imagen haciendo uso de un valor umbral, quedando la imagen codificada en dos valores: 0 y 255,
correspondientes a negro y blanco. Con la matriz (imagen) resultante, podremos calcular de forma aproximada
cua´nto vale el a´rea del defecto con el nu´mero de p´ıxeles que tomen el color blanco.
La deteccio´n de defectos negros es ana´loga, so´lo que en vez de trabajar con la imagen original se trabaja con la
invertida. En la figura 5.7 vemos co´mo se ha procesado una de las ima´genes del conjunto:
Figura 5.7: Salida ba´sica del procesamiento de las ima´genes.
La binarizacio´n parece funcionar correctamente: destaca aquellas zonas que pueden ser error y deja blancas
aquellas que parecen estar correctas. Funciona correctamente con ejemplos en los que hay defectos negros, blancos
y otros defectos. Parece que los falsos positivos de “Smart Eyes” nuestro sistema no los detecta como positivos. Sin
embargo, los defectos relacionados con el hinchamiento del tablero no son detectados correctamente.
5.2.3. Optimizacio´n del filtrado
Nuestra propuesta de refinado de las ima´genes consta de dos filtrados (negro y blanco) cada uno de los cuales
depende de dos para´metros: uno relacionado con la sustraccio´n del fondo y otro con el procedimiento de binarizacio´n.
Cada uno de los dos para´metros de los filtrados se han optimizado de forma independiente mediante un pro-
cedimiento iterativo empleando distintos valores para estos. Para estimar la calidad del filtrado resultante, se ha
empleado la tasa de equierror. Se ha considerado o´ptimo aquel filtrado cuya tasa de equierror fuese mı´nima.
Tasa de Equierror
La tasa de equierror (EER - Equal Error Rate) es una medida de evaluacio´n de sistemas de clasificacio´n empleado
comu´nmente en dispositivos de biometr´ıa. Se define como el punto en el que se igualan la tasa de falsos positivos y
la tasa de falsos negativos. Estas dos tasas son probabilidades condicionadas definidas a partir de la matriz cla´sica
dos por dos. En la Tabla 5.1 vemos un ejemplo de matriz dos por dos, particularmente una matriz de confusio´n
[7]. En horizontal se define la clase verdadera de la observacio´n, mientras que en vertical aparece la clase predicha
o etiqueta.
Clase
Sin defecto Con defecto
E
ti
q
.
Sin defecto TN FN
Con defecto FP TP
Tabla 5.1: Matriz de confusio´n dos por dos.
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En la diagonal de esta matriz aparecen las observaciones bien clasificadas [8]: los verdaderos positivos (True
Positive - TP), en nuestro caso las ima´genes con defectos clasificadas como con defectos, y los verdaderos negativos
(True Negative - TN), ima´genes sin defectos clasificadas como tal. En la posicio´n inferior izquierda esta´n los tableros
sin defectos clasificados como si los tuviesen (falsos positivos, False Positive - FP) y en la posicio´n derecha superior
los tableros con defectos clasificados como si no los tuviesen (falsos negativos, False Negative - FN).
Llamamos tasa de falsos positivos (False Positive Rate - FPR) a la probabilidad existente de que una observacio´n,
condicionada a que no tenga defectos, sea clasificada como si los tuviese.
FPR = P (Etiqueta=Defectuoso|Clase=Sin defectos) = FP
TN + FP
De forma ana´loga definimos la tasa de falsos negativos (False Negative Rate - FNR) como la probabilidad
existente de que una observacio´n, condicionada a que tenga defectos, sea clasificada como si no los tuviese.
FNR = P (Etiqueta=Sin defectos|Clase=Defectuoso) = FN
TP + FN
El umbral que seleccionaremos sera´ aquel que permita que se igualen la tasa de falsos positivos y falsos negativos
tal y como podemos ver en la Figura 5.8. El umbral se ha seleccionado por separado en el Corpus I que en el II
para seguir una l´ınea de trabajo similar a la desarrollada con los clasificadores.
Figura 5.8: Representacio´n gra´fica de la definicio´n de tasa de equierror (EER - Equal Error Rate). En la figura se
representan la tasa de falsos positivos (FPR) y la tasa de falsos negativos (FNR) en funcio´n de la sensibilidad.
Se ha realizado la optimizacio´n del filtrado de los Corpus I y II por separado debido a las diferencias existentes
en ellos en cuanto a propiedades (diferencia de luminosidad, resolucio´n de las ima´genes, etc.).
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Cap´ıtulo 6
Extraccio´n de caracter´ısticas
A lo largo de este cap´ıtulo se detallan las diferentes caracter´ısticas o variables extra´ıdas a partir de las ima´genes
en bruto que componen los Corpus as´ı como las resultantes de aplicar dos filtrados sobre e´stas. Los filtrados sirven
para realzar las zonas notoriamente oscuras -posible defecto negro- o muy claras -posible defecto blanco-. En la
memoria de trabajo de fin de grado de ingenier´ıa informa´tica se ha detallado ma´s en profundidad la naturaleza de
los filtrados.
Una segunda parte de este cap´ıtulo describe los conjuntos de variables, compuestos por las caracter´ısticas ex-
tra´ıdas desarrolladas previamente, que servira´n como entrada a los modelos de clasificacio´n que se creara´n poste-
riormente.
6.1. Variables extra´ıdas
6.1.1. A´reas de error relativo en negro y blanco
Las caracter´ısticas base extra´ıdas tras al procedimiento de filtrado realizado sera´n las a´reas de error relativa en
blanco y negro. Estas variables se calculan como la suma de p´ıxeles que son marcados como defectuosos despue´s
del filtrado y la binarizacio´n entre el total de p´ıxeles de la imagen.
Area Error =
P´ıxeles marcados como con defecto
Area
=
P´ıxeles marcados como con defecto
Anchura×Altura
Este a´rea se ha calculado por separado para el filtrado de negros y el de blancos. Al tomar estas variables valores
muy bajos se han multiplicado por un factor de escala constante de 1000. Provendra´n de las ima´genes binarizadas
despue´s del filtrado blanco o negro, por lo tanto, estas dos variables.
La Figura 6.1 muestra ejemplos de ima´genes filtradas en blanco y negro y co´mo a partir de ellas se han calculado
las a´reas de error relativas.
Figura 6.1: Salida del ca´lculo del a´rea de error relativa en negro y en blanco en una imagen. El valor ha sido
multiplicado por un factor de escala.
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6.1.2. Caracterizaciones de las distribuciones de grises
El siguiente conjunto de variables relevantes esta´ relacionado con la distribucio´n de grises de las ima´genes.
Llamamos distribucio´n de grises de una imagen a la frecuencia de aparicio´n de cada uno de los tonos de gris
dentro de la imagen. Esta frecuencia de aparicio´n se ha medido de forma relativa, es decir, como proporcio´n
(dividiendo entre el total de p´ıxeles de la imagen). Existen 256 tonos de grises codificados en valores entre 0 y 255,
correspondiendo el 0 al color negro y el 255 al blanco y quedando entremedias las diferentes tonalidades de gris.
En la Figura 6.2 se puede observar una representacio´n gra´fica (histograma de grises) de la distribucio´n de grises
de una imagen en bruto de los Corpus. Este ejemplo refleja claramente co´mo en la mayor´ıa de las ima´genes en
bruto una proporcio´n muy alta de los p´ıxeles de la imagen se encuentran comprendidos entre 140 y 200 en la escala
de grises.
Figura 6.2: Histograma de grises asociado a la distribucio´n de grises de una imagen en bruto perteneciente a uno
de los Corpus.
Para evitar trabajar con las 256 variables que genera la distribucio´n, se han utilizado dos caracterizaciones
diferentes de la distribucio´n de grises. Formara´n parte de dos conjuntos de variables independientes con los que se
trabajara´ simulta´neamente. Las caracterizaciones en cuestio´n son:
Conjunto A - PCA: se emplea el ana´lisis de componentes principales [9] con las 256 variables de la distribucio´n
relativa de grises para as´ı reducir de forma muy notoria la dimensionalidad. Antes de realizar el ana´lisis de
componentes principales se ha eliminado una de las variables: e´sta era dependiente del resto al tratarse de
variables en tanto por uno que suman uno en total.
Conjunto B - Estad´ısticos: se hace uso de los estad´ısticos caracter´ısticos de la distribucio´n de valores tomados
en escala de grises por los p´ıxeles de la imagen. Supone una reduccio´n de dimensionalidad menor que podr´ıa
dar lugar a un conjunto de datos con ma´s variabilidad u´til para la posterior clasificacio´n de las ima´genes.
Los estad´ısticos empleados de las distribuciones han sido los siguientes: media, varianza, asimetr´ıa, kurtosis,
mediana, cuartil-10 % y cuartil-90 %.
Estas variables se han extra´ıdo de la imagen original (en bruto) as´ı como de las ima´genes filtradas en negro y
blanco sin binarizar.
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6.1.3. Transformada Discreta del Coseno (DCT)
A mayores se ha an˜adido un u´ltimo juego de variables: la DCT [10] (transformada discreta del coseno). Se emplea
especialmente en la compresio´n de sonido e ima´genes dando lugar a conocidos formatos como MP3 o JPEG. La
Figura 6.3 muestra un ejemplo de co´mo la DCT es capaz de resumir la informacio´n contenida en una imagen en
unos pocos d´ıgitos.
Figura 6.3: Aplicacio´n de la transformada discreta del coseno a una imagen en escala de grises. Debajo de las
ima´genes aparece la matriz correspondiente [11].
Se trata de la una te´cnica capaz de expresar informacio´n como suma de funciones coseno oscilando a diferentes
frecuencias. Es una funcio´n muy relacionada con la transformada de Fourier (DFT). Lo que las distingue es que,
mientras que la DFT emplea tanto funciones seno como conseno, la DCT solo trabaja con cosenos y, por lo tanto,
con nu´meros reales. La definicio´n formal de la transformada discreta del coseno empleada [12] (DCT-II) expresa
cada p´ıxel de la imagen original en escala de grises (x[n]) como una suma de cosenos con diferentes coeficientes:
x[n] =

1
N
∑N−1
k=0 w[k]Cx[k] cos
( pi
2N
k(2n+ 1)
)
si 0 ≤ n < N
0 en otro caso
w[k] =

1
2
si k = 0
1 si 0 ≤ k < N
Los coeficientes de los cosenos se puede calcular con las siguientes expresiones anal´ıticas a partir de los valores
de las x[n]:
Cx[k] =

∑N−1
n=0 2x[n] cos
( pi
2N
k(2n+ 1)
)
si 0 ≤ k < N
0 en otro caso
Sobre las componentes extra´ıdas de la DCT (los coeficientes Cx[k]) se han aplicado dos transformaciones sucesivas:
se han elevado al cuadrado (para hacer que sean positivos los valores) y se ha aplicado despue´s el logaritmo (para
que la distribucio´n subyacente fuese ma´s suave y cumpliese de forma ma´s fuerte las hipo´tesis de normalidad). Se
han extra´ıdo los 30 te´rminos ma´s relevantes de la transformada discreta del coseno de la imagen filtrada binarizada
y sin binarizar, an˜adiendo a los conjuntos de variables previamente descritos 60 variables.
La imagen filtrada sin binarizar surge como la suma elemento a elemento de las matrices correspondientes a las
ima´genes filtradas en blanco y en negro. Esta adicio´n se acota de tal forma que ningu´n elemento pueda superar el
valor 255, el ma´ximo en la escala de grises definida. La extraccio´n de 30 elementos se ha hecho a la vista de co´mo
en muchas ima´genes a partir de la componente 30 los valores eran pra´cticamente nulos.
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La Figura 6.4 muestra en forma de esquema las ima´genes con las que se ha trabajado as´ı como las variables
extra´ıdas de cada una de ellas.
Figura 6.4: Representacio´n esquema´tica de las ima´genes con las que se ha trabajado y variables que se extraen en
cada fase.
6.2. Conjuntos de variables consideradas
Las siguientes subsecciones describen con detalle las variables que componen los dos conjuntos de datos empleados
en la clasificacio´n de ima´genes, caracterizados por su uso de estad´ısticos o componentes principales como ya se ha
mencionado. Las a´reas de error relativa en negro y en blanco y las componentes extra´ıdas de transformada discreta
del coseno completan los conjuntos de datos.
Se estudio´ posteriormente completar el estudio con un tercer conjunto de variables C, integrado u´nicamente por
las variables de a´rea de error y las componentes de la transformada discreta del coseno extra´ıdas. La obtencio´n
de resultados peores que con el conjunto A y el B hizo que esta v´ıa de trabajo fuese descartada en los primeros
estadios de este proyecto.
Conjunto A: uso de PCA
(2 + 8 + 60 variables)
Las variables que conforman este conjunto son:
A´rea de error relativa en la imagen procesada en negros y en la imagen procesada en blancos. Tomara´n valores
naturalmente bajos entre 0 y 1 (2 variables).
A trave´s del ana´lisis de componentes principales extraemos:
• Componentes 1-4 de la distribucio´n de grises de la imagen original. En las ima´genes del Corpus I, cuatro
componentes recogen una inercia del 80.20 %. El resto de componentes son residuales. En el Corpus II
la inercia alcanza el valor de 88.53 % con 4 componentes. (4 variables).
• Componentes 1-2 de la distribucio´n de grises de la imagen tratada en blancos. La varianza explicada con
2 componentes en el Corpus I es del 96.91 % mientras que en el Corpus II es del 97.46 %. (2 variables).
• Componentes 1-2 de la distribucio´n de grises de la imagen tratada en negros. La inercia recogida por
dos componentes en el caso del Corpus I ha sido del 96.30 %. En el Corpus II este valor es del 97.13 %
(2 variables).
DCT de la imagen tratada sin binarizar y binarizada (30 × 2 variables)
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La Tabla 6.1 muestra de forma resumida las variables que componen este conjunto de datos.
Variables del conjunto de variables A (70)
Area de Error (2) AreaErrorB AreaErrorN
P
C
A
Img. original (4) CompPrinOr1 CompPrinOr2 CompPrinOr3 CompPrinOr4
Img. filtrada en blanco (2) CompPrinTratB1 CompPrinTratB2
Img. filtrada en negro (2) CompPrinTratN1 CompPrinTratN2
D
C
T Img. filtrada sin binarizar (30) Componentes de la 1 a la 30 extra´ıdas.
Img. filtrada binarizada (30) Componentes de la 1 a la 30 extra´ıdas.
Tabla 6.1: Variables del conjunto de datos A.
Conjunto B: uso de estad´ısticos
(2 + 21 + 60 variables)
Las variables que conforman este conjunto son:
A´rea de error relativa en la imagen procesada en negros y en la imagen procesada en blancos. Tomara´n valores
naturalmente bajos entre 0 y 1 (2 variables).
Media, varianza, asimetr´ıa (skewness), kurtosis, mediana, cuartil-10 % y cuartil-90 % de las distribuciones
de grises de la imagen original, tratada en blancos y tratada en negros. Sera´n valores entre 0 y 255 (7 × 3
variables).
DCT de la imagen tratada sin binarizar y binarizada (30 × 2 variables)
La Tabla 6.2 muestra de forma resumida las variables que componen este conjunto de datos.
Variables del conjunto de variables B (83)
Area de Error (2) AreaErrorB AreaErrorN
E
st
a
d´
ıs
ti
c
o
s Img. original (7)
MediaOr VarianzaOr SkewnessOr KurtosisOr
MedianaOr P10Or P90Or
Img. filtrada en blanco (7)
MediaTratadaB VarianzaTratadaB SkewnessTratadaB KurtosisTratadaB
MedianaTratadaB P10TratadaB P90TratadaB
Img. filtrada en negro (7)
MediaTratadaN VarianzaTratadaN SkewnessTratadaN KurtosisTratadaN
MedianaTratadaN P10TratadaN P90TratadaN
D
C
T Img. filtrada sin binarizar (30) Componentes de la 1 a la 30 extra´ıdas.
Img. filtrada binarizada (30) Componentes de la 1 a la 30 extra´ıdas.
Tabla 6.2: Variables del conjunto de datos B.
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Cap´ıtulo 7
Metodolog´ıa
En este cap´ıtulo se expondra´n cada uno de los modelos desarrollados en el proyecto y que posteriormente sera´n
evaluados en el Cap´ıtulo de los resultados (Cap´ıtulo 8).
La l´ınea de trabajo seguida es la siguiente: se comenzara´ con un sencillo sistema de referencia que dara´ paso
a clasificadores ba´sicos como la regresio´n log´ıstica. Posteriormente se desarrollara´n diferentes tipos de Support
Vector Machines variando el nu´cleo para dar paso finalmente a redes neuronales de diversa ı´ndole. Por lo tanto, la
complejidad de los clasificadores aumentara´ gradualmente acorde al desarrollo del proyecto.
De cada uno de los clasificadores se hara´ una breve contextualizacio´n de su origen. Posteriormente se desarrollara´
el fundamento formal de la te´cnica as´ı como posibles aplicaciones pra´cticas ya implementadas en las que el proce-
dimiento en cuestio´n ha logrado resultados altamente satisfactorios. A mayores se desarrolla un apartado sobre la
implementacio´n utilizada con cada uno de los procedimientos.
Sobre cada uno de los distintos tipos de clasificadores se estudiara´ el a´rea bajo la curva ROC asociada, la tasa
de equierror, la sensibilidad, la especificidad y precisio´n conseguidas con los siguientes modelos:
Modelo A: desarrollo de un u´nico clasificador (imagen con defecto-sin defecto) con el conjunto de variables
A (PCA). Se trata de un conjunto de variables ma´s reducido en dimensionalidad que el B.
Modelo B: desarrollo de un u´nico clasificador (imagen con defecto-sin defecto) con el conjunto de variables
B (Estad´ısticos). Se trata de un conjunto con ma´s variables que el A que podr´ıan aportar una mayor varianza
explicada.
En cada uno de los clasificadores se hara´ una seleccio´n de caracter´ısticas o un estudio de la relevancia de las
variables empleadas. La seleccio´n de modelos o´ptimos se realizara´ utilizando como criterio la tasa de acierto (7.0.1.1),
a excepcio´n de que el modelo no sea balanceado en cuanto a distribucio´n de clases y tenga una fuerte preferencia
por una de ellas. En tal caso la medida de referencia sera´ el F-Score(7.0.1.2), media armo´nica de la sensibilidad y
la especificidad, que permitira´ la eleccio´n teniendo en cuenta tanto la clasificacio´n de ima´genes con defectos como
las que carecen de ellos.
En los casos de clasificadores cuya salida sea probabil´ıstica o acotada se expondra´n las curvas ROC (7.0.1.3), tasa
de equierror (5.2.3), tasa de acierto y la matriz de confusio´n (7.0.1) de frecuencias relativas de los modelos estimadas
mediante validacio´n cruzada de 10 particiones. En caso contrario, se expondra´n tan solo la tasa de acierto estimada
y la matriz de confusio´n de frecuencias relativas aproximadas mediante validacio´n cruzada (10 particiones).
7.0.1. Definiciones previas
Para el estudio de resultados as´ı como en la seleccio´n de modelos o´ptimos se han utilizado una serie de conceptos
definidos a partir de la matriz dos por dos ba´sica que, en nuestro caso, corresponde a una matriz de confusio´n de
clasificacio´n binaria.
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En la Tabla 7.1 vemos un ejemplo de matriz de confusio´n dos por dos tal y como empleamos en la definicio´n de
tasa de equierror. En horizontal se define la clase verdadera de la observacio´n, mientras que en vertical aparece la
clase predicha o etiqueta.
Clase
Sin defecto Con defecto
E
ti
q
.
Sin defecto TN FN
Con defecto FP TP
Tabla 7.1: Matriz de confusio´n dos por dos.
En la diagonal de esta matriz aparecen las observaciones bien clasificadas: los verdaderos positivos (True Positive
- TP), en nuestro caso las ima´genes con defectos clasificadas como con defectos, y los verdaderos negativos (True
Negative - TN), ima´genes sin defectos clasificadas como tal. En la posicio´n inferior izquierda esta´n los tableros sin
defectos clasificados como si los tuviese (falsos positivos, False Positive - FP) y en la posicio´n derecha superior los
tableros con defectos clasificados como sino no los tuviese (falsos negativos, False Negative - FN).
Llamamos tasa de verdaderos positivos o sensibilidad (True Positive Rate - TPR) a la probabilidad existente de
que una observacio´n, condicionada a que tenga defectos, sea clasificada como tal.
Sensibilidad = TPR = P (Etiqueta=Defectuoso|Clase=Defectuoso) = TP
TP + FN
De forma ana´loga definimos la tasa de verdaderos negativos o especificidad (True Negative Rate - TNR) como la
probabilidad existente de que una observacio´n, condicionada a que no tenga defectos, sea clasificada correctamente
como que no los tuviese.
Especificidad = TNR = P (Etiqueta=Sin defectos|Clase=Sin defectos) = TN
TN + FP
Las tasas de falsos negativos (False Negative Rate - FNR) y de falsos positivos (False Positive Rate - FPR) ya
se definieron previamente cuando se realizo la definicio´n de tasa de equierror en la Seccio´n correspondiente 5.2.3.
FNR = P (Etiqueta=Sin defectos|Clase=Defectuoso) = FN
TP + FN
FPR = P (Etiqueta=Defectuoso|Clase=Sin defectos) = FP
TN + FP
7.0.1.1. Tasa de acierto
La tasa de acierto o precisio´n es una medida de evaluacio´n de sistemas de referencia [8]. Se define como la
proporcio´n de observaciones bien clasificadas entre el total de las mismas. En base a las posiciones definidas en la
matriz dos por dos ba´sica, podemos definir la tasa de acierto:
Tasa de acierto =
TP + TN
TP + TN + FP + FN
La tasa de error es la probabilidad complementaria a la tasa de acierto y se calcula como la proporcio´n de
observaciones mal clasificadas entre el total de las mismas. Se emplean estimaciones de e´sta para seleccionar
modelos ante un conjunto de los mismos, siempre y cuando los modelos obtenidos sean balanceados clasificando en
las dos clases. De no darse esto, se pueden emplear medidas relacionadas con la especificidad y sensibilidad como
es el F-Score, definido ma´s adelante en la Subseccio´n 7.0.1.2.
Para la estimacio´n de la verdadera tasa de acierto de un modelo se suele emplear un conjunto de datos test sobre
el que se evalu´a la misma. Ante la falta de datos suficientes para hacer esto, se emplean diversas te´cnicas basadas
en repeticiones de muestreos aleatorios como es el Leave-One-Out (LOO) o la validacio´n cruzada de k particiones
[13]. Esta u´ltima te´cnica, con 10 particiones, es la que se ha empleado para estimar la tasa de acierto a lo largo del
proyecto.
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En los resultados relativos a la tasa de acierto se ha aportado a mayores un intervalo de confianza. Ante la falta
de independencia de las particiones de la validacio´n cruzada, el intervalo se basa en una distribucio´n t de Student
con 9 (k-1) grados de libertad. Si llamamos e¯ a la tasa de acierto de acierto media de las particiones, S2e al estimador
de la varianza muestral y tα/2,9 al valor de una distribucio´n t de Student que deja a su derecha una probabilidad
α/2, la expresio´n del intervalo de confianza 1− α sera´:
e¯∓ tα/2,9 Se√
10
7.0.1.2. F-Score
El F-Score es una medida de precisio´n para tests y clasificadores empleada especialmente en casos donde la tasa
de acierto no aporta informacio´n precisa. Esto se debera´ al desbalance entre clases en el conjunto de entrenamiento:
clasificar solo a la clase mayoritaria dara´ lugar a una tasa de acierto elevada y sin embargo la capacidad clasificadora
del clasificador sera´ nula. Esto es sino´nimo de que o la sensibilidad o la especificidad alcanzan un valor muy bajo.
Su valor esta´ acotado entre el cero y el uno.
La definicio´n empleada del F-Score es la media armo´nica de la sensibilidad y especificidad. La expresio´n anal´ıtica
es la siguiente:
F1 =
2
1
Sensibilidad +
1
Especificidad
= 2 · Sensibilidad · Especificidad
Sensibilidad + Especificidad
7.0.1.3. Curvas ROC (Receiver Operating Characteristic)
Las curvas ROC son representaciones gra´ficas de la tasa de verdaderos positivos (sensibilidad) frente a la tasa
de falsos positivos (uno menos la especificidad) en un sistema de clasificacio´n binaria segu´n se var´ıa el umbral que
separa entre clases [8]. Se emplea mucho para valorar la calidad de tests de diagnosis de enfermedades as´ı como
para evaluar comparativamente clasificadores. La Figura 7.1 muestra lo que ser´ıa el espacio sobre el que se definen
las curvas ROC [14].
Figura 7.1: Representacio´n gra´fica del espacio de una curva ROC as´ı como diversos puntos relevantes [15].
Se trata de una representacio´n que cuenta con dos partes claramente diferenciadas. Esta divisio´n se da por la
l´ınea discontinua de color rojo en la Figura. Esta frontera supone la asignacio´n al azar en un sistema de clasificacio´n
con dos clases. Los puntos por encima suponen que el clasificador es capaz de discriminar de cierta forma entre
las clases mientras que si queda por debajo la asignacio´n al azar es ma´s efectiva. Si se alcanzase el punto (0,1),
correspondiente a que tanto la sensibilidad como la especificidad sean uno, la clasificacio´n perfecta ser´ıa posible.
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Para medir la calidad de un clasificador en funcio´n de su curva ROC se emplea normalmente la AUC (Area
Under Curve), que se define como el a´rea recogido bajo la curva ROC. Su valor ma´ximo es uno y cuanto mayor
sea, mejor sera´ la precisio´n del clasificador en cuestio´n.
Una clasificacio´n simple para calificar el funcionamiento de un test o clasificador puede ser la que muestra la
Tabla 7.2.
AUC Calidad del clasificador
0.00-0.50 La asignacio´n al azar es ma´s eficaz.
0.50 Equivalente a asignar al azar.
0.50-0.60 Malo.
0.60-0.70 Pobre.
0.70-0.80 Bueno.
0.80-0.90 Muy bueno.
0.90-1.00 Excelente.
Tabla 7.2: Calidad de un sistema de clasificacio´n segu´n el valor de la AUC definida a partir de una curva ROC [16].
Cada uno de los puntos de la curva ROC representados as´ı como el valor de la AUC se han estimado por
validacio´n cruzada de diez particiones para aproximarse al verdadero valor, empleando la media (µAUC) de estos
como estimacio´n. Tambie´n se ha estimado la desviacio´n esta´ndar del AUC (σAUC) a partir de las diez particiones.
Esta ha servido para crear los intervalos de confianza del 95 % (α = 0.05) que aparecen en las tablas de resultados
del documento de la siguiente forma:
µAUC ∓ z1− 0.052 σAUC = µAUC ∓ 1.96σAUC
La Figura 7.2 muestra el formato de curva ROC empleado. El azar aparece representado en gris y la curva como
tal esta´ en morado. A mayores, se han representado las curvas ROC medias correspondientes al defecto blanco y
al defecto negro. E´stas en las Figuras aparecera´n en azul y rojo respectivamente. En la leyenda aparece indicado
el valor medio del AUC y su desviacio´n esta´ndar para las tres curvas (defecto general, defecto blanco y defecto
negro).
Figura 7.2: Ejemplo de curva ROC. El azar queda representado en gris y la curva como tal en morado. Las curvas
ROC medias de defecto blanco y negro aparecen de color azul y rojo respectivamente.
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7.1. Sistema de referencia
Con las ima´genes procesadas con nuestros filtros como describe el apartado correspondiente 5.2, una primera
aproximacio´n consiste en hacer un ca´lculo aproximado del a´rea de error y etiquetar como defectuosos en base a
un umbral. Aquellos que superen este determinado valor umbral sera´n clasificados como defectuosos. Recordemos
que la salida del proceso de filtrado sera´n dos ima´genes cuyas matrices se compondra´n solo de ceros y unos,
correspondientes a la posible ausencia o presencia estimada de defecto respectivamente.
El a´rea relativa se puede calcular aproximadamente de forma sencilla contando con las propiedades de la imagen
(altura y anchura de la misma) as´ı como con el total de p´ıxeles de potenciales errores, tal y como se describio´ en
la Seccio´n 6.1.1.
Como estudio preliminar se desarrollara´n dos posibles v´ıas de trabajo en cuanto al sistema de referencia:
Dos umbrales: se trabajara´ con un modelo de dos variables. Se definira´n dos umbrales diferentes para clasi-
ficar en imagen con defecto negro-sin defecto negro (con el a´rea de error relativa obtenida del procesamiento
en negro) y en imagen con defecto blanco-sin defecto blanco (con el a´rea de error relativa obtenida del pro-
cesamiento en blanco). La disyuncio´n de ambas sera´ la clasificacio´n a tener en cuenta para definir la tasa de
error.
Un umbral: se trabajara´ con un modelo de una u´nica variable. Un umbral desarrollado con la suma de a´reas
de error relativas halladas nos permitira´ clasificar en imagen con defecto-sin defecto.
Se ha empleado para la seleccio´n del umbral la tasa de equierror (Seccio´n 5.2.3). El umbral se ha seleccionado por
separado en el Corpus I y en el II para seguir una l´ınea de trabajo similar a la desarrollada con los clasificadores.
Los resultados obtenidos aparecen reflejados a lo largo del correspondiente apartado en el cap´ıtulo de resultados
(Seccio´n 8.2).
7.2. Regresio´n Log´ıstica
La regresio´n log´ıstica es un modelo lineal generalizado empleado en aprendizaje supervisado [17]. Fue creado en
1958 por David Cox y se usa principalmente en casos en los que se busca hacer una clasificacio´n binaria.
Para este modelo sera´ ba´sica la funcio´n logit, que definiremos como el logaritmo neperiano de la ventaja (odd)
de un suceso. La Figura 7.3 muestra co´mo la funcio´n en cuestio´n cuenta con dos as´ıntotas verticales situadas en el
cero y en el uno.
logit(p) = log
( p
1− p
)
Figura 7.3: Representacio´n de la funcio´n logit de p [18].
47
TFG: Grado de Ingenier´ıa Informa´tica CAPI´TULO 7. METODOLOGI´A
La regresio´n log´ıstica establece que la funcio´n logit de probabilidad de ocurrencia de un suceso (p) se puede
expresar como la combinacio´n lineal de una serie de variables regresoras [13]. El sumatorio de estas variables por lo
tanto sera´ ponderado por unos pesos o para´metros a ajustar. Suponiendo que disponemos de m variables de entrada
al clasificador, podemos denominar a los para´metros como Θ = (θ0, θ1, ..., θm). El modelo incluye un para´metro θ0
correspondiente al te´rmino independiente.
La expresio´n expl´ıcita del modelo a ajustar sera´:
logit(p) = log
( p
1− p
)
= ΘX = θ0 + θ1x1 + ...+ θmxm
Con una sencilla transformacio´n exponencial, podemos llegar a una expresio´n explicita del modelo que explique
la probabilidad en vez de la funcio´n logit de esta:
p
1− p = e
θ0+θ1x1+...+θmxm
p =
1
1 + e−θ0−θ1x1−...−θmxm
Los para´metros se buscara´n cumpliendo el criterio de ma´xima verosimilitud segu´n el cual se optimizan los
para´metros de tal forma que los resultados observados sean los ma´s probables No existe una expresio´n cerrada con la
que trabajar para su optimizacio´n, por lo que se tiene que recurrir a me´todos iterativos como el algoritmo de Newton-
Raphson, el gradiente descendiente o el IRWLS. Los para´metros o´ptimos Θˆ sera´n aquellos que minimicen la Log-
verosimilitud (logL), la cual depende adema´s de los para´metros de los datos observados (x, y) = (x¯1, y1), ..., (x¯n, yn):
Θˆ = mı´n
Θ
− logL(Θ|x, y)
En la Figura 7.4 podemos ver la frontera definida por un procedimiento de regresio´n log´ıstica sencillo. Una de
las caracter´ısticas de esta te´cnica es que la salida del clasificador es una probabilidad. Esto nos permite refinar el
clasificador con un para´metro umbral a mayores para realizar la separacio´n de ima´genes con defecto de las que no
lo tienen.
Figura 7.4: Representacio´n de una regresio´n log´ıstica en un ejemplo sencillo: con ma´s pra´ctica, ma´s probabilidades
de e´xito [19].
La regresio´n log´ıstica se utiliza en mu´ltiples campos, sobre todo aquellos en los que se puede sacar partido a la
propiedad de la salida en forma de probabilidad previamente mencionada. En medicina se emplea para analizar
el estado del paciente [20]. Se ha empleado tambie´n para predecir resultados electorales as´ı como en estudios de
probabilidad de devolucio´n de un pre´stamo [21].
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Regularizacio´n
Para evitar problemas relacionados con el sobreajuste en los que el error de generalizacio´n es superior a la tasa
de error observada en el conjunto de entrenamiento, se an˜ade un te´rmino de regularizacio´n para los para´metros
R(Θ) que depende a mayores de un nuevo para´metro λ.
Θˆ = mı´n
Θ
− logL(Θ|x, y) + λR(Θ)
Esto impide que los para´metros adquieran valores elevados y con ello el sobreajuste. Los dos te´rminos de regula-
rizacio´n ma´s comunes dependen de la norma dos y la norma uno de un vector. Mientras que la norma dos resulta
ser ma´s sencilla de optimizar, la norma uno da lugar a para´metros dispersos. Esto supone que algunos sean nulos
y con ello se haga una seleccio´n de variables.
Regularizacio´n L1. Haciendo uso de la norma 1:
Θˆ = mı´n
Θ
− logL(Θ|x, y) + λ||Θ||1 = mı´n
Θ
− logL(Θ|x, y) + λ
n∑
i=0
|θi|
Esta regularizacio´n da lugar a regiones en el espacio de soluciones con forma romboidal. En la Figura 7.5 se
puede observar un ejemplo en un caso bidimensional.
Figura 7.5: Regularizacio´n L1. Las regiones de soluciones factibles aparecen en azul claro mientras que las elipses
rojas representan el contorno de la funcio´n de error [22].
Regularizacio´n L2. Haciendo uso de la norma 2:
Θˆ = mı´n
Θ
− logL(Θ|x, y) + λ
2
||Θ||22 = mı´n
Θ
− logL(Θ|x, y) + λ
2
n∑
i=0
θ2i
Esta regularizacio´n da lugar regiones en el espacio de soluciones con forma esferoidal. En la Figura 7.6 se
puede observar un ejemplo en un caso bidimensional.
Figura 7.6: Regularizacio´n L2. Las regiones de soluciones factibles aparecen en azul claro mientras que las elipses
rojas representan el contorno de la funcio´n de error [22].
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Implementacio´n usada
Se ha empleado Python junto al paquete sklearn [23] con la funcio´n de regresio´n log´ıstica correspondiente as´ı
como las funciones de estimacio´n de curvas ROC y tasa de equierror por validacio´n cruzada.
Previamente al entrenamiento del clasificador se han normalizado todos los datos de tal forma que cada una de
las variables tuviese media cero y varianza uno.
En cada uno de los conjuntos de datos de los Corpus se ha estudiado la precisio´n alcanzada por dos modelos
distintos, cada uno correspondiente a un tipo de regularizacio´n:
Regularizacio´n L1. Se hace una bu´squeda del para´metro λ o´ptimo que minimice la tasa de error estimada
mediante validacio´n cruzada. Se hace intr´ınsecamente la seleccio´n de variables con el entrenamiento del modelo
al quedar algunos para´metros reducidos a cero.
Regularizacio´n L2. Previamente al entrenamiento del clasificador se hace una seleccio´n recursiva de variables
con la funcio´n RFE de sklearn. Posteriormente se entrena el clasificador optimizando el para´metro λ de
regularizacio´n.
El modelo o´ptimo en cada uno de los conjuntos de datos de los Corpus, seleccionado entre el resultado o´ptimo de
la regularizacio´n L1 y la regularizacio´n L2, aparece desarrollado en la Seccio´n 8.3.
7.3. Support Vector Machine (SVM)
Algoritmos de aprendizaje asociados a problemas de clasificacio´n y regresio´n [13]. Se basan en la definicio´n del
hiperplano de separacio´n ma´xima entre las envolventes convexas de las clases. Alexey Ya. Chervonenkis y Vladimir
N. Vapnik crearon este algoritmo en 1963. Este u´ltimo desarrollo el potencial actual de los Support Vector Machines
con las investigaciones sobre la funcio´n nu´cleo que publico´ en 1992. El modelo original de SVM no permit´ıa salidas
probabil´ısticas. Sin embargo, desarrollos posteriores hacen posible esta salida.
El procedimiento ba´sico de los Support Vector Machines se puede ilustrar de forma sencilla mediante un ejemplo
bidimensional. En la Figura 7.7 podemos observar el diagrama de dispersio´n de dos tipos de individuos o clases,
representados con cuadrados y c´ırculos respectivamente.
Figura 7.7: Representacio´n bidimensional con dos clases [24].
El primer paso consistira´ en trazar las envolventes convexas que cercan los puntos de cada una de las clases de
individuos. LLamamos envolvente convexa de X a la interseccio´n de todas las regiones convexas que contienen a
S. En el caso de un plano, se puede definir como el pol´ıgono convexo que contiene a todos los puntos de X y cuyos
ve´rtices son algunos de estos puntos. La Figura 7.8 muestra las envolventes convexas correspondientes a nuestro
ejemplo bidimensional.
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Figura 7.8: Definicio´n de la envolvente convexa de cada una de las clases [24].
Posteriormente se toman una serie de puntos como referencia, los vectores o puntos soporte (Support Vectors),
que permiten definir la frontera o hiperplano que discrimina entre clases en problemas de clasificacio´n. Normalmente
son las observaciones de las clases que perteneciendo a la envolvente se encuentran ma´s pro´ximas a la envolvente
de la otra clase. La Figura 7.9 ilustra este paso en el caso de nuestro ejemplo de dos dimensiones.
Figura 7.9: Definicio´n de los Support Vectors (destacados con un c´ırculo) y el hiperplano separador de margen
ma´ximo haciendo uso de las envolventes convexas [24].
Son modelos muy flexibles principalmente por la existencia del “kernel trick” o truco del nu´cleo [17], que permite
separar puntos no linealmente separables proyecta´ndolos a espacios de mayor dimensionalidad. Las funciones nu´cleo
esta´n relacionadas con el producto escalar y transforman una matriz en otra semidefinida positiva, es decir, con
autovalores no negativos.
Se trata de clasificadores robustos y precisos cuyo coste computacional escala relativamente ra´pido. Son muy
resistentes al sobreajuste y permiten que el modelo sea fa´cilmente almacenable al constar u´nicamente de los vectores
soporte.
Han sido utilizados para la categorizacio´n de textos [25], en problemas de distincio´n de correo Spam por ejemplo,
y en a´mbitos relacionados con el reconocimiento de ima´genes, como puede ser el problema de reconocimiento de
d´ıgitos escritos a mano [26]. Usos recientes apuntan a su utilidad en campos relacionados con la biolog´ıa como es
la clasificacio´n prote´ıca automa´tica [27].
Los nu´cleos con los que se ha trabajado en este proyecto son el nu´cleo lineal, polino´mico y de base radial. Otros
nu´cleos populares son el sigmoide, el perceptro´n o el de la tangente hiperbo´lica.
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7.3.1. Nu´cleo lineal
Dado un conjunto de entrenamiento de datos (x¯1, y1), ..., (x¯n, yn) en los que las x son los vectores de variables
explicativas de cada una de las observaciones y la variable y representa una clasificacio´n dicoto´mica (-1 y 1), el
nu´cleo lineal busca aquel hiperplano lineal cuyo margen de separacio´n sea ma´ximo.
Podemos definir un hiperplano cualquiera de la siguiente forma, siendo w¯ un vector de pesos normal al hiperplano
separador y b un te´rmino independiente.
w¯ · x¯− b = 0
El objetivo se puede definir fa´cilmente con una expresio´n cerrada:
yi(w¯ · x¯− b) ≥ 1 para todo 1 ≥ i ≥ n
Sin embargo, cuando los datos no son linealmente separables hace falta introducir una funcio´n de pe´rdida
l(y) = ma´x(0, 1− yi(w¯ · x¯− b))
La expresio´n a minimizar tomara´ la siguiente forma:
1
n
n∑
i=1
ma´x(0, 1− yi(w¯ · x¯− b))
A mayores se define un para´metro de regularizacio´n. Dependiendo de la norma utilizada, tiene un efecto u otro.
La ma´s utilizada es la norma dos, lo que da lugar a una regularizacio´n Ridge.[
1
n
n∑
i=1
max(0, 1− yi(w¯ · x¯− b))
]
+ λ||w¯||2
Sin embargo en este proyecto se ha usado la norma uno o penalizacio´n Lasso cuya principal ventaja es la
posibilidad de anular coeficientes de para´metros y de este modo hacer un procedimiento de seleccio´n de variables.[
1
n
n∑
i=1
max(0, 1− yi(w¯ · x¯− b))
]
+ λ||w¯||1
La eleccio´n del para´metro de regularizacio´n supone calibrar el modelo ajustado y evitar el sobreajuste. Tambie´n
supone una definicio´n de ma´rgenes diferentes, pudie´ndose con la modificacio´n de λ estrecharse o ampliarse estos.
La Figura 7.10 muestra la diferencia que supone aplicar el nu´cleo lineal con y sin regularizacio´n en el conjunto de
datos sobre flores Iris.
Figura 7.10: Representacio´n de los tipos de flores Iris en funcio´n del taman˜o y anchura de su se´palo acompan˜ados
del margen definido por un SVM de nu´cleo lineal. En la izquierda se ha aplicado sin regularizacio´n, mientras que
en la derecha se ha regularizado [28].
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7.3.2. Nu´cleo polino´mico
El nu´cleo polino´mico busca hiperplanos cuyo margen de separacio´n sea equivalente a una funcio´n de un deter-
minado grado. Este grado se tendra´ que definir previamente como un para´metro p. Valores altos de p dan lugar a
sobreajuste, por lo que conviene que no se alcancen valores muy elevados con este para´metro.
En los Support Vector Machines en los que se emplea el nu´cleo que no es lineal se sustituye el producto escalar
por otras funciones. En el caso del nu´cleo polino´mico, la funcio´n nu´cleo empleada es:
K(x¯i, x¯j) = (x¯i · x¯j)p
El nu´cleo lineal previamente explicado ser´ıa un caso particular de este nu´cleo en el que p = 1.
Al igual que ocurr´ıa con el nu´cleo lineal, existe la posibilidad de an˜adir un te´rmino de regularizacio´n λ para
controlar el sobreajuste. Se ha aplicado la norma dos o cuadra´tica en el caso de la regularizacio´n de los SVM de
nu´cleo polino´mico.
La Figura 7.11 muestra la diferencia que supone aplicar el nu´cleo lineal y el polino´mico con p = 3 en el conjunto
de datos sobre flores Iris. La frontera ha adquirido en el caso del nu´cleo polino´mico la forma propia de una funcio´n
de tercer grado.
Figura 7.11: Representacio´n de los tipos de flores Iris en funcio´n del taman˜o y anchura de su se´palo acompan˜ados
del margen definido por un SVM de nu´cleo lineal sin regularizacio´n (izquierda) y un SVM de nu´cleo polino´mico de
grado tres (derecha) [28].
7.3.3. Nu´cleo de base radial (Radial Based Function - RBF)
El nu´cleo de base radial busca un hiperplano cuyo margen de separacio´n sea ma´ximo cuya frontera pueda ser ma´s
flexible que la que resulta de usar un nu´cleo lineal o polino´mico. Llamamos funcio´n de base radial a una funcio´n
en la que el valor depende de un origen o centro de coordenadas. Emplean normalmente la norma eucl´ıdea para el
ca´lculo de distancias y tienen multitud de usos dentro del ana´lisis de datos, como puede ser las redes neuronales
de base radial.
La nueva funcio´n nu´cleo que emplearemos con los SVM de base radial empleara´ la norma eucl´ıdea, como ya se
ha mencionado, y un para´metro σ. El nu´cleo se definira´ de la siguiente forma:
K(x¯i, x¯j) = e
||x¯i − x¯j ||2
2σ2
Esta funcio´n toma un valor ma´s pequen˜o segu´n la distancia y toma valores entre 0 y 1. Una interpretacio´n directa
de este valor es la medida de similaridad entre observaciones.
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Aparece tambie´n un nuevo para´metro que ajustar σ. Este para´metro mide la apertura de la forma acampanada
que surge como frontera al usar esta te´cnica. Un valor pequen˜o de σ hara´ ma´s grandes las disimilaridades entre
observaciones, mientras que uno grande las reducira´.
El te´rmino de regularizacio´n acompan˜ado del para´metro λ existe tambie´n en este tipo de nu´cleo. En el caso del
nu´cleo de base radial normalmente el te´rmino de regularizacio´n que se aplica emplea la norma dos (regularizacio´n
L2). Esto se debe principalmente a la complejidad del problema, que no escala adecuadamente con la regularizacio´n
L1 cuando el nu´mero de muestras es elevado.
La Figura 7.12 muestra la diferencia que supone aplicar un nu´cleo lineal y uno radial en el conjunto de datos
sobre flores Iris. Tal y como podemos ver, las fronteras que define el nu´cleo radial son ma´s flexibles debido a su
forma curva.
Figura 7.12: Representacio´n de los tipos de flores Iris en funcio´n del taman˜o y anchura de su se´palo acompan˜ados
del margen definido por un SVM de nu´cleo lineal sin regularizacio´n (izquierda) y un SVM de nu´cleo radial (derecha)
[28].
Implementacio´n utilizada
Se ha desarrollado haciendo uso del lenguaje de programacio´n Python con ayuda del paquete de aprendizaje
sklearn [23]. Se ha empleado la funcio´n SVC para la creacio´n de los Support Vector Machines de nu´cleo de base
radial y los de nu´cleo polino´mico, mientras que la funcio´n LinearSVC ha servido para la creacio´n de los de nu´cleo
lineal. Previamente al entrenamiento del clasificador se han normalizado todos los datos de tal forma que cada una
de las variables tuviese media cero y varianza uno.
El para´metro γ del nu´cleo de base radial y el grado del polinomio p del nu´cleo polino´mico se han optimizado
mediante la funcio´n de validacio´n cruzada GridSearchCV. Este parametro equivale a:
γ =
1
2σ2
El para´metro de regularizacio´n C tambie´n se ha optimizado con esta funcio´n. Con los Support Vector Machines
creados con nu´cleo lineal se ha utilizado penalizacio´n L1 mientras que los de base radial y polino´mico se han
regularizado mediante norma 2. La relacio´n del para´metro C con λ es la siguiente:
C =
1
λ
Las tasas de error y las matrices de confusio´n se han estimado mediante funciones de validacio´n cruzada (10
particiones) propias de sklearn, al igual que la estimacio´n de curvas medias ROC (y a´reas subyacentes) y tasa de
equierror.
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7.4. Redes Neuronales (Neural Networks)
Sistemas de computacio´n cuya arquitectura original se basa en el funcionamiento del cerebro [13]. Son modelos
capaces de obtener excelentes resultados en complejas tareas a trave´s del co´mputo intensivo de una coleccio´n de
datos suficientemente grande.
A la unidad ba´sica de co´mputo de las redes neuronales se la llama neurona. Esto se debe principalmente a su
similitud con lo que ser´ıa la morfolog´ıa de una ce´lula nerviosa del cerebro animal, tal y como podemos ver en la
Figura 7.13.
Figura 7.13: Estructura de la unidad ba´sica de una red neuronal (derecha) comparada con la ce´lula biolo´gica
(izquierda) [29].
El disen˜o original de estas redes fue lo que se denomino´ el modelo de McCulloch-Pitts (1943) en el que el funcio-
namiento unitario de la neurona consta de dos operaciones ba´sicas. Primero se realiza la suma de la ponderacio´n de
las m entradas Y = (y1, ..., ym) por unos pesos que denominaremos W = (w1, ..., wm). A esta suma se le an˜ade un
te´rmino independiente (b). Las entradas Y pueden ser las variables de entrada al clasificador o pueden ser la salida
de otras neuronas dependiendo de la capa en la que este situada la neurona en cuestio´n. La funcio´n de propagacio´n
de la neurona j situada en una capa de la red neuronal sera´ el resultado de la suma ponderada de sus entradas
ma´s un te´rmino independiente:
uj =
m∑
i=1
wiyi + b
Al tratarse de una suma ponderada de te´rminos es de vital importancia la normalizacio´n o estandarizacio´n de
los datos. De no hacerse podr´ıa dar lugar a un problema en el que no hubiese convergencia hacia una solucio´n.
Posteriormente se aplica a la funcio´n de propagacio´n una funcio´n que acota la salida de la neurona. Esta funcio´n
se la denomina de activacio´n. Son mono´tonas crecientes y la caracter´ıstica de que sean derivables mono´tonas es
deseable.
yj = F (uj) = F
( m∑
i=1
wiyi + b
)
Las funciones de activacio´n ma´s empleadas son:
Identidad. Recorrido = (−∞,∞).
F (x) = x
Unitaria. Recorrido = {0, 1}.
F (x) =
0 si x < 01 si x ≥ 0
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Sigmoide. Recorrido = (0, 1).
F (x) =
1
1 + e−x
Tangente hiperbo´lica. Recorrido = (−1, 1).
F (x) = tanh(x) =
ex − e−x
ex + e−x
Arco tangente. Recorrido = (
−pi
2
,
pi
2
).
F (x) = tan−1(x)
Unidad de ra´ız cuadrada inversa (Inverse Square Root Unit). Recorrido = (
−1√
α
,
1√
α
).
F (x) =
x√
1 + αx2
Unidad lineal rectificada (Rectified Linear Unit - ReLU). Recorrido = [0,∞).
F (x) =
0 si x < 0x si x ≥ 0
Existen muchos tipos de redes neuronales y se clasifican de distintas formas. Una posible forma es si son redes sin
realimentacio´n o con realimentacio´n. Llamamos realimentacio´n a la existencia de arcos conectores entre neuronas
de una capa con otras pertenecientes a otra capa anterior. Las redes con realimentacio´n suelen tener hipo´tesis ma´s
complejas y precisas en los problemas a cambio de una mayor opacidad en el funcionamiento del algoritmo. La
Figura 7.14 muestra esta clasificacio´n ba´sica en el caso de varios tipos de redes neuronales.
Figura 7.14: Clasificacio´n ba´sica de las redes neuronales sin realimentacio´n y con realimentacio´n [30].
Este proyecto se ha centrado principalmente en un tipo de red neuronal: los perceptrones de mu´ltiples capas
como tipo de red neuronal artificial de propagacio´n sin realimentacio´n.
7.4.1. Perceptro´n multicapa (Multi-Layer Perceptron - MLP)
Red neuronal sin realimentacio´n que consta de una capa de entrada, una o varias capas ocultas y una capa de
salida, tal y como podemos ver en la Figura 7.15.
56
CAPI´TULO 7. METODOLOGI´A TFG: Grado de Ingenier´ıa Informa´tica
Figura 7.15: Estructura general de un perceptro´n multicapa [13].
La capa de entrada constara´ de tantas neuronas como variables de entrada tenga el clasificador (N0 variables
de entrada).
Las capas ocultas, plenamente conectas, tendra´n una arquitectura que habra´ que determinar en funcio´n de
los resultados obtenidos. El nu´mero de capas ocultas lo denominaremos H. El nu´mero de neuronas de la capa
oculta i sera´ N [i− 1], pudiendo tomar i valores entre 1, 2, ...,H.
La capa de salida tendra´ tantas neuronas como salidas se deseen. El nu´mero de neuronas de la capa de salida
lo denominaremos N [H]. En nuestro caso, al tratarse de un problema de clasificacio´n binario la capa de salida
tendra´ una u´nica neurona.
Las neuronas que los componen realizan una suma ponderada para posteriormente emplear cualquiera de las
funciones de activacio´n previamente mencionadas. Las dos ma´s empleadas son la tangente hiperbo´lica y la sigmoide.
La Figura 7.16 representa el funcionamiento ba´sico de una neurona.
Figura 7.16: Procedimiento ba´sico realizado por una neurona i de una capa oculta h con funcio´n de activacio´n F
procesando la observacio´n p [13].
La salida yphi de una neurona i que forma parte de una capa oculta h que esta´ procesando la observacio´n p cuya
funcio´n de activacio´n es F se puede expresar como:
yph,i = F (u
p
hi)
uphi =

(∑N [h−1]−1
j=0 w
h
ijy
p
h−1,j
)
+ whi,N [h−1] si ∀h = 1, 2, 3, ...H(∑N0−1
j=0 w
0
ijI
p
j
)
+ whi,N0 en la capa de entrada (h = 0)
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El complejo proceso de aprendizaje de estos sistemas se llama retropropagacio´n del error. Si contamos con un
conjunto de datos X de dimensiones n observaciones × m variables y de variable respuesta y, podemos expresar el
error cuadra´tico medio de la muestra p-e´sima del conjunto de datos en funcio´n de la salida del perceptro´n actual
(que llamaremos d):
Ep =
1
2
N [H]−1∑
i=0
(dpi − ypHi)2
Esto hara´ variar el peso de las neuronas. En el caso de la neurona i de la capa h:
∆pw
h
ij = −γ
∂Ep
∂whij
Si aplicamos la regla de la cadena, esto queda de la siguiente forma en la capa h:
∆pw
h
ij = −γ
∂Ep
∂yphi
∂yphi
∂whij
= −γ ∂Ep
∂yphi
F ′(uphi)y
p
h−1,j ∀h = 1, 2, 3, ...H
En la primera capa la expresio´n ser´ıa la siguiente:
∆pw
0
ij = −γ
∂Ep
∂yp0i
∂yp0i
∂w0ij
= −γ ∂Ep
∂yp0i
F ′(up0i)I
p
j
Esta expresio´n tomara´ la siguiente forma en la capa de salida:
∆pw
h
ij = γ(d
p
i − ypHi)F ′(upHi)ypH−1,j
Tal y como podemos ver esta variacio´n de los pesos depende de un para´metro γ. Este para´metro controla la
velocidad de aprendizaje del sistema y en funcio´n del algoritmo que se utilice se mantiene constante o se va variando
segu´n se procesa el conjunto de entrenamiento. La optimizacio´n de los pesos se realizara´ mediante diversas e´pocas
(paso por todas las muestras del experimento).
Los perceptrones multicapa son capaces de hallar soluciones a complejos problemas, ya que son capaces de
distinguir datos que no son separables linealmente. Permiten a trave´s de un co´mputo de cierta complejidad obtener
modelos de alta capacidad para problemas como es el reconocimiento del habla [31] o el reconocimiento de ima´genes
[32]. Los perceptrones multicapa sentaron la base para lo que posteriormente se explorar´ıa como el campo del Deep
Learning o aprendizaje profundo.
Implementacio´n utilizada
Se ha desarrollado haciendo uso del lenguaje de programacio´n Python con ayuda del paquete de aprendizaje
sklearn [23]. Se ha empleado la funcio´n MLPClassifier para la creacio´n de los perceptrones multicapa.
Previamente al entrenamiento del clasificador se han normalizado todos los datos de tal forma que cada una de
las variables tuviese media cero y varianza uno. Esto cobra especial importancia en el caso del perceptro´n mu´ltiple
y al usar funciones de activacio´n como la unidad lineal rectificada. Si no se escalasen los datos, el procedimiento
de entrenamiento podr´ıa no converger a una solucio´n consistente.
La funcio´n de validacio´n cruzada GridSearchCV ha servido para hallar los valores o´ptimos referentes a:
1. Arquitectura de las capas ocultas: nu´mero de capas ocultas y nu´mero de neuronas en estas.
2. Funcio´n de activacio´n.
3. Para´metro de regularizacio´n α.
4. Tipo de aprendizaje.
Para cada uno de los modelos desarrollados se han creado visualizaciones de las arquitecturas de capas de los
perceptrones [33].
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La salida del perceptro´n se ha establecido que fuese una probabilidad. El obtener la salida en esta forma permite
diversas ventajas como es la definicio´n de la curva ROC asociada al clasificador y medidas como el a´rea bajo la
curva o la tasa de equierror.
Las tasas de error y las matrices de confusio´n se han estimado mediante validacio´n cruzada de 10 particiones con
la precaucio´n de la correcta estratificacio´n segu´n distribucio´n de clases de cada una de las particiones empleadas.
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Cap´ıtulo 8
Resultados
En esta seccio´n se valorara´ el rendimiento obtenido por cada uno de los clasificadores, entendiendo el rendimien-
to como nivel de acierto obtenido con el modelo en cuestio´n correspondiente a uno de los Corpus. Sera´ relevante
comparar los resultados de los clasificadores con el rendimiento obtenido por “Smart Eyes”, el sistema en funcio-
namiento en Tradema, y con un sistema de clasificacio´n de referencia. Esto sera´ una clasificacio´n sencilla con un
umbral, tal y como aparece descrito en el Apartado 8.2.
8.1. Sistema “Smart Eyes”
El nu´mero de tableros que clasifica mal (tanto falsos positivos como falsos negativos) es en principio desconocido.
Por lo tanto, se trata de un sistema en el que no existe ningu´n tipo de medida de rendimiento de forma inmediata.
Aunque detecta muchos defectos, crea tambie´n muchos avisos que son falsos positivos.
Todos los resultados de rendimiento que obtendremos en este proyecto de este sistema esta´n muy sesgados: son
datos obtenidos u´nicamente por las observaciones del Corpus I. Este Corpus, tal y como se explica en el Apartado
4.2.1, se compone solo de ima´genes que el sistema ha etiquetado como defectuosas. Definimos un tipo de defecto
detectado a mayores que se da en la salida de “Smart Eyes”:
Defecto detectado por fallo lumı´nico: deficiencia del sistema “Smart Eyes” relacionada con el filtrado de
blancos del sistema en ima´genes con problemas de heterogeneidad de luz. Se da de forma distinta en ima´genes
sin defectos que en las que los tienen:
• En ima´genes sin defectos, “Smart Eyes” detecta defectos por la diferencia de luz donde realmente no los
hay como tal. Las Figuras 8.1 y 8.2 muestran un ejemplo de imagen sin defectos en la que el sistema
filtrando ha cometido un error por fallo lumı´nico. Las Figuras 8.3 y 8.4 muestran otro caso ma´s extremo
donde la excesiva iluminacio´n ha dado lugar a un incorrecto etiquetado de la imagen como defectuosa.
Figura 8.1: Imagen sin defectos con problemas en la homogeneidad de la iluminacio´n.
Figura 8.2: Imagen filtrada. La zona con ma´s brillo se detecta erro´neamente como defectuosa.
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Figura 8.3: Imagen sin defectos con ma´s problemas de homogeneidad de luz.
Figura 8.4: Imagen filtrada. El sistema tiene aqu´ı un comportamiento erra´tico.
• En los casos de ima´genes con defectos, “Smart Eyes” la identifica correctamente como defectuosa. Sin
embargo las a´reas de error se marcan de forma erro´nea por lo que es en cierto modo una deteccio´n
fortuita del defecto, tal y como podemos observar en las Figuras 8.5 y 8.6
Figura 8.5: Imagen con problemas de iluminacio´n que contiene un defecto negro de pequen˜o taman˜o.
Figura 8.6: Imagen filtrada. El sistema detecta defecto, pero no ha marcado como defecto el aute´ntico defecto.
Con la definicio´n de este error, podemos determinar la matriz de confusio´n de este sistema. La matriz de confusio´n
aparece en la Tabla 8.1 as´ı como su versio´n simplificada en la Tabla 8.2. Es relevante recordar que no tenemos
acceso a las ima´genes que ha detectado “Smart Eyes” como carentes de defectos, lo que da lugar a que ambas
matrices de confusio´n tengan una fila sin datos.
Matriz de confusio´n de “Smart Eyes”
Defecto real en la imagen
Sin defectos Negro Blanco Negro+Blanco
D
ef
ec
.
d
et
ec
ta
d
o
Sin defectos - - - -
Negro 0 5475 0 2
Blanco 61 1 520 1
Negro+Blanco 0 0 0 451
Fallo lumı´nico 648 13 4 5
Tabla 8.1: Matriz de confusio´n del sistema “Smart Eyes”.
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Matriz de confusio´n simplificada de “Smart Eyes”
Clase
Sin defecto Con defecto
E
ti
q
.
Sin defecto - -
Con defecto 709 6458
Tabla 8.2: Matriz de confusio´n simplificada (clase de la imagen y clasificacio´n asignada) del sistema “Smart Eyes”.
Podemos hacer algunas valoraciones con respecto al filtrado hecho por “Smart Eyes” a la vista de los resultados
obtenidos:
El filtrado de negro funciona bastante bien. Au´n as´ı detecta zonas especialmente oscuras y a veces zonas
defectuosas ma´s claras no son correctamente marcadas. Se genera ruido en el filtrado habitualmente. En las
Figuras 8.7 y 8.8 podemos ver un ejemplo de estas dos particularidades mentadas.
Figura 8.7: Imagen del Corpus I con defectos negros de distinta oscuridad.
Figura 8.8: Imagen filtrada. Observamos ruido a la derecha y zonas no detectadas como defectuosas.
El filtrado de blancos, au´n siendo ma´s complejo que el de negros, tiene muchos problemas con las ima´genes
en las que la luz no es homoge´nea. Esto da lugar al defecto por fallo lumı´nico previamente mencionado.
Teniendo en cuenta la matriz de confusio´n podemos hacer una estimacio´n parcial altamente sesgada de la tasa
de error. Este sesgo se debera´ a la ausencia de datos de las ima´genes sin defectos.
Tasa parcial de acierto estimada de “Smart Eyes”
Tasa de acierto Intervalo de confianza del 95 %
Smart Eyes 90.107 % (89.416, 90.798)
Tabla 8.3: Estimacio´n altamente sesgada de la tasa de acierto para el sistema en funcionamiento en la fa´brica
-“Smart Eyes”-.
8.2. Sistema de referencia
Siguiendo las pautas expuestas en la seccio´n 7.1, se han evaluado las curvas ROC y la tasa de equierror obtenidas
empleando independientemente el a´rea de error relativa hallada en el filtrado de negros y en el de blancos y la
obtenida empleando la suma de ambas (a´rea de error relativa en blanco + a´rea de error relativa en negro). La
definicio´n de umbrales y de resultados obtenidos se hara´ por separado para el Corpus I y el II.
Posteriormente se han definido modelos con un umbral para el estudio ma´s concreto sobre los que definir la tasa
de acierto, especificidad y sensibilidad.
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8.2.1. Corpus I
En el caso del Corpus I, se obtienen resultados ba´sicos altamente satisfactorios, tal y como podemos observar
en las curvas ROC (a´rea de error relativa en blanco y a´rea de error relativa en negro por separado Figura 8.9; con
la suma de ambas: Figura 8.10) as´ı como en los valores de la tasa de equierror y AUC (Tabla 8.4). Esto se debe
primordialmente al excelente funcionamiento del filtrado en ima´genes cuya resolucio´n es muy alta.
Figura 8.9: Curvas ROC del sistema de referencia empleando por separado a´rea de error relativa en blanco (azul)
y a´rea de error relativa en negro (rojo) del Corpus I.
Figura 8.10: Curva ROC del sistema de referencia empleando la suma de las a´reas de error relativas en negro y
blanco para la clasificacio´n con defecto - sin defecto del Corpus I.
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Resultados del sistema de referencia en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Suma de a´reas de error 0.046 0.962
{
Negro: 0.907
Blanco: 0.577
A´reas de error por separado
Negro 0.044 0.976
Blanco 0.333 0.769
Tabla 8.4: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del sistema de referencia con el Corpus
I. En el caso de usarse la suma de a´reas de error se ha calculado el AUC para cada clase de error.
En el caso del uso de la suma de las a´reas de error relativas, los valores de la AUC y de la EER son excelentes.
La posterior comparativa entre e´l a´rea bajo la curva ROC de las clases con defecto negro-sin defecto negro y la
correspondiente a con defecto blanco-sin defecto blanco pone en evidencia el funcionamiento deficiente del sistema
con los defectos blancos.
Usando las dos a´reas de error relativa por separado se obtiene un sistema de caracter´ısticas similares al anterior.
La discriminacio´n de defectos blancos tan solo por el a´rea de error relativa es compleja, llegando a mal clasificarse
cerca del 30 % de las observaciones al igualarse las tasas de falsos positivos y falsos negativos.
Los modelos de umbral ajustado segu´n la tasa de equierror seleccionados obtienen resultados ba´sicos altamente
satisfactorios, tal y como podemos observar en las tablas de resultados (Tablas 8.5 y 8.6).
Sistema de referencia (1 umbral) -Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 676 271 947
Con defecto 33 6187 6220
709 6458 7167
Tasa de acierto: 95.75 %
Intervalo de confianza del 95 %: (95.28, 96.21)
• Sensibilidad: 95.80 %
• Especificidad: 95.34 %
Tabla 8.5: Matriz de confusio´n y tasa de acierto con el uso de 1 umbral (a´rea relativa de error en negro + a´rea
relativa de error en blanco) en Corpus I.
Sistema de referencia (2 umbrales) -Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 684 286 970
Con defecto 25 6172 6197
709 6458 7167
Tasa de acierto: 95.66 %
Intervalo de confianza del 95 %: (95.19, 96.13)
• Sensibilidad: 95.57 %
• Especificidad: 96.47 %
Tabla 8.6: Matriz de confusio´n y tasa de acierto con el uso de 2 umbrales (uno para a´rea relativa de error en negro
y otro para la de blanco) en Corpus I.
Las matrices de confusio´n reflejan co´mo con dos umbrales el nu´mero de falsos positivos es menor que con uno,
mientras que la tasa de falsos negativos es inferior con un umbral. Las tasas de acierto nos indican que el uso de
dos umbrales da lugar a resultados globales ligeramente mejores. La especificidad y sensibilidad de los modelos son
elevadas y equilibradas.
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8.2.2. Corpus II
Con el Corpus II los resultados que obtenemos con el sistema de referencia son menos satisfactorios, tal y como
vemos en las curvas ROC (con dos umbrales: Figura 8.11; con un umbral: Figura 8.12) as´ı como en los valores de
la tasa de equierror y AUC (Tabla 8.7). Al haber sido la fuente de estas ima´genes un v´ıdeo, la resolucio´n de los
fotogramas extra´ıdos es menor que la del Corpus I.
Figura 8.11: Curvas ROC del sistema de referencia empleando por separado a´rea de error relativa en blanco (azul)
y a´rea de error relativa en negro (rojo) del Corpus II.
Figura 8.12: Curva ROC del sistema de referencia empleando la suma de las a´reas de error relativas en negro y
blanco para la clasificacio´n con defecto - sin defecto del Corpus II.
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Resultados del sistema de referencia en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Suma de a´reas de error 0.551 0.459
{ Negro: 0.465
Blanco: 0.431
A´reas de error por separado
Negro 0.205 0.872
Blanco 0.576 0.429
Tabla 8.7: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del sistema de referencia con el Corpus
II.
Empleando la suma de las a´reas de error los valores del AUC y de la EER son bastante pobres, dando lugar a
un sistema que clasificar´ıa mal ma´s del 50 % de las observaciones en el punto de la tasa de equierror. El uso por
separado de las a´reas de error relativas destaca de nuevo co´mo la clasificacio´n de los defectos blancos es mucho ma´s
complicada. La clasificacio´n para los defectos negros es mejor atendiendo tanto al AUC como a la EER.
Los modelos de umbral ajustado seleccionados mediante tasa de equierror obtienen resultados mediocres, tal y
como podemos observar en las matrices de confusio´n y en la tasa de acierto estimada (Tablas 8.8 y 8.9).
Sistema de referencia (1 umbral) -Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 1748 54 1802
Con defecto 2145 53 2198
3893 107 4000
Tasa de acierto: 44.95 %
Intervalo de confianza del 95 %: (40.07, 49.82)
• Sensibilidad: 49.53 %
• Especificidad: 44.90 %
Tabla 8.8: Matriz de confusio´n y tasa de acierto con el uso de 1 umbral (a´rea relativa de error en negro + a´rea
relativa de error en blanco) en Corpus II.
Sistema de referencia (2 umbrales) -Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 1997 97 2094
Con defecto 1896 10 1906
3893 107 4000
Tasa de acierto: 50.17 %
Intervalo de confianza del 95 %: (45.27, 55.07)
• Sensibilidad: 9.34 %
• Especificidad: 51.29 %
Tabla 8.9: Matriz de confusio´n y tasa de acierto con el uso de 2 umbrales (uno para a´rea relativa de error en negro
y otro para la de blanco) en Corpus II.
Los resultados parecen indicarnos que emplear un umbral da lugar a una clasificacio´n ma´s equilibrada. Los valores
de la sensibilidad y especificidad son bajos, especialmente en el modelo de dos umbrales do´nde la especificidad roza
el 10 %.
Por lo tanto, mientras que en el Corpus I se buscara´ refinar la precisio´n de un sistema que ya funciona bien por
umbrales, en el Corpus II au´n se puede mejorar mucho.
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8.3. Regresio´n Log´ıstica
Siguiendo las pautas de la seccio´n 7.2 se ha valorado la precisio´n de varios modelos de regresio´n log´ıstica. Tal
y como se describio´ en este apartado, en las distintas secciones correspondientes a cada conjunto de datos de los
Corpus aparecera´ especificado el modelo o´ptimo seleccionado entre:
1. Seleccio´n recursiva de variables y la resolucio´n de la optimizacio´n mediante penalizacio´n L2.
2. Usando la penalizacio´n L1. Esta ya cuenta con una capacidad intr´ınseca para crear coeficientes dispersos o
nulos.
Corpus I
8.3.0.1. Conjunto de datos A
Modelo o´ptimo: 48 variables. Seleccionado bajo el criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada. Obtenido mediante regularizacio´n L1.
AreaErrorN y AreaErrorB.
PCA: CompPrinOr1, CompPrinOr2, CompPrinOr3, CompPrinOr4, CompPrinTratB1, CompPrinTratB2,
CompPrinTratN1, CompPrinTratN2.
DCT: imagen sin binarizar: todas las componentes menos 26; imagen binarizada: 1, 6, 9, 12, 13, 15, 19, 25,
28.
Figura 8.13: Curvas ROC de regresio´n log´ıstica empleando el conjunto de datos A del Corpus I.
Resultados de la Regresio´n Log´ıstica en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.070± 0.04 0.971± 0.02
{ Negro: 0.977± 0.02
Blanco: 0.862± 0.11
Tabla 8.10: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo de regresio´n log´ıstica creado
a partir del conjunto A de datos del Corpus I.
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Los resultados relacionados con la curva ROC y la tasa de equierror aparecen en la Figura 8.13 y en la Tabla
8.10. Los resultados son excelentes: la tasa de equierror es baja (cercana al 7 %) y el a´rea bajo la curva ROC es
bastante grande. El AUC de la curva correspondiente a la clasificacio´n de defectos blancos pone de manifiesto la
dificultad de la deteccio´n de e´stos.
El modelo de regresio´n log´ıstica con el conjunto de datos A del Corpus I da lugar a un clasificador cuya tasa de
acierto es altamente similar a la del sistema de referencia (Tabla 8.11). El nu´mero de tableros etiquetados erro´nea-
mente como defectuosos ha aumentado -haciendo que la especificidad empeore notablemente- y han disminuido los
falsos negativos.
Sistema de regresio´n log´ıstica -Conjunto de datos A, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 546 136 682
Con defecto 163 6322 6485
709 6458 7167
Tasa de acierto: 95.82 %
Intervalo de confianza del 95 %: (94.14, 97.52)
• Sensibilidad: 97.89 %
• Especificidad: 77.00 %
Tabla 8.11: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de regresio´n log´ıstica del
Corpus I con el conjunto de datos A obtenido con regularizacio´n L1.
8.3.0.2. Conjunto de datos B
Modelo o´ptimo: 63 variables. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada. Obtenido mediante regularizacio´n L1.
AreaErrorB y AreaErrorN.
Estad´ısticos: MediaOr, VarianzaOr, SkewnessOr, KurtosisOr, MedianaOr, P10Or, P90Or, MediaTratadaB,
VarianzaTratadaB, SkewnessTratadaB, MedianaTratadaB, P10TratadaB, P90TratadaB, MediaTratadaN, Skew-
nessTratadaN, KurtosisTratadaN, MedianaTratadaN, P10TratadaN , P90TratadaN.
DCT: imagen sin binarizar: todas las componentes menos la 24; imagen binarizada: 1, 7, 12, 13, 15, 17, 18,
19, 20, 23, 24, 25, 26.
Figura 8.14: Curvas ROC de regresio´n log´ıstica empleando el conjunto de datos B del Corpus I.
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Resultados de la Regresio´n Log´ıstica en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.090± 0.07 0.954± 0.05
{ Negro: 0.977± 0.03
Blanco: 0.867± 0.12
Tabla 8.12: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo de regresio´n log´ıstica creado
a partir del conjunto B de datos del Corpus I.
Los resultados relacionados con la curva ROC y la tasa de equierror aparecen en la Figura 8.14 y en la Tabla
8.12. Se trata de resultados altamente similares a los del conjunto A, quiza´ algo peores al haber aumentado la tasa
de equierror y disminuido el a´rea bajo la curva ROC de defecto general.
El modelo seleccionado reitera las conclusiones sacadas a partir de la curva ROC y la EER en cuanto que los
resultados son algo peores que con el conjunto de datos A. El conjunto de datos B logra un resultado aparentemente
peor o muy similar al del sistema de referencia con el Corpus I (Tabla 8.13). Existe una diferencia notable entre la
especificidad y la sensibilidad.
Sistema de regresio´n log´ıstica -Conjunto de datos B, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 445 71 516
Con defecto 264 6387 6651
709 6458 7167
Tasa de acierto: 95.32 %
Intervalo de confianza del 95 %: (93.54, 97.10)
• Sensibilidad: 98.90 %
• Especificidad: 62.76 %
Tabla 8.13: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de regresio´n log´ıstica del
Corpus I con el conjunto de datos B obtenido con regularizacio´n L1.
Corpus II
8.3.0.3. Conjunto de datos A
Modelo o´ptimo: 49 variables. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada. Obtenido mediante regularizacio´n L1.
AreaErrorB.
PCA: CompPrinOr1, CompPrinOr2, CompPrinOr3, CompPrinOr4, CompPrinTratB1, CompPrinTratB2,
CompPrinTratN1, CompPrinTratN2.
DCT: imagen sin binarizar: todas las componentes; imagen binarizada: 4, 8, 9, 13, 17, 25, 26, 27, 29, 30.
Resultados de la Regresio´n Log´ıstica en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.428± 0.14 0.610± 0.18
{ Negro: 0.594± 0.23
Blanco: 0.624± 0.27
Tabla 8.14: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo de regresio´n log´ıstica creado
a partir del conjunto A de datos del Corpus II.
Los resultados relacionados con la curva ROC y la tasa de equierror aparecen en la Figura 8.15 y en la Tabla
8.14. Se puede observar evidencia que podr´ıa indicar que este sistema es algo mejor que el sistema de referencia,
como el aumento del AUC y la disminucio´n de la EER. Esta es au´n as´ı muy elevada, siendo cercana al 40 %.
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Figura 8.15: Curvas ROC de regresio´n log´ıstica empleando el conjunto de datos A del Corpus II.
El modelo con el umbral de clasificacio´n ajustado alcanza de manera global una precisio´n mucho mejor que el
sistema de referencia (Tabla 8.15). La observacio´n detallada de la matriz de confusio´n nos permite concluir que la
deteccio´n de ima´genes con defectos ha empeorado significativamente a costa de una mejora detectando ima´genes
sin defectos. Esto hace que la sensibilidad sea muy baja y la especificidad muy alta: el clasificador, por lo tanto,
carecera´ de una buena capacidad clasificadora.
Sistema de regresio´n log´ıstica -Conjunto de datos A, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3874 105 3979
Con defecto 19 2 21
3893 107 4000
Tasa de acierto: 96.85 %
Intervalo de confianza del 95 %: (94.87, 98.83)
• Sensibilidad: 1.87 %
• Especificidad: 99.51 %
Tabla 8.15: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de regresio´n log´ıstica del
Corpus II con el conjunto de datos A obtenido con regularizacio´n L1.
8.3.0.4. Conjunto de datos B
Modelo o´ptimo: 41 variables. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada. Obtenido mediante regularizacio´n L2.
AreaErrorN.
Estad´ısticos: MediaOr, VarianzaOr, MedianaOr, P10Or, P90Or, MediaTratadaB, SkewnessTratadaB, Kurto-
sisTratadaB, MedianaTratadaB, MediaTratadaN, SkewnessTratadaN, KurtosisTratadaN, P10TratadaN.
DCT: imagen sin binarizar: 1, 2, 4, 6, 7, 16, 27, 28, 29; imagen binarizada: 3, 4, 5, 6, 7, 9, 10, 11, 15, 16, 17,
19, 20, 22, 24, 26, 28, 29.
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Figura 8.16: Curvas ROC de regresio´n log´ıstica empleando el conjunto de datos B del Corpus II.
Resultados de la Regresio´n Log´ıstica en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.360± 0.37 0.644± 0.20
{ Negro: 0.680± 0.19
Blanco: 0.456± 0.32
Tabla 8.16: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo de regresio´n log´ıstica creado
a partir del conjunto B de datos del Corpus II.
Las curvas ROC aparecen representadas en la Figura 8.16. Diversos resultados relevantes se encuentran reflejados
en la Tabla 8.16. El clasificador inducido con el conjunto B de datos es mejor que el obtenido con el A si tomamos
como criterio la tasa de equierror. Si tomamos el a´rea bajo la curva ROC del defecto general, son dos sistemas muy
similares. La deteccio´n de defectos blancos no parece ser muy satisfactoria.
La tasa de acierto correspondiente al modelo de regresio´n log´ıstica inducido es mucho mejor que la del sistema de
referencia (Tabla 8.17). La deteccio´n de ima´genes sin defectos tiene una precisio´n algo inferior a la correspondiente
al clasificador inducido con el conjunto A de datos, mientras que la deteccio´n de tablero con defectos ha mejorado.
Au´n hay mucho margen para mejorar, ya que el nu´mero de tableros con defectos bien clasificados no alcanza a ser
ni el 50 %.
Sistema de regresio´n log´ıstica -Conjunto de datos B, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3847 85 3932
Con defecto 46 22 68
3893 107 4000
Tasa de acierto: 96.72 %.
Intervalo de confianza del 95 %:(94.71, 98.74)
• Sensibilidad: 20.56 %
• Especificidad: 98.82 %
Tabla 8.17: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de regresio´n log´ıstica del
Corpus II con el conjunto de datos B obtenido con regularizacio´n L2.
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La Tabla resumen 8.18 muestra el nu´mero de variables, a´rea bajo la curva ROC y tasa de equierror de los modelos
de regresio´n log´ıstica. Tambie´n aparece la tasa de acierto estimada por validacio´n cruzada del modelo elegido.
Podemos observar co´mo en el caso del Corpus I solo el clasificador creado con el primer conjunto de datos mejora
aparentemente y de forma muy leve la precisio´n del sistema de referencia. Los valores de la a´rea bajo la curva ROC
y la tasa de equierror son altamente satisfactorios.
En el caso del Corpus II, la mejora es significativa en lo que se refiere a tasa de acierto, superando con creces
el funcionamiento del sistema de referencia. Este dato puede ser engan˜oso, ya que la deteccio´n de ima´genes con
defectos deja mucho que desear como se puede observar en las matrices de confusio´n expuestas y los valores de la
sensibilidad. No se trata de modelos equilibrados en los que la tasa de falsos negativos y de falsos positivos sea
similar, por lo que su capacidad clasificadora es dudosa. Esto se ve reflejado claramente en la tabla por los bajos
valores de la AUC y los altos valores de la tasa de equierror.
Los modelos regularizados con la norma 1 que han resultado ser los o´ptimos (Corpus I: conjuntos de datos A y
B; Corpus II: conjunto de datos A) se caracterizan por una alta dimensionalidad relativa si los comparamos con los
que ser´ıan resultado de la seleccio´n recursiva de variables y de la regularizacio´n L2, como ser´ıa el caso del modelo
del conjunto de datos B del Corpus II.
Resultados de los modelos de regresio´n log´ıstica
Corpus I Corpus II
Variables EER AUC Tasa de acierto Variables EER AUC Tasa de acierto
Conjunto A 48 0.070 0.971 95.82 % 49 0.428 0.610 96.85 %
Conjunto B 63 0.090 0.954 95.32 % 41 0.331 0.608 96.72 %
Tabla 8.18: Nu´mero de variables, AUC y EER, as´ı como tasa de acierto estimada por validacio´n cruzada del modelo
seleccionado, de los sistemas de regresio´n log´ıstica haciendo uso de los conjuntos de datos A y B en ambos Corpus.
8.4. Support Vector Machine
Siguiendo las pautas de la seccio´n 7.3 se han estudiado las curvas ROC y tasas de equierror de los sistemas de
Support Vector Machine. Posteriormente se ha valorado la tasa de acierto alcanzada por los modelos seleccionados.
En todos los casos desarrollados se ha optimizado el valor del para´metro de regularizacio´n λ. A lo largo de las
siguientes subsecciones se exponen los resultados del uso de tres nu´cleos diferentes:
1. Lineal. Al emplear penalizacio´n L1 se realiza intr´ınsecamente la seleccio´n de variables quedando ciertos
coeficientes nulos. Suponen una excepcio´n de cara a la metodolog´ıa empleada, ya que tal y como se comento´
en la implementacio´n utilizada, los SVM de nu´cleo lineal no contara´n en esta seccio´n con curvas ROC ni tasa
de equierror. Esto se debe a que la implementacio´n usada, al igual que la mayor´ıa de implementaciones de
SVM lineales, al usar regularizacio´n L1 no puede tener como salida probabilidades. Por lo tanto, se valorara´n
unicamente las matrices de confusio´n as´ı como la tasa de acierto, especificidad y sensibilidad.
2. Polino´mico. Creado a partir de todas las variables, se especificara´ con cada modelo cual es el grado p del
polinomio usado.
3. De base radial. Emplea la totalidad de las variables del conjunto. Se ha optimizado el valor del parametro
del nu´cleo σ.
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8.4.1. Nu´cleo Lineal
Corpus I
8.4.1.1. Conjunto de datos A
Modelo o´ptimo: 39 variables. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada.
AreaErrorN.
PCA: CompPrinOr1, CompPrinOr2, CompPrinOr3, CompPrinOr4, CompPrinTratB1, CompPrinTratN2.
DCT: imagen sin binarizar: todas menos las componentes 9, 13, 17, 18 y 30; imagen binarizada: 1, 9, 12, 13,
15, 19, 20.
La Tabla 8.19 nos muestra co´mo el clasificador resultante con el conjunto reducido de variables por la penalizacio´n
L1 tiene una tasa de acierto superior a la obtenida previamente con el sistema de referencia y la regresio´n log´ıstica.
Con respecto al sistema de referencia, parece que los falsos negativos y los falsos positivos han disminuido. La
especificidad marca de nuevo la dificultad para discriminar ciertos tableros sin defectos de los que los tienen. Este
clasificador parece tener una dependencia muy fuerte de las componentes DCT extra´ıdas de la imagen sin binarizar.
Sistema de Support Vector Machine de nu´cleo lineal -Conjunto de datos A, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 555 63 618
Con defecto 154 6395 6549
709 6458 7167
Tasa de acierto: 96.97 %.
Intervalo de confianza del 95 %:(95.53, 98.42)
• Sensibilidad: 99.00 %
• Especificidad: 78.27 %
Tabla 8.19: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo lineal del
Corpus I con el conjunto de datos A.
8.4.1.2. Conjunto de datos B
Modelo o´ptimo: 37 variables. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n
cruzada.
AreaErrorB.
Estad´ısticos: MediaOr, VarianzaOr, SkewnessOr, MedianaOr, MediaTratadaB, SkewnessTratadaB, Mediana-
TratadaB, P10TratadaB, P90TratadaB, MediaTratadaN, SkewnessTratadaN, KurtosisTratadaN, P10TratadaN,
P90TratadaN.
DCT: imagen sin binarizar: 2, 3, 4, 6, 8, 11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 22, 23, 25, 27, 28; imagen
binarizada: 1, 15.
Obtenemos un clasificador de una dimensionalidad inferior que los modelos estudiados hasta ahora y cuya tasa de
acierto estimada aparentemente es la ma´s elevada (Tabla 8.20), superando al sistema de referencia, a los modelos
de regresio´n log´ıstica y al modelo creado a partir del conjunto de datos A. Con respecto a este parece haberse
mejorado ligeramente la especificidad.
Sistema de Support Vector Machine de nu´cleo lineal -Conjunto de datos B, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 564 66 630
Con defecto 145 6392 6537
709 6458 7167
Tasa de acierto: 97.05 %.
Intervalo de confianza del 95 %:(95.63, 98.48)
• Sensibilidad: 98.98 %
• Especificidad: 79.55 %
Tabla 8.20: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo lineal del
Corpus I con el conjunto de datos B.
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Corpus II
Para los modelos referidos al Corpus II ha sido necesario dar mayor peso a las observaciones de ima´genes
defectuosas. Se ha aportado el triple de peso a estas. De no hacerse de esta forma, el entrenamiento no se realizaba
correctamente y daba lugar a un clasificador muy desequilibrado sin capacidad clasificadora.
8.4.1.3. Conjunto de datos A
Modelo o´ptimo: 49 variables. Seleccionado bajo criterio de ma´ximo F-Score estimada por validacio´n cruzada.
AreaErrorB.
PCA: CompPrinOr1, CompPrinOr2, CompPrinOr3, CompPrinOr4, CompPrinTratB1, CompPrinTratB2,
CompPrinTratN1, CompPrinTratN2.
DCT: imagen sin binarizar: todas menos la componente 2; imagen binarizada: 4, 6, 8, 9, 10, 17, 19, 24, 27,
28, 29, 30.
La Tabla 8.21 puede mostrar un buen resultado en cuanto a precisio´n se refiere, pero la sensibilidad estimada es
paupe´rrima. El modelo, muy dependiente de las componentes DCT de la imagen sin binarizar, carece de capacidad
de clasificadora en las observaciones con defectos pra´cticamente. Ni aumentando el peso de las observaciones con
defectos se ha podido evitar esto.
Sistema de Support Vector Machine de nu´cleo lineal -Conjunto de datos A, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3889 106 3995
Con defecto 4 1 6
3893 107 4000
Tasa de acierto: 97.25 %.
Intervalo de confianza del 95 %:(95.40, 99.10)
• Sensibilidad: 0.93 %
• Especificidad: 99.89 %
Tabla 8.21: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo lineal del
Corpus II con el conjunto de datos A.
8.4.1.4. Conjunto de datos B
Modelo o´ptimo: 63 variables. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
AreaErrorB.
Estad´ısticos: MediaOr, VarianzaOr, SkewnessOr, MedianaOr, P10Or, P90Or, MediaTratadaB, VarianzaTra-
tadaB, SkewnessTratadaB, KurtosisTratadaB, MedianaTratadaB, , P10TratadaB, P90TratadaB, MediaTra-
tadaN, SkewnessTratadaN, KurtosisTratadaN, MedianaTratadaN, P10TratadaN, P90TratadaN.
DCT: imagen sin binarizar: todas menos las componentes 15 y 16; imagen binarizada: 4, 6, 8, 9, 10, 13, 17,
19, 24, 25, 27, 28, 29, 30.
En la Tabla 8.22 vemos que el clasificador que obtenemos con el conjunto B se caracteriza por una problema´tica
similar a la obtenida con el conjunto A. Parece clasificar mal menos ima´genes con defectos y tener algo menos de
sesgo hacia la clase imagen sin defecto, por lo que la sensibilidad aumenta un poco, aunque sigue siendo muy baja.
Es otro modelo que depende fuertemente de las componentes de la DCT de la imagen sin binarizar.
Sistema de Support Vector Machine de nu´cleo lineal -Conjunto de datos B, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3884 96 3980
Con defecto 9 11 20
3893 107 4000
Tasa de acierto: 97.38 %.
Intervalo de confianza del 95 %:(95.57, 99.19)
• Sensibilidad: 10.28 %
• Especificidad: 99.76 %
Tabla 8.22: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo lineal del
Corpus II con el conjunto de datos B.
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8.4.2. Nu´cleo polino´mico
Corpus I
8.4.2.1. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
70 variables, todas las del conjunto de datos.
El grado o´ptimo elegido mediante validacio´n cruzada ha sido p = 2.
Figura 8.17: Curvas ROC de Support Vector Machine de nu´cleo polino´mico de grado p = 2 empleando el conjunto
de datos A del Corpus I.
Resultados de Support Vector Machine de nu´cleo polino´mico en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.111± 0.06 0.937± 0.05
{ Negro: 0.909± 0.05
Blanco: 0.789± 0.12
Tabla 8.23: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo polino´mico de grado p = 2 creado a partir del conjunto A de datos del Corpus I.
La curva ROC (Figura 8.17) as´ı como la tasa de equierror y el a´rea bajo la curva (Tabla 8.23) nos dan indicios
de que el clasificador obtenido tiene un funcionamiento general similar al de los modelos de regresio´n log´ıstica o el
sistema de referencia.
El Support Vector Machine de nu´cleo polino´mico que ha sido capaz de alcanzar la tasa de acierto ma´s elevada
estimada por validacio´n cruzada ha resultado ser de grado dos. Aquellos con valores de p superiores lograban tasas
de acierto en el conjunto de entrenamiento superiores que no se manten´ıan tan elevadas al realizar la validacio´n
cruzada. La capacidad clasificadora del modelo escogido supera a la del sistema de referencia y la de los modelos de
regresio´n log´ıstica. Sin embargo, parece que su precisio´n es peor que la que alcanzan los Support Vector Machines
de nu´cleo lineal creados anteriormente (Tabla 8.24).
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Sistema de Support Vector Machine de nu´cleo polino´mico -Conjunto de datos A, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 529 69 598
Con defecto 180 6399 6579
709 6458 7167
Tasa de acierto: 96.66 %.
Intervalo de confianza del 95 %:(95.14, 98.18)
• Sensibilidad: 98.93 %
• Especificidad: 74.61 %
Tabla 8.24: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo polino´mico
de grado p = 2 del Corpus I con el conjunto de datos A.
8.4.2.2. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
83 variables, todas las del conjunto de datos.
El grado o´ptimo elegido mediante validacio´n cruzada ha sido p = 2.
Figura 8.18: Curvas ROC de Support Vector Machine de nu´cleo polino´mico de grado p = 2 empleando el conjunto
de datos B del Corpus I.
Resultados de Support Vector Machine de nu´cleo polino´mico en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.117± 0.09 0.922± 0.11
{ Negro: 0.937± 0.04
Blanco: 0.868± 0.11
Tabla 8.25: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo polino´mico de grado p = 2 creado a partir del conjunto B de datos del Corpus I.
Las curvas ROC (Figura 8.18) y los valores del a´rea bajo e´sta as´ı como la tasa de equierror (Tabla 8.25) nos
indican que el modelo obtenido es muy similar en caracter´ısticas al obtenido con el conjunto de datos A. Aunque
los valores de la clasificacio´n de errores general son algo peores, la AUC correspondiente a los defectos blancos es
ma´s alta, por lo que la deteccio´n de defectos blancos habra´ mejorado.
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Con el conjunto B y de nuevo empleando el nu´cleo polino´mico de grado dos en el Support Vector Machine
obtenemos un clasificador cuya tasa de acierto parece superar a la del conjunto A (Tabla 8.26). Tanto la especificidad
como la sensibilidad se han incrementado. La tasa de acierto, au´n as´ı, es inferior a la de los modelos de ma´quina
de vector soporte lineales creados anteriormente.
Sistema de Support Vector Machine de nu´cleo polino´mico -Conjunto de datos B, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 535 58 593
Con defecto 174 6400 6574
709 6458 7167
Tasa de acierto: 96.76 %.
Intervalo de confianza del 95 %:(95.27, 98.26)
• Sensibilidad: 99.10 %
• Especificidad: 75.46 %
Tabla 8.26: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo polino´mico
de grado p = 2 del Corpus I con el conjunto de datos B.
Corpus II
Para los modelo referidos al Corpus II ha sido necesario dar mayor peso a las observaciones de ima´genes defec-
tuosas. Se ha aportado el triple de peso a estas. De no hacerse de esta forma, el entrenamiento no se realizaba
correctamente y daba lugar a un clasificador desequilibrado sin capacidad clasificadora.
8.4.2.3. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
70 variables, todas las del conjunto de datos.
El grado o´ptimo elegido mediante validacio´n cruzada ha sido p = 3.
Figura 8.19: Curvas ROC de Support Vector Machine de nu´cleo polino´mico de grado p = 3 empleando el conjunto
de datos A del Corpus II.
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Resultados de Support Vector Machine de nu´cleo polino´mico en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.512± 0.16 0.544± 0.18
{ Negro: 0.474± 0.17
Blanco: 0.681± 0.27
Tabla 8.27: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo polino´mico de grado p = 3 creado a partir del conjunto A de datos del Corpus II.
Las curvas ROC (Figura 8.19) tanto del defecto general como del defecto negro tan cercanas a la clasificacio´n al
azar son indicio de un clasificador mediocre. Los valores del a´rea bajo la curva y la tasa de equierror (Tabla 8.27)
son mejores que los del sistema de referencia pero peores que los obtenidos con la regresio´n log´ıstica. Cabe destacar
que este clasificador discrimina mejor defectos blancos que negros, al contrario que los estudiados hasta ahora en
el caso del Corpus II. Existe una diferencia significativa entre la deteccio´n de defectos negros y blancos tal y como
indican los valores del a´rea bajo la curva correspondientes.
Con el conjunto de datos A del Corpus II obtenemos un clasificador cuyo funcionamiento es incierto a la hora
de clasificar observaciones con defectos (Tabla 8.28). Parece funcionar algo mejor que el correspondiente Support
Vector Machine de nu´cleo lineal en este aspecto. No obstante la sensibilidad del modelo sigue siendo excesivamente
baja, no llegando e´sta a alcanzar ni el 5 %.
Sistema de Support Vector Machine de nu´cleo polino´mico -Conjunto de datos A, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3835 103 3938
Con defecto 58 4 62
3893 107 4000
Tasa de acierto: 95.97 %.
Intervalo de confianza del 95 %:(94.70, 98.73)
• Sensibilidad: 3.74 %
• Especificidad: 98.51 %
Tabla 8.28: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo polino´mico
de grado p = 3 del Corpus II con el conjunto de datos A.
8.4.2.4. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
83 variables, todas las del conjunto de datos.
El grado o´ptimo elegido mediante validacio´n cruzada ha sido p = 3.
Resultados de Support Vector Machine de nu´cleo polino´mico en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.532± 0.21 0.491± 0.24
{ Negro: 0.517± 0.24
Blanco: 0.412± 0.27
Tabla 8.29: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo polino´mico de grado p = 3 creado a partir del conjunto B de datos del Corpus II.
Las curvas ROC (Figura 8.20), posicionadas en general en la regio´n inferior del espacio de las curvas ROC,
y los valores pobres del a´rea bajo la curva y la tasa de equierror (Tabla 8.29) son indicio de la baja capacidad
clasificadora del modelo. Las estimaciones de variabilidad de las a´reas bajo la curva ROC y la tasa de equierror
son muy altas. Esto es indicativo de que en el procedimiento de validacio´n cruzada estas medidas han tomado un
amplio abanico de valores.
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Figura 8.20: Curvas ROC de Support Vector Machine de nu´cleo polino´mico de grado p = 3 empleando el conjunto
de datos B del Corpus II.
Una vez ajustado el umbral de clasificacio´n, podemos definir un modelo cuyos resultados esta´n en la Tabla 8.30.
El procedimiento sigue teniendo dificultades para distinguir los tableros con defectos. La sensibilidad del modelo
toma un valor demasiado bajo, cercano al 10 %. Funciona mejor que el obtenido con el conjunto A y parece tener
un comportamiento similar al correspondiente SVM de nu´cleo lineal.
Sistema de Support Vector Machine de nu´cleo polino´mico -Conjunto de datos B, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3857 96 3953
Con defecto 36 11 47
3893 107 4000
Tasa de acierto: 96.70 %.
Intervalo de confianza del 95 %:(93.75, 98.20)
• Sensibilidad: 10.28 %
• Especificidad: 99.07 %
Tabla 8.30: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo polino´mico
de grado p = 3 del Corpus II con el conjunto de datos B.
8.4.3. Nu´cleo de base radial (RBF)
Corpus I
8.4.3.1. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
70 variables, todas las del conjunto de datos.
El valor o´ptimo de σ elegido mediante validacio´n cruzada ha sido 4.082.
Las curvas ROC (Figura 8.21) y las medidas relacionadas as´ı como la tasa de equierror (Tabla 8.31) apuntan
la obtencio´n de un clasificador de excelentes resultados similares a los de la regresio´n log´ıstica o el sistema de
referencia. Destaca la cercan´ıa de las AUC de blanco y negro: es un modelo diestro detectando ambos tipos de
defectos.
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Figura 8.21: Curvas ROC de Support Vector Machine de nu´cleo de base radial con σ = 4.082 empleando el conjunto
de datos A del Corpus I.
Resultados de Support Vector Machine de nu´cleo de base radial en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.086± 0.05 0.964± 0.03
{ Negro: 0.946± 0.04
Blanco: 0.918± 0.06
Tabla 8.31: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo de base radial con σ = 4.082 creado a partir del conjunto A de datos del Corpus I.
En la Tabla 8.32 podemos observar que la mayor flexibilidad del nu´cleo de funcio´n de base radial ha dado lugar a
un clasificador bastante satisfactorio. Tiene una tasa de acierto superior al sistema de referencia y a los modelos de
regresio´n log´ıstica y Support Vector Machines anteriores. Parece tener mayores dificultades distinguiendo el tablero
sin defectos aunque la especificidad esta´ ma´s cerca de la sensibilidad que en otros modelos.
Sistema de Support Vector Machine de nu´cleo de base radial -Conjunto de datos A, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 570 59 629
Con defecto 139 6399 6538
709 6458 7167
Tasa de acierto: 97.24 %.
Intervalo de confianza del 95 %:(95.85, 98.62)
• Sensibilidad: 99.08 %
• Especificidad: 80.39 %
Tabla 8.32: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo de base radial
con σ = 4.082 del Corpus I con el conjunto de datos A.
8.4.3.2. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
83 variables, todas las del conjunto de datos.
El valor o´ptimo de σ elegido mediante validacio´n cruzada ha sido 5.
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Figura 8.22: Curvas ROC de Support Vector Machine de nu´cleo de base radial con σ = 5 empleando el conjunto
de datos B del Corpus I.
Resultados de Support Vector Machine de nu´cleo de base radial en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.066± 0.05 0.962± 0.05
{ Negro: 0.980± 0.02
Blanco: 0.948± 0.04
Tabla 8.33: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo de base radial con σ = 5 creado a partir del conjunto B de datos del Corpus I.
Tanto la tabla con los valores de las AUC y la tasa de equierror (Tabla 8.27) como las curvas ROC (Figura 8.19)
sen˜alan que el modelo obtenido es excelente, incluso algo mejor que el SVM de base radial obtenido con el conjunto
de datos A.
La conclusio´n extra´ıda a partir de las curvas ROC y de la tasa de equierror se reitera en la tabla de resultados
del modelo ajustado (Tabla 8.34). El modelo obtenido a partir conjunto de datos B satisface las metas logradas por
el modelo optimizado creado con el conjunto de datos A, superando el rendimiento del sistema de referencia y los
modelos de regresio´n log´ıstica y Support Vector Machine de nu´cleo lineal y de nu´cleo polino´mico. Aparentemente
es un modelo cuya tasa de acierto es ligeramente mejor que la obtenida con el Support Vector Machine o´ptimo de
nu´cleo de base radial del conjunto de datos A pero sigue teniendo un problema de abundancia de falsos positivos
a la hora de clasificar.
Sistema de Support Vector Machine de nu´cleo de base radial -Conjunto de datos B, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 569 51 620
Con defecto 138 6407 6545
709 6458 7167
Tasa de acierto: 97.34 %.
Intervalo de confianza del 95 %:(95.98, 98.70)
• Sensibilidad: 99.21 %
• Especificidad: 80.48 %
Tabla 8.34: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo de base radial
con σ = 5 del Corpus I con el conjunto de datos B.
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Corpus II
Para los modelos referidos al Corpus II ha sido necesario dar mayor peso a las observaciones de ima´genes
defectuosas. Se ha aportado el triple de peso a estas. De no hacerse de esta forma, el entrenamiento no se realizaba
correctamente y daba lugar a un clasificador desequilibrado sin capacidad clasificadora.
8.4.3.3. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
70 variables, todas las del conjunto de datos.
El valor o´ptimo de σ elegido mediante validacio´n cruzada ha sido 4.082.
Figura 8.23: Curvas ROC de Support Vector Machine de nu´cleo de base radial con σ = 4.082 empleando el conjunto
de datos A del Corpus II.
Resultados de Support Vector Machine de nu´cleo de base radial en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.400± 0.12 0.613± 0.17
{ Negro: 0.593± 0.19
Blanco: 0.584± 0.24
Tabla 8.35: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo de base radial con σ = 4.082 creado a partir del conjunto A de datos del Corpus II.
Valores mediocres para el a´rea bajo la curva y la tasa de equierror (Tabla 8.35) as´ı como la posicio´n de los puntos
de las curvas ROC (Figura 8.23) apuntan a la obtencio´n de un modelo con una capacidad clasificadora reducida.
La complejidad superior del nu´cleo de base radial no logra crear un clasificador equilibrado, ya que sigue teniendo
dificultades con las ima´genes correspondientes a tableros con algu´n tipo de defecto (Tabla 8.36). Aunque la tasa
de acierto haya disminuido, clasifica mal menos tableros con defectos que los modelos Support Vector Machines
anteriores, dando lugar a una sensibilidad algo ma´s alta.
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Sistema de Support Vector Machine de nu´cleo de base radial -Conjunto de datos A, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3676 89 3765
Con defecto 218 18 235
3893 107 4000
Tasa de acierto: 92.35 %.
Intervalo de confianza del 95 %:(89.34, 95.36)
• Sensibilidad: 16.82 %
• Especificidad: 94.40 %
Tabla 8.36: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo de base radial
con σ = 4.082 del Corpus II con el conjunto de datos A.
8.4.3.4. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
83 variables, todas las del conjunto de datos.
El valor o´ptimo de σ elegido mediante validacio´n cruzada ha sido 5.
Figura 8.24: Curvas ROC de Support Vector Machine de nu´cleo de base radial con σ = 5 empleando el conjunto
de datos B del Corpus II.
Resultados de Support Vector Machine de nu´cleo de base radial en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.380± 0.13 0.730± 0.15
{ Negro: 0.726± 0.16
Blanco: 0.392± 0.20
Tabla 8.37: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del modelo Support Vector Machine de
nu´cleo de base radial con σ = 5 creado a partir del conjunto B de datos del Corpus II.
El modelo es capaz de obtener el a´rea bajo la curva de defecto general ma´s alto a la vez que una tasa de equierror
no muy elevada en relacio´n con los modelos anteriores del Corpus II (Tabla 8.35). Las curvas ROC de defecto
general y negro se distribuyen de una forma correcta mientras que la de defectos blancos, con un valor de la AUC
paupe´rrimo, evidencia una deteccio´n de defectos blancos imprecisa (Figura 8.23).
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La Tabla 8.38 nos muestra co´mo el modelo o´ptimo alcanzado da lugar a una clasificacio´n similar a la obtenida
con los me´todos previos. Parece ser el mejor modelo creado hasta ahora para el Corpus II ya que aparentemente
clasifica correctamente casi un 20 % de las muestras de ima´genes con defectos que recibe, ma´s que los modelos de
este Corpus de vector soporte anteriores y de regresio´n log´ıstica. Su sensibilidad au´n es demasiado baja por lo que
el margen de mejora es amplio.
Sistema de Support Vector Machine de nu´cleo de base radial -Conjunto de datos B, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3789 86 3875
Con defecto 104 21 125
3893 107 4000
Tasa de acierto: 95.25 %.
Intervalo de confianza del 95 %:(92.84, 97.66)
• Sensibilidad: 19.63 %
• Especificidad: 97.33 %
Tabla 8.38: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo SVM de nu´cleo de base radial
con σ = 5 del Corpus II con el conjunto de datos B.
La Tabla resumen 8.39 muestra los resultados obtenidos con Support Vector Machines de nu´cleo lineal, polino´mico
y de base radial.
Con respecto al Corpus I podemos destacar co´mo el mejor resultado se alcanza con el nu´cleo de base radial y
el conjunto de datos B si tomamos como criterio de seleccio´n la tasa de equierror o la tasa de acierto del modelo
ajustado. El AUC estimado es pra´cticamente el mismo que el del modelo con el conjunto de variables A. El nu´cleo
polino´mico de grado dos empleado parece haber dado lugar a un caso de sobreajuste: aunque el error en el conjunto
de entrenamiento era inferior que en el caso del nu´cleo lineal, el error de generalizacio´n estimado por validacio´n
cruzada que aparece en la tabla es mayor.
Los resultados con el Corpus II no son satisfactorios en su inmensa mayor´ıa: la alta tasa de acierto es engan˜osa,
ya que el estudio de las matrices de confusio´n mostradas a lo largo de esta seccio´n revelan la escasa capacidad de
clasificacio´n existente en lo que se refiere a las ima´genes con defectos. El modelo ma´s equilibrado, capaz de clasificar
correctamente el 20 % de las muestras de tablero con defectos, ha sido el que ha resultado o´ptimo tambie´n en el
caso del Corpus I: el SVM de nu´cleo de base radial creado con el conjunto de datos B. Cabe destacar como este
modelo es aquel con ma´s a´rea bajo la curva ROC de los creados a partir del Corpus II.
Tasa de acierto estimada de los modelos de Support Vector Machine
Corpus I Corpus II
Variables EER AUC Tasa de acierto Variables EER AUC Tasa de acierto
L
in
ea
l
Conjunto A 39 - - 96.97 % 49 - - 97.25 %
Conjunto B 37 - - 97.05 % 63 - - 97.38 %
P
ol
in
.
Conjunto A 70 0.111 0.937 96.66 % 70 0.512 0.544 95.97 %
Conjunto B 83 0.117 0.922 96.76 % 83 0.532 0.491 96.70 %
R
B
F Conjunto A 70 0.086 0.964 97.24 % 70 0.400 0.613 92.35 %
Conjunto B 83 0.066 0.962 97.34 % 83 0.380 0.730 95.25 %
Tabla 8.39: Nu´mero de variables, AUC y EER, as´ı como tasa de acierto estimada por validacio´n cruzada del
modelo seleccionado, de los sistemas de Support Vector Machine de nu´cleo lineal, Polino´mico (Polin.) y de base
radial (RBF) haciendo uso de los conjuntos de datos A y B en ambos Corpus.
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8.5. Redes Neuronales
De acuerdo a la metodolog´ıa establecida en la seccio´n 7.4 se han desarrollado los distintos tipos de redes neuro-
nales. En cada una de las secciones que sigue se especifica la arquitectura de la red en forma de gra´fico. Las redes
neuronales desarrolladas han sido las siguientes:
1. Perceptro´n multicapa. Mediante validacio´n cruzada se han seleccionado la arquitectura de la red, la funcio´n
de activacio´n de las neuronas y el valor de α como para´metro de regularizacio´n tal que el valor de la tasa de
error estimada fuese mı´nimo.
8.5.1. Perceptro´n Multicapa (MLP)
Corpus I
En los modelos creados a partir de los conjuntos de datos extra´ıdos del Corpus I de ima´genes ha sido necesario
dar el doble de peso a las observaciones de ima´genes sin defectos al existir menos representacio´n de esta clase en el
conjunto de datos.
8.5.1.1. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
Funcio´n de activacio´n: unidad lineal rectificada (ReLU).
Arquitectura (Figura 8.25):
• Capa de entrada: 70 neuronas (una por variable del conjunto).
• Capas ocultas: tres capas con respectivamente 3, 3 y 5 neuronas.
• Capa de salida: 1 neurona.
Figura 8.25: Estructura o´ptima para el perceptro´n multicapa inducido con el conjunto de datos A del Corpus I.
El perceptro´n multicapa o´ptimo creado a partir de los datos del conjunto A en el caso del Corpus I consta de
tres capas ocultas y emplea la funcio´n de activacio´n de la unidad lineal rectificada.
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Figura 8.26: Curvas ROC del perceptro´n multicapa empleando el conjunto de datos A del Corpus I.
Resultados del perceptro´n multicapa en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.101± 0.10 0.956± 0.03
{ Negro: 0.975± 0.08
Blanco: 0.910± 0.08
Tabla 8.40: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del perceptro´n multicapa creado a
partir del conjunto A de datos del Corpus I.
El perceptro´n multicapa seleccionado logra valores para las a´reas bajo las curvas ROC altamente satisfactorios
as´ı como un valor de la tasa de equierror del 10 % de observaciones mal-clasificadas para cada una de las clases
(Tabla 8.40). Las curvas ROC indican que el sistema es capaz de detectar de forma balanceada defectos blancos y
negros (Figura 8.26).
El modelo con el umbral de clasificacio´n definido da lugar a una tasa de acierto altamente satisfactoria que supera
las obtenidas con los procedimientos anteriores de aprendizaje y el sistema de referencia (Tabla 8.41). Se trata de
un modelo mucho ma´s equilibrado que los anteriores, ya que la diferencia en nu´mero entre falsos negativos y falsos
positivos no es tan significativa.
Sistema perceptro´n multicapa -Conjunto de datos A, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 618 93 711
Con defecto 91 6365 6456
709 6458 7167
Tasa de acierto: 97.43 %.
Intervalo de confianza del 95 %:(96.09, 98.77)
• Sensibilidad: 98.55 %
• Especificidad: 87.16 %
Tabla 8.41: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de perceptro´n multicapa del
Corpus I con el conjunto de datos A.
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8.5.1.2. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´xima tasa de acierto estimada por validacio´n cruzada.
Funcio´n de activacio´n: unidad lineal rectificada (ReLU).
Arquitectura (Figura 8.27):
• Capa de entrada: 83 neuronas (una por variable del conjunto).
• Capas ocultas: tres capas de tres neuronas cada una.
• Capa de salida: 1 neurona.
La funcio´n lineal rectificada as´ı como una arquitectura muy similar a la o´ptima en el caso del conjunto de datos
A parece ser la estructura o´ptima para el perceptro´n con este conjunto de datos.
Figura 8.27: Estructura o´ptima para el perceptro´n multicapa inducido con el conjunto de datos B del Corpus I.
El modelo obtenido logra una tasa de equierror muy baja as´ı como un a´rea bajo la curva ROC de valor alto
(Tabla 8.42). Las curvas ROC de cada uno de los tipos de defectos son equilibradas y satisfactorias (Figura 8.28).
Resultados del perceptro´n multicapa en el Corpus I
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.083± 0.06 0.930± 0.08
{ Negro: 0.975± 0.03
Blanco: 0.928± 0.07
Tabla 8.42: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del perceptro´n multicapa creado a
partir del conjunto B de datos del Corpus I.
El modelo ajustado es capaz de obtener un resultado muy satisfactorio (Tabla 8.43). Este modelo parece funcionar
algo peor que el obtenido con el conjunto de datos A, pero la diferencia es ı´nfima: la observacio´n detallada de las
matrices de confusio´n nos hace percatarnos de que la tasa de acierto y el nu´mero de falsos positivos y falsos
negativos es pra´cticamente el mismo.
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Figura 8.28: Curvas ROC del perceptro´n multicapa empleando el conjunto de datos B del Corpus I.
Sistema perceptro´n multicapa -Conjunto de datos B, Corpus I-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 617 96 711
Con defecto 92 6362 6456
709 6458 7167
Tasa de acierto: 97.37 %.
Intervalo de confianza del 95 %:(96.02, 98.72)
• Sensibilidad: 98.51 %
• Especificidad: 87.02 %
Tabla 8.43: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de perceptro´n multicapa del
Corpus I con el conjunto de datos B.
Corpus II
Para los modelos del Corpus II ha sido necesario dar el triple de peso a las observaciones de ima´genes defectuosas
en compensacio´n por su escasez con respecto a la otra clase. Los modelos o´ptimos se han seleccionado en base a la
tasa de acierto y a su equilibrio, es decir, que el nu´mero de falsos positivos y de falsos negativos fuese similar.
8.5.1.3. Conjunto de datos A
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
Funcio´n de activacio´n: tangente hiperbo´lica.
Arquitectura (Figura 8.29):
• Capa de entrada: 70 neuronas (una por variable del conjunto).
• Capas ocultas: tres capas de tres neuronas cada una.
• Capa de salida: 1 neurona.
El modelo escogido cuenta con tres capas ocultas homoge´neas de tres neuronas en las que la funcio´n de activacio´n
es la tangente hiperbo´lica.
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Figura 8.29: Estructura o´ptima para el perceptro´n multicapa inducido con el conjunto de datos A del Corpus II.
Figura 8.30: Curvas ROC del perceptro´n multicapa empleando el conjunto de datos A del Corpus II.
Los valores de las a´reas bajo la curva y de la tasa de equierror (Tabla 8.44) as´ı como la distribucio´n de las curvas
ROC (Figura 8.30) nos indican que el clasificador resultante podr´ıa ser ligeramente mejor que la asignacio´n al azar.
La variabilidad en el a´rea bajo la curva ROC de defectos blancos es alta, al igual que la de defectos negros.
90
CAPI´TULO 8. RESULTADOS TFG: Grado de Ingenier´ıa Informa´tica
Resultados del perceptro´n multicapa en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos A 0.464± 0.14 0.585± 0.14
{ Negro: 0.521± 0.23
Blanco: 0.479± 0.26
Tabla 8.44: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del perceptro´n multicapa creado a
partir del conjunto A de datos del Corpus II.
El perceptro´n multicapa logra un resultado similar al SVM de nu´cleo de base radial (Tabla 8.45): la tasa de
acierto aparentemente es alta, pero la observacio´n de la matriz de confusio´n nos hace percatarnos de su deficiencia
en la deteccio´n de tableros con defectos. La sensibilidad del sistema es muy baja.
Sistema perceptro´n multicapa -Conjunto de datos A, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3631 89 3720
Con defecto 262 18 280
3893 107 4000
Tasa de acierto: 91.23 %.
Intervalo de confianza del 95 %:(88.03, 94.43)
• Sensibilidad: 16.82 %
• Especificidad: 93.27 %
Tabla 8.45: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de perceptro´n multicapa del
Corpus II con el conjunto de datos A.
8.5.1.4. Conjunto de datos B
Modelo o´ptimo. Seleccionado bajo criterio de ma´ximo F-Score estimado por validacio´n cruzada.
Funcio´n de activacio´n: tangente hiperbo´lica.
Arquitectura (Figura 8.31):
• Capa de entrada: 83 neuronas (una por variable del conjunto).
• Capas ocultas: dos capas de 3 y 2 neuronas respectivamente.
• Capa de salida: 1 neurona.
En base a una arquitectura simple de dos capas ocultas con estructura de neuronas 3-2 y con funcio´n de activacio´n
tangente hiperbo´lica se ha construido el modelo del conjunto de datos B del Corpus II.
Resultados del perceptro´n multicapa en el Corpus II
Tasa de equierror (EER) Area Under Curve (AUC)
Conjunto de datos B 0.306± 0.13 0.730± 0.17
{ Negro: 0.672± 0.12
Blanco: 0.495± 0.32
Tabla 8.46: Estimacio´n de la tasa de equierror y el a´rea bajo la curva ROC del perceptro´n multicapa creado a
partir del conjunto B de datos del Corpus II.
Obtenemos uno de los modelos ma´s satisfactorios en cuanto lo que se refiere al Corpus II, con un valor relati-
vamente satisfactorio para el a´rea bajo la curva y una tasa de equierror del 30 %. (Tabla 8.46 y Figura 8.32). La
deteccio´n de defectos blancos se encuentra por debajo del umbral de la decisio´n al azar.
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Figura 8.31: Estructura o´ptima para el perceptro´n multicapa inducido con el conjunto de datos B del Corpus II.
Figura 8.32: Curvas ROC del perceptro´n multicapa empleando el conjunto de datos B del Corpus II.
Se puede afirmar que este es el modelo obtenido hasta el momento ma´s satisfactorio en lo referente al Corpus II
(Tabla 8.47): puede que la tasa de acierto pueda mejorarse au´n, pero se logra que la sensibilidad ma´s alta de todos
los modelos estudiados hasta ahora (cerca del 50 % de las observaciones con defectos). Au´n as´ı este dato se puede
mejorar mucho.
92
CAPI´TULO 8. RESULTADOS TFG: Grado de Ingenier´ıa Informa´tica
Sistema perceptro´n multicapa -Conjunto de datos B, Corpus II-
Clase
Sin Defecto Con defecto
Etiqueta
Sin Defecto 3766 65 3831
Con defecto 127 42 169
3893 107 4000
Tasa de acierto: 95.20 %.
Intervalo de confianza del 95 %:(92.78, 97.62)
• Sensibilidad: 39.25 %
• Especificidad: 96.74 %
Tabla 8.47: Matriz de confusio´n y tasa de acierto correspondiente del modelo o´ptimo de perceptro´n multicapa del
Corpus II con el conjunto de datos B.
La Tabla resumen 8.48 muestra que los modelos de perceptro´n multicapa han dado lugar a resultados altamente
satisfactorios.
El perceptro´n multicapa obtenido a partir del conjunto de variables A del Corpus I obtiene la tasa de acierto
hasta el momento ma´s elevada, superando la del sistema de referencia y los modelos de regresio´n log´ıstica y
Support Vector Machine. Los valores estimados para el a´rea bajo la curva ROC de este modelo y la EER son
tambie´n satisfactorios. El modelo de perceptro´n multicapa creado a partir del conjunto de variables B del Corpus
I parece cumplir con e´xito las expectativas: la tasa de acierto es alta y pra´cticamente la misma que la del conjunto
A (la ma´s elevada hasta el momento) y supera su tasa de equierror.
El conjunto de datos A, en el caso del Corpus II, ha dado lugar a un clasificador que detecta ima´genes con
defectos de forma dudosa. Esto podr´ıa achacarse a la necesidad de algunos tipos de redes neuronales de que la
representacio´n de las clases sea suficientemente alta. El Corpus II no parece cumplir este requisito con el conjunto
A. El funcionamiento del modelo creado a partir del conjunto B del Corpus II debe ser destacado: obtenemos el
primer clasificador inducido con datos del Corpus II con una buena tasa de acierto y capaz de tener una capacidad
clasificadora de cierta significancia tanto en ima´genes con defectos como sin ellos, logrando una sensibilidad cercana
al 40 %. No obstante, este dato dista de ser o´ptimo y podr´ıa au´n mejorarse en un gran margen.
Resultados de los modelos de perceptro´n multicapa
Corpus I Corpus II
Variables EER AUC Tasa de acierto Variables EER AUC Tasa de acierto
Conjunto A 70 0.101 0.956 97.43 % 70 0.464 0.585 91.23 %
Conjunto B 83 0.083 0.930 97.37 % 83 0.306 0.730 95.20 %
Tabla 8.48: Nu´mero de variables, AUC y EER, as´ı como tasa de acierto estimada por validacio´n cruzada del
modelo seleccionado, de los sistemas de perceptro´n multicapa haciendo uso de los conjuntos de datos A y B en
ambos Corpus.
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Cap´ıtulo 9
Discusio´n general de resultados
Este cap´ıtulo consistira´ en la discusio´n global de los resultados alcanzados con los diferentes modelos desarrollados
a lo largo de la memoria de ingenier´ıa informa´tica. Estos modelos se comparara´n con el sistema de referencia que
emplea unicamente la suma de las variables del a´rea de error relativa ya que sus resultados son mejores que los
obtenidos con el que usa por separado las dos. En la correspondiente seccio´n de la memoria de Trabajo de Fin
de Grado de estad´ıstica [3] se comentan los resultados relativos a los sistemas desarrollados en la misma (ana´lisis
discriminante, a´rboles de decisio´n y extensiones de estos).
Como se ha detallado anteriormente, se realizara´ una comparativa global con los resultados estimados (a´rea bajo
la curva ROC, tasa de equierror, tasa de acierto, sensibilidad, especificidad y F-Score) por validacio´n cruzada de
10 particiones para los dos conjuntos de datos extra´ıdos (Conjunto A -Componentes Principales- y Conjunto B
-Estad´ısticos-) de los Corpus I y II de ima´genes.
9.1. Comparativa de los modelos segu´n AUC y EER
Compendio general de resultados
Corpus I Corpus II
Variables EER AUC Variables EER AUC
00 Sist. Ref. 1 0.046 0.962 1 0.551 0.459
01
R
L
og Conjunto A 48 0.070 0.971 49 0.428 0.610
Conjunto B 63 0.090 0.954 41 0.331 0.608
02
S
V
M P
ol Conjunto A 70 0.111 0.937 70 0.512 0.544
Conjunto B 83 0.117 0.922 83 0.532 0.491
R
B
F Conjunto A 70 0.086 0.964 70 0.400 0.613
Conjunto B 83 0.066 0.962 83 0.380 0.730
03
M
L
P Conjunto A 70 0.101 0.956 70 0.464 0.585
Conjunto B 83 0.083 0.930 83 0.306 0.730
Tabla 9.1: Nu´mero de variables, AUC y EER de los modelos estudiados en la memoria de ingenier´ıa informa´tica.
En la Tabla 9.1 aparecen los valores de las tasas de equierror y a´reas bajo la curva ROC de defecto general de
los modelos estudiados en la memoria de ingenier´ıa informa´tica. Los modelos de SVM de nu´cleo lineal al haberse
optimizado con regularizacio´n L1 no se ha podido definir su salida como probabil´ıstica y por tanto no se ha podido
estimar su EER y AUC. Parece que los resultados ma´s destacables provienen de Support Vector Machine de nu´cleo
de base radial y de los perceptrones multicapa aunque en ambos casos los resultados en el Corpus II no son
excepcionales.
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En el Corpus I, el mejor modelo segu´n el valor de la tasa de equierror es, a pesar de sus simpleza, el sistema de
referencia. Los tres mejores modelos de aprendizaje supervisado segu´n esta medida han sido los SVM de nu´cleo de
base radial con el conjunto de datos B, la regresio´n log´ıstica con el A y el perceptro´n multicapa con el conjunto B
de variables. La ventaja que ofrece la regresio´n log´ıstica es emplear un subconjunto reducido de variables sobre el
total. Empleando el a´rea bajo la curva ROC como medida comparativa, el modelo de SVM de base radial con el
conjunto de datos A sustituye al perceptro´n multicapa con el conjunto de los estad´ısticos como tercer mejor modelo
de reconocimiento de patrones. El sistema de referencia logra empatar esta marca.
En el caso del Corpus II, los modelos de regresio´n log´ıstica, SVM de nu´cleo RBF y los MLP logran resultados
medios con tasas de equierror inferiores al 45 %. El resto de modelos logran resultados bastante pobres, especial-
mente el sistema de referencia que da lugar a un modelo de clasificacio´n en el que la asignacio´n al azar ser´ıa ma´s
eficaz.
Las Figuras 9.1 y 9.2 muestran mediante gra´ficos de l´ıneas las estimaciones realizadas de a´rea bajo la curva ROC
y la probabilidad complementaria a la tasa de equierror: 1 − EER, a la que he denominado tasa de equiacierto,
asociadas a los modelos creados con los conjuntos de datos A y B extra´ıdos de los Corpus I y II respectivamente.
Es importante destacar la diferencia de escala existente en ambas Figuras.
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Figura 9.1: AUC y tasa de equiacierto para cada uno de los conjuntos de datos del Corpus I y metodolog´ıa empleada.
Podemos extraer una serie de conclusiones similares a las obtenidas a partir de la Tabla 9.1. Mientras que los
resultados del Corpus I son bastante similares y uniformes, los del Corpus II son mucho ma´s variables debido a la
resolucio´n ma´s pobre de las ima´genes. Podemos comentar como el a´rea bajo la curva ROC y la tasa de equiacierto,
y por tanto la tasa de equierror, son bastante parejas para realizar una comparativa de calidad de las metodolog´ıas
empleadas. La Figura 9.3 une en un u´nico gra´fico de l´ıneas las Figuras 9.1 y 9.2, representa´ndose en un solo gra´fico
el AUC y tasa de equiacierto para ambos Corpus con cada uno de los algoritmos empleados. Como ya hemos
comentado, el que los modelos del Corpus I queden por encima de los del Corpus II en su totalidad se debe a la
menor resolucio´n del segundo conjunto de ima´genes.
96
CAPI´TULO 9. DISCUSIO´N GENERAL DE RESULTADOS TFG: Grado de Ingenier´ıa Informa´tica
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l l
Conjunto A
Conjunto B
Si
st
em
a 
de
 
 
re
fe
re
n
ci
a
R
eg
re
sió
n 
 
Lo
gí
st
ica
SV
M
: n
úc
le
o
 
Po
lin
óm
ico
SV
M
: n
úc
le
o
 
R
BF
Pe
rc
e
pt
ró
n 
 
m
u
lti
ca
pa
D
is
cr
im
in
an
te
 
 
Li
ne
al
D
is
cr
im
in
an
te
 
 
Cu
ad
rá
tic
o
Ár
bo
l d
e 
 
de
cis
ió
n 
C4
.5
R
an
do
m
Fo
re
st
Ad
ap
tiv
e
 
Bo
os
tin
g
Ba
ye
si
an
 A
d.
 
R
eg
. T
re
e
s
0.5
0.6
0.7
0.8
0.9
1.0
0.5
0.6
0.7
0.8
0.9
1.0
Metodología y conjunto de datos
Va
lo
r Medida
l
l
1−EER
AUC
Según metodología y conjunto de variables
AUC y 1−EER − Corpus II
Figura 9.2: A´rea bajo la curva ROC y tasa de equiacierto para cada uno de los conjuntos de datos del Corpus II y
metodolog´ıa empleada.
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Figura 9.3: A´rea bajo la curva ROC y tasa de equiacierto para cada uno de los conjuntos de datos de los Corpus I
y II (representados con estilos de l´ınea diferentes) y metodolog´ıa empleada.
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Las Figuras 9.4 y 9.5 son una visualizacio´n de la relacio´n existente entre el AUC y el nu´mero de variables
en funcio´n del conjunto de datos y la metodolog´ıa empleadas en el Corpus I y Corpus II. Es relevante destacar
que aunque las figuras de los dos Corpus son altamente similares, existe una diferencia de escala significativa en
el eje vertical (a´rea bajo la curva ROC). Se podr´ıa hacer otro par de figuras con la tasa de equierror pero las
representaciones que obtendr´ıamos ser´ıan ana´logas a las del AUC.
En el Corpus I, en cuanto a los modelos desarrollados en esta memoria, podemos destacar los modelos de SVM de
nu´cleo RBF de alta dimensionalidad, los de regresio´n log´ıstica con menos variables y el simple sistema de referencia.
Este u´ltimo logra una marca bastante buena para su relativa simpleza, como ya se ha comentado.
El rango de valores de los modelos del Corpus II en lo que se refiere a a´rea bajo la curva ROC es mucho ma´s
extenso que en el Corpus I. El sistema de referencia resulta ser excesivamente simple y se aproxima a la asignacio´n
azarosa muy posiblemente debido a la pobre calidad de las ima´genes. Destacan los modelos de SVM de base radial
y los MLP sobre el resto de los modelos desarrollados en esta memoria aunque resultan ser notablemente inferiores
a otras metodolog´ıas desarrolladas en la memoria de estad´ıstica [3].
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9.2. Comparativa de los modelos segu´n precisio´n, especificidad y sen-
sibilidad
La Tabla 9.2 refleja las medidas alcanzadas por los modelos desarrolladas en esta memoria relativas a precisio´n,
sensibilidad (True Positive Rate -TPR-) y especificidad (True Negative Rate -TNR-) de los sistemas cuyo umbral
probabil´ıstico (de Score) de clasificacio´n ha sido asignado segu´n el criterio correspondiente de los resultados. Tal y
como se ha detallado en la introduccio´n de esta seccio´n, se han estimados las medidas en los modelos de ana´lisis
supervisado mediante validacio´n cruzada de diez particiones.
Compendio general de resultados
Corpus I Corpus II
Variables Precisio´n TPR TNR Variables Precisio´n TPR TNR
00 Sist. Ref. 1 95.75 % 95.80 % 95.34 % 1 45.03 % 49.50 % 44.90 %
01
R
L
og Conjunto A 48 95.82 % 97.89 % 77.00 % 49 96.85 % 1.87 % 99.51 %
Conjunto B 63 95.32 % 98.90 % 62.76 % 41 96.72 % 20.56 % 98.82 %
02
S
V
M
L
in Conjunto A 39 96.97 % 99.00 % 78.27 % 49 97.25 % 0.93 % 99.89 %
Conjunto B 37 97.05 % 98.98 % 79.55 % 63 97.38 % 10.28 % 99.76 %
P
o
l Conjunto A 70 96.66 % 98.93 % 74.61 % 70 95.97 % 3.74 % 98.51 %
Conjunto B 83 96.76 % 99.10 % 75.46 % 83 96.70 % 10.28 % 99.07 %
R
B
F Conjunto A 70 97.24 % 99.08 % 80.39 % 70 92.35 % 16.82 % 94.40 %
Conjunto B 83 97.34 % 99.21 % 80.48 % 83 95.25 % 19.63 % 97.33 %
03
M
L
P Conjunto A 70 97.43 % 98.55 % 87.16 % 70 91.23 % 16.82 % 93.27 %
Conjunto B 83 97.37 % 98.51 % 87.02 % 83 95.20 % 39.25 % 96.74 %
Tabla 9.2: Nu´mero de variables as´ı como tasa de acierto, sensibilidad y especificidad estimada de los modelos
estudiados en la memoria de ingenier´ıa informa´tica.
En el caso del Corpus I, se obtienen marcas excelentes en los que la precisio´n siempre queda superior al 95 %. La
sensibilidad, por encima del 90 % en los modelos estudiados, permanece siempre por encima de la estimacio´n de la
tasa de verdaderos negativos o especificidad. Esta preferencia de los clasificadores para asignar la etiqueta positiva
(‘defectuoso’) a la hora de predecir muestras se puede achacar a la mayor proporcio´n de muestras con defectos
dentro del Corpus I. Esto afecta al entrenamiento y ajuste de los modelos.
El sistema de referencia, como resultado base, es altamente satisfactorio al superar el 95 % de precisio´n o tasa
de acierto. Cabe destacar como los modelos de MLP y de SVM de nu´cleo RBF logran tasas de error cercanas al
3 %. La regresio´n log´ıstica y el resto de modelos de SVM logran precisiones similares al sistema de referencia.
En el Corpus II, la precisio´n no resulta ser una magnitud adecuada para estimar la calidad clasificadora de los
modelos. La clara asimetr´ıa existente entre las clases del Corpus (tan solo tres ima´genes con defectos por cada cien)
resulta en una tasa de acierto muy significativa unicamente etiquetando todas las observaciones como ima´genes
carentes de defectos. Los clasificadores, antes este desequilibrio en la muestra de entrenamiento, tienen un claro
sesgo ante la clase mayoritaria. La comparativa se debera´ realizar, por lo tanto, empleando la sensibilidad o TPR.
El nu´mero de modelos que logran sobrepasar, en el proceso de validacio´n cruzada, el 50 % de muestras con
defectos bien clasificados es notoriamente bajo: todos los modelos que lo logran se basan en metodolog´ıa de a´rboles
de decisio´n y se detallan en la memoria de estad´ıstica [3]. En cuanto a los modelos desarrollados en esta memoria,
parece destacar el MLP con el conjunto de variables B. Su resultado dista de ser adecuado como para considerar
que el modelo es u´til. Los modelos que logran una marca inferior carecen de forma ma´s destacada de utilidad
pra´ctica.
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Las Figuras 9.6 y 9.7 son representaciones de las medidas relativas a la capacidad discriminatoria (precisio´n,
sensibilidad y especificidad) de los modelos de ana´lisis supervisado desarrollados con los conjuntos de datos A y B
extra´ıdos del Corpus I y Corpus II. Cabe destacar como a pesar de la similitud de ambas Figuras, la diferencia de
escala entre ambas es significativa.
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Figura 9.6: Precisio´n, TPR y TNR para cada uno de los conjuntos de datos del Corpus I y metodolog´ıa empleada.
El Corpus I ha dado lugar a modelos con excelentes marcas en los que la especificidad parece ser la u´nica medida
algo ma´s carente, especialmente en los modelos de regresio´n log´ıstica. El sistema de referencia destaca especialmente
al superar el 90 % en las tres tasas. Esto solo lo logran otros modelos desarrollados en la memoria de estad´ıstica.
La representacio´n correspondiente al Corpus II sirve de evidencia para reflejar la baja tasa de verdaderos positivos
de los modelos. Muchos modelos parecen no haber logrado alcanzar hipo´tesis que distingan claramente las ima´genes
con tableros defectuosos. Cuatro modelos desarrollados en la memoria de estad´ıstica son los u´nicos capaces de
superar el 50 % de observaciones con defectuosas correctamente clasificadas.
l
l l l l l
l l l l l l
l
l l l
l l
l l
l
l
l
l
l l l
l l
l l l l l
l
l l l l l l l l l l l
l
l
l l
l
l
l
l
l
l
l
l
l l l l l l l l l l
Conjunto A
Conjunto B
Si
st
em
a 
de
 
 
re
fe
re
n
ci
a
R
eg
re
sió
n 
 
Lo
gí
st
ica
SV
M
: n
úc
le
o
 
Li
ne
al
SV
M
: n
úc
le
o
 
Po
lin
óm
ico
SV
M
: n
úc
le
o
 
R
BF
Pe
rc
e
pt
ró
n 
 
m
u
lti
ca
pa
D
is
cr
im
in
an
te
 
 
Li
ne
al
D
is
cr
im
in
an
te
 
 
Cu
ad
rá
tic
o
Ár
bo
l d
e 
 
de
cis
ió
n 
C4
.5
R
an
do
m
Fo
re
st
Ad
ap
tiv
e
 
Bo
os
tin
g
Ba
ye
si
an
 A
d.
 
R
eg
. T
re
e
s
0
25
50
75
100
0
25
50
75
100
Modelo y conjunto de datos
M
ed
id
a 
(%
) Medida
l
l
l
Especificidad
Precisión
Sensibilidad
Según metodología y conjunto de variables
Precisión, sensibilidad y especificidad − Corpus II
Figura 9.7: Precisio´n, TPR y TNR para cada uno de los conjuntos de datos del Corpus II y metodolog´ıa empleada.
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9.3. Discusio´n sobre modelos
En esta seccio´n se ha hecho un Spider Plot o representacio´n de malla del ranking que ocupa cada modelo con
respecto al resto de los creados para ese Corpus. Las representaciones se han realizado de tal forma que cuanto
mayor sea el a´rea recogida por el modelo, mayor calidad tendra´ este con respecto al resto. En los casos en los que
se diese un empate, se ha asignado el ranking correspondiente a la posicio´n ma´xima. Las cinco medidas elegidas
para la representacio´n han sido las siguientes:
Nu´mero de variables. Se ha establecido un ranking decreciente: cuantos ma´s atributos tenga el modelo, menor
sera´ el ranking del modelo. Cabe a destacar que esta medida sera´ de menor relevancia por dos motivos:
1. Muchos modelos emplean variables cuya medicio´n requiere la extraccio´n de la totalidad de las variables
(como es el caso una componente avanzada de la DCT).
2. Todos los modelos estudiados ofrecen una clasificacio´n de nuevas muestras pra´cticamente instanta´nea.
Precisio´n. Se ha establecido un ranking creciente: los modelos con mayor precisio´n tendra´n mayor ranking.
A´rea bajo la curva ROC. Se ha establecido un ranking creciente: a ma´s AUC, mayor ranking.
F-Score. Tal y como se explico en la seccio´n de metodolog´ıa, es la media armo´nica de la sensibilidad y
especificidad. Se ha establecido un ranking creciente: los modelos con mayor F-Score tendra´n mayor ranking.
Tasa de equierror. Se ha establecido un ranking decreciente: cuanto ma´s EER tenga el modelo, menor sera´ el
ranking del modelo.
9.3.1. Corpus I
En la Tabla 9.3 podemos observar el ranking, de mejor a peor, en cada uno de los criterios de los modelos
desarrollados para el Corpus I ordenados por la calificacio´n correspondiente al F-Score. Se ha escogido el F-Score
para la ordenacio´n al ser un criterio sin valores faltantes y sin empates.
Ranking general de los modelos estudiados (Corpus I)
Conjunto F-Score Precisio´n AUC EER No Variables
Sistema de referencia - 21 5 15 18 23
Perceptro´n multicapa Conjunto A 13 15 11 6 10
Perceptro´n multicapa Conjunto B 12 14 4 11 5
SVM de nu´cleo RBF Conjunto B 10 13 15 16 5
SVM de nu´cleo RBF Conjunto A 9 12 16 10 10
SVM de nu´cleo lineal Conjunto B 8 11 - - 16
SVM de nu´cleo lineal Conjunto A 7 10 - - 15
Regresio´n log´ıstica Conjunto A 6 6 17 14 12
SVM de nu´cleo polino´mico Conjunto B 5 9 3 3 5
SVM de nu´cleo polino´mico Conjunto A 4 8 6 4 10
Regresio´n log´ıstica Conjunto B 2 3 10 9 11
Tabla 9.3: Ranking de los criterios seleccionados (Nu´mero de variables, Precisio´n, AUC, F-Score y EER) para los
modelos estudiados en el Corpus I desarrollados en la memoria de ingenier´ıa informa´tica.
En la Figura 9.8 aparece las representaciones de malla de los ranking del sistema de referencia y los modelos
desarrollados en la memoria de ingenier´ıa informa´tica.
Podemos hacer los siguientes comentarios en base a la representacio´n de malla de los modelos del Corpus I
realizada:
Sistema de referencia: en el Corpus I el sistema de referencia logra resultados bastante buenos: emplea
el menor nu´mero posible de variables (una) y con ello consigue puntuaciones altas en todas las medidas a
excepcio´n de la precisio´n general del modelo.
Regresio´n log´ıstica: el modelo creado a partir con el conjunto de variables B parece ser superior en todos
los sentidos al del A. Los resultados son medios y no excesivamente destacables.
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Support Vector Machines: los SVM de nu´cleo lineal carecen de puntuacio´n en tasa de equierror y a´rea bajo
la curva ROC al no haberse podido estimar estas medidas. Parecen lograr un compromiso adecuado entre el
nu´mero de variables y la precisio´n o el F-Score. Los SVM de nu´cleo polino´mico han dado lugar a un resultado
que en comparativa con el resto es pobre. Aquellos cuyo nu´cleo es una funcio´n de base radial obtienen con
los conjuntos de datos A y B resultados medios que destacan por su EER y su AUC respectivamente.
Perceptro´n multicapa: el modelo correspondiente al conjunto A parece destacar por encima del B excep-
tuando en la EER. Ambos parecen destacar de forma media en lo que se refiere a la precisio´n.
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Figura 9.8: Representacio´n gra´fica del ranking en distintos criterios (Nu´mero de variables, Precisio´n, F-Score, EER
y AUC) del sistema de referencia y los modelos desarrollados en la memoria de ingenier´ıa informa´tica a partir de
los conjuntos de datos A y B del Corpus I.
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9.3.2. Corpus II
En la Tabla 9.4 podemos observar el ranking, de mejor a peor, en cada uno de los criterios de los modelos
desarrollados para el Corpus II ordenados por la calificacio´n correspondiente al F-Score. De nuevo, la eleccio´n del
F-Score como criterio de ordenacio´n se debe a que no tiene valores faltantes ni empates.
Ranking general de los modelos estudiados (Corpus II)
Conjunto F-Score Precisio´n AUC EER No Variables
Perceptro´n multicapa Conjunto B 18 5 15 15 5
Sistema de referencia - 16 1 3 3 23
Regresio´n log´ıstica Conjunto B 12 12 9 13 15
SVM de nu´cleo RBF Conjunto B 11 7 15 12 5
SVM de nu´cleo RBF Conjunto A 10 3 12 11 10
Perceptro´n multicapa Conjunto A 9 2 6 7 10
SVM de nu´cleo lineal Conjunto B 8 19 - - 11
SVM de nu´cleo polino´mico Conjunto B 7 11 4 4 5
SVM de nu´cleo polino´mico Conjunto A 5 8 5 5 10
Regresio´n log´ıstica Conjunto A 3 14 10 8 13
SVM de nu´cleo lineal Conjunto A 1 17 - - 13
Tabla 9.4: Ranking de los criterios seleccionados (Nu´mero de variables, Precisio´n, AUC, F-Score y EER) para los
modelos estudiados en el Corpus II desarrollados en la memoria de ingenier´ıa informa´tica.
En la Figura 9.9 aparecen las representaciones de malla de los ranking del sistema de referencia y los modelos
desarrollados en la memoria de ingenier´ıa informa´tica. Al tener una resolucio´n inferior las ima´genes del Corpus II,
las caracter´ısticas se extraen de tal forma que tienen ruido y variaciones con respecto al Corpus I. Esto genera una
disposicio´n diferente de rankings que desarrollamos a continuacio´n.
Podemos hacer los siguientes comentarios en base a la representacio´n de malla de los modelos del Corpus II
realizada:
Sistema de referencia: en el Corpus II logra con una u´nica variable medidas de precisio´n, EER y AUC bajas.
Sin embargo, su F-Score -relevante ante la baja especificidad de los modelos de este Corpus- es relativamente
elevado.
Regresio´n log´ıstica: se obtienen modelos con puntuaciones medias, destacando el F-Score, EER y menor
dimensionalidad del clasificador asociado al conjunto A y la precisio´n y AUC del modelo del conjunto B.
Support Vector Machines: los Support Vector Machine de nu´cleo lineal carecen de puntuacio´n en tasa de
equierror y a´rea bajo la curva ROC al no haberse podido estimar estas medidas.
El modelo SVM de nu´cleo lineal del conjunto de variables de las componentes principales parece carecer
de utilidad al tener un F-Score muy bajo (y por tanto una especificidad paupe´rrima). El conjunto B logra
resultados pobres cuya u´nica medida a destacar es la precisio´n. Los SVM de nu´cleo polino´mico carecen de
rasgos destacables al lograr puntuaciones bajas. En el caso de aquellos con nu´cleo de funcio´n de base radial,
los resultados son medios. Parece que la u´nica ventaja que ofrece el conjunto A con respecto al B es una
reduccio´n de dimensionalidad.
Perceptro´n multicapa: mientras que el conjunto A logra resultados pobres con menos variables, el conjunto
de los estad´ısticos logra resultados medios-altos con un nu´mero de variables elevado teniendo en cuenta la
pobreza general relativa en los resultados del Corpus II. Destaca el alto ranking del F-Score.
105
TFG: Grado de Ingenier´ıa Informa´tica CAPI´TULO 9. DISCUSIO´N GENERAL DE RESULTADOS
Figura 9.9: Representacio´n gra´fica del ranking en distintos criterios (Nu´mero de variables, Precisio´n, F-Score, EER
y AUC) del sistema de referencia y los modelos desarrollados en la memoria de ingenier´ıa informa´tica a partir de
los conjuntos de datos A y B del Corpus II.
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9.4. Discusio´n de relevancia de las variables
En este apartado se hara´ una breve disquisicio´n de la relevancia relativa de las variables que conforman cada uno
de los subconjuntos de variables empleados para inducir los modelos. Esta discusio´n se hara´ en base a las variables
seleccionadas para crear los modelos as´ı como con las representaciones hechas de importancia de variables en los
modelos que ha sido posible.
9.4.1. Variables relativas al filtrado
En la Tabla 9.5 podemos ver las variables que conforman este subgrupo de atributos.
Variables relativas al filtrado
AreaErrorB AreaErrorN
Tabla 9.5: Variables directamente relacionadas con el filtrado.
En el caso del Corpus I estas variables se usan en la inmensa mayor´ıa de modelos, especialmente la relacionada
con el filtrado de negros. En los modelos en que no se usa una de las dos, como ocurre en algunos modelos inducidos
con el conjunto de datos B, se opta por caracter´ısticas relativas a la distribucio´n de grises como sustitutivas. En
los modelos de mejores resultados parece que el a´rea de error relativa del filtrado de negros tiene una influencia
significativa.
El caso del Corpus II parece ser el antago´nico: se usan mucho menos en los modelos en los que se seleccionan
variables o tienen una relevancia por debajo de la media en los modelos con la totalidad de variables. Los modelos
con mejores resultados no emplean estas variables o tienen una influencia muy baja. La menor resolucio´n de las
ima´genes de este conjunto de datos hace que los filtrados den lugar a ma´s ruido que deteriora la informacio´n u´til
proporcionada por estas variables.
9.4.2. Caracterizaciones de la distribucio´n de grises
Componentes principales
En la Tabla 9.6 podemos ver las variables que conforman este subgrupo de atributos.
Distribucio´n de grises: componentes principales
- Img. original: CompPrinOr1 CompPrinOr2 CompPrinOr3 CompPrinOr4
- Img. filtrada en blanco: CompPrinTratB1 CompPrinTratB2
- Img. filtrada en negro: CompPrinTratN1 CompPrinTratN2
Tabla 9.6: Atributos de componentes principales que caracterizan la distribucio´n de grises.
En el Corpus I, son un conjunto de variables u´tiles para multitud de modelos. Se usan primordialmente las
componentes extra´ıdas de la imagen original, especialmente la 4 y 3. CompPrinTratN2 se usa en ma´s modelos
que CompPrinTratN1, aunque ninguna de las dos parece ser seleccionada en exceso o tener una importancia
significativa. Esto se debe posiblemente a que la estimacio´n de a´rea de error en negro aporta una informacio´n
similar. Las componentes extra´ıdas de la imagen filtrada en blanco se usan en un subconjunto no muy numeroso
de modelos.
En el caso del Corpus II, parece que se da mucho peso a las componentes extra´ıdas de la imagen original.
En la mayor´ıa de modelos CompPrinTratN1 es relevante como posible sustitutivo al a´rea de error por filtrado
de negros (que no se selecciona mucho o se le da un peso poco importante) y CompPrinTratB2 parece aportar
ma´s informacio´n u´til que CompPrinTratB1. Muchos modelos necesitan, aparte de estas variables, abundancia de
atributos de informacio´n auxiliar (como las componentes de la DCT).
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Estad´ısticos caracter´ısticos
En la Tabla 9.7 podemos ver las variables que conforman este subgrupo de atributos. El uso de los estad´ısticos,
en general, requiere de un nu´mero de variables ma´s elevado que el uso de las componentes principales.
Distribucio´n de grises: estad´ısticos caracter´ısticos
-Img. original:
MediaOr VarianzaOr SkewnessOr KurtosisOr
MedianaOr P10Or P90Or
-Img. filtrada en blanco:
MediaTratadaB VarianzaTratadaB SkewnessTratadaB KurtosisTratadaB
MedianaTratadaB P10TratadaB P90TratadaB
-Img. filtrada en negro:
MediaTratadaN VarianzaTratadaN SkewnessTratadaN KurtosisTratadaN
MedianaTratadaN P10TratadaN P90TratadaN
Tabla 9.7: Atributos estad´ısticos que caracterizan la distribucio´n de grises.
Destaca en absolutamente todos los modelos creados la KurtosisTratadaN, de forma indiferente a que estemos
hablando de los modelos del Corpus I o II. Es una variable que parece tener un papel fundamental en los modelos
de ambos Corpus que logran los mejores resultados.
En el Corpus I se puede destacar que se usan mucho las otras dos variables de la kurtosis (KurtosisOr y Kurtosis-
TratadaB) y las variables del grupo apuntamiento o skewness. Otras variables muy utilizadas que son de relevancia
o han sido seleccionadas en los modelos de mejores resultados son la MediaOr, SkewnessTratadaN y Varianza-
TratadaN. La MedianaTratadaB es el atributo ma´s usado extra´ıdo a partir de la imagen tratada en blanco. Sin
embargo, la mayor´ıa de atributos extra´ıdos de esta imagen o no se seleccionan en los procedimientos de seleccio´n
de variables, o no se les otorga importancia dentro del algoritmo. Un posible motivo puede ser la relativa escasez
de muestras de defecto blanco.
Con el Corpus II desatacamos de nuevo el frecuente uso de las variables de apuntamiento y kurtosis proveniente
de cualquiera de las ima´genes de las que se han extra´ıdo las caracter´ısticas. Estas se usan en muchos modelos, inclu-
yendo aquellos que se han alzado con los mejores resultados. Otros atributos seleccionados en mu´ltiples ocasiones
son la MediaOr y MedianaOr. Variables extra´ıdas de la imagen filtrada para la deteccio´n de defectos blancos como
la VarianzaTratadaB se emplean en modelos de resultados altamente satisfactorios. Muchos modelos necesitan,
aparte de estas variables, abundancia de atributos de informacio´n auxiliar (como componentes de la DCT).
9.4.3. Componentes extra´ıdas de la DCT
En la Tabla 9.8 podemos ver las variables que conforman este subgrupo de atributos.
Componentes extra´ıdas de la DCT
Img. filtrada sin binarizar: Componentes de la 1 a la 30 extra´ıdas.
Img. filtrada binarizada: Componentes de la 1 a la 30 extra´ıdas.
Tabla 9.8: Componentes de la DCT extra´ıdas de la imagen tratada binarizada y sin binarizar.
En los modelos inducidos con los datos del Corpus I, las componentes de la DCT parecen aportar informacio´n
relevante que supone una adicio´n a las aportaciones principales de los estad´ısticos, las componentes principales y
las a´reas de error relativas. Se seleccionan por igual componentes de la imagen procesada binarizada como de la
imagen sin binarizar.
En el Corpus II, los modelos tienen una dependencia muy fuerte de las componentes DCT de la imagen tratada
sin binarizar. Esto se manifiesta de forma ma´s aguda en los modelos inducidos con el conjunto de variables B. Las
componentes DCT extra´ıdas de la imagen binarizada se emplean mucho menos y de forma ma´s aislada no da´ndose
a estas un peso de relevancia en casi ninguno de los modelos de ana´lisis supervisado.
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9.5. Conclusiones
Parece que las me´tricas ma´s u´tiles para la comparacio´n de modelos son la tasa de equierror, el a´rea bajo la curva
ROC y la sensibilidad y especificidad (o F-Score). La precisio´n, debido al desbalance existente entre clases de los
conjuntos de datos, no nos permite aclarar de forma precisa la calidad del clasificador, especialmente en el Corpus
II.
En cuanto a modelos, los mejores resultados se han obtenido a partir de los modelos de a´rboles de clasificacio´n
o en los que se han agregado diversos a´rboles mediante Bagging o Boosting. Estos modelos aparecen desarrollados
en la memoria correspondiente al grado en Estad´ıstica [3].
Todos los modelos estudiados tienen un tiempo de co´mputo para predecir una nueva observacio´n pra´cticamente
instanta´neo, por lo que mantienen el que el control de las ima´genes tomadas de tableros se pueda hacer en tiempo
real.
La diferencia existente entre usar un modelo con un nu´mero menor de variables puede ser poco significativa:
se ahorrar´ıa tan solo el tiempo proporcional a reducir el procesamiento de la entrada del clasificador y, como ya
hemos comentado, no parece ser de una magnitud considerable. Acortar el tiempo para extraer las caracter´ısticas
necesarias de las ima´genes podr´ıa ahorrar unidades de tiempo en lo que ser´ıa la prediccio´n de una nueva observacio´n.
Sin embargo, el procesamiento de la imagen se tendr´ıa que hacer al completo: los modelos de baja dimensionalidad
que han dado buenos resultado necesitan de componentes altas de la DCT, y por ello necesitan extraer los elementos
anteriores, o caracterizaciones de la distribucio´n de grises de la imagen tratada en negro o blanco. Esto hace que
el nu´mero de variables del modelo no sea tan relevante.
En cuanto a lo que se refiere a variables, podemos destacar que nuestro filtrado de negros da lugar a una buena
estimacio´n del a´rea de error de defectos negros que sirve como una entrada de utilidad a los clasificadores. La
estimacio´n del a´rea de blancos no es tan precisa y necesita de variables caracter´ısticas de la distribucio´n de grises
de la imagen procesada en blancos, ya sea con componentes principales o estad´ısticos. La kurtosis de la imagen
procesada en negros destaca por encima de todas las variables en muchos modelos, por lo que posiblemente sea
la variable con mayor poder discriminatorio de las estudiadas. Las variables DCT parecen aportar informacio´n
complementaria u´til para los clasificadores. Si estos dependiesen de las variables DCT unicamente, el nu´mero de
estas necesarias para dar lugar a un buen clasificador ser´ıa elevado.
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Cap´ıtulo 10
Conclusiones y trabajo futuro
En este cap´ıtulo se van a exponer las conclusiones que se han podido obtener con la finalizacio´n del proyecto.
Se desarrollara´ la relacio´n del proyecto con los contenidos impartidos en asignaturas del grado y la consecucio´n
de los objetivos planteados con el comienzo del trabajo de fin de grado. Por u´ltimo se propondra´n posibles l´ıneas
de trabajo futuras para desarrollar el trabajo realizado en el desarrollo del proyecto.
10.1. Relacio´n con los contenidos del grado
El proyecto ha permitido emplear conocimientos desarrollados en asignaturas del grado. A continuacio´n se desa-
rrollara´ un listado de las asignaturas cuyos contenidos esta´n ma´s relacionados con la evolucio´n del proyecto.
Las asignaturas propias de ana´lisis y miner´ıa de datos (‘Te´cnicas de Aprendizaje Automa´tico’ y ‘Miner´ıa de
Datos’) han aportado los conocimientos ba´sicos necesarios para el desarrollo del proyecto. La formacio´n adquirida
en ‘Fundamentos de Inteligencia Artificial’ sera´ siempre necesaria en cualquier aplicacio´n relacionada con la materia.
La asignatura ‘Disen˜o y Evaluacio´n de Sistemas Interactivos’ aporto´ conocimientos fundamentales para hacer que
un gra´fico o visualizacio´n sea legible y transmita de forma clara el objetivo de la misma. Las nociones adquiridas
del lenguaje de programacio´n Python en ‘Paradigmas de Programacio´n’ han resultado ser fundamentales en la
creacio´n del co´digo para la induccio´n de los clasificadores. ‘Planificacio´n y disen˜o de Sistemas Computacionales’ ha
servido para establecer una planificacio´n temporal adecuada. La implicacio´n de una empresa en el proyecto hace
u´tiles los conocimientos adquiridos en ‘Profesio´n y Sociedad’ y en las propias ‘Pra´cticas en Empresa’.
10.2. Objetivos alcanzados
Los objetivos planteados al comienzo del proyecto se han completado con e´xito con el desarrollo del mismo. El
grado de desarrollo de cada uno de los objetivos ha sido el siguiente:
Se han obtenido con e´xito dos Corpus de ima´genes necesarios para realizar el estudio adecuado del problema.
El Corpus I cuenta con muchas ima´genes con defectos y algunas sin ellos grabadas en una resolucio´n alta. El
Corpus II consta de un conjunto de ima´genes de baja resolucio´n compuesta por muchas ima´genes sin defectos
y pocas defectuosas.
El desarrollo se ha realizado siguiendo las pautas establecidas en la planificacio´n temporal. El retraso de la
entrega del Corpus II supuso aplazar alguna de las tareas. El resto del proyecto se continuo´ de forma adecuada
a las especificaciones hechas exceptuando ligeras diferencias entre el tiempo estimado y el dedicado.
La clasificacio´n de las ima´genes de los Corpus se ha realizado adecuadamente mediante visualizacio´n en las
diversas clases de defectos (negro, blanco y topogra´fico -relieves defectuosos en negro y blanco-). Para asegurar
que la clasificacio´n se hab´ıa hecho correctamente, se contrasto´ con un grupo de expertos de la empresa. Este
punto posiblemente haya sido la parte del proyecto ma´s dura, ya que requirio´ de la observacio´n individual de
cada imagen de los Corpus. Esto llevo aproximadamente 80 horas entre el Corpus I y el II.
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Los datos se depuraron de tal forma que las ima´genes que hab´ıa captado incorrectamente “Smart Eyes” no
se emplearon en la induccio´n de los sistemas de clasificacio´n. Posteriormente, las ima´genes se analizaron para
conocer cuales eran las propiedades ma´s relevantes de estas que pudiesen tener relevancia en el posterior
filtrado de la imagen y en la extraccio´n de caracter´ısticas.
Se realizo un ana´lisis del funcionamiento de “Smart Eyes”. Se pudo realizar una estimacio´n muy sesgada
de su tasa de error y con el estudio visual se analizo´ la posible fuente de este error. El sistema tiene un
comportamiento erra´tico en escenarios donde el tablero o esta´ muy iluminado o carece de suficiente luz.
Se ha desarrollado un sistema propio de filtrado en base a la irregularidad en la iluminacio´n existente en las
ima´genes. El sistema de filtrado consta de un procedimiento para la deteccio´n de relieves propios de defectos
negros y otro para la deteccio´n de relieves de defectos blancos. El sistema de filtrado se ha optimizado por
separado para ambos Corpus para tener en cuenta las diferencias existentes entre ambos.
A partir de las diferentes ima´genes usadas en el proceso de filtrado se han extra´ıdo diversas caracter´ısticas:
relativas al procesamiento (a´reas de error relativas), componentes de la transformada discreta del coseno
y caracterizaciones de la distribucio´n de grises de las ima´genes. Sobre este u´ltimo grupo de variables se ha
podido hacer un estudio de las ventajas y desventajas que ofrec´ıa caracterizar el histograma de grises mediante
componentes principales o con estad´ısticos.
Se han ajustado correctamente modelos de ana´lisis supervisado de regresio´n log´ıstica, Support Vector Machi-
nes y perceptro´n multicapa. Sobre los primeros se ha estudiado el efecto de la regularizacio´n L1 como forma
de seleccio´n de variables. Con los SVM se ha variado el nu´cleo, los para´metros relativos a estos y el coste
para obtener clasificadores con resultados asociados o´ptimos. En el caso del perceptro´n multicapa, el estudio
se ha hecho en base a la variacio´n de la arquitectura, activacio´n de las neuronas y los para´metros relativos a
la regularizacio´n.
Posteriormente se ha realizado una discusio´n sobre los resultados obtenidos a partir de los clasificadores
desarrollados en ambas memorias. Se ha valorado que´ modelos de los desarrollados podr´ıa ser el o´ptimo para
el problema planteado en funcio´n de los resultados obtenidos. Adicionalmente, se ha estudiado la relevancia
de las variables dentro del proceso discriminatorio de los clasificadores. Esta seccio´n ha resultado ser la ma´s
gratificante ya que a trave´s del estudio y comparacio´n de resultados se han podido conocer las ventajas y
desventajas de cada una de las metodolog´ıas empleadas.
Con el desarrollo del proyecto se han podido crear modelos de ana´lisis supervisado de agregacio´n de a´rboles de
decisio´n capaces de discriminar con alta precisio´n entre ima´genes con defectos de las que carecen de ellos. Los
modelos de Random Forest y AdaBoost logran resultados altamente satisfactorios en las diferentes medidas
relativas a su calidad como clasificadores.
Aquellos creados a partir del conjunto de variables caracterizado por el uso de estad´ısticos combinan estos con
la informacio´n extra´ıda de la DCT. Destacan por encima del resto de variables la Kurtosis de la imagen tratada
en negro, dato que concuerda con la relacio´n existente entre esta medida y el nu´mero de puntos extran˜os en
una distribucio´n. Por otro lado, aquellos inducidos con el conjunto de datos de las componentes principales
parecen marcar como relevantes estas componentes. Aquellas extra´ıdas a partir de la transformada discreta
del coseno (DCT) aportan informacio´n de utilidad pero complementaria en comparacio´n con componentes
principales en estos modelos.
10.3. Trabajo Futuro
Como trabajo futuro, se pueden proponer diversidad de l´ıneas para la continuacio´n del proyecto:
La obtencio´n de ima´genes de falsos negativos supondr´ıa un aporte de alto valor al posible futuro desarrollo
del estudio realizado. De esta forma, podr´ıamos precisar nuestra estimacio´n sobre la tasa de acierto de ‘Smart
Eyes’ as´ı como conocer si los nuevos modelos que hemos desarrollado son capaces de detectar correctamente
aquellas ima´genes con defectos que ‘Smart Eyes’ no clasifico adecuadamente.
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Si la empresa nos facilitase otro conjunto de datos, podr´ıamos utilizarlo como conjunto test y de esta forma
hacer una estimacio´n ma´s precisa de las medidas de capacidad discriminatoria de los modelos desarrollados.
Otra forma de conocer si los mejores modelos funcionan adecuadamente ser´ıa ponerles en funcionamiento en
la l´ınea de la empresa para observar si realmente mejoran el rendimiento asociado a ‘Smart Eyes’.
Se podr´ıa continuar trabajando con los conjuntos de ima´genes ya obtenidos de la empresa y probar clasi-
ficadores ma´s complejos como ser´ıan las redes convolucionales [34] en las que la imagen filtrada se podr´ıa
introducir sin la extraccio´n de caracter´ısticas en el clasificador.
Con los resultados obtenidos, existe evidencia que apoya que si se mejorasen los equipos de visio´n artificial se
podr´ıa obtener un sistema altamente fiable. Las tasas de error de este proyecto han sido muy bajas empleando
ima´genes en escala de grises grabadas por ca´maras lineales. Estas ca´maras las compro la empresa hace ma´s
de cinco an˜os y, por aquel entonces, ya estaban algo obsoletas. Parece evidente que si la empresa adquiriese
ca´maras industriales de u´ltima generacio´n se podr´ıa alcanzar el 100 % de ima´genes bien clasificadas.
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