The Indian stock market is experiencing fast growth and has peculiarities that differentiate it from many other stock markets, particularly those in developed markets. Given the potential size of this stock market and the growing importance of the Indian economy it seemed reasonable to look at what tools provide reasonably accurately stock prices forecast. It is of clear practical and theoretical relevance to determine which type of algorithm to use in order to try to forecast stock market trends. In recent times there has been an increasing interest in applying neural networks to such aim. In this article it is shown that a neural network using as an input the closing price in the previous day and two different learning algorithms produce accurate forecast. This simple but efficient approach generated a one day forecasting accuracy, measured as the mean value of 2 , of [0.9952, 0.9972] for the Levenberg-Marquardt training algorithm and [0.9965, 0.9970] for the Scaled Conjugate learning algorithm. These results were obtained using only 10 neurons in the neural network. Increasing the number of neurons to 500 did not improve the out of sample forecasting accuracy. It actually decreased, for both algorithms. It would seem that at least for the period of time analyzed, from 2010 to 2016, neural networks did a reasonably good job forecasting stock prices.
INTRODUCTION
Trend indicators are quantitative time series, typically related with historical prices or trading volumes, which are used as a tool for forecasting future stock prices. The basic idea of using technical trend indicators is investing in a systematic way based on some quantitative rules. This is a rather different approach from traditional investment. In traditional stock investment the investor picks a company which he/she thinks that have strong fundamentals and it is going to outperform. This typically involves longer investment time horizon as the stock prices moves to some value that the investors considers as the objectively true value of the stock [1] . Such assumptions are not made in technical trading. Technical trading is based on finding typically short term trends in the stock market. This is hence typically related to short term, rather than long term, investment. Some scholars, such as [2] , [3] , [4] , [5] have found that technical indicators provide investment value but there seems to be no strong consensus.
Over the years investors have found a large amount of indicators ranging from simple moving averages [6] over a specific period of time to more exotic and complex indicators [7] . Some of the common features found in these indicators are that they tend to use historical prices as well as in some cases historical trading volumes. The implied assumption is that, at least to some degree, historical performance can be used to forecast future stock prices [8] . It should be noted that there are several articles in the literature that do not agree with such assumption [9] , [10] , [11] . These technical indicators [12] , [13] , [14] , [15] are, as previously mentioned, based on historical share prices values and it hence seems reasonable to use these historical prices as an input for the neural networks.
In order to forecast share prices it is necessary to decide what variables to use as inputs as well as the forecasting technique to use. In our case we decided using only historical values, rather than more complex indicators derived from historical values. We also decided to use neural networks. There is a multitude of different neural networks. Neural networks are among the most frequently used machine learning tools for forecasting purposes as they allowed for the modeling of potentially extremely complex process. One of their drawbacks is that they provide little insight into the process that they are trying to model and that for some specialized applications require a significant amount of expertise by the practitioner to achieve accurate forecasts. Neural networks are trained by modifying the weights and biases of individual neurons, which are the basic building blocks of any neural network. In this article we use a neural network with one hidden layer and two different learning algorithms; Levenberg-Marquardt and Scaled Conjugate Gradient. The basic concepts regarding these two learning algorithms are explained in the following section.
Scaled Conjugate Gradient
The scaled conjugate learning algorithm was first proposed by Moller in 1993, more detailed information about the algorithm can be found in [16] . Scaled conjugate learning algorithm is a very frequently used training algorithm for neural networks. This algorithm is based on minimizing the error of the neural network, requiring the existence of a derivative. One of the frequently mentioned advantages of this algorithm is that it does not require the line search [16] , which is a necessary step in similar algorithms. One of the most common notations for this gradient [17] , [18] is as follows:
Levenberg-Marquardt
The Levenberg-Marquardt technique is a well-known neural network training algorithm used in a multitude of practical applications. The LM algorithm consists basically on solving the following equation [19] :
is actually not very complex but the LM has proven, perhaps due to its simplicity, a valuable tool for many applications [19] , [20] , [21] . There is ample bibliography describing the LM algorithm. For a more complete revision of the LM concept we suggest the reader to consult [19] , [22] , [23] and [24] .
METHODOLOGY
The NSE Nifty 50 index is one of the most frequently quoted stock indexes in India and it is composed by the top 50 companies by market capitalization in the Indian stock market. The index is owned and maintained by India Index Services & Products Ltd. and according to their data represent approximately 63% of the total free float market capitalization of the National Stock Exchange of India (NSE). All the share prices were obtained from the data provider Bloomberg Professional. The data consist of closing daily prices for the NSE nifty 50 for the period from 2010 to 2016. The closing price of the index in the previous day was used as the input for forecasting the closing price in the following day. As previously mentioned the LM and Scaled Conjugate gradient were used as the learning algorithms. The neural network built had one hidden layer. Initially the number of neurons was set to 10. The number of neurons was then increase, in steps of initially 10 neurons, until reaching 100 neurons. From that point onwards the number of neurons were increased in steps of 50 neurons until reaching total of 500 in an attempt to determine the effect of such neural network parameter in the out of sample forecasting accuracy. The forecasting accuracy for each neural network (learning algorithm plus number of neurons) was tested in a series of 100 tests. The objective of this process was to estimate an average value and a 95% confidence interval for the mean value of 2 as well as of its volatility. As prediction is the main objective of this analysis the values 2 were calculated for the out of sample data, i.e., the data not previously seen by the neural network. All the calculations were performed in Matlab, including the neural network toolbox. 
CONCLUSIONS
The analysis was performed using the NSE Nifty 50 index. No single stock was analyzed. The results support the idea that neural networks are applicable to the Indian stock market, for the period from 2010 to 2016, for forecasting purposes. At a 95% confidence interval there was no statistically significant difference between the forecasting accuracy of a neural network with 10 neurons using the LM training algorithm and the Scaled Conjugate algorithm (TABLE I and II) using the mean value of R 2 as the metric as comparison metric. Always as the same confidence level, the standard deviation for the mean R 2 was statistically significantly lower for the Scaled Conjugate approach than for the Levenberg-Marquardt approach. Interestingly, increasing the number of neurons by an order of magnitude did not help improving out of sample forecasting accuracy. In fact, for both the Scaled Conjugate and the LM approach the mean value, at a 95% confidence level, for the mean value of R 2 was lower when using 100 neurons than when using 10 neurons. Similarly, the value for the standard deviation of the mean value of R 2 was higher for the case with 100 neurons when compared to the 10 neurons approach for both learning algorithms. The forecasting accuracy of neural networks in the Indian market, during the period analyzed, is remarkable. It is possible that as neural networks become more popular in the future and more investors use them their value as an investment tool might decline but at the present stage there seems to be a useful tool. It should also be noticed that trading costs and liquidity considerations were not included in this analysis and they are an area of future possible work. 
