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Abstract
Magnetised liner inertial fusion (MagLIF) [1] represents a promising path-
way to controlled thermonuclear fusion which would provide clean, plentiful
energy. The concept uses a pulsed power machine to implode a metal cylin-
der or ‘liner’ containing pre-magnetised and preheated fusion fuel; a critical
limitation of such systems is the magneto-Rayleigh-Taylor (MRT) instability
which primarily disrupts the outer surface of the liner.
We carried out 3D simulations using Gorgon, an Eulerian resistive MHD
code, to match experimental results showing large amplitude multi-mode
MRT instability growth [2] [3] resulting from MagLIF-relevant liner implo-
sions. These simulations under-estimated MRT amplitudes and wavelengths
near stagnation due to a lack of azimuthal correlation, achieving good agree-
ment only with the addition of an artificially azimuthally correlated initiali-
sation. The experiment was repeated with an axial magnetic field [4] [5], re-
sulting in re-orientation of the MRT instability into a helical structure which
has yet to be explained.
We have shown that the missing azimuthal correlation could be provided
by a combination of the electro-thermal instability (ETI) and an ‘electro-
choric’ instability (ECI); describing respectively the tendency of current to
correlate azimuthally early in time due to temperature dependent Ohmic
heating; and an amplification of the ETI driven by density dependent resis-
tivity around vapourisation.
We developed and implemented a material strength model to improve
simulation of the solid phase of liner implosions and present test problems
and benchmarking against the hydrodynamics code iSALE [6] [7] [8]. Applied
to simulations exhibiting the ETI and ECI, the inclusion of strength gave a
significant increase in wavelength and amplitude of the ETI and ECI. Full cir-
cumference simulations of the multi-mode MRT instability provided a signif-
icant improvement on previous randomly initialised results and approached
agreement with experiment. Simulations including an axial magnetic field
reproduced helical structures associated with azimuthal currents induced by
magnetic field compression, but did not reproduce experimental results.
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Chapter 1
Introduction
1.1 Brief Overview of Fusion Energy
Nuclear fusion has been a focus of active scientific research since the mid-twentieth
century, having long been thought capable of providing a cheap, plentiful and safe
source of energy. This motivation is compounded by the fact that the majority
of world energy is provided by fossil fuels, with the major issues of dwindling re-
sources (gas and oil reserves may be exhausted within decades and coal within a
few centuries [9]). This is coupled with a growing body of evidence that excessive
production of carbon dioxide is responsible for warming of the planet ([10], [11], [12]
among others).
Nuclear fission is a viable if controversial alternative; although energy may be
produced with minimal carbon dioxide emissions, large amounts of radioactive waste
are produced with half-lives ranging up to the order of thousands of years. The
enormous amounts of stored energy in fission power plants risk the potential for
catastrophes such as the 1986 explosion at Chernobyl and the 2011 partial meltdown
at Fukushima. Resources of the main fission fuel uranium-235 are also expected to
be exhausted within a century [13], meaning that breeder reactors or alternative
fissile fuels are necessary if nuclear fission is to be a long term energy source.
Another alternative is the development of renewable resources such as geother-
mal, hydroelectric, wind, solar and tidal energy. On a global scale these currently
provide only a small percentage of the total energy produced, and although their
development is important, all rely heavily on the local geography at the power plant
location and are therefore unlikely to provide a complete solution.
Nuclear fusion appears capable of providing such a solution; the raw materials
required are plentiful, with the principle fuels deuterium and tritium able to be
produced from sea water and lithium-6 respectively. The supplies of deuterium and
lithium-6 are estimated to last for around 2 billion and 20,000 years respectively [13].
16
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Carbon dioxide emissions are minimal and fusion technology is inherently safer than
fission, as fusion reactors will not store such large amounts of energy as fission, and
there is no danger of meltdown. Although some radioactive waste is produced, the
volume is far less and the half-lives much shorter than that produced by fission.
Two major areas of current fusion research are magnetic confinement fusion
(MCF) of which the Joint European Torus (JET) at Culham [14] and the Interna-
tional Thermonuclear Experimental Reactor (ITER) [15] which is under construc-
tion in the south of France are examples; and inertial confinement fusion (ICF) [16],
of which the National Ignition Facility (NIF) [17] [18] [19] at Lawrence Livermore
National Laboratory and the Laser Me´gajoule (LMJ) [20] [21] currently under con-
struction in France, are examples. These use different approaches to fulfill three key
requirements of a fusion power plant: a fuel temperature sufficient for thermonuclear
ignition; a sufficient amount of energy deposition in the fuel by fusion-produced al-
pha particles to produce a chain reaction; and a fuel confinement time long enough
that the amount of fusion energy extracted from the system exceeds the amount of
energy put in. At these conditions all materials are in the plasma phase; a major
part of the problem is then plasma confinement.
The tokamak configuration used for MCF consists of a torus of plasma, confined
and shielded from the walls by toroidal and poloidal magnetic fields and acting as
an approximately steady state device (confinement time of about 1 s). The ICF
configuration at the NIF consists of a 1.8 MJ laser system applying 192 beams of
laser light to an X-ray producing cylinder or ‘Hohlraum’ of high Z metal, causing the
implosion of a spherical fuel capsule (radius ∼1 mm) contained within the Hohlraum
and resulting in fusion reactions with a confinement time of the order 100 ps. This
is an indirect drive approach; the laser does not directly heat the fuel; rather it hits
the Hohlraum inner wall, producing X-rays which heat the target. Confinement
of the plasma formed by the imploding capsule is provided by its mass. ICF is a
pulsed form of energy generation, analogous to an internal combustion engine.
Intermediate between these two configurations is the imploding Z-pinch, of which
magnetised liner inertial fusion (MagLIF) [1] is an example. A simple Z-pinch
consists of a cylinder of plasma confined in the radial direction by an axial current.
This can either be operated as a steady state device or imploded by a sufficiently
large current and operated as a pulsed device. The current is typically provided by a
pulsed power machine, such as Z [22] at Sandia National Laboratories, or MAGPIE
at Imperial College London [23]. Capacitors within Marx banks are charged to high
voltage in parallel, then connected in series and discharged into the Z-pinch target
over times varying from around a hundred nanoseconds to the microsecond scale
depending on the application.
For MagLIF, the implosion takes place over around 100 ns; the fusion plasma is
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inertially confined for around 2 ns [24]. The key to the concept is relaxation of the
required confinement parameters relative to pure ICF by the addition of an initial
applied magnetic field and laser preheat (See §1.4).
1.2 The Fusion Reaction
The binding energy holding atomic nuclei together varies as a function of atomic
number; nuclear reactions release energy either by splitting heavy atoms into several
lighter atoms (fission) or by joining light atoms together to form heavier atoms
(fusion). For elements with large atomic numbers, binding energy per nucleon
decreases with atomic number so fission reactions give an overall increase in binding
energy and hence release energy. The fission of uranium-236 to form krypton-92
and barium-141 was used in the earliest nuclear reactors; as Figure 1.1 shows, this
reaction occurs in a region where the binding energy curve has a negative slope,
resulting in an increase in binding energy per nucleon and hence a release of energy.
Figure 1.1: The variation of binding energy per nucleon with atomic mass number; fusion of low
mass atoms or fission of high mass atoms results in a release of energy. The positions of several
isotopes relevant to fission and fusion are shown.
Below the peak of the binding energy curve at iron-56 the curve has a positive
gradient; binding energy increases with atomic number so fusion reactions give an
overall increase in binding energy. The sharp spike at helium-4 indicates that a
fusion reaction with this as a reaction product could result in a particularly large
energy release. A reaction with the potential for energy production is the fusion of
deuterium and tritium nuclei to form helium-4 nuclei (alpha particles) and neutrons,
with a total yield of 17.6 MeV per reaction:
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D + T → α(3.5 MeV) + n(14.1 MeV) (1.2.1)
For this reaction to occur, an activation energy or energy barrier, due to the mutual
Coulomb repulsion of the protons in the nuclei, must be overcome. In the classi-
cal picture, fusion reactions can only occur if particle energies exceed the energy
barrier; quantum tunnelling however provides a finite probability for particles with
energy below the barrier to pass through, reducing the required energy. Naively
one might consider approaching the energy barrier by firing high energy deuterons
into a tritium target, an approach known as beam-target fusion. However, the cross
section for Coulomb scattering is far higher than for fusion, so most deuterons lose
their energy through scattering before making a fusion reaction.
The use of high temperatures can provide the nuclei with sufficient thermal
energy to approach and tunnel through the Coulomb barrier. Temperatures of the
order 108 K are necessary to sufficiently increase the fusion cross section to a value
realistic for energy production, at these temperatures all materials are ionised and
exist in the plasma state – a charged gas consisting of ions and electrons. Under
the reasonable assumption of high collisionality the plasma can be described by
a Maxwell-Boltzmann distribution function which gives a wide spread of energies
about the equipartition value 3
2
kBT ; it is the nuclei in the high energy tail of the
distribution that are responsible for the bulk of the fusion reactions.
In a sufficiently dense plasma at fusion temperatures the alpha particles are
re-absorbed; this provides a heat source to sustain the reaction. There is negligible
heating from the thermonuclear neutrons as they have a very small cross section so
pass through the plasma without interacting. The volumetric fusion reaction rate
is given by:
dnf
dt
= nDnT 〈σv〉 (1.2.2)
Where nf is the number density of fusion reactions; nD and nT are deuterium and
tritium number densities respectively and will henceforth be assumed to be equal
(nD = nT =
n
2
); and 〈σv〉 is their velocity averaged fusion cross section, which is a
strong function of temperature.
1.3 Requirements of a Fusion Reactor
Achieving thermonuclear ignition is likely to be necessary for sufficient fusion yields
to power a viable reactor, for a pulsed scheme this is defined as the point where the
fusion reactions become self-sustaining, propagating outwards and initiating further
reactions in cold parts of the fuel. The energy absorbed exceeds the sum of the heat
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losses, initiating further nuclear reactions and becoming self sustaining; this is the
regime of ‘burn’. There are three basic requirements for ignition and burn of an
ICF plasma: a sufficiently high temperature to overcome Coulomb repulsion and
increase the fusion cross-section; a sufficient re-absorption of alpha energy to allow
heating of the remaining cold fuel; and a long enough confinement time that the
sum of the released fusion energy exceeds the sum of energy into the fuel.
1.3.1 Ideal Ignition Temperature
For burning thermonuclear plasmas the main heat gain term is the absorption of
energetic alpha particles. The radiation losses may include contributions due to syn-
chrotron motion and line radiation from impurity ions [13], but are usually dom-
inated by Bremsstrahlung resulting from electron-ion Coulomb interactions [25].
For a simple analysis all other energy loss terms are neglected and the calculated
temperature is referred to as the ‘ideal ignition temperature’.
Alpha Heating
The rate of alpha heating per unit length for a cylinder of fuel of radius R and
density ρ is calculated by multiplying the fusion reaction rate (Equation 1.2.2) by
the cross sectional area of a cylinder, individual alpha particle energy wα and the
fraction of alpha particles that are stopped in the fuel fα giving
Pα
L
=
pi(ρR)2〈σv〉wαfα
8(Amp)2
(1.3.1)
Where A is the average fuel atomic mass and mp is the proton mass.
Radiative Losses
The Bremsstrahlung loss rate per unit volume in an optically thin regime is given
by [13]
SB =
√
2
9pi5
(
e2
h1/3m
1/2
e 0c
)3
n2
√
kBT (1.3.2)
Where h is Planck’s constant, e is the electronic charge, me is the mass of an elec-
tron, 0 is the permittivity of free space, c is the speed of light in a vacuum and kB is
Boltzmann’s constant. For a cylinder of deuterium-tritium fuel the Bremsstrahlung
loss rate per unit length is given by
PBrems
L
= Λ(ρR)2
√
T (1.3.3)
with temperature expressed in eV and the constant Λ defined by
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Λ =
√
2
9pi5
(
e2
h1/3m
1/2
e 0c
)3
e1/2
(Amp)2
pi (1.3.4)
Calculation of Ideal Ignition Temperature
Under the additional assumption that the plasma is optically thin, radiation trans-
port can be neglected and a threshold temperature can be calculated by equating
the Bremsstrahlung loss rate per unit length with the alpha heating power per
unit length under the assumption that all alpha particles produced are re-absorbed
(fα = 1). The dependence on areal density cancels, leaving an equation for T which
can be solved numerically considering the temperature dependence of 〈σv〉 to give
Tideal = 4.3 keV. This is the ideal ignition temperature, which approximates the
minimum temperature necessary for self-sustaining fusion. In practise the ignition
temperature is slightly higher, to account for additional heat losses due to other
sources of radiation loss, thermal conduction and instabilities.
1.3.2 The Lawson Criterion for ICF
The Lawson Criterion [26] places a lower limit on the product of the fuel density and
confinement time necessary to achieve ignition in a fusion reactor, again assuming
that all alpha particles produced are re-absorbed. Assuming that the reactor is
inertially confined rather than steady state, an analogous lower limit for the fuel
areal density ρR can be calculated. For ignition, the input power due to alpha
heating must exceed the sum of the power loss;
Pα > Ploss (1.3.5)
Assuming that the bulk of the power loss occurs over the energy confinement time
τE the power loss term can be replaced by the total energy in the plasma Etot
divided by τE. Assuming all alpha particles are re-absorbed the total alpha energy
is equal to the product of the fusion reaction rate (Equation 1.2.2) and wα; making
these substitutions gives
1
4
wαn
2〈σv〉 > Etot
τE
(1.3.6)
The large pressures within a stagnated ICF plasma cause a rapid re-expansion
shortly after stagnation; a reasonable estimate for the confinement time is the time
taken for a sound wave to traverse the radius R of the assembled plasma [27]. The
sound speed can be approximated by the ideal gas value, cs =
√
kBT
mi
where mi is
the average ion mass. This gives an expression for the confinement time
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τE =
R
cs
=
√
miR2
kBT
(1.3.7)
Which can be substituted back into Equation 1.3.6: rearranging, assuming equipar-
tition (Etot = 3nkBT ) and making the substitution ρ = nmi gives
ρR >
12
√
mi
wα
(kBT )
3/2
〈σv〉 (1.3.8)
The function
(kBT )
3/2
〈σv〉 has a minimum at around 30 keV; for a more readily attain-
able temperature of 5 keV it has a value of approximately 2 m3/s [28]. Replacing
the constants with their numerical values gives
ρR & 3 g/cm2 (1.3.9)
This is the minimum fuel areal density necessary for ignition at the ignition tem-
perature; additional requirements are introduced by ensuring there is a sufficient
areal density to trap a large proportion of the alpha particles produced and the
high temperature electrons in the plasma which tend to diffuse due to thermal
conduction.
Further requirements necessary for a commercial fusion reactor include a mech-
anism to produce tritium (one possibility is breeding from neutron capture by
lithium-3 [29] [30]); a mechanism to convert the heat from fusion reactions into
useful energy; a sufficient repeat rate for appreciable average power; and a cost per
MW of energy produced that is competitive with existing technologies.
1.4 The MagLIF Concept
1.4.1 Overview
Magnetised Liner Inertial Fusion (MagLIF) is a design for a magnetic direct drive
inertially confined fusion device, proposed by Slutz et al [1] in 2009. A hollow
metallic cylinder or ‘liner’ surrounding a column of preheated and premagnetised
DT fuel is imploded by a pulsed power machine over a timescale of the order 100 ns,
bringing the fuel to the temperatures and densities necessary for fusion; as confine-
ment is provided by the liner the Lawson Criterion for ICF based on the fuel areal
density is relaxed; no fuel areal density is required for confinement and the criterion
on fuel areal density is to ensure alpha particle capture and non-deleterious thermal
conduction losses.
With reference to Figure 1.2, the MagLIF process may be considered in 3 stages:
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fuel magnetisation, preheat and implosion:
Figure 1.2: Schematic showing the three stages of MagLIF reproduced with permission from a
presentation by Steve Slutz [31]; the vertical lines represent the axial magnetic field and the
circular bands represent the azimuthal drive magnetic field.
1.4.2 Three Stages of MagLIF
1. Magnetisation
The system is magnetised by means of external field coils surrounding the electrode
setup around the liner. The external magnetic field rise time exceeds 1 ms [1]
both to prevent the liner from being crushed during magnetisation and to allow
time for the magnetic field to diffuse through the conductive liner and into the
fuel. The MagLIF point design specifies a 30 T axial seed field (Bzi). Due to
the high conductivity of the liner and preheated fuel the magnetic field follows the
plasma and is effectively ‘frozen in’ during the implosion, enforcing conservation of
magnetic flux. Assuming perfect conservation, the axial magnetic field increases as
the implosion progresses according to
Bz(t) =
Bzi
r2i
r2(t) (1.4.1)
Where ri and r(t) are the initial and instantaneous radii of the region containing
Bz(t). This allows the axial magnetic field to reach extremely large values, of the
order 10,000 T, by stagnation. A sufficiently large magnetic field can inhibit thermal
conductivity [32] and alpha transport [33] perpendicular to the field lines by causing
the charged particles to perform Larmor orbits about the field lines instead of freely
diffusing. For MagLIF the axial magnetic field inhibits charged particle transport
in the radial direction, relaxing the areal density criterion for ignition which ensures
sufficient alpha particle capture and non-deleterious thermal conduction losses.
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2. Cylindrical Compressional Heating and Preheat
For cylindrical compression, the volume is dependent on the square rather than
the cube of the fuel convergence ratio (defined as the ratio between initial and
final radii), so cylindrical compression of fusion fuel results in smaller density and
temperature increases than for spherical compression. Convergence ratios cannot
exceed about 30 due to drive asymmetries [1]; a form of preheat is therefore required
to raise the fuel to the ignition temperature. Slutz et al suggest firing a laser down
the axis of the liner to preheat the fuel to 250 eV just before the liner inner edge
begins to move, allowing the ignition temperature to be reached at a moderate
convergence ratio of 10.
3. Implosion and Stability
Magnetically imploded plasmas are susceptible to the magneto-Rayleigh-Taylor
(MRT) instability; this is analogous to the purely hydrodynamic Rayleigh-Taylor
instability [34] [35], which occurs when a light fluid accelerates a heavy fluid or a
pressure gradient points in the opposite direction to a density gradient,
∇P.∇ρ < 0 (1.4.2)
An example of a system that is unstable to the Rayleigh-Taylor instability is water
in an inverted glass being supported against gravity and effectively accelerated
by air; the pressure gradient points downwards and the density gradient points
upwards. If the interface between the fluids is perfectly flat the system will remain
in unstable equilibrium and the water will remain within the glass as its weight is
perfectly balanced by the buoyancy force from the air. Any small perturbation at
the interface results in a bubble of air rising above the interface; the weight of the
water above is now less than the buoyancy force so the bubble rises further up. As
the weight of water above continues to decrease the air bubble continues to rise and
‘spikes’ of water flow downwards around the air bubble to fill the vacated space.
These bubbles and spikes grow exponentially before entering a non-linear growth
phase; the net result is a change in positions of the fluids
In the case of the MRT instability a fluid of finite density is accelerated by a
magnetic field which behaves as a zero mass fluid. The MRT was first explored by
Chandrasekhar [36] in 1961 and Harris in 1962 [37] and later expanded upon by
others including Ryutov et al [38]. Complicating analysis of the MRT instability
compared to the hydrodynamic equivalent is the tendency of magnetic field lines to
both repel each other and resist bending.
An imploding MagLIF liner is unstable to the MRT instability during two dis-
tinct phases; it is therefore useful to consider the implosion as consisting of the
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acceleration phase, where the liner is accelerated by the magnetic pressure from
the drive current; and the deceleration phase, where the stagnating liner is decel-
erated by the thermal pressure from the hot fuel. Both phases are unstable; the
acceleration phase is susceptible to the MRT instability as the magnetic field (zero
mass fluid) accelerates the liner (heavy fluid) and the deceleration phase is suscep-
tible to the Rayleigh-Taylor instability as the fuel (light fluid) decelerates the liner
(heavy fluid). A serious problem for MagLIF is feedthrough, where instabilities in
the deceleration stage are seeded by the structures remaining from the acceleration
phase; this is particularly severe if MRT bubbles formed during the acceleration
phase breach the liner inner edge.
It is important that the inner surface of the liner remains intact until stagnation,
both to minimise liner-fuel mix and to provide effective confinement. Implosions
with thicker liners are more robust to feedthrough from the MRT instability but
reach smaller convergence ratios; a parameter of interest is the aspect ratio Ar,
defined as the ratio of the initial liner outer radius and thickness,
Ar =
ro
∆r
(1.4.3)
2D simulations performed by Slutz et al suggest preventing the MRT instability
breaching the liner inner edge limits the maximum aspect and convergence ratios
of the liner to approximately 8 and 30 respectively.
1.4.3 The Benefits of Magnetisation
The magnetisation of the fuel before implosion is vital to the success of MagLIF,
as it relaxes ρR requirements at stagnation. For MagLIF the Lawson criterion for
ICF in the fuel is relaxed, as inertial confinement is provided mainly by the liner;
an approximate criterion only considering alpha particle absorption at the ignition
temperature for unmagnetised fuel [33] is given by:
ρR & 0.3 g/cm2 (1.4.4)
An additional relaxation of the Lawson criterion which applies when the fuel is
magnetised can be understood by considering the resulting inhibition in thermal
conduction:
The general equation for heat flow due to thermal conduction is:
q = −κ.∇T (1.4.5)
Where κ is the thermal conductivity tensor. For convergent cylindrical geometry
with a length L the radial temperature gradient is of the order L/R greater than
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in the axial direction; for a MagLIF liner near stagnation L  R, allowing the
conductivity in the axial direction to be neglected. The total heat flow is then con-
trolled by the thermal conductivity in the direction perpendicular to the magnetic
field, κ⊥:
q = −κ⊥dT
dr
rˆ (1.4.6)
Magnetic fields in plasmas inhibit thermal conduction perpendicular to the field, as
charged particles are no longer free but perform Larmor orbits about the field lines.
The radius of the Larmor orbit can be calculated by equating the Lorentz force
with the centripetal force on an orbiting charged particle, and is given by rL =
mv
qB
.
Due to their low mass and hence high thermal velocities, electrons dominate the
plasma thermal conductivity, so the inhibition of conduction due to magnetic fields
will be considered only for electrons. A quantity of interest is the Hall Parameter
ωceτei, which is the product of the cyclotron frequency ωce and the average electron-
ion collision time τei; this relates the relative strength of the magnetic field to the
collisions responsible for thermal conductivity by defining the average number of
Larmor orbits completed between collisions.
An expression for the thermal conductivity transverse to a magnetic field in a
plasma κ⊥ as a function of the Hall parameter was calculated by Braginskii [32], with
further improvement on the values of the coefficients by Epperlein and Haines [39].
We define the total thermal conductivity perpendicular to the magnetic field κ⊥ as
the product of the thermal conductivity at zero magnetic field κ⊥0 and an inhibition
factor fB. Both terms are functions of density and temperature, and fB is also a
function of magnetic field. The inhibition factor is given by
fB =
1
γ0
γ′0 + γ
′
1(ωceτei)
c′0 + c
′
1(ωceτei) + c
′
2(ωceτei)
2 + (ωceτei)3
(1.4.7)
Where the c and γ coefficients are material specific constants, as presented in Bra-
ginskii and the paper by Epperlein and Haines.
Figure 1.3 shows the inhibition factor as a function of magnetic field for a plasma
at fusion conditions, T = 5 keV, ρ = 500 kg/m3. There is a very strong dependence
on magnetic field; 100 T results in a ten-fold drop in thermal conductivity compared
to the value without a magnetic field; 10,000 T results in a reduction of over four
orders of magnitude.
Inhibition only occurs perpendicular to the magnetic field; electron motion and
therefore thermal conduction remains uninhibited parallel to the field lines. Apply-
ing an axial magnetic field to a cylindrically imploding fuel column therefore inhibits
thermal conductivity in the radial and azimuthal directions. Although there is no
inhibition parallel to the field, the thermal conduction rate in the axial direction is
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Figure 1.3: The inhibition factor for electron thermal conductivity as a function of transverse
magnetic field (Equation 1.4.7), plotted over a range of magnetic fields for fusion conditions
(T = 5 keV, ρ = 500 kg/m3) – note the logarithmic axes.
very low in comparison to the radial direction, due to the much smaller temperature
gradients and cross sectional area near stagnation.
A similar inhibition occurs for the transport of alpha particles produced by fusion
reactions, although the effect is less dramatic than for electrons as alpha particles
have a smaller charge to mass ratio, and because alpha losses are less deleterious in
the unmagnetised case as they have much lower thermal velocities than electrons so
do not escape as readily. Alpha particle radial confinement is improved and axial
losses are minimal providing that the length of the cylinder is greater than the alpha
mean free path (ρL > 0.3 g/cm2) [1] and the total distance they can travel during
the confinement time (L > |v|ατE).
The combination of these effects means that the presence of a strong axial mag-
netic field in the MagLIF fuel relaxes requirements on fuel areal density. The degree
of relaxation as a function of magnetic field is calculated for thermal power balance
in [33], with ignition space plotted in [1] and [31] and reproduced here in Figure 1.4.
Fuel inertial confinement times are not included in these analyses, as confinement
is assumed to be provided by the areal density of the liner.
The areas to the right of and above the curves in Figure 1.4 constitute ignition
space. The bottom axis is fuel areal density plotted on a logarithmic scale and
the left axis is the ratio between the fuel radius and the Larmor radius of a fusion
generated alpha particle, which is a measure of magnetisation. Power balance is
assumed, with the alpha absorption and losses due to Bremsstrahlung and thermal
conduction calculated in one of four ways, each corresponding to a different curve:
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Figure 1.4: The effect of fuel magnetisation on ignition space, reproduced with permission from
a presentation by Steve Slutz [31]. Four curves are plotted out for different cases, calculated
by equating alpha heating with thermal conduction and Bremsstrahlung losses at a constant
temperature of 10 keV and including or neglecting the effect of magnetisation on electron thermal
conduction and alpha transport.
1. Black curve: Includes the inhibiting effect of Bz on thermal conductivity
and alpha transport, calculates inhibition assuming classical plasma diffusion
across magnetic field lines.
2. Blue curve: As for the black curve, but includes the effect of anomalous Bohm
diffusion across magnetic field lines.
3. Red curve: Neglects the effect of Bz on the inhibition of alpha transport, ie.
only inhibit thermal conduction.
4. Green curve: Neglects the effect of Bz on the inhibition of thermal conduction,
ie. only inhibit alpha transport.
The difference between the black and blue curves is the assumption of classical
plasma diffusion across magnetic field lines vs. anomalous Bohm diffusion. In the
classical picture of diffusion there is a competition between random thermal motion
causing diffusion of charged particles and inhibition caused by magnetic field con-
finement, giving an overall inverse square dependence on the magnetic field for the
diffusion coefficient [40].
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Bohm diffusion describes an experimental observation by Bohm [41] of a weaker
inverse dependence on magnetic field for the diffusion coefficient in magnetically
confined plasmas, resulting in much worse confinement; several subsequent exper-
iments have agreed with this empirical relation [40]. A 2D study by Taylor and
McNamara [42] suggested that the higher diffusion rate in Bohm diffusion is caused
by fluctuating electric fields providing an E×B drift; this occurs when an electric
field modifies the Larmor orbits of charged particles resulting in their transport per-
pendicular to magnetic field lines. These electric fields arise from micro-instabilities
and turbulence; due to the high plasma density and collisionality for MagLIF the
scale length over which these electric fields apply is very small. The E × B drift
is also therefore expected to be small, so Bohm diffusion represents a worst case
scenario [1] [43]. Even if diffusion in MagLIF does follow the Bohm value, at the
areal densities of interest (∼10−3 g/cm2), the curves assuming classical and Bohm
diffusion only differ by a factor of two.
The intersection of the black and blue curves with the x axis marks the regime
for liner confined unmagnetised ICF, with an areal density requirement given by
Equation 1.4.4 (the value on the graph is slightly smaller due the calculation being
carried out at 10 keV rather than 5 keV). Following the curves, it can be seen that
increasing the axial magnetic field greatly reduces the areal density necessary for
ignition. The red and green curves show that improving the inhibition of thermal
conduction or alpha transport separately has much less effect. This is because if
either is massively improved the other becomes the main factor limiting ignition;
the huge increase in ignition space requires both thermal conduction and alpha
transport inhibition.
Fuel magnetisation therefore allows ignition to occur with a far lower areal den-
sity than required by Equation 1.4.4 and is beneficial both in that the conditions are
easier to reach and because driver power necessary for implosion scales unfavourably
with areal density [33] due to increased inertia. Simulations carried out by Jones
and Mead [44], however, suggest that a caveat of using magnetised fuel is the inhi-
bition of burn wave propagation in uniform 1D fuel, limiting the gain to about 10.
In higher dimensions and more complicated mass distributions the burn wave inhi-
bition is less severe – in the high gain extension to MagLIF developed by Slutz and
Vesey [45] a dense cryogenic layer of DT surrounds a burning hot spot; the higher
density improves burn wave propagation over the uniform case with simulated gains
of up to 1000 with a 70 MA drive current reported.
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1.4.4 The Need for Preheat
Although spherically imploded ICF schemes such as the NIF are able to operate
without dedicated preheat, the reduction in volumetric compression and hence tem-
perature increase for an equivalent convergence ratio when moving to cylindrical
compression means that preheat is necessary for MagLIF to reach the ignition tem-
perature.
Consider a cylinder (sphere) of deuterium-tritium gas, initially at a temperature
T0 that is slowly compressed; the system will obey the adiabatic law, PV
γ = const
where γ is the adiabatic index. If the compression is also isentropic, volume and
temperature are related by
TV γ−1 = const (1.4.8)
The volume of an imploding cylinder (sphere) as a function of time is given by
V (t) = V0
(
R(t)
R0
)g
(1.4.9)
where V (t) is the gas volume as a function of time, R(t) is the gas radius as a
function of time, the exponent g is equal to 2 for cylindrical compression and 3
for spherical compression and variables with ‘0’ and ‘f’ subscripts are initial and
final values respectively. The convergence ratio CR, defined as the ratio between
initial and final fuel radii, can be expressed in terms of temperature by combining
Equations 1.4.8 and 1.4.9 and assuming that the compressed gas is monatomic with
γ = 5/3:
CR =
R0
Rf
=
(
Tf
T0
)3/2g
(1.4.10)
This shows that heating to 5 keV from a reasonable initial temperature of 1 eV re-
quires a convergence ratio of ∼600 for cylindrical compression and ∼70 for spherical
compression. The Rayleigh-Taylor instability places an upper limit on attainable
convergence ratio of about 30 [1]; isentropic compressional heating alone in either
geometry is therefore insufficient to reach fusion temperatures.
In practice the compression process both for spherical ICF and MagLIF is not
isentropic; shocks in the fuel develop over the short time scales of its compression
(∼50 ns for MagLIF, ∼8 ns for NIF [46]), providing a degree of preheat to the system:
Shock Heating
Consider a planar shock formed in a gas; the local speed of sound is exceeded
and density, pressure and velocity become discontinuous at the shock boundary.
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Conservation laws are still obeyed across the shock for mass (Equation 1.4.11),
momentum (Equation 1.4.12) and energy (Equation 1.4.13); these are the Rankine-
Hugoniot conditions [47] [48] [49] [50] :
ρ1u1 = ρ2u2 (1.4.11)
P1 + ρ1u
2
1 = P2 + ρ2u
2
2 (1.4.12)
ρ1u1
(
1 +
u21
2
)
+ P1u1 = ρ2u2
(
2 +
u22
2
)
+ P2u2 (1.4.13)
Where ρ is mass density;  is specific internal energy; u is gas velocity in the rest
frame of the shock and P is gas pressure. Variables with ‘1’ and ‘2’ subscripts refer
to unshocked and shocked quantities respectively.
The temperature increase of a gas due to a shock can be calculated by manip-
ulation of these conditions; the following derivations are partially covered in [51]
and [52] and in more detail in [53]. The velocities of the shocked and unshocked
gas can be written in terms of density and pressure by substituting the conserva-
tion of mass relation (Equation 1.4.11) into the conservation of momentum relation
(Equation 1.4.12). The specific volume V , defined as the reciprocal of the density,
is introduced to simplify the algebra.
u21 = V
2
1
P2 − P1
V1 − V2 (1.4.14)
u22 = V
2
2
P2 − P1
V1 − V2 (1.4.15)
A useful expression for the increase in internal energy over the shock, known as the
Hugoniot Relation, can be constructed by substituting Equations 1.4.14 and 1.4.15
into the third Rankine-Hugoniot condition (Equation 1.4.13); some rearrangement
and cancellation leads to
2 − 1 = 1
2
(P2 + P1)(V1 − V2) (1.4.16)
Closure of the equations requires additional information; this is provided by an
equation of state. For an ideal gas this takes the form  =
V P
γ − 1, substituting into
the Hugoniot Relation (Equation 1.4.16) and dividing by the specific volume of the
shocked gas V2 gives, after some rearrangement,
V1/V2 = ρ2/ρ1 =
P1(γ − 1) + P2(γ + 1)
P1(γ + 1) + P2(γ − 1) (1.4.17)
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Which is the fractional density increase of the gas over the shock. The pressure of
the shocked gas can be found in terms of the pressure and density of the unshocked
gas and the shock velocity us by rearranging Equation 1.4.14 and substituting into
Equation 1.4.17 to eliminate V2, noting that in the lab frame the shock velocity us
is given by us = −u1.
P2 =
1
(γ + 1)
(
2u2sρ1 − P1(γ − 1)
)
(1.4.18)
Taking the strong shock limit P2 >> P1, Equation 1.4.18 simplifies to
P2 =
2u2sρ1
(γ + 1)
(1.4.19)
and Equation 1.4.17 simplifies to
ρ2/ρ1 =
γ + 1
γ − 1 (1.4.20)
The temperature of the shocked material in the strong shock limit can then be
calculated by substitution of the ideal gas relation for the shocked material, P2 =
kBT2ρ2/Amp and Equation 1.4.20 into Equation 1.4.19:
T2 =
2Ampu
2
s
kB
γ − 1
(γ + 1)2
(1.4.21)
For a monatomic gas γ = 5/3; in this case
T2 =
3
16
Ampu
2
s
kB
(1.4.22)
Although the derivation of Equation 1.4.22 has assumed a planar shock, the cor-
rection in convergent cylindrical or spherical geometry is small as geometric shock
acceleration is only significant for fuel very close to the axis. The shock heating
phase ends when the shock reaches the axis and reflects; the shocked and heated ma-
terial then implodes with a subsonic velocity when the main driving pulse arrives.
The convergence ratio required to heat the strongly shocked fuel to the ignition
temperature can be calculated by substituting the expression for the temperature
of the shocked material T2 for T0 in Equation 1.4.10. As the strong shock has caused
the fuel volume to decrease by a factor of 4, a factor of 41/g must be included:
CR = 4
1/g
(
16eTf
3Ampu2s
)3/2g
(1.4.23)
This suggests that with sufficient piston velocities, fusion temperatures can be
reached without preheat or high convergence ratios. For the NIF point design
the capsule has an implosion velocity of the order 350 km/s [54], giving a required
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convergence ratio of about 6 under the assumption of the shock being strong. In
fact, as NIF requires a high fuel areal density it is preferable for the first shock to
be weak with minimal fuel heating to maintain compressibility. NIF aims to have
convergence ratios of the order 30 to 40, sufficient to reach ignition while keeping
the fuel temperature relatively low during the implosion.
For cylindrical compression by a pulsed power machine it is difficult to ob-
tain sufficiently high implosion velocities for ignition, as the typical pulse lengths
(∼100 ns) are large compared to ICF implosion times (∼10 ns), MagLIF has implo-
sion velocities of the order 100 km/s. For MagLIF the best case scenario without
preheat is for the shock to be strong, giving a necessary convergence ratio to reach
the ignition temperature of about 55, therefore requiring an additional source of
heat. Slutz et al therefore suggest using a laser to preheat the fuel to 250 eV,
which, with reference to Equation 1.4.10, allows ignition to be reached with a con-
vergence ratio of about 10.
1.4.5 Summary of Experimental and Theoretical Results
Since the paper proposing the MagLIF scheme by Slutz et al in 2009 there have
been a series of simulations and experiments on the Z machine at Sandia National
Laboratories of increasing complexity, gradually building up the understanding of
MagLIF.
Shots to investigate and measure MRT growth rates were carried out, first by
Sinars et al [55] with machined azimuthally correlated single mode perturbations,
and later by McBride et al [2] [3] with a polished liner surface, allowing the growth
of a multi-mode MRT instability from surface roughness. The single mode MRT
results were well matched by simulations, the multi-mode results however were
poorly matched, with simulations predicting lower MRT amplitudes and shorter
wavelengths than was observed; agreement was achieved only by initialising 3D
simulations with an unjustifiably azimuthally correlated initialisation.
Experiments and 2D simulations carried out by Peterson et al [56] [57] on the
magnetic compression of solid rods suggested that this ‘missing’ azimuthal correla-
tion could be provided by the electro-thermal instability, an early time instability
which tends to cause current in conductors to flow in azimuthally correlated bands.
There are as yet no published 3D simulation results that well resolve the electro-
thermal instability.
Shots with the external magnetic field coils necessary to provide magneto-
thermal insulation at stagnation were carried out by Awe et al [4] [5], demonstrating
the success of this system for external fields of 7 T and 10 T and also observing a
surprising effect – the azimuthally correlated structure of the MRT instability was
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transformed to a helical structure, with a pitch angle dependent on the initial value
of the external magnetic field. Simulation results suggest that the magnitude of the
axial magnetic field should be too small compared with the azimuthal drive field to
have an effect on the bulk dynamics of the liner and these experimental results are
yet to be adequately explained.
Fully integrated MagLIF simulations were presented by Sefkow et al [58] in 2013,
with results from fully integrated shots using DD on Z published by Gomez et al [24]
in 2014. The experiments achieved an estimated fuel temperature of 3 keV and a
stable central column of plasma at stagnation deduced from measurements of time
integrated X-ray emission. Time resolved X-ray imaging indicated that the column
persisted for around 2 ns. The maximum fusion yield was 2× 1012 neutrons, within
the range predicted based on the experimentally measured fuel density, temperature,
volume and confinement time.
There is a 5 year plan to upgrade the maximum axial magnetic field from 10 T
to 30 T, laser energy from 2.5 kJ to 8 kJ, and fuel from DD to DT [59], with more
long term aims including realising the potential to carry out high gain MagLIF
experiments [45].
1.5 Structure of the Thesis
The thesis is presented by including relevant theory at the beginning of each results
chapter, rather than having a single section dedicated to all the theory. We feel
that this will improve the flow of the thesis, presenting the story of the work in the
order in which it was carried out. There is a short conclusion at the end of each
results chapter with a main concluding chapter at the end of the thesis.
In the second chapter we introduce our 3D MHD code Gorgon and provide
details of some of the physics it relies on, including a derivation of magneto-
hydrodynamics (MHD) and discussion on the equation of state. The chapter is
split into explanations of the operation of the existing code and new features added
to Gorgon over the course of this work.
We then discuss the magneto-Rayleigh-Taylor (MRT) instability, with a deriva-
tion of idealised growth rates followed by three experimental results for MRT growth
on magnetically imploded liners along with a comparison of our simulated results.
Although we obtained good agreement for single mode MRT growth, no 3D code
has yet reproduced the experimental results for MRT seeded from surface rough-
ness for Bz = 0 or Bz > 0 without using a physically unjustified initialisation; this
discrepancy prompted the main body of the work in this thesis.
In chapter four we introduce the electro-thermal instability, an early time insta-
bility that increases early time azimuthal correlation and may explain these discrep-
1. INTRODUCTION 35
ancies. The chapter begins with a mathematical derivation of the ETI growth rate,
followed by a physical explanation of the process and several test problems devised
to explain its effect on MagLIF-relevant liner implosions. We also introduce the
electro-choric instability, an effect which greatly enhances the ETI amplitude, with
physical explanations and simulation results, ending the chapter with a simulation
explaining the seeding of the MRT instability from the ETI and ECI.
The fifth chapter details the material strength model that we developed and
added to Gorgon in an attempt to further explain the results for the multi-mode
MRT instability. A physical description of material strength is provided, followed by
the mathematical and computational setup used for our material strength model,
implementation into Gorgon and a series of test problems both to test the code
and provide physical explanations for phenomena resulting from the inclusion of
material strength.
In the sixth chapter we provide integrated simulation results for multi-mode
MRT growth with Bz = 0 or Bz > 0 including the ETI, ECI and material strength.
The effect of material strength for these implosions is investigated and found to
result in an increase in ETI and ECI wavelength and amplitude. Full circumference
simulations achieved much better agreement with the experimental results for Bz =
0 than those in the third chapter, although there was still not good agreement
with the experiment for all times. The experimental results with Bz > 0 were not
reproduced and are still not understood.
1.6 Author’s Contribution
The author’s contribution to the work included in this thesis can be divided into
two sections; further development of Gorgon and exploration of novel physics:
1.6.1 Further Development of Gorgon
The equation of state routine was modified to use a sound speed calculated from
the equation of state rather than an ideal gas sound speed; this improved numerical
stability of ramp compressions by preventing the unphysical development of shocks.
An algorithm to order the inputs of four-point averages was introduced to maintain
symmetry for symmetrically initialised test problems, aiding with debugging.
Useful features were added to Gorgon to make high resolution, large volume
simulations easier – these were a restart capability, allowing a simulation to be
paused and restarted with no loss of information or introduction of errors; and a
variable grid cell size in 3D, allowing higher resolution in areas of interest.
Fitting both categories was the development and implementation of a material
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strength model into Gorgon, allowing a more physical modelling of the solid phase
early in liner implosions.
1.6.2 Physics
Simulations of liner implosions for single and multi-mode magneto-Rayleigh-Taylor
instabilities were carried out, achieving good agreement in the former case and poor
agreement in the latter; further analysis in the 3D case was carried out through
synthetic radiographs, Abel inversions and Fourier analysis to determine the MRT
properties.
An in depth investigation was carried out into the behaviour of the electro-
thermal and electro-choric instabilities in 3D; how they lead to early time az-
imuthal correlation and the interplay between the electro-thermal, electro-choric
and magneto-Rayleigh-Taylor instabilities.
The effect of material strength was investigated through test problems in one,
two and three dimensions and comparison with another hydrodynamics code with
material strength, before being added to a 3D simulation of multi-mode MRT
growth; the combination of the electro-thermal and electro-choric instabilities and
material strength gave far better agreement with the experiment than previous
results.
Chapter 2
Gorgon: a 3D
Magnetohydrodynamics (MHD)
Code
2.1 Overview
Gorgon is a well benchmarked 3D Eulerian resistive MHD code [60] [61]; the resistive
MHD equations (§2.2.1) are solved at every point on a static 3D grid through which
the simulated plasma can flow. The code currently allows for the simulation of
two different materials, in addition to regions of vacuum – the equation of state
and transport coefficients for these materials are input from oﬄine-generated data
tables. The single fluid approximation is used, providing each material with a single
density but separate ion and electron temperatures; all simulations in this work,
however, made use of the single temperature approximation.
Gorgon may be run in Cartesian, cylindrical or spherical geometry; the work in
this thesis utilised Cartesian and cylindrical geometry. For the 3D simulations in
this thesis reflective boundary conditions were used in the axial direction to prevent
loss of mass and momentum, effectively assuming a very long liner. For wedge sim-
ulations in 3D cylindrical geometry, reflective boundary conditions were also used
at the azimuthal boundaries but for full circumference simulations in cylindrical
geometry quantities were connected at the maximum and minimum values of the
azimuthal co-ordinate. Inflow/outflow boundary conditions were used in the radial
direction; this provides a good approximation except near stagnation, where mate-
rial interior to the inner domain boundary should reflect and slow the implosion of
the outer layers.
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2.2 Magneto-Hydrodynamics (MHD)
2.2.1 Derivation of the Resistive MHD Equations
The Vlasov-Fokker-Planck (VFP) Equation
Magneto-hydrodynamics (MHD) builds on the foundations of fluid dynamics and
extends it to plasmas. This necessitates the inclusion of charged fluids supporting
electric and magnetic fields. The MHD equations can be derived by taking moments
of the Vlasov-Fokker-Planck (VFP) Equation, which describes the evolution of a
particle distribution function f(r,v, t) as a function of space, particle velocity and
time in a plasma. The VFP equation is given by Equation 2.2.1:
∂f
∂t
+ v.∇f + q
m
(E + v ×B).∇vf =
(
∂f
∂t
)
coll
(2.2.1)
Where ∇v is a 3D differential with respect to velocity v; E and B are the macro-
scopic electric and magnetic fields; and q and m are the particle species charge and
mass respectively. The first two terms on the left hand side describe evolution of
the distribution functions co-moving with a fluid element, taking into account both
the local rate of change of the distribution function
(
∂f
∂t
)
and the effect of moving
into regions with different values of the distribution function (v.∇f). The third
term on the left hand side is the Lorentz force experienced by charged particles
moving in electric and magnetic fields, and the term on the right hand side contains
the effect of collisions. Assuming a plasma with a single ionisation state there are
two VFP equations – one for each species, electrons and ions.
In order to obtain equations for macroscopic fluid variables (density, velocity,
pressure etc.), moments must be taken of the VFP equations for electrons and ions,
where the mth moment of a distribution function is defined by
∫
fvmd3v = nv¯m.
In this section variables with ‘e’ and ‘i’ subscripts denote quantities for electrons
and ions respectively.
Moments of the distribution functions correspond to macroscopic fluid variables,
for example number density n and macroscopic fluid velocity u:
n =
∫
fd3v (2.2.2)
u =
1
n
∫
vfd3v (2.2.3)
Zeroth Order Moments – Mass Equations
The zeroth order moment of the VFP equation is defined by
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∫ ∞
−∞
[VFP]d3v (2.2.4)
Which yields relations for the electron and ion macroscopic fluid densities; these
are the individual species conservation of mass equations:
∂ne
∂t
+∇.(neue) = 0 (2.2.5)
∂ni
∂t
+∇.(niui) = 0 (2.2.6)
Ionisation, recombination and chemical and nuclear reactions are neglected; colli-
sions therefore cannot change the number densities and the collisional terms in the
VFP equations do not contribute to the zeroth order moment equations. Unknown
variables ue and ui, the electron and ion macroscopic fluid velocities respectively,
are introduced; these can be calculated by taking the first order moment of the two
VFP equations.
First Order Moments – Momentum Equations
The first order moment of the VFP equation is defined by∫ ∞
−∞
[VFP]vd3v (2.2.7)
The velocities of individual particles consist of the average species velocity plus a
random thermal component w. When the first moment is taken, the second terms
of the VFP equations produce an outer product of the velocity vector with itself; the
random component of velocity must therefore be included in the moment equations
as the product ww is non-zero. Defining the pressure tensor P = mnww, the
conservation of momentum equations are then given by:
mene
(
∂
∂t
+ ue.∇
)
ue = −ene(E + ue ×B)−∇.Pe −meneν¯ei(ue − ui) (2.2.8)
mini
(
∂
∂t
+ ui.∇
)
ui = eni(E + ui ×B)−∇.Pi +meneν¯ei(ue − ui) (2.2.9)
The final terms in the equations describe momentum transfer between species due
to Coulomb collisions where ν¯ei is the average electron-ion collision frequency; this
produces a drag force on the species with the higher average velocity, which in
most cases is the electrons. Again, unknown variables Pe and Pi have been intro-
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duced; these can be calculated by taking the second order moments of the two VFP
equations.
Second Order Moments: Energy Equations
The second order moment of the VFP equation is defined by∫ ∞
−∞
[VFP]vvd3v (2.2.10)
Taking moments and re-arranging for internal energy gives(
∂
∂t
+ ue.∇
)
Ue + Pe : ∇ue +∇.qe = Qei (2.2.11)
(
∂
∂t
+ ui.∇
)
Ui + Pi : ∇ui +∇.qi = Qie (2.2.12)
Where Ue and Ui are the electron and ion internal energies respectively. The third
terms in the equations describe the change of internal energy due to compression or
expansion of the fluids. The fourth terms are the gradients of the heat flow vectors,
qe and qi, incorporating effects such as thermal conduction. The final terms, Qei
and Qie, are the energy exchanges due to collisions from electrons to ions and ions
to electrons respectively.
This process of taking moments can be continued ad infinitum; each moment
equation contains a variable from the next higher order moment equation. The
process is therefore truncated after the second order and instead of calculating the
third order moment a non-general form is specified for the heat flow vector. Ad-
ditional equations required to close the system are Maxwell’s Equations describing
the evolution of electromagnetic fields and an equation of state to relate internal
energy and pressure.
MHD Assumptions
The system of equations is simplified by making some assumptions based on the
time and length scales of interest:
• L λD The lengthscales of interest in the plasma are much greater than the
Debye length, so the plasma may be considered to be quasi-neutral, Zni =
ne = n. In typical Z-pinch plasmas the Debye length is less than a nanometre,
so this is a good approximation.
• L  rLi The lengthscales of interest are much greater than the ion Larmor
radius, so finite Larmor radius effects may be ignored. This is not always a
valid assumption in highly magnetised plasmas [62].
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• ve  c The electron velocities are sub-relativistic, allowing the displacement
current in Maxwell’s Equations to be neglected.
• ω  ωce, ωpe ⇒ me = 0 Macroscopic frequencies are much lower than electron
cyclotron and plasma frequencies, so the electron response time is very small
and the electron inertia term in Equation 2.2.8 is negligible.
• τ  τee, τii, τei, τie The timescales of interest are much greater than the
electron-electron and ion-ion collision timescales, individual species’ distribu-
tion functions are therefore Maxwellian. In addition, the timescales of interest
are much greater than the electron-ion and ion-electron collision timescales,
so electron and ion temperatures may be equated; the latter is a poor assump-
tion for imploding Z-Pinch plasmas, where the ions are heated more than the
electrons during compression.
• P → P Assuming a collisional plasma, particle distribution functions are
Maxwellian so the pressure tensor is isotropic and can be written as a scalar.
Single Fluid Quantities
Macroscopic single fluid variables are defined for density, velocity, pressure and
internal energy. As the ratio of ion to electron mass is very large, contribution by
the electrons to the combined mass density may be neglected, giving
ρ = min (2.2.13)
and because the ions therefore carry the majority of the fluid momentum, the
macroscopic fluid velocity is given by
v = ui (2.2.14)
The electron fluid velocity can be calculated by rearranging an expression for current
density J = en(v − ue) to give
ve = v − J/en (2.2.15)
The total scalar pressure is equal to the sum of the electron and ion scalar pressures
P = Pe + Pi (2.2.16)
and the total internal energy is equal to the sum of the individual electron and ion
internal energies
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U = Ue + Ui (2.2.17)
Electromagnetic Fields
In order to close the single fluid equations, expressions describing the evolution of
B, E and J are required. An Ohm’s Law can be calculated by substituting the single
fluid variables and isotropic resistivity, given by η =
meν¯ei
e2ne
where ν¯ei is the average
electron-ion collision frequency [13], into Equation 2.2.8, the electron momentum
equation, and rearranging to give
E + v ×B = 1
en
(J×B−∇Pe) + ηJ (2.2.18)
In reality, however, the electron-ion collision frequency is strongly dependent on
velocity, so the integral over velocity in the derivation of Equation 2.2.11 produces
an additional term in Ohm’s Law. The method originally employed by Braginskii
[32] is to expand the distribution about a Maxwellian distribution, using a technique
known as Cartesian tensor expansion. With the inclusion of this additional term,
and taking a more general expression for resistivity which is in general a tensor
property represented by η, the ‘Classical Ohm’s Law’ is given by:
E + v ×B = 1
en
(J×B−∇Pe) + η.J− β.∇Te (2.2.19)
Where β is the thermoelectric tensor. The final term on the right gives rise to
the Nernst Effect, where a current induced perpendicular to the magnetic field and
temperature gradient results in advection of magnetic field along the temperature
gradient. A physical explanation is that the magnetic field is most ‘frozen to’ the
hottest, least collisional electrons; as they are transported down the temperature
gradient they transport the magnetic field with them. For MagLIF this can result
in undesirable advection of magnetic field radially outwards near stagnation [1] [63],
reducing the beneficial effects of thermal conduction and alpha transport inhibition.
The formulation of resistive MHD assumes that the plasma number density is
sufficiently high to neglect the first two terms on the right. The term giving rise
to the Nernst Effect is also neglected; it is important for simulations of magne-
tised plasma with a magnetic field perpendicular to a temperature gradient such
as in MagLIF fuel near stagnation, but should have little effect in the hollow liner
implosions which are of interest in this work.
Two of Maxwell’s Equations, Faraday’s Law and Ampe`re’s Law, provide the
additional required relationships between electromagnetic fields:
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∇× E = −∂B
∂t
(2.2.20)
∇×B = µ0J + µ00∂E
∂t
(2.2.21)
Where µ0 and 0 are respectively the permeability and permittivity of free space.
The assumption of sub-relativistic electron velocities allows the low frequency ap-
proximation to be made; the displacement current is therefore neglected so the final
term in Equation 2.2.21 is set to zero. Combining these three equations to eliminate
E and J gives the induction equation for resistive MHD:
∂B
∂t
= ∇× (v ×B)−∇×
(
1
µ0
η.(∇×B)
)
(2.2.22)
Heat Flow
Due to their low mass and hence high velocity, electrons dominate heat flow in
plasmas. The classical electron heat flow equation derived by Braginskii is given by
qe = −κ.∇Te − β.JTe
e
(2.2.23)
Where the first term describes thermal conduction along temperature gradients,
and the second term, neglected in resistive MHD, considers the additional heat
transfer by electrons flowing in electric currents. This neglection is justified for
MagLIF – as the unperturbed current flow is in the axial direction, the second term
would correspond to axial thermal conduction, in contrast to the first term which is
dominated by a radial temperature gradient. Electron heat flow is most important
near stagnation, where, as mentioned in §1.4.2, heat flow is much larger in the radial
direction – the second term is therefore small relative to the first and can safely be
neglected.
The Resistive MHD Equations
A conservation of mass relation is calculated by multiplying Equation 2.2.6 by mi.
Equations for conservation of momentum and energy are derived by adding Equa-
tions 2.2.8 and 2.2.9 and Equations 2.2.11 and 2.2.12 respectively, and substituting
for the single fluid variables and resistivity. The addition of Ohm’s Law, Faraday’s
Law and Ampe`re’s Law gives the resistive MHD formulation.
∂ρ
∂t
+∇.(ρv) = 0 (2.2.24)
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ρ
(
∂v
∂t
+ v.∇v
)
= −∇P + J×B (2.2.25)
∂U
∂t
+ v.∇U = −P∇.v −∇.q + J.η.J (2.2.26)
E + v ×B = η.J (2.2.27)
q = −κ.∇T (2.2.28)
∇× E = −∂B
∂t
(2.2.29)
∇×B = µ0J (2.2.30)
∇.B = 0 (2.2.31)
An equation of state relating U and P is required, this is material specific and
may be calculated using known values or approximated by the generic expression
U =
P
γ − 1 [61], where γ is the ratio of specific heats. Expressions for the thermal
conductivity and resistivity tensors and heat capacity are required to close the
system of equations which, with appropriate boundary conditions, can be solved.
2.2.2 Magnetic Pressure and Tension
The J × B term in Equation 2.2.25 may be expanded using Equation 2.2.30 and
the vector identity A× (B×C) = (A.C)B− (A.B)C to give
J×B = (B.∇)B−∇(B
2)
µ0
(2.2.32)
This separates the contribution to the magnetic field-current interaction in compo-
nents of tension and pressure. The first term on the right represents the tension
opposing magnetic field curvature; a useful analogue for the magnetic field lines
is elastic bands wrapped around a cylindrical piece of metal. The second term
represents the force resulting from a gradient in magnetic pressure.
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2.3 Gorgon: Existing Algorithms
The solution of the MHD equations in Gorgon is split into the hydrodynamic part,
solved by the ‘hydrodynamics solver’ and the electromagnetic part, solved by the
‘A-field solver’, followed by transfer of energy in the thermal balance subcycle.
Figure 2.1 shows the structure of Gorgon; some of the steps in the flow chart are
briefly explained below.
Initialise grid
Initialise
variables
Calculate EoS
and transport
coefficients
A-field solver
subcycle
Lagrangian step
Apply boundary
conditions
Thermal
balance
subcycle
Apply boundary
conditions
Advection step
Figure 2.1: Flow chart showing the working of Gorgon.
2.3.1 Hydrodynamics Solver
The fully explicit hydrodynamics package solves the hydrodynamic parts of the
MHD momentum and energy conservation equations, using as additional inputs
force and energy outputs from the A-field solver. The convective derivative op-
erator
∂
∂t
+ v.∇ is split and the equations are solved in two steps; a Lagrangian
incrementation of momentum
(
∂
∂t
)
followed by an advection step where all con-
served quantities move in the direction of the net momentum (v.∇).
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Lagrangian Step
The three spatial dimensions are treated separately, with total forces in the x, y
and z directions arising from thermal pressure and J × B calculated for each cell
used to update the momentum. A von Neumann artificial viscous pressure [64] is
calculated and used to smooth out the unphysical oscillations which occur after
shocks and other pressure discontinuities.
Advection Step
The advection is carried out using a first order donor cell method with the option
of a second order van Leer correction [65]; both methods are explained in detail
in [66]. Once again each dimension is treated separately; all quantities are advected
in the x direction, then the y direction, then the z direction.
The donor cell method advects each variable based on the difference between
its value in the selected and neighbouring cell and the fluid velocity between the
cells. The van Leer correction gives the advantage of increasing the order of the
method, reducing numerical diffusion and resolving steeper gradients, but care must
be taken to avoid introducing numerical oscillations. This is ensured by setting the
van Leer correction to zero if the gradients in the cell being advected from and the
cell being advected into are not in the same direction; in addition a slope limiter is
implemented to prevent oscillations at shock fronts; if the gradient in the cell being
advected into is over twice as steep as the gradient in the cell being advected from,
the shallower gradient is used.
2.3.2 A-Field Solver
Difficulties in Solving the Induction Equation
A fully explicit implementation for the solution of the electromagnetic field evo-
lution is desirable to provide good scalability when the code is parallelised. The
solution of the induction equation (Equation 2.2.22) in vacuum regions surround-
ing a plasma requires the magnetic field to propagate across the vacuum in a time
much smaller than the timescale of evolution of the plasma, with vacuum resistiv-
ity sufficiently high that the amount of current flowing in the vacuum is negligible.
These conditions typically require a vacuum resistivity approximately six orders of
magnitude higher than the plasma resistivity [67], resulting in a very large diffusion
coefficient in the vacuum region. Resolving the resultant diffusion velocity is neces-
sary for numerical stability and requires such small timesteps to render an explicit
implementation impractical.
2. GORGON: A 3D MAGNETOHYDRODYNAMICS (MHD) CODE 47
A-Field Formulation
These difficulties can be mitigated by the reinstatement of the displacement current
in Ampe`re’s Law (Equation 2.2.21); this makes little difference in the plasma region
but allows the formation of a wave equation in the vacuum, leading to a more
physically accurate situation where the magnetic field propagates as a wave in the
vacuum region and resistively diffuses into the plasma. Provided that quantities
of interest evolve at a speed slower than the speed of light, this can be reduced
compared to its physical value without changing the result of the simulation. The
stability criterion for the timestep of a wave equation describing propagation at the
computational speed of light is far less restrictive than the equivalent criterion for a
diffusion equation, making it feasible to solve the induction equation explicitly. The
coupled MHD equations in B and E can be combined using the magnetic vector
potential, which is defined by
∇×A = B (2.3.1)
Substitution into Faraday’s Law (Equation 2.2.20) under the assumption of quasi-
neutrality gives a relationship between A and E:
E = −∂A
∂t
(2.3.2)
These expressions can be substituted into Ampe`re’s Law and the resistive MHD
Ohm’s Law (Equation 2.2.27) and rearranged to give:
J =
1
η
(
v × (∇×A)−∂A
∂t
)
(2.3.3)
∇× (∇×A) = µ0J + µ00∂E
∂t
(2.3.4)
Eliminating J and rearranging gives an expression for the evolution of A, this is
the equation solved by the A-field solver in Gorgon.
∂2A
∂t2
= −c2∇× (∇×A) + c
2µ0
η
(
v × (∇×A)− ∂A
∂t
)
(2.3.5)
A detailed derivation for the method used to solve this equation is included in
Christopher Jennings’s Thesis [67]. Ultimately there are two forms of limiting
behaviour; for large values of resistivity the first term dominates; this describes wave
propagation in the highly resistive vacuum. For small values of resistivity the second
term dominates; this describes diffusion and advection in a conductive plasma. The
solution of Equation 2.3.5 gives A as a function of time and space from which B,
E and J can be derived. The A-field solver is coupled to the hydrodynamics solver
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through the J×B force and Ohmic heating on each hydrodynamic timestep.
The A-field solver in general must resolve faster velocities than the hydrody-
namics solver, requiring a smaller timestep. To speed up the code the A-field solver
is therefore subcycled within each hydrodynamic timestep, avoiding unnecessary
executing of the hydrodynamics solver.
2.3.3 Thermal Balance Subcycle
The energy for each cell is incremented according to the equation for thermal bal-
ance,
En+1 = En +
(
ηJ2 + P∇.u− Prad −∇.(κ∇T )
)
dt (2.3.6)
Where the terms in the equation are respectively the energy on the previous timestep;
Ohmic heating; the energy change due to compression or rarefication; radiation loss
and thermal conduction1. The Ohmic and compressive heating terms are outputs
from the A-field solver and Lagrangian step of the hydro solver respectively. Radi-
ation loss is assumed to take place in an optically thin medium and is dependent
only on the density, temperature and ionisation state of the current cell.
Thermal conduction is solved explicitly and subcycled within the hydrodynamic
timestep with a recalculation of the temperature from the energy using the equation
of state; this subcycling over a smaller timestep allows the use of higher conduc-
tivities without numerical instability. The gradients in the term are calculated by
splitting the del operator (∇) and differentiating separately in the x, y and z direc-
tions.
2.3.4 Vacuum Cutoff Density
At plasma-vacuum boundaries in an Eulerian code low density plasma is formed;
in the absence of a minimum density cutoff the entire vacuum region will quickly
fill up with this plasma. As the inertia of a cell is inversely proportional to the
density this low density plasma is easily accelerated to high velocities, decreasing
the timestep of the simulation to an impractically small value.
In addition the MHD approximations break down at very low densities, as dis-
cussed in [68]. The assumption of local thermodynamic equilibrium requires that
the minimum timescale in the problem should be larger than the electron-ion ther-
malisation time, which increases as the density decreases. The minimum scale
length of the problem should also be larger than the electron and ion mean free
1The resistivity and thermal conductivity tensors are assumed to be isotropic, so become scalars
– the implications of this are discussed in §2.3.7
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paths, which increase as the density decreases.
In order to solve these problems Gorgon uses a vacuum cutoff density; the
density of any cells with a density below this threshold is set to the value of the
cutoff and the cells treated as vacuum. There is a tradeoff when setting the value
of the cutoff; it must be large enough that the simulation run time is reasonable,
but small enough to allow resolution of certain physics – for example the behaviour
of low density, highly conductive plasma is important for simulations of the MRT
instability. In this case it is important to resolve the Alfve´n speed va in the lowest
density material,
va =
B√
µ0ρvac
(2.3.7)
Placing a stricter limit on the timestep as the vacuum cutoff density decreases.
2.3.5 Current Pulse
The current pulse may be specified as a function of time, calculated from an applied
voltage using a circuit model, or interpolated in 1D from a data table specifying
current at certain times. The current pulse is applied to the simulation through
the boundary condition on azimuthal magnetic field at the outer radial domain
boundary. All of the simulations in this work used interpolated values of current
from published experimental current pulses.
2.3.6 Equation of State: The FEOS Model
A great challenge for the simulations in this work is that they require knowledge
of the equation of state for all states from solid through to liquid, gas and plasma,
a range for which no simple models are accurate. Gorgon uses the FEOS (Frank-
furt Equation of State) code [69] which relies on the MPQEOS code [70] and the
Quotidian Equation of State (QEOS) model [71].
FEOS produces material specific tabulated values for various thermodynamic
quantities as functions of density and temperature for single or multi atomic mate-
rials, which can be loaded into Gorgon via a 2D interpolation in density-temperature
space. The inputs required by the model are the atomic number and atomic mass
of each element in the material and empirical values of density and bulk modu-
lus at a reference temperature where the internal pressure is zero; for solids these
properties are specified at room temperature. All thermodynamic quantities in the
QEOS model are calculated from the Helmholtz free energy F , which is split into
an electronic part Fe, an ionic part Fi and a semi-empirical correction to account
for inter-atomic bonding Fb:
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F (ρ, T ) = Fe(ρ, T ) + Fi(ρ, T ) + Fb(ρ, T ) (2.3.8)
Examples of other thermodynamic quantities that can be calculated from the
three components of the Helmholtz Free Energy are pressure, specific entropy and
specific internal energy:
Pe,i,b = ρ
2∂Fe,i,b
∂ρ
Se,i,b = −∂Fe,i,b
∂T
Ee,i,b = Fe,i,b + TSe,i,b
The ionic component of the Helmholtz free energy is calculated using the Cowan
Model, which interpolates between various empirical models which are valid over
smaller density and temperature ranges. The electronic component of the equation
of state is calculated using a Thomas-Fermi model – this is calculated and tabulated
for hydrogen oﬄine, and can then be scaled without complicated recalculation as a
function of atomic number Z, atomic mass A, density and temperature by FEOS.
For example the specific internal energy E(ρ, T ) is given for an arbitrary element
by
E(ρ, T, Z,A) =
Z7/3
A
EH(ρH , TH) (2.3.9)
Where EH(ρH , TH) is the value for hydrogen. This property of the Thomas-Fermi
model makes calculation of the electron equation of state by FEOS very computa-
tionally efficient, but at the expense of neglecting bonding forces between neutral
atoms and hence over estimating pressures and the position of the critical point
in the solid phase. This is ameliorated by the semi-empirical bonding correction,
given by:
Fb = E0
(
1− eb
(
1− 3
√
ρ0/ρ
))
(2.3.10)
The constants E0 and b control the magnitude and range of the bonding force and
are calculated in FEOS under the condition that the bulk modulus is equal to its
specified value at the reference temperature and density and the total pressure is
equal to zero.
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Maxwell Construction
An artifact of the Thomas-Fermi model and many other analytic equation of state
models is the presence of unphysical Van der Waals loops – these are areas of
negative pressure in isotherms that appear below the critical point in density for
liquid-vapour co-existence. Figure 2.2 shows the phenomenon: the dip in the loop
corresponds to an undercooled (and therefore low pressure) gas and the peak to an
overheated (and therefore high pressure) liquid. In reality if a gas is undercooled
it will begin to condense and if a liquid is overheated it will begin to vapourise;
the liquid and vapour states can coexist and the dip and peak are replaced by a
horizontal line corresponding to a phase transition, where pressure remains constant
although volume changes. This is liquid-vapour coexistence.
Figure 2.2: Isotherms from a test equation of state, showing van der Waals loops, with Maxwell
constructions as dotted lines. The isotherm at 3270 K shows the critical temperature above which
van der Waals loops do not occur and the Maxwell construction is not needed.
These dips and peaks in pressure tend to cause oscillations and numerical in-
stability in hydrodynamics codes. A common solution to the problem which is
used by FEOS is the Maxwell construction, shown as horizontal dotted lines in
Figure 2.2. The liquid-vapour coexistence region is located and bisectioned such
that equal areas of van der Waals loop exist above and below the construction; this
is the equivalent of forcing the Gibbs free energies of the two coexistent phases to
be equal.
Pressure in the Solid Phase
Many previous applications of Gorgon have not required knowledge of the equation
of state in the solid phase; simulations of pre-formed gases or plasmas are initialised
at high temperature and pressure above the coexistence region; pressure is then a
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smooth function of density and temperature. The simulations in this thesis however
require an equation of state valid over the full range of states from solid to liquid
to gas to plasma. The equation of state used must therefore be able to model the
sharp transition from very low pressure in the coexistence region covered by the
Maxwell construction as is the case in a cold solid or liquid, to the high pressure in
a gas or plasma.
For substances in the solid or liquid phase there is a sharp jump in pressure for
density increase above the standard density that an uncompressed solid or liquid
exists at, representing their incompressibility compared to gases. Some isotherms
from the equation of state for beryllium are shown in Figure 2.3; solid density
at room temperature and pressure is 1846 kg/m3 [72]. The pressure jump in
the isotherms becomes smoother and occurs at lower density as the temperature
increases, due to thermal expansion and decreasing bulk modulus.
Figure 2.3: Isotherms of beryllium around solid density from FEOS. There is a discontinuous
pressure increase at low temperature, which smoothes out as the temperature is increased. Note
that the equation of state has variable resolution; in order to better resolve the pressure increase,
very high resolution has been used around the phase transition.
A similar pressure jump appears if the isochores of the equation of state are
plotted as a function of temperature and pressure. This can be understood by
considering holding a solid at constant density and increasing the temperature;
with reference to Figure 2.3 consider a sample of beryllium of density 1846 kg/m3
at 310 K; the pressure is zero. An increase in temperature to 620 K without a
decrease in density instantaneously puts the sample on the 620 K isotherm which
has a pressure of 109 Pa at 1846 kg/m3.
Physically, the material response to a gradual input of energy will be neither
isochoric or isothermal, but approximately isentropic – to keep entropy constant
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density decreases as temperature increases, so a huge pressure does not result when
heating a solid. A large pressure in a solid can only be reached by compressing the
solid with a similarly large pressure, this confines the solid so it does not immediately
re-expand. Computationally however, a cell may be compressed to a very high
pressure by a weak external pressure, as the compression and force due to the new
pressure occur on different timesteps.
Consider for example the compression of a cell in a hydrodynamics code at a
density just below solid. The pressure in the cell is zero so the only resistance to
compression is the cell’s inertia. A weak compressive force can easily compress the
cell such that the density is instantaneously to the right of the density threshold
in Figure 2.3, resulting in an enormous thermal pressure which causes a rapid re-
expansion of the cell on the next timestep, applying large forces to neighbouring
cells. This process causes unphysical oscillations and numerical instability.
The oscillations can be mitigated by estimating the pressure gradient which is
contained within the speed of sound, providing knowledge of what the cell pressure
would be after a compression and using this to limit the density increase. This is
performed in Gorgon using the artificial viscosity mechanism; an artificial viscous
pressure is produced as a function of the sound speed, providing a solid with re-
sistance to compression around the transition from zero to finite pressure. This is
the same mechanism by which artificial viscosity damps oscillations at shock fronts;
for a material below solid density the pressure and sound speed are zero, so any
compression is interpreted by the equation of state as a shock.
Gorgon was initially set up to use the ideal gas equation for sound speed, cs =√
(P/ρ) which is reasonable for plasma conditions but a very poor approximation
around the solid phase. An accurate expression for the sound speed for a general
equation of state is given by
cs =
√
∂P
∂ρ
(2.3.11)
This can be calculated in Gorgon along the isotherms of the equation of state, and
crucially as it relies on the derivative of pressure rather than the absolute value, the
sound speed becomes non-zero before the sharp increase in pressure during compres-
sion, meaning that viscous pressure builds up before thermal pressure, smoothing
the pressure increase. Most compressions, however, do not occur isothermally; for
an approximately isentropic compression the sound speed should be calculated along
the isentropes rather than the isotherms of the equation of state. A modification
made to FEOS by Marcus Weinwurm [73] enables calculation and tabulation of the
isentropic sound speed, which is then interpolated in Gorgon in the same way as
pressure and specific internal energy. The isentropic sound speed becomes non-zero
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in the tabulated equation of state several density and temperature points below
where pressure and isothermal sound speed become non-zero.
Figure 2.4: 1D Gorgon simulations showing the propagation of a pressure ramp wave into a solid
liner, with the sound speed calculated either along isentropes (blue), isotherms (red) or using the
ideal gas relation (black). Note that the red and blue lines almost exactly overlap.
Figure 2.4 shows the effect of using different sound speeds on a 1D Gorgon
simulation of a liner compression. For the ideal gas sound speed the poor agreement
between the pressure in the tabulated equation of state and the predicted
∂P
∂ρ
from
the ideal gas sound speed prevents the artificial viscosity from providing a sufficient
viscous pressure until the thermal pressure in the cell is large. This means that there
is no smoothing effect so oscillations appear at the front of pressure ramp waves
in 1D, with a similar effect in higher dimensions causing an unphysical breakup of
the material surface. The isothermally and isentropically calculated sounds speeds
both predict
∂P
∂ρ
accurately enough to smooth out the oscillations. These results are
almost identical, but for stronger density ramps the isentropic sound speed provides
a better resistance to oscillations as it becomes non-zero at lower temperatures and
densities than the isothermal sound speed.
2.3.7 Transport Coefficients: LMD Model
The transport coefficients derived by Spitzer [74] and Braginskii [32] are valid only
for high temperature, low density plasmas, becoming highly inaccurate when applied
to dense plasmas. Lee and More [75] developed a semi-empirical electron conduc-
tivity model for calculating the transport coefficients, modelling electron transport
under the assumptions of small temperature gradients and a weak electric field.
Different expressions are used to represent the electron-ion collision frequency in
plasma, liquid and solid regions, with boundaries between regions calculated by
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Thomas-Fermi theory [76]. This model vastly improves upon the estimation of the
transport coefficients in the solid and liquid phases by Spitzer and Braginskii, whilst
reproducing their results at high temperature and low density.
Desjarlais made a series of improvements to the Lee-More model, improving
its applicability to metal-insulator transition and forming the Lee-More-Desjarlais
(LMD) model [77]. Modelling of the metal-insulator transition was improved firstly
by combining the Thomas-Fermi model used to calculate ionisation state and hence
electron density with a single ionisation Saha model. Secondly, the estimate for the
lower bound of the electron relaxation time was improved by altering a fit parameter
to match results from an experiment measuring the electrical conductivity of dense
copper plasmas [78].
An additional enhancement over the Lee-More model was the replacement of a
constant electron-neutral scattering cross section with a temperature and density
dependent cross section calculated using the Born approximation – this improves
estimates of resistivity in regions with a low level of ionisation where electron-neutral
collisions are most important.
The LMD transport coefficients are tabulated as functions of density and tem-
perature and can be called from within Gorgon, using the same 2D interpolation
method as for the equation of state.
Transport in the Presence of Magnetic Field
The Epperlein-Haines corrections [39], which improve on the widely used Bragin-
skii transport theory [32], are used to modify the LMD transport coefficients in
the presence of a transverse magnetic field. In Gorgon these corrections are ap-
plied isotropically, with thermal and electrical conduction inhibited equally in all
directions based purely on the magnitude of the magnetic field. This assumption of
isotropy neglects the unmodified components of heat flow and current parallel to the
magnetic field, as well as cross terms perpendicular to the magnetic field and tem-
perature gradient or current, for example the Righi-Leduc heat flow, which occurs
when heat carrying electrons are deflected via the Lorentz force, enhancing heat
flow transverse to the magnetic field and temperature gradient. For a MagLIF liner
near stagnation, these contributions would apply in the axial and azimuthal direc-
tions respectively – as the heat flow in this case is mainly radial, this approximation
should not greatly affect results.
The thermal conductivity and electrical resistivity as a function of the Hall
parameter χ are given by Equations 2.3.12 and 2.3.13 respectively, using the same
notation as in [39].
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κ(B) = κ0
γ′1χ+ γ
′
0
χ3 + c′2χ2 + c
′
1χ+ c
′
0
(2.3.12)
η(B) = η0
(
1− α1χ+ α0
χ2 + a′1χ+ a
′
0
)
(2.3.13)
Where κ0 and η0 are respectively the thermal conductivity and electrical resistivity
with zero magnetic field using the LMD model and γ′0, γ
′
1, c
′
0, c
′
1, c
′
2, α0, α1, a
′
0
and a′1 are material specific constants.
2.3.8 Simulating Perturbations
In this thesis both density and temperature perturbations have been used to ini-
tialise the liner surface. The density perturbations used add or subtract whole cells
from the liner outer edge, with the advantage of ensuring that only realistic re-
gions of the equation of state for a cold solid can be initialised, but at the cost of
a large minimum amplitude. Temperature perturbations can be arbitrarily small
in amplitude; care must however be taken not to initialise cells too hot as if cells
are initialised at a temperature corresponding to a high pressure at the specified
density they are initialised with an unphysically large pressure and explode.
Most perturbations considered in this thesis are random. For random perturba-
tions the magnitude is set by the defined maximum perturbation amplitude multi-
plied by a random number between 0 and 1 generated using the ran2(idum) algo-
rithm from Press et al ’s book Numerical Recipes [79] with a period of approximately
2.3× 1018 random numbers.
Surface density and temperature perturbations are used to simulate the surface
roughness that is impossible to eliminate even on polished liner surfaces. Volumet-
ric temperature perturbations near the liner outer edge can be used to simulate
resistivity variations which provide another form of physical perturbation; for ex-
ample in beryllium the resistivity is affected by the grain direction, ie. in which
direction current flows with respect to the crystal axis. Data from Mitchell [80]
shows that the resistivity variation between parallel and perpendicular resistivi-
ties corresponds to a temperature variation of about 100K, this was therefore the
perturbation amplitude chosen for volumetric temperature perturbations.
2.4 Gorgon: Features Added
This subsection details features that have been added to Gorgon over the course of
this work:
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2.4.1 Correcting Asymmetry due to Limited Floating Point
Accuracy
Gorgon represents decimal numbers using a binary floating point representation to
either single or double precision, corresponding to 8 or 16 digits respectively. Nu-
merical round-off errors can result in different answers when carrying out certain
mathematical operations in different orders; the same combination of decimal num-
bers can produce binary numbers which vary by one in the last digit. This causes
issues in symmetric test problems, a class of initialisation very useful for testing
code, as a simulation initialised as symmetric should always remain symmetric;
small bugs often result in the breaking of this symmetry.
The calculation of vertex centred variables within Gorgon involves a four-point
average, which for a symmetric initialisation will have the same values but a differ-
ent order of addition for opposite sides of the test problem. For example in single
precision, and using a hexadecimal representation of the binary answer which main-
tains perfect accuracy
A = 2.4686580× 10−8
B = 2.4686731× 10−8
A+ A+B +B = 0x33D40E88
A+B + A+B = 0x33D40E87
The two hexadecimal results disagree by 1 in the final digit and when converted
back to decimal only differ by about 70 parts in a billion. For a simulation involving
a rapidly growing physical instability such as the MRT instability this difference
grows exponentially and the simulation soon becomes macroscopically asymmetric.
The use of double precision does not solve the problem; the asymmetry is seeded at
a smaller amplitude but grows so rapidly that the simulation still becomes macro-
scopically asymmetric.
This problem has been solved by implementing a sorting algorithm to order
values by size before taking four-point averages; this does not improve the accu-
racy of the answer but does ensure that simulations that start symmetric remain
symmetric.
2.4.2 Restart Capability
The ability to arbitrarily stop and restart Gorgon is useful on supercomputing clus-
ters with limited job wall times and for the ability to temporarily pause large jobs
allowing other users to run their jobs in the meantime. The requirement for restart
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capability is that all the information required to uniquely specify the simulation
state must be output; this includes the 3D arrays of all fundamental quantities
as well as timestep and processor splitting. When the simulation is restarted the
output files are then imported as the initialisation for a new simulation. The fun-
damental quantities required are density, internal energy, the three components of
velocity, the three components of electric field and the three components of A field.
For an accurate restart capability, output should be identical for a restarted
simulation as for one run to completion in one go with an identical initialisation.
The implementation was tested by using a text editor to compare the binary output
files for both cases; it was verified that they were identical.
2.4.3 Variable Resolution Grid
The nature of the phenomena studied in this work means that fine structure near the
liner outer edge must be resolved in 3D Gorgon simulations. As the liner implodes,
physical length scales increase, relaxing the requirement of high resolution at later
times and smaller radii. The timestep for the EM solver is set by the smallest cell
size in the simulation, for simulations in cylindrical geometry the azimuthal cell
size decreases with radius, meaning that the minimum radius that can be simulated
in a reasonable time is constrained by the azimuthal resolution. If the azimuthal
resolution is allowed to vary with radius, this constraint can be relaxed.
Grid refinement in the radial direction only is simple to implement and for
the type of simulations in this work can provide a reduction in required processor
hours of about a factor of two. Gorgon uses a Cartesian grid of processor domains
which allows numbers of processors in the x, y and z directions to be independently
specified; an idea suggested by Chris Jennings [81] is to overlay a second, higher
resolution grid on top of the region in which higher resolution is required, with
all communication between the two grids handled by message passing interface
(MPI) calls in the parallel processing architecture. This method provides a larger
speedup that the 1D case and allows finer azimuthal resolution for an equivalent
radial resolution, it is also relatively straightforward to implement, requiring no
wholescale re-engineering of the code as only the MPI calls are changed.
Initialising the Grid
Figure 2.5 shows the simplest possible setup with the low and high resolution grids
of processors, providing a doubling of the original resolution.
The low resolution grid only has multiple processors in the x direction; there
are three processors in this grid identified by their processor rank P – these are
P0, P1 and P2. The high resolution grid is overlaid on the low resolution domain
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Figure 2.5: Setup for variable resolution Cartesian grid of processors, showing processor ordering in
3D. The low resolution processors are labelled in black, the high resolution processors are labelled
in red and the inter-grid connection points XL and XR are labelled in blue. The numbering
convention fills processors first in the z direction, then y, then x.
covered by P1 – as it operates at double the resolution of the original grid it has
double the number of processors in all 3 directions. The high resolution grid con-
sists of processors from P3-P10, with the labelling convention to fill processors in
the z direction, then the y direction, then the x direction; this convention is impor-
tant later when identifying which processors must be communicated with for the
appropriate information transfer. The left and right inter-grid connection points in
the radial direction are labelled XL and XR respectively and correspond to the x
co-ordinate of the low resolution processor to their right (ie. in this case XL = 1
and XR = 2). Note that all information from P1 is overwritten by the overlaid high
resolution processors; although this is somewhat computationally wasteful, it avoids
a complicated restructuring of the Cartesian grid of low resolution processors.
Once both grids are set up they are populated with cells such that the number
of cells in each direction for each processor is constant, removing the need for
wholescale re-engineering of the code. As the high resolution processors have a
domain half the size of the domains for the low resolution grid and the same number
of cells they have double the resolution in each direction.
Processor Communication
The grids are then run simultaneously by the code; each has intra-grid commu-
nications between adjacent processors as usual, this is realised by implementing
separate communicators containing the processors in each grid in addition to the
global communicator which contains all processors. Each processor has knowledge
of its own rank in the global communicator P and its own rank co-ordinates Rx, Ry
and Rz within the grid-specific communicator. Intra-grid communication only ever
involves adjacent processors in one direction, so the processor to be communicated
with can be selected by adding or subtracting 1 to Rx, Ry or Rz.
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The boundaries between the grids then require inter-grid communication; for
these communications the global communicator must be used and the processors
to send to and receive from are specified only by their global processor rank. Each
processor has knowledge of the dimensional splitting of the high and low resolution
grids, its global rank Pi, and its grid specific rank co-ordinates (Rx, Ry, Rz). At the
boundary in the x direction each low resolution processor domain faces four high
resolution processor domains so each low resolution processor must communicate
with four high resolution processors. Each low resolution processor must calculate
the global processor ranks of these four processors; each high resolution processor
must calculate the global processor rank of the one low resolution processor it
communicates with. Equations 2.4.1 and 2.4.2 consider the boundaries to the left
and right of the high resolution grid:
Left Boundary
h1 = NXNYNZ + 2nzRy + 2Rz
h2 = NXNYNZ + 2nzRy + 2Rz + 1
h3 = NXNYNZ + 2nz(Ry + 1) + 2Rz
h4 = NXNYNZ + 2nz(Ry + 1) + 2Rz + 1
(2.4.1)
H1 = (XL − 1)NYNZ + NZ
2
Ry +
1
2
Rz
Right Boundary
h1 = NXNYNZ + (nx − 1)nynz + 2nzRy + 2Rz
h2 = NXNYNZ + (nx − 1)nynz + 2nzRy + 2Rz + 1
h3 = NXNYNZ + (nx − 1)nynz + 2nz(Ry + 1) + 2Rz
h4 = NXNYNZ + (nx − 1)nynz + 2nz(Ry + 1) + 2Rz + 1
(2.4.2)
H1 = XRNYNZ +
NZ
2
Ry +
1
2
Rz
Where the lower case ‘h’s refer to the ranks of the four high resolution processors
selected by each low resolution processor, the upper case ‘H’s refer to the rank of
the single low resolution processors selected by each high resolution processor and
(NX,NY,NZ) and (nx, ny, nz) are the number of processors in the x, y and z direc-
tions for the low and high resolution grids respectively. The divisions in indices
for the calculation of H1 are performed as integer divisions with no remainder, for
example 3/2 = 1. Taking the setup in Figure 2.5 as an example and considering
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the left hand boundary: P0 has co-ordinates in the low resolution grid of (0, 0, 0);
using Equations 2.4.1 the processors it communicates with are P3, P4, P5 and P6.
MPI Transfer of Variables Within the Grids
For intra-grid MPI transfer in the x direction, the x ghost cell is set equal to the final
cell in x within the domain from the adjacent processor. The x ghost cells (ix=0
or ix=nx+1) are labelled G and g, with the final domain cells in x (ix=nx or ix=1)
labelled Q and q, where capitals letters and lowercase letters indicate a variable
in the low and high resolution grids respectively. The MPI transfer conditions are
trivial for this case:
Giyiz(ix = 0) = Q
iy
iz(ix = nx)
Giyiz(ix = nx + 1) = Q
iy
iz(ix = 1)
giyiz (ix = 0) = q
iy
iz(ix = nx)
giyiz (ix = nx + 1) = q
iy
iz(ix = 1)
MPI Transfer of Variables Between the Grids
Figure 2.6 shows the inter-grid boundary in the x direction with the positions of cell
and face centred variables marked in Figures 2.6a and 2.6b respectively. The cell
boundaries (grids) and variable locations (circles) for the low and high resolution
grids are drawn in black and red respectively.
For cell centred variables, the area in the y-z plane contained within each low
resolution cell contains four whole high resolution cells. The transfer of information
is simple in this case: the value G in the x ghost cell for each (y, z) point on the
low resolution grid is the average of the values q for the four high resolution cells
contained within the cell area (shown by the four thin arrows in the top right quad-
rant of Figure 2.6a) . As the relative locations of the low and high resolution grid
points are equivalent at the left and right boundaries in x, (ix = 0 or ix = nx + 1),
the ix label is dropped here for clarity. The value g in the x ghost cell for each y, z
point in the high resolution grid is equal to the value Q in the low resolution cell
that contains it within its area (shown by the single thick arrow in the bottom left
quadrant of Figure 2.6a).. These result in the MPI transfer conditions:
Giyiz =
q2iy2iz + q
2iy−1
2iz + q
2iy
2iz−1 + q
2iy−1
2iz−1
4
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(a) Locations of cell centred variables, for ex-
ample mass density ρ. Each low resolution
ghost cell is set to the average value of the four
high resolution cells it contains; each high res-
olution ghost cell is set to the value of the low
resolution cell it is contained within.
(b) Locations of face centred variables, for ex-
ample the y component of magnetic field By.
The averaging required to set the values in
low and high resolution ghost cells is demon-
strated by the arrows.
Figure 2.6: Relative locations of cell and face centred variables on the high and low resolution
grids at their boundaries in the x direction. Variable locations and cell boundaries for the low and
high resolution grids are shown in black and red respectively.
giyiz = Q
iy/2
iz/2
Where the divisions in indices are performed as integer divisions with no remainder.
For quantities face centred in the y direction and cell centred in the z direction as
in Figure 2.6b, each low resolution grid point again has four high resolution grid
points equidistant from its location (shown by the four thin arrows to the right of
Figure 2.6b) so the calculation of ghost cell values for the low resolution grid is
similar to the cell centred case:
Giyiz =
q2iy2iz + q
2iy−1
2iz + q
2iy
2iz−2 + q
2iy−1
2iz−2
4
For the ghost cell on the high resolution grid the method is more complicated; there
is no obvious choice for which low resolution grid point to use as half of the high
resolution grid points are equidistant from two low resolution grid points. A form
of averaging is therefore required, with different MPI transfer conditions depending
on the whether the y and z locations of the cell are odd or even. For iz even:
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giyiz =
1
8
 3
(
Q
iy/2
iz/2 + Q
iy/2+1
iz/2
)
+
(
Q
iy/2
iz/2+1 + Q
iy/2+1
iz/2+1
)
iy even
3
(
Q
iy/2
iz/2 + Q
iy/2+2
iz/2
)
+
(
Q
iy/2
iz/2+1 + Q
iy/2+2
iz/2+1
)
iy odd
(2.4.3)
And for iz odd:
giyiz =
1
8

(
Q
iy/2
iz/2 + Q
iy/2+1
iz/2
)
+ 3
(
Q
iy/2
iz/2+1 + Q
iy/2+1
iz/2+1
)
iy even(
Q
iy/2
iz/2 + Q
iy/2+2
iz/2
)
+ 3
(
Q
iy/2
iz/2+1 + Q
iy/2+2
iz/2+1
)
iy odd
(2.4.4)
Where the thick arrows to the left of Figure 2.6b show the averaging required for
iy and iz both even. For variables face centred in the z direction and cell centred
in the y direction equivalent expressions apply with the y and z indices swapped.
2.5 Synthetic Diagnostics
2.5.1 Synthetic Radiography
Our post processing code VTK Explorer [82] is run on 3D density outputs from Gor-
gon simulations to produce synthetic radiography which can be easily compared to
experiment. The transmission of light through a material of density ρ and thickness
∆x is given by the Beer-Lambert Law:
T =
I
I0
= e−αρ∆x (2.5.1)
Where α is the material and wavelength specific attenuation coefficient; values
used in this work were calculated via interpolation of data tables from [83]. For
Cartesian geometry this is straightforward and the radiograph is formed by simply
integrating in the x or y directions. For cylindrical geometry VTK Explorer places
the cylindrical simulation domain onto a uniform Cartesian grid, populating the
grid according to the density contained within the corresponding cylindrical cell.
The y direction on the Cartesian grid is then integrated, producing a 2D image in
the x-z direction with height and width equal to the axial and double the radial
extents of the simulation domain respectively. This is a fairly crude method and
requires a high resolution Cartesian grid to correctly resolve small features; a ray
tracing algorithm would provide a more elegant solution.
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2.6 Chapter Summary
The 3D MHD code Gorgon is a well benchmarked MHD code utilising an explicit
solution of the MHD equations, allowing excellent scalability for parallel computing.
Gorgon uses the FEOS equation of state package and LMD transport coefficients;
these provide tabulated data over a wide range of densities and temperatures, en-
compassing all states from solid to plasma. We have added a basic 3D grid refine-
ment algorithm to the code to improve computational efficiency, a restart capability
to enable long simulations on clusters with limited run times, and correcting a nu-
merical asymmetry which was adversely affecting results.
Chapter 3
The Magneto-Rayleigh-Taylor
Instability
3.1 Mathematical Model
The magneto-Rayleigh-Taylor (MRT) instability is a major factor limiting MagLIF
yields; when a magnetic field accelerates a fluid the interface is hydrodynamically
unstable, with small initial perturbations growing exponentially. In an analogue
to the purely hydrodynamic Rayleigh-Taylor instability, the accelerating magnetic
field acts as a zero mass fluid.
The following section follows the derivation from Harris [37] and subsequently
Ryutov et al [38].
3.1.1 Theoretical setup
The stability of a cylindrical shell imploded by an azimuthal magnetic field may be
analysed using a planar model under the assumption of large radius, with cylindrical
to Cartesian co-ordinate mappings of r → x, θ → y, z → z. Figure 3.1 shows a
planar model where an incompressible slab of plasma of thickness h is supported
against gravity g in the negative x direction by a magnetic field B which is parallel
to the y axis and zero within the plasma.
The magnetic pressure Pm required to support the slab is equated with the
downward pressure exerted by its weight:
ρgh =
B2
2µ0
≡ Pm (3.1.1)
A perturbation analysis is carried out by linearising the hydrodynamics equations
and substituting them into the problem. As the unperturbed quantities are in-
dependent of the y and z co-ordinates, a solution can be found in terms of their
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Figure 3.1: Geometry of the mathematical model of the magneto-Rayleigh-Taylor instability; a
slab of thickness h is supported against an effective gravity g by a magnetic field By; this is
equivalent to a slab with finite inertia being accelerated by a magnetic field.
harmonic perturbations, ie.
f(x)e−iωt+ikyy+ikzz (3.1.2)
Where k = (kx, ky, kz) is the perturbation wavevector and ω is a complex angu-
lar frequency, with a real component corresponding to wave propagation and an
imaginary component corresponding to exponential growth or decay.
3.1.2 Linearisation of the Navier-Stokes Equation
The Navier-Stokes Equation for incompressible flow in the absence of viscosity is
given by:
ρ
(
∂v
∂t
+ v.∇v
)
= −∇P (3.1.3)
Applying the linearisation procedure, the pressure P and velocity v are treated as
constants plus a small perturbation, P = P0 + δP , v = v0 + δv = v0 +
∂ξ
∂t
, where ξ
is the displacement resulting from the perturbation. Perturbations are considered
of the form given by Equation 3.1.2. Substituting the perturbed quantities into
Equation 3.1.3 and evaluating the temporal differentials,
−ω2ρξ + ρ(v0 + δv).∇(δv) = −∇δP (3.1.4)
In the frame of reference where v0 = 0, and neglecting any products of more than
one perturbed term, this reduces to:
ω2ρξ = ∇δP (3.1.5)
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3.1.3 Solution of the Hydrodynamics Equations
Taking the divergence of Equation 3.1.5 and combining with the incompressibility
condition1, ∇.ξ = 0 yields that ∇2δP = 0. Differentiating in y and z using the
perturbation form from Equation 3.1.2 gives a differential equation in δPx, the
unknown x dependence of the pressure perturbation:
∂2(δPx)
∂x2
− (k2y + k2z)δPx = 0 (3.1.6)
This has an exponential solution,
δPx = Ae
kx +Be−kx (3.1.7)
Where k2 = k2y + k
2
z and A and B are constants which may be determined by
an appropriate choice of boundary conditions. Rearranging Equation 3.1.5 and
eliminating δPx using Equation 3.1.7 gives an expression for the x component of
the perturbed displacement,
ξx =
k
ρω2
(
Aekx −Be−kx) (3.1.8)
3.1.4 Boundary Conditions
Physical boundary conditions are imposed on the system under the assumption
of equilibrium. At the upper boundary in x the perturbed pressure balances the
pressure change due to the displacement; at the lower boundary in x the perturbed
pressure balances the sum of the pressure change due to the displacement and the
perturbation to the magnetic pressure supporting the slab, ie.
δP (h)− ρgξx = 0 x = h (3.1.9)
δP (0)− ρgξx = δPm x = 0 (3.1.10)
The perturbation in magnetic pressure may be calculated by taking the differential
of Equation 3.1.1 to give
δPm =
ByδBy
µ0
(3.1.11)
In the limit of a perfectly conducting surface the normal component of the magnetic
field to the surface is zero, δ(n.B) = δn.B + n.δB = 0; this is used as a condition
1The assumption of incompressibility is questionable, as it prevents variation of density within
the fluid – as Ryutov et al [38] state, the most significant effect that this assumption ignores is
the possibility for propagating acoustic and magneto-sonic waves.
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to find the perturbation in the magnetic field. The normal to the surface is given
by n = (−1, 0, 0) and the unperturbed magnetic field only has a y component, B =
(0, By, 0). The normal to the perturbed interface is given by δny = ∂ξx/∂y = ikyξx;
by combining these expressions the x-component of the perturbed magnetic field is
δBx = ikyByξx (3.1.12)
As no currents flow within the slab the magnetic field perturbation is curl free and
can be written as the gradient of a scalar potential ψ.
δB = −∇ψ(x, y, z, t) (3.1.13)
This scalar potential satisfies the Laplace Equation ∇2ψ = 0, which, assuming
perturbations to ψ of the form given by Equation 3.1.2, can be differentiated with
respect to y and z to give a second order differential equation for the x component
of the potential:
∂2ψx(x)
∂x2
− k2ψx(x) = 0 (3.1.14)
This has an exponential solution
ψx = Ce
kx (3.1.15)
Where C is a constant to be determined. The negative exponential solution has
been rejected because as x → −∞ the magnetic field becomes perfectly uniform
and thus ψ → 0. Substituting this solution back into Equation 3.1.13 and taking
the x component of the perturbed magnetic field gives
δBx = −∂ψ
∂x
= −kCekxe−iωt+ikyy+ikzz (3.1.16)
This is then substituted into Equation 3.1.12 to obtain an expression for C in
terms of ξx and By which is substituted into the differentiated y component of
Equation 3.1.13 to give
δBy = −∂ψ
∂y
= −k
2
yξxBy
k
ekx (3.1.17)
The magnetic pressure perturbation at the lower boundary (x=0) can be calculated
by substituting Equations 3.1.17 and 3.1.1 into Equation 3.1.11 to give
δPm =
ByδBy
µ0
= −2k
2
yξx
k
Pm (3.1.18)
This shows that magnetic pressure increases when the surface is perturbed down-
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wards (ξx < 0) and decreases when the surface is perturbed upwards (ξx > 0); the
magnetic pressure perturbation therefore has a stabilising effect on the interface.
3.1.5 Derivation of the Dispersion Relation
Equations for the constants of integration A and B from the solution of Equa-
tion 3.1.6 are obtained by combining Equations 3.1.7, 3.1.8 and 3.1.18 and substi-
tuting them into Equations 3.1.9 and 3.1.10.
Aekh
(
1− gk
ω2
)
+Be−kh
(
1 +
gk
ω2
)
= 0
A
(
1− gk
ω2
+
2k2ygh
ω2
)
+B
(
1 +
gk
ω2
− 2k
2
ygh
ω2
)
= 0
(3.1.19)
Using the condition that for non-trivial solutions the determinant of this set of
equations must be zero and introducing an angle α between the unperturbed mag-
netic field and the wavevector of the instability, cos(α) =
ky
k
, a dispersion relation
for the MRT instability is obtained.
(
ω2
kg
)2
− 2(kh)cos2α
(
1 + e−2kh
1− e−2kh
)
ω2
kg
− 1 + 2(kh)cos2α = 0 (3.1.20)
The roots of this expression in ω2 may be found using the standard method for
solving quadratic equations, to give
ω2
kg
= (kh)cos2α
(
1 + e−2kh
1− e−2kh
)
±
√[
(kh)cos2α
(
1 + e−2kh
1− e−2kh
)]2
+ 1− 2(kh)cos2α
(3.1.21)
The instability growth rate is given by the imaginary component of ω, the ‘+’ sign on
the square root therefore corresponds to a stable root as this ensures that ω is purely
real. For this root very short wavelength modes (k →∞) are strongly localised near
the upper surface, x = h. Near the upper surface, the first term in Equation 3.1.7
is exponentially larger than the second term; this is analogous to a stable gravity
wave on the surface of a fluid. At smaller values of k the eigenfunction of the mode
encompasses the entire layer, but is still more concentrated at the upper surface
where gravity is directed towards the fluid, so the stabilisation effect dominates.
The second root, with the ‘−’ sign before the square root, corresponds to a
conditionally stable mode depending on the value of k; this mode is stable for short
wavelengths and unstable for long wavelengths. The critical wavelength λc occurs
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at the point where the right hand side of Equation 3.1.21 is equal to zero, and is
given by
λc = (4pih)cos
2α (3.1.22)
So in the case where k is parallel to ky, with a perturbation parallel to the mag-
netic field, short wavelength modes are stabilised by the magnetic field pertur-
bation. However, when the wavevectors are perpendicular, corresponding to an
axi-symmetric perturbation in cylindrical geometry, the critical wavelength is 0 and
hence there is no stabilising effect provided by the azimuthal magnetic field.
In the limit of small wavenumber and α = pi/2, the classical Rayleigh-Taylor
instability result for an Atwood number of 1, (iω) =
√
kg, is recovered.
3.1.6 The Role of Azimuthal Correlation
Associated with the MRT instability is the development of azimuthal correlation.
This can be explained by considering magnetic tension, which acts to prevent bend-
ing of the azimuthal drive magnetic field lines in both the radial and axial directions.
For bending in the radial direction, consider a perturbation consisting of a single
raised point on a liner surface. If the point is resistive the drive magnetic field
can diffuse through it, and its amplitude will not grow. If the point is conductive
however, the drive magnetic field lines are frozen in so will be forced to bend around
it in the radial direction, storing energy through magnetic tension. To minimise
their energy the field lines tend to straighten and as they are frozen in they move
material as they straighten, decreasing the height of the point and applying less
pressure to azimuthally adjacent liner material, allowing it to expand outwards due
to its thermal pressure. This causes the point to spread out azimuthally and for an
array of raised points leads to azimuthal correlation.
For bending in the axial direction, consider an array of conductive points on the
liner outer surface at random locations, as shown in Figure 3.2a. As the magnetic
field lines are frozen in they follow the contours of the liner outer edge, bending
around the points in the axial direction. The energy stored in magnetic tension
causes the field lines to straighten and, as they are frozen in, they move the mass of
the points axially up or down, causing them to form azimuthally correlated bands
(Figure 3.2b).
The propagation of magnetic field information is determined by the Alfve´n wave
velocity,
va =
√
B2
µ0ρ
(3.1.23)
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(a) Randomly positioned raised points on the highly conductive
liner surface cause magnetic field lines to bend around them. A
restoring force FT due to magnetic tension acts at the bends,
tending to straighten the field lines.
(b) Straightening of the field lines arranges the randomly posi-
tioned points into straight lines in the θ direction; the perturba-
tion is now azimuthally correlated.
Figure 3.2: The development of azimuthal correlation due to magnetic tension in the drive field
lines. As the liner surface is highly conductive, the field lines are frozen in so re-orientation of the
magnetic field results in bulk material movement.
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The inverse density dependence means that low density conductive plasma has
a high Alfve´n speed and rapidly becomes azimuthally correlated; physically the
correlation is driven by the magnetic field and damped by the inertia of the plasma
mass that must be moved. For liner implosions, which in general include a range
of plasma densities, it is therefore likely that azimuthal correlation develops first in
the lowest density material that carries an appreciable fraction of the current. Once
correlation has developed, MRT growth can subsequently imprint the azimuthally
correlated structure onto higher density material.
Azimuthal correlation is critical to the development of the MRT instability be-
cause for fully correlated modes there is no stabilising effect, either due to magnetic
tension or a positive perturbation in the magnetic pressure (§3.1.5); all wavelengths
are therefore expected to grow at their maximum rate, the purely hydrodynamic
Rayleigh-Taylor instability growth rate with an Atwood number of 1.
3.2 Single Mode MRT Instability seeded by a
Machined Sinusoidal Perturbation
As part of the MagLIF campaign carried out at Sandia National Laboratories, a
series of experiments were conducted to characterise the development and potential
for liner disruption of the MRT instability. The first series of experiments studied
the simplest and easiest to understand form of the MRT instability; that seeded
by a single mode initial perturbation. This results in a single mode instability at
the wavelength of the seed, providing it is sufficiently long not to saturate over the
timescale of the study.
3.2.1 Experimental Setup
Sinars et al [55] seeded implosions of unmagnetised hollow aluminium liners on Z
with two single mode MRT instability wavelengths of 200 µm and 400 µm , as shown
in Figure 3.3a which is taken from their paper. These wavelengths were chosen
as they were the dominant MRT wavelengths around stagnation observed on 2D
LASNEX simulations initialised with a random surface roughness by Slutz et al [1].
Sinars et al observed the expected single mode MRT instabilities and compared
their results with the linear MRT theory described in §3.1, finding poor agreement
because of the neglection by the theory of ablation and non-linear effects. The
results provide a good benchmark test for MHD codes; Sinars et al achieved good
agreement with single mode initialised 2D LASNEX simulations for both wave-
lengths.
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(a) Image from Sinars et al [55] (Copyright
2010 by The American Physical Society),
showing the sinusoidal perturbation applied to
the outer edge of the liner.
(b) Current pulse used by Sinars et al ; ra-
diograph timings are represented by vertical
black lines.
Figure 3.3: Experimental setup used for the single mode MRT experiment by Sinars et al [55].
The liners had an outer radius of 3.168 mm with a wall thickness of 292 µm and
were imploded using an approximately 130 ns, 18 MA peak current pulse, as shown
in Figure 3.3b.
3.2.2 Comparison with Gorgon
As a result of its 2D initialisation the experiment exhibited almost perfect 2D
symmetry, Gorgon simulations were therefore carried out in 2D r-z geometry at
a resolution of 2 µm, with a 400 µm wavelength sinusoidal density perturbation
applied by adding or subtracting cells from the liner outer edge. As the main
diagnostic output from the experiment was X-ray radiography using the Z-Beamlet
laser as a backlighter [84], synthetic radiographs were generated from the Gorgon
results to allow a direct comparison with experimental radiographs as shown in
Figure 3.4.
Short wavelength instabilities are apparent at early times in the synthetic ra-
diographs; these are seeded by grid imprint resulting from the representation of a
sinusoidal density perturbation using a rectangular grid. This numerical effect is
very difficult to avoid using an Eulerian code, as representing a curve on a rectan-
gular grid will always result in a staircase structure, each vertex of which can seed
instabilities. As the simulation is 2D, all modes are implicitly treated as fully az-
imuthally correlated, meaning that the artificial short wavelength modes grow much
more rapidly than they would in 3D, giving poor agreement with the experiment
at early times. They do, however, saturate at relatively low amplitude and, as the
long wavelength mode is also fully correlated and seeded at a high amplitude, do
not affect the later stages of the simulation. These short wavelength modes could
probably be eliminated by simulating the liner in 3D with a random surface rough-
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Figure 3.4: Radiographs taken from Sinars et al [55] (Copyright 2010 by The American Physical
Society) are shown on the left of each column with the time at which they were recorded relative to
the current pulse in Figure 3.3b; synthetic radiographs at equivalent times are shown on the right.
There is agreement between the experiment and Gorgon for the MRT amplitude and wavelength.
Early time simulation results exhibit short wavelength instability seeded by the grid imprint, these
do not affect later times. The differences in the shape of MRT spikes are due both to the fact that
the experimental radiographs were taken at an angle of 3◦ resulting in shadows being cast; and
the difficulty in representing a sinusoidal structure on a Cartesian grid.
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ness perturbation overlaid on the sinusoid, breaking the azimuthal correlation of
short wavelength modes and hence dramatically reducing their growth rate. Fuzzi-
ness near the liner outer edge in the experimental radiographs may indicate under
resolved short wavelength modes seeded by surface roughness which grow by the
same physical mechanism as those in the simulation seeded by grid imprint.
An additional problem arising from the use of a rectangular Eulerian grid is
that near the peaks and troughs of the sinusoid the gradient of the perturbation in
the radial direction approaches zero. The central parts of the peaks and troughs
are therefore completely flat; this artificial flatness results in uniform expansion of
those parts of the liner outer edge and is particularly apparent in the early time
radiographs.
As the liner implosion proceeds the MRT amplitude increases, entering the non-
linear regime by the 67.7 ns radiograph as the amplitude approaches the instability
wavelength. The magnitude of the instability is such that the tips of the MRT spikes
barely move from their initial position. There is a difference in shape of the MRT
spikes between experiment and simulation; this is partly due to the artificial flatness
of the peaks and troughs in the simulation, and partly because the experimental
radiographs were taken at an angle of 3◦, resulting in the casting of shadows around
the MRT bubbles. There is good agreement for MRT wavelength and amplitude
between the simulated and experimental results, providing further validation for
Gorgon.
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3.3 Multi-Mode MRT Instability
The next stage in the experimental investigation of the MRT instability was to
observe the MRT wavelengths and amplitudes growing from a nominally unper-
turbed liner, seeded by surface roughness and potentially other imperfections in the
liner and current drive. McBride et al [2] imploded hollow MagLIF-relevant beryl-
lium liners on Z, with radiography showing a high amplitude, highly azimuthally
correlated and approximately single mode MRT instability near stagnation.
The MRT amplitudes and wavelengths observed exceeded the predictions of
randomly initialised 3D Gorgon simulations carried out in McBride et al ; to achieve
agreement they had to azimuthally bias the initial perturbation. They also carried
out 2D simulations with LASNEX, achieving good agreement only if the shortest
wavelength modes were removed from the initialisation. This was necessary because
2D geometry assumes full azimuthal correlation for all modes, resulting in a faster
developing MRT instability – this is one of the rare cases in physics where an
undesirable result is mitigated rather than exacerbated by extending a simulation
from two dimensions to three. It also shows the necessity for 3D simulations in
studies of the multi-mode development of the MRT instability.
3.3.1 Experimental Setup
The liners had an initial outer radius of 3.47 mm and wall thickness of 580 µm
and were imploded using a 132 ns, 22 MA peak current pulse on the Z machine as
shown in Figure 3.5.
Figure 3.5: Current pulse used by McBride et al [2]; radiograph timings are represented by vertical
black lines.
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The liner surfaces were finished using a diamond turning technique for optimum
smoothness, resulting in an RMS surface roughness of 100 − 250 nm. Accurate
radiography with a resolution of 4 µm was obtained at several late times with
two radiographs taken for each of the four shots, showing a highly azimuthally
correlated, long wavelength and large amplitude MRT instability near stagnation.
The radiographs were taken of the central axial portion of the liners; these central
parts are least susceptible to end effects due to instabilities around the electrodes.
3.3.2 Computational Implementation
Figure 3.6 shows an implosion trajectory produced using a 1D Gorgon simulation
in order to demonstrate key points in the implosion. Expansion of the liner outer
edge begins around 60 ns, reaching its maximum extent at 70 ns – this corresponds
to vapourisation. Stagnation of low density material begins around 158 ns; com-
pression on axis occurs until 175 ns when the liner outer edge begins to re-expand.
The experimental radiographs are taken prior to stagnation of the bulk liner, but
may capture stagnation of the MRT bubbles, which contain less interior mass than
the 1D unperturbed case.
Figure 3.6: Implosion trajectory of the liner for McBride et al ’s experiment, calculated by a 1D
Gorgon simulation. Vapourisation of the liner outer edge begins around 60 ns, with a maximum
expansion occurring at 70 ns. The liner begins to implode around 90 ns, with initial stagnation
of low density material beginning around 158 ns.
3.3. MULTI-MODE MRT INSTABILITY 78
3D Gorgon simulations, which attempt to replicate the experimental results and
explain the higher than expected degree of instability, were carried out. Applying
an initial surface perturbation on the order of the physical surface roughness is
not practical for a full volume 3D simulation at the very high resolution required;
instead simulations were initialised with a 20 µm resolution and a random density
perturbation at the resolution applied to the liner outer edge. This coarser reso-
lution is justified by the fact that for most of the implosion the dominant MRT
wavelength is greater than 20 µm; Jennings [85] observed little difference when
increasing the resolution for his Gorgon simulations from 20 µm to 10 µm.
The initial perturbation was generated by randomly subtracting a cell from the
outer edge of the liner at each axial and azimuthal location. A random number
between 0 and 1 was generated for each axial and azimuthal position, and a cell
subtracted radially from the liner outer edge if the random number was greater than
a given threshold. A qualitative comparison between the experimental radiographs
is shown in Figure 3.7. As was observed with randomly perturbed 3D simulations
in McBride et al, far less azimuthal correlation and hence MRT instability growth
occurred than in the experiment. One explanation for this is another source of
azimuthal correlation, in addition to the mechanism outlined in §3.1.6.
In an attempt to replicate the experimental results and following the method
used in McBride et al, an azimuthal bias was applied to the initialisation, resulting
in a horizontally banded structure. A second random number between 0 and 1 was
generated at each axial location – if this number was above a certain threshold, a
constant amount was added to the first random number, increasing the probability
of a cell being subtracted from the liner outer edge for all azimuthal positions at
the given axial location. The thresholds were set such that axial bands occurred
on average every 0.2 mm. This increased the initial level of azimuthal correlation,
resulting in a longer wavelength and higher amplitude MRT instability around stag-
nation.
A possible justification for inclusion of the azimuthally biased initialisation sug-
gested by McBride et al is a seed from the diamond turning used to smooth the liner
outer edge which can give azimuthally correlated structures due to rotation of the
liner against the diamond cutter. The correlation levels and amplitudes calculated
from an analysis of the liner surface before implosion are, however, insufficient to
justify the amount of correlation used, and subsequent implosions of liners finished
with polishing in the axial direction produced a similar degree of MRT instability
around stagnation [86].
Figure 3.7 shows a qualitative comparison between the experimental radiographs
(first column); a 3D Gorgon simulation with a random initialisation (second column)
and a 3D Gorgon simulation with an artificially azimuthally correlated initialisation
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151.8 ns
156.8 ns
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Experimental Gorgon Random Gorgon Correlated
Figure 3.7: Comparison of experimental radiographs (Column 1) – taken from McBride et al [2]
(Copyright 2012 by The American Physical Society) to synthetic radiographs from Gorgon simula-
tions with perturbations which are random (Column 2); and azimuthally biased (Column 3). The
white patches on the experimental radiographs are time integrated self-emission resulting from
hard X-ray production as the bubbles stagnate.
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(third column). These simulations will subsequently be referred to as ‘random’ and
‘correlated’.
The experimental campaign consisted of four shots, with the radiography sys-
tem used allowing the production of two radiographs per shot. The experimental
radiographs in Figure 3.7 are arranged in order of the shots in which they were
recorded, with the time at which they were recorded relative to the current pulse
shown on the left. The first three images show axial lengths of 1.5 mm; the fourth
shows an axial length of 1 mm and the final four show an axial length of 3.1 mm.
The cascade from short wavelength to long wavelength is apparent over the series
of radiographs, with stagnation occurring at 167.0 ns with an MRT wavelength of
∼700 µm .
The synthetic radiographs from the random Gorgon simulation are in reasonable
agreement with the experiment for the first few radiographs, but by the fourth it
is clear that the MRT wavelength is shorter and the amplitude is lower. Modes
which are not correlated azimuthally are difficult to observe on radiographs as
the integration causes uncorrelated peaks and troughs to cancel each other out
on the final image; in contrast azimuthally correlated modes are enhanced by the
integration. The latter result in horizontal banded structures on radiographs which
are apparent for all the experimental radiographs but notably absent in the random
Gorgon results. By stagnation the banded structures dominate the experimental
radiographs but are still not visible in the random simulation results, indicating a
far lower level of azimuthal correlation.
The synthetic radiographs from the correlated Gorgon simulation are in rea-
sonable qualitative agreement for all the radiographs, developing a high amplitude,
long wavelength MRT instability by stagnation. Horizontally banded structures are
present in all radiographs but appear perfectly straight, whereas for the experiment
they are approximately horizontal but bend over the liner diameter, most notably
in the central regions of the first two radiographs. A difference is also visible late
in time; the experimental radiographs develop kinked structures around stagnation
and exhibit a degree of left-right asymmetry, but the correlated simulation results
show a perfectly vertical stagnation column with almost perfect left-right symmetry.
This discrepancy is likely to be due to the perfectly azimuthally correlated bands
in the initialisation, and provides another indication that this initialisation is not
physical.
3.3.3 Abel Inversions and MRT Analysis
A more quantitative comparison of MRT amplitude and wavelength can be made
with the aid of Abel and Fourier transforms; we repeat the analysis carried out
3. THE MAGNETO-RAYLEIGH-TAYLOR INSTABILITY 81
by McBride et al [2] to compare their experimental radiographs with the synthetic
radiographs generated by our simulations. The data used to generate the experi-
mental Abel inversions was the original experimental data kindly supplied by Ryan
McBride [87]; this allowed a much more precise analysis than would have been
possible using the lower resolution images extracted from the paper.
All radiographs were first converted to 2D areal density maps using the Beer-
Lambert Law (Equation 2.5.1) and then converted to 2D volume density by Abel
inverting; this is a technique widely used in image analysis to reconstruct a cylin-
drically symmetric profile from its 2D transmission map. The calculated 2D volume
density is a function only of radial and axial positions. The equation for an Abel
inversion is
F (y) = 2
∫ ∞
y
rf(r)dr√
r2 − y2 (3.3.1)
Where f(r) is a 1D slice of areal density and F (y) is a 1D slice of volume density.
As the integral is dependent only on the radial co-ordinate, azimuthal symmetry is
required for a good result. This integral was performed numerically along 1D axial
slices of the image going from the centre to the left and right radial extents of the
areal density map; the Abel inverted 1D slices were then joined back together to
form a map of 2D volume density the same size as the original radiograph. Examples
of experimental and computational Abel inversions are shown in Figure 3.8, with a
comparison to an r-z density slice taken from the correlated simulation.
Quantitative information about the properties of the MRT instability can be
extracted from the Abel-reconstructed 2D maps of volume density:
Normalised Liner Position
An obvious way to determine which simulated radiographs should be compared with
the experimental radiographs is to use the radiograph timings relative to the current
pulse. These, however, are susceptible both to the uncertainties in the experimental
radiograph timings (±1 ns) and the more difficult to quantify uncertainties in the
magnitude of the experimentally measured current pulse (which may not be equal
to the current that actually flows through the liner). These errors can be mitigated
by instead comparing the radial position of the liner relative to its starting position,
a variable with much less dependence on discrepancies in the current pulse. The
normalised position of the liner outer edge is defined by:
D = 1− r(t)/r(0) (3.3.2)
Where r(t) is the position of the liner outer edge for an unperturbed liner – for a
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Figure 3.8: Comparison of density slices at 159.9 ns calculated in three different ways – directly
from 3D data taken from the correlated simulation (first row); by Abel inversion of the simulated
radiograph from the correlated simulation (second row); and by Abel inversion of the experimental
radiograph (third row). This allows a demonstration of the quality of the reconstruction using
an Abel inversion; discrepancies between the two simulated density slices are mainly due to the
assumption of cylindrical symmetry in the Abel inversion method. There is qualitative agreement
between experiment and simulation for the position of the liner outer edge and MRT properties.
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liner with a large MRT amplitude this is no longer uniquely defined; taking this
into account r(t) is defined as the average MRT bubble radius. Steep radial density
gradients occur at the position of each MRT bubble, so MRT bubble radii are well
localised, reducing uncertainty. The bubble radius was calculated by interactively
plotting the 2D Abel inverted image of volume density and visually selecting the
radial positions of each bubble for each side. The mean bubble position was calcu-
lated, with the error in bubble radius chosen to be the absolute deviation in these
values. The error in D was calculated from the error in bubble radius.
Figure 3.9: Normalised liner position as a function of time for the experiment and the two sim-
ulations. There is reasonable agreement between the correlated simulation and experiment until
∼160 ns, where the experimental value exceeds the simulated values by more than an error bar.
Figure 3.9 shows normalised liner position as a function of time for the exper-
iment and two simulations. For all included times the correlated initialisation has
a larger value of D than the random initialisation – this is because the MRT insta-
bility has a larger amplitude, hence the bubbles occur at a smaller radius. There
is agreement between the experiment and correlated initialisation until ∼160 ns
where the experimental value exceeds the simulated values by more than an error
bar. This may be due to discrepancies in the MRT amplitude, current pulse or
timings and shows why normalised liner position is a better choice for comparison
of MRT properties than time.
There is a systematic under-estimation of D compared to the experimental re-
sults in both of our simulations, and also in the 3D Gorgon and 2D LASNEX results
from McBride et al . Although most values are within errors, the systematic nature
of the differences indicates a real discrepancy between experiment and simulation.
The random simulation shows a consistently lower normalised liner position that
the correlated simulation; this must be due to a smaller MRT amplitude as all
other parameters are the same. To show equivalent liner positions taking this into
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account, subsequent plots involving the random simulation use the normalised liner
position from the correlated simulation.
MRT Wavelength
The first requirement for calculation of the MRT wavelength is a 1D plot of the
position of the liner outer edge as a function of axial position. This was calculated
for the left and right sides of the 2D Abel inverted images by looping from the outer
radius to the centre for each axial position, terminating the loop and defining the
position of the liner outer edge once a specified threshold was exceeded.
The variable chosen to perform the threshold on was the product of the radial
position of the pixel and its density rρ(r) (this is not the same as areal density ρR);
as the density of the liner wall increases approximately linearly with radial conver-
gence according to ρ(t)r(t) = ρ0r0 this quantity remains approximately constant.
The value of the threshold was chosen to be half of its initial value, 6.42 g/cm2.
The reconstructed images from the experiment contain noise at high frequency
and amplitude in the vacuum; to prevent this from causing false identification of the
liner outer edge its position was only defined once a specified number of cells above
the threshold had been recorded. This greatly reduced the level of noise in the 1D
profiles at the cost of introducing a systematic error in the absolute position of the
liner outer edge. For the wavelength analysis however, only the radial position of
each point on the liner outer edge with respect to the other points was important
so the systematic error did not affect the results.
Fourier Analysis
The wavelength spectra for the left and right sides of the liner outer edge were
separately calculated from the 1D positions of the liner outer edge using Fourier
analysis. Defining the amplitude of the original function in real space as a(x);
a discrete Fourier transform was carried out giving amplitudes as a function of
wavenumber, ak(k). Parseval’s theorem states that the total energy in the original
function is equal to the total energy in its Fourier transform:∫ ∞
−∞
a2(x)dx =
∫ ∞
−∞
a2k(k)dk (3.3.3)
Where the quantity inside the integral can be interpreted as a power per frequency
bin. As the position of the liner outer edge has a finite length there is a finite
range of wavenumbers and wavelengths; k ranging from −∞ to ∞ can therefore be
replaced with k ranging from kmin to kmax. The integral of the Fourier transformed
power can be calculated over wavelength λ using the chain rule
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Etot =
∫ kmax
kmin
a2k(k)dk =
∫ λmin
λmax
a2k(λ)dλ
dk
dλ
(3.3.4)
As k is by definition
1
λ
,
dk
dλ
=
−1
λ2
. The Fourier power spectrum as a function of
wavelength is therefore given by:
P (λ) =
a2k(λ)
λ2
(3.3.5)
Figure 3.10 shows the Fourier power spectra produced for the first and seventh
experimental radiographs from Figure 3.7, plotted with spectra from the simulated
radiographs at equivalent times in the implosion. An artefact of the Abel inversion
process is short wavelength, high amplitude noise; this was mitigated by defining a
minimum wavelength below which the spectra were truncated. A cutoff wavelength
λmin of 80 µm was chosen, corresponding to the approximate size of the smallest
features observable in the radiographs.
(a) Spectra for the first experimental data
point and equivalent simulated radiographs
(b) Spectra for the seventh experimental data
point and equivalent simulated radiographs
Figure 3.10: Normalised Fourier power spectra shown for two selected experimental radiographs.
As in Figure 3.7, the results from the correlated simulation are in closer agreement with the
experiment than those from the random simulation – this is especially obvious for the spectra in
Figure 3.10b; the peak around 700 µm in the experiment result is reproduced by the correlated
simulation and completely absent for the random simulation.
Both sets of spectra show a series of discrete peaks – this is because the wave-
lengths they occur are a relatively large fraction of the total length that is Fourier
transformed. As Fourier transforms have evenly spaced frequency intervals, and
wavelength is proportional to the inverse of frequency, long wavelengths occur at
increasingly large intervals, and Fourier transforms therefore have low resolution for
long wavelength modes. In the absence of a single, well defined peak, it is impor-
tant to consider the contribution from all peaks in the spectrum to the dominant
wavelength, this was therefore defined as the midpoint of the integrated energy spec-
trum. In order to calculate this midpoint, first the Fourier power was integrated
with respect to wavelength to give the total energy in the spectrum.
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Etot =
∫ λmax
λmin
a2k(λ)
λ2
dλ (3.3.6)
The integration was then repeated and terminated when half of the total energy was
reached; the wavelength at which this occurred, λc, was defined as the dominant
wavelength.
Etot
2
=
∫ λc
λmin
a2k(λ)
λ2
dλ (3.3.7)
The dominant wavelength for each radiograph was taken to be the mean of the
dominant wavelengths for the left and right sides, and the upper and lower bounds
taken to be the longer and shorter dominant wavelengths respectively.
Figure 3.11: MRT wavelength as a function of normalised liner position for the experimental and
simulated results. The correlated simulation is in good agreement with the last four experimental
data points, but poor agreement with the second, third and fourth.
Figure 3.11 shows the dominant MRT wavelength as a function of normalised
liner position for the experiment and simulations. The experimental data points
show an increase in wavelength with normalised liner position, with outlying points
for the fifth and sixth radiographs. Neither simulation matched these outliers or ex-
hibited a similar sharp increase and subsequent flattening off in wavelength around
this point; neither did the 2D LASNEX or 3D Gorgon simulations from McBride
et al. It is possible, as these two points are from a different shot to preceding or
succeeding data points, that their unexpectedly long MRT wavelengths are due to
shot-to-shot differences in experimental conditions.
The second, third and fourth experimental data points are in poor agreement
with both simulations; all other experimental data points are in agreement with the
correlated simulation within error bars.
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The final four experimental results are well matched by the correlated simulation
but poorly matched by the random simulation. The rate of increase of the MRT
wavelength is also much lower for the random simulation. The physical mechanism
for increasing MRT wavelength requires modes to reach high amplitude, destabilis-
ing the MRT spikes and causing them to coalesce to increase the wavelength. As the
MRT amplitude is much smaller for the random simulation due to a lower degree
of azimuthal correlation, the rate of increase in wavelength would also be expected
to be smaller.
MRT Amplitude
An obvious definition of the MRT amplitude is the difference between the average
bubble and spike radii associated with the MRT instability. As the density of the
MRT spikes drops approximately exponentially with radius near their maximum
extent, it is difficult to define their position using a density or rρ(r) threshold. The
spike radius was instead defined as the axial centre of mass of the spikes, averaged
over the liner length.
To determine the spike radius, first the 2D volume density from the Abel image
was integrated axially, resulting in a line density dependent only on the radial co-
ordinate:
ρ(r) =
∫ zmax
zmin
ρ(r, z)dz (3.3.8)
The total mass in the spikes was then calculated by integrating the line density
radially outwards from the bubble radius rb,
Mtot =
∫ ∞
rb
rρ(r)dr (3.3.9)
Where the additional factor of r in the integral comes from the expression for a
volume element in cylindrical geometry, dV = rdrdθdz. The position of the centre
of mass rs of this profile is defined by
Mtot
2
=
∫ rs
rb
rρ(r)dr (3.3.10)
where rs is calculated by terminating the integral when half of the total mass is
reached. The majority of the error in the spike radius was due to the bubble
radius being used as the lower limit for integration; this error cancels from the
MRT amplitude as the bubble radius is subtracted from the spike radius. However,
different spike radii give different MRT radii as the mass profiles of the spikes change
when their lower limit is changed; this error is difficult to quantify. Instead the MRT
amplitudes calculated for the left and right hand sides of the liner were averaged
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to find the total MRT amplitude, with the upper and lower bounds taken as the
upper and lower MRT amplitudes from the two sides.
Figure 3.12: MRT amplitude as a function of normalised liner position for the experimental and
simulated results. The correlated simulation is in good agreement with the last five experimental
data points, but in poor agreement with the first three.
Figure 3.12 shows the MRT amplitude as a function of normalised liner position
for the experiment and simulations. The shot to shot variance is less obvious than
in Figure 3.11, particularly between the fourth and fifth experimental data points.
For the earliest times where both simulated wavelengths are above the experimental
value the simulated amplitudes are also well below the experimental value. This
early discrepancy may be due to a physical effect not included in the simulations –
as the MRT wavelength is shorter with a higher amplitude the discrepancy may be
due to neglection of a physical effect resulting in stronger short wavelength growth,
perhaps seeded at wavelengths shorter than the 20 µm resolution of the simulations.
By the fourth experimental data point the discrepancy vanishes and the corre-
lated simulation is in excellent agreement with the experiment, reaching an MRT
amplitude of ∼300 µm by stagnation. The MRT amplitude for the random simu-
lation is much lower for the duration of the radiographs, growing from ∼40 µm to
∼100 µm near stagnation.
Results from the experiment and both simulations all show an increase in MRT
amplitude with respect to normalised liner position, but with different gradients.
The experimental and correlated results are in excellent agreement with growth
rate for the majority of the data points. Those from the random simulation have
a smaller growth rate – as for the case with the discrepancy in dominant MRT
wavelengths, this is due to the fact that MRT growth rates are maximised for fully
azimuthally correlated modes; the growth rate is therefore lower for the poorly
correlated random simulation.
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3.3.4 Unwrapped Liner Areal Density Maps
Further insight into the behaviour of the MRT instability prior to the radiograph
times may be obtained by integrating liner density in the radial direction and plot-
ting the result as a function of θ and z; effectively ‘unwrapping’ the cylindrical liner
onto a flat rectangle so that the horizontal and vertical directions correspond to
the azimuthal and axial directions respectively. This method is far more sensitive
to variations in liner density than that using Abel inverted radiographs and does
not require cylindrical symmetry, allowing identification of the MRT wavelengths
before they are large enough to be clearly resolvable in radiographs.
Ideally a comparison would be carried out between experiment and simulation.
However, this diagnostic would be practically impossible to implement experimen-
tally so instead results from the random and correlated simulations are compared.
The simulations were re-run in cylindrical geometry to simplify the radial inte-
gral, comparison of synthetic radiographs and 3D density profiles indicated that, as
expected, the result was independent of the simulation geometry.
Figures 3.13 and 3.14 show several unwrapped areal density maps for the ran-
dom and correlated simulations respectively. Each map from the random simulation
was normalised to that from the correlated simulation at the same time both for clar-
ity and to allow a visual comparison of MRT amplitude for each time. An important
consideration is that due to the cylindrical geometry of the liner the circumference
decreases with time, meaning that the areal density maps are increasingly stretched
horizontally.
The first map in the figures is a white noise random initialisation, with azimuthal
bands superimposed for the correlated simulation. Short wavelength correlation
growing from the white noise becomes visible for both simulations around 84 ns,
with an azimuthal correlation scale length of the order 100 µm ; this corresponds
to the point at which the liner surface begins to implode. Even over the azimuthal
correlation scale length the structures are not perfectly straight in the azimuthal
direction; they are allowed to bend similarly to the structures observed in the ex-
perimental radiographs. These structures form due to the random nature of the
initial perturbation; correlated bands are forced up or down by a small amount as
they develop around higher or lower density cells. For the correlated simulation
these structures develop independently of the azimuthally correlated perturbation,
which slowly increases in amplitude.
The next three maps demonstrate the cascade to longer axial wavelengths; the
short wavelength modes saturate, seeding longer wavelength structures. The scale
length of azimuthal correlation also increases and the bands increasingly straighten
as the process determining their development becomes increasingly dominant over
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Random
Figure 3.13: Unwrapped normalised areal density maps for the random simulation, showing the
growth of increasingly azimuthally correlated and long wavelength structures from surface rough-
ness. The areal density scale on each image has been normalised to the corresponding image from
the correlated simulation (Figure 3.14).
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Figure 3.14: Unwrapped normalised areal density maps for the correlated simulation (left) with
a comparison to the random simulation (right) showing the growth of increasingly azimuthally
correlated and long wavelength structures from surface roughness with an azimuthal bias and pure
surface roughness respectively.
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the resistance to straightening of the structure remaining from the initial pertur-
bation. Interestingly, the side by side comparison in Figure 3.14 reveals that the
shape of the underlying short wavelength structure is identical for both simulations
and persists until around 140 ns for the correlated simulation, showing that the
coupling between the random and azimuthally correlated components of the initial-
isation remains small until late in time. It is therefore reasonable for much of the
correlated simulation to treat the resulting mode structure as a linear superposition
of the randomly seeded mode and the artificially correlated mode.
Figure 3.14 shows that the artificial correlated bands gradually increase in am-
plitude and thicken in the axial direction, failing to dominate over the randomly
seeded modes until around 130 ns; after this point they determine the axial wave-
length of the MRT instability. In this case the axial wavelength at late time is
artificially set by the axial wavelength of the banded structure in the initialisation
rather than being able to evolve naturally as for the random simulation.
Fourier Analysis
The differences in MRT wavelength, amplitude and correlation scale length which
are qualitatively apparent by comparing Figures 3.13 and 3.14 can be quantified by
Fourier analysing the unwrapped areal density maps.
First a 2D Fourier transform of each unwrapped areal density map was carried
out; this resulted in a 2D matrix which was integrated in the azimuthal direction
to give an axial spectrum from which MRT amplitude and wavelength could be
determined; and integrated in the axial direction to give an azimuthal spectrum
from which the scale length of azimuthal correlation could be determined.
(a) Axial wavelength spectra (b) Azimuthal spectra showing correlation
angle
Figure 3.15: Axial and azimuthal normalised Fourier power spectra for random and correlated
simulations, calculated from unwrapped areal density maps and plotted at five different times,
shown by solid lines (random) and dashed lines (correlated).
Spectra taken at five different times for both simulations are shown in Fig-
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ure 3.15. As these are shown at much earlier times than those in Figure 3.10, the
dominant wavelengths are a smaller fraction of liner length, so the spectra are much
smoother, exhibiting fewer, more well-defined peaks. The axial wavelength spectra
(Figure 3.15a) for the random simulation are peaked around a single wavelength
that increases with time. The first two spectra for the correlated simulation are
very similar to those from the random simulation, but later in time the structures
diverge and the spectra from the correlated simulation do not show a well defined
single peak – this provides further evidence of the superposition of the randomly
seeded mode and the artificial azimuthal correlation.
This superposition of modes is even more apparent in the azimuthal spectra (Fig-
ure 3.15b) which show correlation angle – for late times, the correlated simulation
has two clear peaks, one matching the peak correlation angle observed in spectra
from the random simulation, and one at 360◦, ie. fully azimuthally correlated.
The dominant wavelengths were determined from the mid points of the energy
spectra as in §3.3.3, and visually clearly correspond to the peak wavelengths shown
in Figure 3.15a. The MRT amplitude was defined as the total energy in the axial
spectrum and subsequently normalised, as the quantity of interest is the relative
amplitude between the random and correlated simulations as a function of time,
rather than the absolute values. As the cylindrically shaped simulation domain is
defined in terms of azimuthal angle rather than length, the scale angle of azimuthal
correlation is a more useful measure than the scale length as it is independent of
radius. The scale angle of azimuthal correlation was calculated by finding the mid
point of the azimuthal energy spectrum from the Fourier transform.
(a) Dominant axial wavelength (b) Normalised total amplitude
Figure 3.16: Dominant MRT wavelength and total amplitude for random and correlated simula-
tions, calculated via Fourier analysis of unwrapped areal density maps. As demonstrated quali-
tatively in Figures 3.13 and 3.14, the dominant wavelength for the correlated simulation exceeds
that for the random simulation late in time; but the total amplitude is larger for the random
simulation.
Figure 3.16 shows the MRT wavelength and amplitude as a function of time for
both simulations. The plots show evolution of the MRT instability from 40 ns to
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150 ns; there is negligible change in wavelength or amplitude before 40 ns and by
150 ns the liner inner edge has reached the inner boundary of the simulation, result-
ing in a loss of mass and hence unphysical decrease in calculated MRT amplitude.
The dominant wavelengths and amplitudes are almost identical for the two sim-
ulations until ∼85 ns, during this time the amplitudes and wavelengths follow a
similar evolution. There is a bump in both at 50 ns which corresponds to a com-
pression of low density material resulting from the density perturbation onto the
liner outer edge. There is little growth after this point until 60 ns when the liner
outer edge begins to vapourise. The first correlated modes develop between 60 and
70 ns due to expansion of the liner outer edge, resulting in strong growth in the
amplitudes of short wavelength modes.
After vapourisation the rates of increase of amplitude and wavelength flatten
off again until the magnetic pressure due to the current is sufficient to initiate the
implosion of the liner outer edge at ∼80 ns. From ∼85 ns the dominant wavelengths
for the two simulations begin to diverge as the effect of the artificially correlated
modes becomes comparable to that of the randomly seeded modes. For the corre-
lated simulation the wavelength increases from 65 µm to 280 µm by 150 ns; over
the same time period the wavelength for the random simulation increases by less
than half the amount, from 65 µm to 148 µm .
The amplitudes also begin to diverge; that for the random simulation exceeds
that for the correlated simulation after 85 ns, despite the fact that the amplitude
of the dominant MRT mode is clearly larger for the correlated simulation according
to Figures 3.13 and 3.14. This is because the calculated amplitude is a measure of
the total energy in the Fourier spectrum, which is a good measure for a single mode
structure but not for multiple modes. A more useful measure of MRT amplitude in
this case is to examine individual wavelengths, to allow decoupling of the random
and correlated MRT modes. Figure 3.17 shows the evolution of the Fourier powers
of five wavelengths over time for both simulations – the selected wavelengths were
80 µm, 110 µm, 150 µm, 230 µm and 510 µm.
The evolution of the three short wavelength modes is almost identical for the
two simulations until vapourisation of the liner outer edge at 70 ns, when the
amplitude of the 80 µm mode for the random simulation begins to exceed that for
the correlated simulation. The amplitudes of the 110 µm and 150 µm modes begin
to diverge at ∼95 ns and ∼105 ns respectively. Of the modes plotted, the 80 µm
mode is dominant at the point that the results begin to diverge so it is in this mode
that the difference first becomes most clearly apparent.
The two longest wavelength modes have a larger amplitude in the correlated
simulation from the beginning, due to the long wavelength components of the az-
imuthally correlated initialisation. For the correlated simulation both modes begin
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Figure 3.17: Comparison between random and correlated simulations of the amplitudes of five
selected MRT modes, shown by solid lines (random) and dashed lines (correlated). All lines are
normalised to the maximum amplitude shown on the plot.
to grow at around the point at which the liner outer edge vapourises, approaching
the amplitude of the short wavelength modes by 150 ns. For the random simulation
the 510 µm mode only begins to grow at 110 ns; by this point the amplitude of the
same mode for the correlated simulation is a factor of 3 greater.
The saturation of short wavelength modes and consequent cascade to longer
wavelength predicted by MRT theory occurs faster for the correlated simulation;
the 80 µm mode saturates and is exceeded in amplitude by the 110 µm mode by
127 ns, this is then exceeded in amplitude by the 230 µm mode by 141 ns and
equalled by the 510 µm mode by 150 ns. For the random simulation the 80 µm
mode is dominant until 140 ns and at 150 ns is still over an order of magnitude higher
in amplitude than the 510 µm mode. The artificially correlated initialisation is so
effective at seeding the MRT instability as it provides both azimuthal correlation
and a long wavelength seed.
Figure 3.18 shows the scale angle over which azimuthal correlation develops for
both simulations as a function of time, plotted on a logarithmic axis and clearly
showing the far higher degree of azimuthal correlation resulting from the correlated
initialisation. For this simulation the angle increases exponentially from 1.5◦ to 185◦
between 40 and 88 ns, before a slower rise and saturation at 246◦. The correlation
angle for the random simulation begins to increase rapidly as the liner outer edge
vapourises and the MRT instability begins to grow, reaching 6◦ by 85 ns before a
linear increase to 150◦ at 150 ns.
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Figure 3.18: Scale angle of azimuthal correlation for random and correlated simulations, calculated
via Fourier analysis of unwrapped areal density maps. Over the implosion timescale the correlated
simulation has a far higher scale angle of azimuthal correlation than the random simulation. For
the correlated simulation there is a rapid increase in scale angle, with a saturation before 90 ns at
246◦.
3.4 Multi-Mode Helical Instability caused by an
Axial Magnetic Field
3.4.1 Experimental Setup
The next step on the path to fully integrated MagLIF experiments was to implode
nominally unperturbed liners in the presence of an axial magnetic field. As discussed
in §1.4.2 the axial magnetic field is vital to the MagLIF scheme as it relaxes fuel
areal density requirements at stagnation by reducing thermal conduction and alpha
transport losses. The magnitude of applied axial magnetic field (Bzi) is limited by
the forces experienced by the Helmholtz-like coils generating the field; above about
30 T these forces cause the coils to buckle and break. Awe et al [4] [5] carried out
shots with three identical liners, applying axial magnetic fields of 0 T, 7 T and 10 T.
3.4.2 Experimental Results
Figure 3.19 shows radiographs taken from Awe et al ; those from shots with finite
initial axial magnetic fields show a striking realignment of the azimuthally correlated
MRT bands, usually present in unmagnetised shots, into helical structures.
Awe et al found that the helices could be well fitted by a simple cylindrical
helix model. The central, almost straight parts of the helical structures can be
characterised by the pitch angle,
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Figure 3.19: Results taken from Awe et al [4] (Copyright 2013 by The American Physical Society),
showing helical instability growth for shots with initial axial magnetic fields of 7 T and 10 T,
compared to azimuthally correlated instability growth for shots with no axial magnetic field. The
helical pitch angle increases as the implosion progresses and is also higher with the larger value of
initial axial magnetic field. Radiographs in each column have the same value of Bz; for the two
left columns both radiographs are from the same shot, for the column with Bzi = 0 the second
radiograph is from a different shot. Timings marked on the radiographs are relative to a current
pulse starting at 2950 ns, for clarity we work with a current pulse starting from 0 ns (so our
timings are equal to Awe et al ’s timings minus 2950 ns).
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φ = tan−1
( p
2piR
)
Where p is the pitch, defined as the axial period of the helix with radius R. In
§3.1 it was shown that the maximum MRT growth rate occurs when the instability
wavevector is perpendicular to the magnetic field, which for the unmagnetised case
corresponds to azimuthally correlated bands. The combination of Bθ and Bz means
that for the magnetised case the total magnetic field has a finite pitch angle φB,
defined by
φB = tan
−1
(
Bz
Bθ
)
(3.4.1)
One would therefore expect that the pitch angle in the radiographs would match the
magnetic pitch angle at that time, φ ≈ φb. The magnetic pitch angle was estimated
using a 1D Gorgon simulation with the liner and current pulse parameters from
the experiment; the calculated evolution of the axial and azimuthal magnetic fields
is shown in Figure 3.20, with an implosion trajectory shown in Figure 3.21. The
evolution of the axial magnetic field was calculated under the assumption of perfect
conservation of magnetic flux so is slightly overestimated.
Figure 3.20: Results from a 1D Gorgon simulation using the parameters from Awe et al with
Bzi = 10 T, showing evolution of Bθ (black) and Bz (red) at the liner outer edge, along with the
drive current and radiograph timings (blue). The drive field exceeds the axial field at the liner
outer edge from 11 ns; for the bulk of the MRT growth phase the axial field is between one and
two orders of magnitude lower than the azimuthal drive field.
As Figure 3.21 shows, the implosion and hence MRT or helical instability growth
phase begins around ∼90 ns; Figure 3.20 shows that after this time the azimuthal
magnetic field is approximately two orders of magnitude larger than the axial mag-
netic field, corresponding to magnetic pitch angles of the order 1◦. Table 3.1 shows
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the pitch angle and expected magnetic pitch angle for the radiographs of magne-
tised implosions; in all cases the pitch angle is much greater than the magnetic pitch
angle, these radiographs therefore represent a very surprising result.
Figure 3.21: Implosion trajectory of the liner for Awe et al ’s experiment, calculated by a 1D
Gorgon simulation. Vapourisation of the liner outer edge begins around 66 ns, with a maximum
expansion occurring at 78 ns. The liner begins to implode around 90 ns, with initial stagnation
of low density material beginning around 155 ns.
Radiograph No. Time (ns) Bzi (T) φ (
◦) p (mm) φB (◦)
2480-t1 144.3 7 16 1.6 0.7
2480-t2 150.3 7 26 1.1 0.9
2481-t1 144.8 10 26 2.5 1.0
2481-t2 150.8 10 33 1.4 1.3
Table 3.1: Pitch angles, helical pitches and estimated magnetic pitch angles from 1D Gorgon
simulation for radiographs in Figure 3.19. In all cases the pitch angle is much greater than the
magnetic pitch angle.
3.4.3 Calculating Seed Time
One possible explanation for this discrepancy is that our calculations of magnetic
pitch angle are wrong, and that it is in fact similar to the pitch angle. However it
is difficult to see how the axial magnetic field could be compressed by an additional
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factor of 100 without the liner being compressed to unphysically high density. A
large Bz could be generated by large helical currents flowing in the liner but again,
it is difficult to see why this would occur.
Another explanation is that the helical perturbation is seeded early in time,
when the axial and azimuthal magnetic fields are comparable. If this was the case
it would seem surprising that the helical structure persists, as the MRT instability
would experience a tiny magnetic pitch angle and therefore tend to reduce the pitch
angle in mass density, producing azimuthal correlation.
Assuming that the pitch angle is seeded early in time and grows only due to
liner convergence, the time of seeding can be calculated by estimating the pitch
angle at the time of seeding, equating this to the magnetic pitch angle as a func-
tion of time and calculating the time at which the magnetic pitch angle had that
value. Awe et al made the assumption that the pitch of the instability remained
approximately constant; with reference to Table 3.1 this is somewhat dubious, but
as there are only two radiographs per initial magnetic field value it is difficult to
improve on this estimate. By setting the helical pitch equal to the average of the
calculated values in Table 3.1, the magnitude of the azimuthal magnetic field at
time of seeding Bseedθ is given by:
Bseedθ =
2piR(0)Bzi
p
(3.4.2)
Assuming that the helix radius when seeded is equal to the initial liner outer radius,
this gives azimuthal magnetic fields at time of seeding of 90.9 T and 90.4 T for
Bzi=7 T and 10 T respectively, corresponding to seed times of 56 ns and 55 ns.
The seeds times should be approximately equal; the fact that they are so close adds
confidence to this estimate. Awe et al estimated an azimuthal magnetic field at time
of seeding based on the pitch calculated for only the first radiograph, corresponding
to a seed time a few nanoseconds later than those just calculated.
3.4.4 Suggested Explanations
We ran 20 µm 3D Gorgon simulations initialised with a random surface roughness
perturbation; a non-zero pitch angle was observed only for initial axial magnetic
fields approaching 100 T. Awe et al [5] presented 3D Gorgon simulations initialised
with a random perturbation overlaid with helices, achieving good agreement with
the experimental results. They found that the helical instability continued to grow
even though the magnetic pitch angle was very small, further suggesting that the
helical perturbation is seeded early in time. The fact that artificial perturbations
have to be added to get agreement between simulation and experiment for the
multi-mode MRT results (§3.3) as well as Awe et al ’s results suggests that the
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same missing effect of piece of physics is responsible for the discrepancies between
simulation and experiment for both cases.
One possible explanation is that beryllium can contain adsorbed gases [88] which
are desorbed from the outer surface of the liner very early in time [89], resulting in a
low density plasma which produces correlated instabilities early in time and which
is compressed onto the liner surface, imprinting correlation. Another possibility is
that correlation is provided by the electro-thermal instability [90] [91] [56] [57] (See
Chapter 4) early in time, imprinting strongly when the liner outer edge vapourises.
The effect of material strength, which had not been implemented for the results
in this chapter, could provide an additional mechanism for imprintation; magnetic
pressure due to the correlated current bands produced by the electro-thermal in-
stability could bend the liner outer edge, imprinting correlation before the liner
implodes.
3.5 Chapter Summary
To summarise, we have successfully reproduced the results from a liner implosion
with an imposed single mode seed, exhibiting single mode MRT growth, with a
2D Gorgon simulation. For multi-mode MRT growth our randomly initialised 3D
simulations underestimate the MRT amplitude and wavelength, due at least in part
to an insufficient level of azimuthal correlation. Applying an azimuthal bias to
the initial perturbation resulted in much better agreement with the experiment,
but the degree of azimuthal biasing necessary to achieve reasonable agreement is
physically unjustified. Even with the biasing, the earliest experimental radiographs
showed a larger degree of high amplitude, short wavelength growth not captured in
simulations, possibly seeded by effects occurring at a smaller scale than the 20 µm
simulation resolution.
The results from a liner implosion with an applied Bz have yet to be replicated
by randomly initialised simulations; it seems unclear how the applied magnetic field
can play a role in the development of the MRT instability when its magnitude is so
much smaller than the azimuthal drive magnetic field.
There appears to be some physics which is either missing or under resolved
in our simulations. Utilising higher resolution simulations sufficient to resolve the
electro-thermal instability was therefore the next stage in our investigation.
Chapter 4
The Electro-Thermal and
Electro-Choric Instabilities
4.1 Overview of the Electro-Thermal Instability
An electro-thermal instability (ETI) occurs when a material with temperature de-
pendent resistivity is Ohmically heated. There are two distinct forms of the insta-
bility; the ‘striation’ form which occurs when resistivity increases with temperature;
and the ‘filamentation’ form which occurs when resistivity decreases with temper-
ature. Most cold metals are in the regime of the former; hot plasmas with Spitzer-
like resistivity are in the regime of the latter. In the early stages of a MagLIF
current pulse the liner outer wall is solid and susceptible to the development of stri-
ations [56]; this effect may provide the missing azimuthal correlation and explain
the results from §3.3.
The following section develops a mathematical model to explain the two forms
of electro-thermal instability, following the derivations from Ryutov et al [38] and
later Peterson et al [56].
4.2 Mathematical Model of the Electro-Thermal
Instability
4.2.1 Theoretical Setup
Making similar assumptions to those made in §3.1, a thin cylindrical shell can be
represented by planar geometry if the scale length of perturbations is small com-
pared to the shell radius. The system is set up such that in the unperturbed state a
purely axial current flows in a shell with a thickness much less than the skin depth;
the current density and electric field therefore contain only axial components, while
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the unperturbed magnetic field contains only an azimuthal component. Material
movement is neglected on the assumption that electro-thermal instabilities develop
on timescales much smaller than those for bulk movement. The setup is shown in
Figure 4.1.
Figure 4.1: Geometry of the mathematical model of the electro-thermal instability; an axial current
flows on the surface of a thin conducting shell, inducing an azimuthal magnetic field. The shell is
Ohmically heated by the current.
4.2.2 Applying Perturbations
In the case of a highly conductive shell the entire current flows on the outer surface;
following the derivation from Ryutov et al [38] a ‘surface conductivity’ σs, which is
the product of the shell thickness and conductivity, is introduced. The unperturbed
magnetic field is then zero inside the shell (corresponding to x < 0), and the surface
current Jt is given by Ohm’s Law,
Jt = Et/ηs (4.2.1)
Where Et is the tangential component of the electric field at the surface and ηs ≡
1/σs is the surface resistivity. This equation can be perturbed using the product
rule for differentiation to give a current density perturbation in terms of perturbed
electric field and surface resistivity.
δ(Jt) = δ(Et/ηs) =
1
ηs
δEt − Et δηs
η2s
(4.2.2)
As no currents exist outside the shell, the magnetic field in the region is curl free so
can be expressed as the gradient of a scalar function ψ which satisfies the Laplace
Equation ∇2ψ = 0. Repeating the procedure carried out in §3.1.4 with a perturba-
tion of the form eΓt+ ikyy + ikzz , a solution for the x dependence of the potential
can be found as a function of time,
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ψ(x) =
{
A+e
−kx if x > 0;
A−ekx if x < 0.
(4.2.3)
Where k2 = k2y + k
2
z , A is a constant, and ‘+’ and ‘-’ subscripts indicate the half
spaces x > 0 and x < 0 respectively. The solutions describing exponential growth
of the potential with increasing distance have been discarded as unphysical.
4.2.3 Boundary Conditions
The continuity of the magnetic field component normal to a conducting surface
requires that the expressions for the potential in the two half spaces are equal at
the x = 0 surface, hence A+ = −A−. The x and y components of the perturbed
magnetic field can be calculated using δB = −∇ψ and are given by:
δBx = A+k
δBy± = ∓A+iky
(4.2.4)
The jump condition for the tangential components of a magnetic field at the x = 0
interface is given by [92]:
n× (Bt+ −Bt−) = µ0Jt (4.2.5)
Where n is the unit vector normal to the surface. Taking the divergence of this
expression for the perturbed quantities reveals that the perturbation in the surface
current has zero divergence, and therefore
kyδJy + kzδJz = 0 (4.2.6)
4.2.4 Calculation of Dispersion Relation
Taking the z component of Equation 4.2.5 for the perturbed quantities, combining
with Equations 4.2.4, eliminating A+ and By, and rearranging gives
δBx =
ikµ0
2ky
δJz (4.2.7)
Expressions for the tangential components of the electric field can be derived by
combining Equations 4.2.1, 4.2.2 and 4.2.6:
δEy = −ηs
(
kz
ky
)
δJz (4.2.8)
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δEz = ηsδJz + Jzδηs (4.2.9)
An expression for the perturbation in Jz can be calculated by substituting Equations
4.2.7, 4.2.8 and 4.2.9 into the x-component of Faraday’s Law,
ikyδEz − ikzδEy = −ΓδBx (4.2.10)
and rearranging for δJz,
δJz = −Jz
k2y
k2
(
1
1 + (Γ/Γ0)
)
δη
η
(4.2.11)
Where Γ0 =
2kηs
µ0
=
2kη
µ0h
and h is the thickness of the conducting shell. Using
Equation 4.2.11 the perturbation in Ohmic heating can be calculated,
δ(ηJ2) = δηJ2z
(
1− 2cos
2α
1 + Γ/Γ0
)
(4.2.12)
Where the angle α is also introduced as the angle between the unperturbed magnetic
field and the instability wavevector, defined by cosα = ky/k. For a steady state
with no radiation losses the rate of change of thermal energy at each point is equal
to the sum of Ohmic heating and thermal conduction:
ρcv
∂T
∂t
= ηJ2z +∇.(κ∇T ) (4.2.13)
Where κ is the thermal conductivity and the specific heat capacity cv is assumed
to be constant with respect to temperature. Taking a trial solution of the form
T = T0 + δT with δT ∝ eΓt+ ikyy + ikzz , differentiating temporally and spatially
and substituting into Equation 4.2.13 gives
ρcvΓδT = ηJ
2
z − k2κδT (4.2.14)
Equation 4.2.12 is used to expand the Ohmic heating term about the unperturbed
temperature,
δT
∂
∂T
(
ηJ2
)
= δT
∂η
∂T
J2z
(
1− 2cos
2α
1 + Γ/Γ0
)
(4.2.15)
Which is substituted into Equation 4.2.14 and rearranged to give the ETI dispersion
relation,
Γ =
1
ρcv
[
∂η
∂T
J2z
(
1− 2cos
2α
1 + Γ/Γ0
)
− k2κ
]
(4.2.16)
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4.2.5 Striations and Filaments
Different behaviour occurs depending on the sign of
∂η
∂T
. If resistivity decreases with
temperature
(
∂η
∂T
< 0
)
, the maximum growth rate occurs when the second term
is maximised, ie. cosα = 1 so the unperturbed magnetic field and ETI wavevec-
tor are parallel. This corresponds to axially uniform perturbations in cylindrical
geometry which are known as ‘filaments’. If resistivity increases with temperature(
∂η
∂T
> 0
)
, the maximum growth rate occurs when the second term is minimised,
ie. cosα = 0 so the ETI wavevector is perpendicular to the unperturbed magnetic
field. This corresponds to azimuthally uniform perturbations in cylindrical geom-
etry which are known as ‘striations’; this form of the ETI is also known as the
overheat instability [91]. For striations the dispersion relation reduces to
Γ =
1
ρcv
[
∂η
∂T
J2z − k2κ
]
(4.2.17)
as in [90]. The growth rate of individual modes increases with current, and is
damped by thermal conductivity; short wavelength (large kz) instability modes
are damped by thermal conduction, with the dominant wavelength increasing as
thermal conductivity increases.
The threshold for stability in wavevector for ETI growth can be calculated by
setting the growth rate in Equation 4.2.17 to zero; this yields
kc =
√
1
κ
(
∂η
∂T
J2z
)
(4.2.18)
Instability modes with wavevector greater than kc are damped by thermal con-
ductivity and do not grow. The wavevector for the striation form of the ETI points
in the same direction as that for the MRT instability providing the possibility of
strong coupling between the two, with the ETI seeding the MRT instability.
Figure 4.2 shows the resistivity of beryllium plotted as a function of tempera-
ture at both solid density and a low density corresponding to vapour even at low
temperature. The low density beryllium is highly resistive at low temperatures
and resistivity decreases with temperature,
∂η
∂T
< 0, primarily due to an increas-
ing level of ionisation. Material in this regime is susceptible to the filamentation
form of the ETI. Solid density beryllium is conductive at low temperatures due to
the delocalised electrons in the metal and an increase in temperature increases the
electron-ion collision frequency and hence the resistivity so
∂η
∂T
> 0. Material in
this regime is susceptible to the striation form of the ETI. At high temperatures
the slope of
∂η
∂T
flattens and eventually turns over as the ionisation level increases;
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approaching the Spitzer regime and again becoming susceptible to filamentation.
(a) Resistivity at low density (0.0046 kg/m3)
plotted on a logarithmic scale; susceptible to
ETI filaments.
(b) Resistivity at solid density (1846 kg/m3)
plotted on a linear scale; susceptible to ETI
striations.
Figure 4.2: Resistivity of beryllium as a function of temperature at two different densities, data
from the LMD transport coefficient table used by Gorgon. In the solid and liquid phases, resistivity
increases with temperature. After vapourisation this dependence decreases, and at sufficiently high
temperature and low density, reverses, approaching the plasma Spitzer regime.
4.3 3D Gorgon Simulations of the ETI
All of the simulations in this section used a beryllium liner with the dimensions and
current pulse given in §3.3. The ‘Lagrangian’ and ‘Advection’ subroutines of Gorgon
were switched off to prevent any movement of the liner, allowing electro-thermal
effects to be isolated from density dependent effects and the MRT instability.
4.3.1 Test Problem with a Single Perturbation
A test problem was chosen to demonstrate the effects of the electro-thermal in-
stability in as simple and clear a way as possible. A wedge of liner in cylindrical
geometry was perturbed by raising the temperature of a single hemispherical vol-
ume at the outer edge. The perturbation was chosen to be much larger than both
the grid resolution of the simulation and the predicted electro-thermal instability
critical wavelength, to ensure a single mode instability. A 3D temperature map of
the initialisation is shown in Figure 4.3a.
As the liner is initially solid and cold,
∂η
∂T
is positive, so the mathematical model
predicts that ETI growth should take the form of striations. As the region of higher
temperature also has a higher resistivity than the unperturbed volume this means
that when the axial current is applied less current flows through the hemisphere and,
as shown in Figure 4.3b, is instead redirected to the more conductive paths to either
side. Resistive diffusion is also higher through the hemisphere, so a higher current
flows behind it relative to the unperturbed region at the same radial position.
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(a) Initialisation, with temperature cut away to show hemispherical
perturbation at the liner outer edge.
(b) Current density after 2 ns, with the same orientation as Figure 4.3a.
Higher current flows to the side of and behind the hot hemisphere, lead-
ing to enhanced Ohmic heating in the azimuthal and radial directions.
(c) High temperature threshold at 16 ns showing spread in azimuthal
and radial directions, leading to azimuthal correlation. The geometry
has been rotated such that the liner outer edge is on the bottom of
the image.
Figure 4.3: 3D Gorgon test problem demonstrating how current flow around a temperature per-
turbation leads to azimuthal correlation.
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The areas of enhanced current initially have the same resistivity as the unper-
turbed region; as the rate of Ohmic heating is proportional to ηJ2 these areas heat
at a higher rate and become more resistive. This causes the regions of higher cur-
rent to spread out further in the azimuthal and radial directions, Ohmically heating
them so that the hot hemisphere spreads out in the azimuthal and radial directions
as shown in Figure 4.3c. An array of randomly orientated hot hemispheres, each
growing in the azimuthal and radial directions via this effect, would soon develop
into azimuthally and radially correlated bands of alternating high and low temper-
ature growing from the liner outer edge.
An interesting point to note is that although the hemisphere extends in the
azimuthal direction, the magnitude of the temperature perturbation, defined here
as the difference in temperature between the hot hemisphere and the bulk liner
material at the same radial position, does not increase with either time or distance
from the initial perturbation. This can be explained physically by resistive diffu-
sion, which is not considered in the mathematical model for the electro-thermal
instability. For a correlated banded structure an excessively heated hot band would
have a higher resistivity than the neighbouring cold bands so less current would
flow through it, decreasing the Ohmic heating rate and therefore damping the in-
stability. This effect was further investigated by initialising a 3D wedge simulation
with a sinusoidally varying temperature perturbation in the axial direction, ie. a
pre-initialised ETI with alternating hot and cold bands.
4.3.2 Sinusoidal Initialisation
This test problem was set up to try to maximise the growth of the ETI. A simu-
lation was initialised at a resolution of 1 µm, with a sinusoidally varying surface
temperature perturbation in the axial direction applied to the liner outer edge. The
sinusoidal perturbation had a wavelength of 25 µm, corresponding to an ETI wave-
length around the critical point and therefore with a high predicted growth rate for
the selected current, resistivity and thermal conduction parameters.
Individual layers of computational cells in the radial direction of the simula-
tion domain were extracted and the current density and temperature plotted as a
function of axial position at different times. Figure 4.4 shows the results for the 6
outermost layers (6 µm) of the liner at 2 ns and 10 ns.
In the two outermost layers at 2 ns, maxima in temperature correspond to
minima in current density – as resistivity increases with temperature, hotter bands
are more resistive; current therefore tends to flow in the colder bands and diffuses
more easily though the hot bands. These outermost layers are therefore stable to
the ETI. As the current diffuses more easily through the hot bands, deeper layers
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2 ns
Current Density Temperature
10 ns
Current Density Temperature
Figure 4.4: Colour plots and graphs showing how Jz and T vary in the first few radial layers of the
liner early in the current pulse. At 2 ns the first 2 layers have current maxima which correspond
to temperature minima so are stable to the ETI; by 10 ns this applies to the first 3 layers.
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at the same axial positions of the hot bands also heat up and the banded structure
propagates into the liner, introducing radial correlation.
In deeper layers the effect of resistive diffusion in hotter bands is cancelled out
by the fact that more current has diffused through from hotter outer regions, and
maxima in temperature therefore coincide with maxima in current density; these
are the regions which are unstable to the ETI. After 2 ns the outer 2 layers of cells
are stable to the ETI; after 10 ns the outer 3 layers of cells are stable to the ETI
and the 4th layer is becoming stable.
Although the banded structure quickly propagates through the liner, again the
relative magnitude of the temperature perturbations (defined here as the tempera-
ture difference between the hot and cold bands) does not exceed the amplitude of
the initial perturbation. As a region with high current heats up it becomes suffi-
ciently resistive that the ETI is locally stabilised, allowing current to diffuse deeper
into colder, less resistive parts of the liner.
4.3.3 Random Initialisation
The next stage in the investigation into the ETI was to initialise a liner using
a random temperature perturbation on the cell size at the outer edge. A high
resolution initialisation (500 nm) was chosen to allow the development of a multi-
mode ETI with a critical axial wavelength.
Figure 4.5 shows the development of azimuthal correlation 30 µm in from the
liner outer edge1 due to electro-thermal effects early in the current pulse, with the
axial component of current density in the left hand column and temperature in
the right hand column. The amplitudes remain small for both variables but the
absolute values increase due to Ohmic heating and rising current, the colour scales
have therefore been normalised.
By 30 ns the high resolution random initialisation has been smeared out due to
the diffusive effect of thermal conduction, giving a collection of hot and cold spots
corresponding to areas of higher and lower current density respectively. As a result
of the same mechanism by which the single hemisphere spread out azimuthally in
§4.3.1, the approximately circular hot spots elongate in the azimuthal direction over
the next 30 ns, developing a high level of azimuthal correlation by 62 ns. For all
the times shown, the current and temperature maps are well correlated with each
other, as expected based on the electro-thermal origin of the developing azimuthal
correlation.
1As with the sinusoidal initialisation, the outermost layers of the liner are stable to the ETI,
with high temperature corresponding to low current; a depth of 30 µm was chosen such that
the area investigated was well within the region unstable to the ETI where azimuthal correlation
would be expected to develop.
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Diagram shows the
geometry used in this
figure; slices taken in
the θ-z plane.
30 ns
38 ns
44 ns
56 ns
62 ns
Current Density Temperature
Figure 4.5: Normalised current density and temperature maps showing the development of az-
imuthal correlation from a random perturbation due to the electro-thermal instability. The maps
are shown 30 µm in from the liner outer edge; maxima in current density and temperature coincide
at this point. Both variables show the development of azimuthal correlation due to the electro-
thermal instability; randomly orientated spots are visible at 30 ns, these extend azimuthally,
leading to a high level of azimuthal correlation by 62 ns.
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As the correlated bands formed with axial, azimuthal and radial scale lengths
much greater than 500 nm it was unnecessary to remain at such a high resolution;
initialising subsequent ETI simulations with a 2 µm resolution did not adversely
affect the results.
Comparison with Theory
A comparison was made with simple theory by comparing the observed dominant
ETI wavelength with that predicted by rearranging the expression for the predicted
critical wavevector (Equation 4.2.18) to give the critical wavelength,
λc = 2pi
√
κ
∂η
∂T
J2z
(4.3.1)
A 1D Gorgon simulation was run using the same parameters as the 3D simulation,
with measurements of Jz,
∂η
∂T
and κ made and averaged over the outer 30 µm of
the liner, allowing a theoretical value for the instantaneous critical ETI wavelength
to be calculated as a function of time. As this simulation did not have any mate-
rial movement all effects were isochoric, with material properties advancing along
isochores.
The dominant ETI wavelength and amplitude and the scale length of azimuthal
correlation from the 3D simulation were quantitatively determined through Fourier
analysis. Temperature was integrated over the radial direction and unwrapped
using the same method as in §3.3.4, resulting in a 2D surface in the θ-z plane which
was Fourier transformed. Figure 4.6 shows the dominant wavelength for the 3D
simulation as a function of time plotted with the analytic solution derived from
the 1D simulation, with the measured instability amplitude plotted in the adjacent
graph.
(a) Dominant axial wavelength (b) Normalised total amplitude
Figure 4.6: A comparison of the theoretically predicted critical ETI wavelength with results from
a 3D Gorgon simulation result. Also shown is the normalised total amplitude, which decreases
from its initial value; both are calculated via Fourier analysis of unwrapped temperature maps.
4.3. 3D GORGON SIMULATIONS OF THE ETI 114
Upon first impressions there appears to be little agreement between the simu-
lated and theoretical critical wavelength. One reason is that the theoretical critical
wavelength is instantaneous with no dependence on its history, however for the 3D
simulation there is a latency inherent in the system; the dominant wavelength is de-
termined both by the wavelength of the fastest growing mode and by the dominant
wavelength on the previous timestep. This latency has the effect of smoothing out
sharp features in the time dependence of the instantaneous critical wavelength, such
as the sharp peak at 48 ns. Taking this into account, the behaviour of the simulated
ETI wavelength can be explained with reference to the theoretical value until 60 ns;
after this point there is quantitative agreement between the two wavelengths.
The interesting behaviour of the instantaneous critical wavelength and its effect
on the dominant ETI wavelength and amplitude can be explained by considering
the evolution of temperature, resistivity, current density and thermal conductivity
near the liner outer edge.
Until about 10 ns the dominant effect is the rapid increase in current density at
the liner outer edge, this causes the initially very long theoretical ETI wavelength
to decrease rapidly due to its inverse dependence on current density. The simulated
dominant wavelength is initially 4 µm, the minimum value possible for a 2 µm
resolution. Any correlated growth causes an increase in this wavelength above the
minimum value, so the simulated dominant wavelength increases until it approaches
the decreasing theoretical value at approximately 10 ns.
From 10 to 35 ns the approximately exponential decrease in the theoretical
wavelength continues down to 2.5 µm, below the smallest wavelength that can be
resolved by the 3D simulation. The simulated dominant wavelength decreases but
never approaches this value due to the latency of the system. The ETI amplitude
(Figure 4.6b) from the simulation has a minimum at 20 ns, but this is unlikely to
be physical, as the theoretical ETI growth rate remains positive so the amplitude
should still be increasing; rather by 20 ns the thermalising of the short wavelength
temperature perturbations (which decreases the amplitude) occurs at roughly the
same rate as the ETI growth rate (which increases the amplitude) so the amplitude
integrated over all wavelengths stabilises. The amplitude then grows exponentially
from 20 ns to 35 ns for the same reasons that the wavelength decreases, increasing
current and
∂η
∂T
coupled with slightly decreasing thermal conductivity.
From about 35 to 40 ns the theoretical wavelength decreases sharply again,
reaching a minimum of 1.5 µm, with a corresponding decrease in the simulated
wavelength down to 10.5 µm. This is caused by a peak in
∂η
∂T
along the solid density
isochore which can be seen in Figure 4.2 between the temperatures of 0.13 eV
and 0.14 eV. This corresponds to vapourisation, but the fact that the density is
artificially kept at solid density means the effect is not treated very physically,
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indeed the effect should be stronger as the density dependence of resistivity is far
more important than the temperature dependence around vapourisation. The sharp
increase in growth rate and amplitude around 40 ns is probably also due to this
peak in
∂η
∂T
.
By 48 ns the temperature of the liner outer edge has exceeded the vapourisation
temperature for solid density; the slope of η(T ) becomes much smaller but the
absolute value of η is larger; this increase in resistivity causes rapid diffusion of
current to deeper layers of the liner and hence a decrease in current density at the
outer edge, this is a local minimum in current density as the bulk current is still
increasing, and it is this local minimum that gives the local maximum in theoretical
ETI wavelength.
After this peak the theoretical wavelength smoothly increases as
∂η
∂T
decreases
and is in agreement with the slowly varying simulated wavelength for the remainder
of the simulation.
Figure 4.7: Development of azimuthal correlation due to the ETI in a 3D Gorgon simulation,
calculated via Fourier analysis of unwrapped temperature maps. The scale angle of azimuthal
correlation increases with time.
A quantitative measure of the degree of azimuthal correlation was also calculated
using Fourier analysis and is shown in Figure 4.7. The graph shows three regions
of approximately linear increase in correlation angle. The initial gradient is small
due to the low current; the first change in gradient occurs around 20 ns at an angle
of 0.3◦ and coincides with the ETI amplitude beginning to increase as the current
becomes sufficient to overcome the thermal conduction term in the ETI dispersion
relation. The second change in gradient occurs at 40 ns at an angle of 0.8◦ and is
caused by the peak in
∂η
∂T
; after this the gradient of η(T ) is smaller so the angle of
azimuthal correlation increases at a slower rate.
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4.4 Electro-Choric Instability
The ‘electro-choric instability’ or ECI is the name we have chosen to describe the
strong amplification of the ETI around vapourisation; the strong dependence of
resistivity on density causes the formation of macroscopic, azimuthally correlated
‘fingers’ of alternating high and low density at the ETI wavelength.
4.4.1 Physical Explanation
Bulk Material Dynamics
Figure 4.8 shows two relevant properties of beryllium which affect the dynamics
around vapourisation.
(a) Pressure as a function of temperature for
beryllium at solid density.
(b) Resistivity as a function of density for
beryllium at the vapourisation temperature
for solid density.
Figure 4.8: Material properties of beryllium around solid density and corresponding vapourisation
temperature; note the logarithmic scales on both plots.
Figure 4.8a shows the solid density isochore of pressure as a function of temper-
ature taken from the equation of state used by Gorgon and plotted on a logarithmic
scale. Below the vapourisation temperature the pressure is effectively zero so there
is minimal expansion of the liner. As the liner outer edge is Ohmically heated to
the vapourisation temperature, the pressure increases by over 6 orders of magni-
tude to 10 GPa, causing a rapid expansion of the liner outer edge and hence a rapid
drop in the density of the vapourised material as it expands. The sharpness of the
transition is not entirely physical, as in reality the liner is not heated isochorically.
The transition is also very sensitive to the equation of state model used, and the
resolution of the equation of state in density-temperature space.
Figure 4.8b shows the isotherm of resistivity at the vapourisation temperature
taken from the transport coefficient data used by Gorgon, plotted as a function
of density on a logarithmic scale. Resistivity gradually increases as the density
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decreases from solid density down to about 600 kg/m3, below this density the resis-
tivity increases by over an order of magnitude for each halving of the density. This
strong ‘electro-choric’ dependence causes the current flowing at the liner outer edge
to resistively diffuse at a faster rate, cascading the current to deeper, unvapourised
layers of the liner. The combination of these strong dependencies results in a sudden
increase in amplitude of microscopic perturbations at the liner outer edge, such as
the ETI.
Coupling to the ETI
Consider the liner just before the outer edge vapourises (Figure 4.9a): in the axial
direction there are alternating hot and cold azimuthally correlated bands formed
by a low amplitude ETI.
(b)
(a)
Tiny ETI
amplitude
on surface
Hot bands
Cold bands
r
r
z
z
Jz
Jz
Liner
Liner
Figure 4.9: Explanation of the development of the electro-choric instability from the electro-
thermal instability at vapourisation. The first frame shows the liner just prior to vapourisation;
the outer edge is almost completely smooth, with a tiny ETI amplitude. The second frame shows
the small instant of time where the hot bands have vapourised, but the cold bands are still below
the vapourisation temperature.
The hotter bands will vapourise slightly earlier than the cold bands, so there will
be a short period of time where only the hotter bands have vapourised (Figure 4.9b).
Consider the physical processes which occur within this period of time, as the hot
bands vapourise the pressure increases by several orders of magnitude, triggering
a rapid expansion and corresponding decrease in density. This density decrease
results in a massive increase in resistivity, causing the current to rapidly diffuse
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into the liner just ahead of the vapourisation front. The former positions of the
hot bands therefore become low density voids between the cold bands, which form
higher density ‘spikes’. The process of vapourisation of the hot bands does not
continue indefinitely; for deeper liner positions the low density but high pressure
material further out tamps the expansion, reducing the electro-choric effect.
In order for the cold bands to vapourise, the current must follow the shapes
of the cold, high density spikes as shown in Figure 4.9b, flowing along very bent
paths. Instead, however, diffusion causes the current to relax to the path of least
inductance, which is a straight axial path interior to the spikes, resulting in approx-
imately uniform diffusion of the bulk current radially into the liner. The Ohmic
heating rate of material in the spikes falls dramatically, so they persist for several
tens of nanoseconds, providing a high amplitude, azimuthally correlated seed for
the MRT instability.
The electro-choric instability is non-linear, with an amplitude determined by
the combination of several other non-linear processes; the pressure gradient and
expansion velocity of the liner outer edge with the tamping deeper into the liner;
the resistivity dependence on density; the changing skin depth of the current and
the degree to which the current bends before shorting across the cold high density
spikes. A simple mathematical model of the ECI able to predict the amplitude
would therefore be very complicated to develop and would require a great number
of simplifications.
4.4.2 3D ECI Test Problem: Artificial Vapourisation of the
Liner Outer Edge
A simplified test problem to observe the electro-choric instability was carried out
by running a 3D wedge simulation of a liner susceptible to the ETI, once again
with bulk material movement switched off. This meant that the density could not
change, therefore requiring the density dependence of resistivity to be modelled
artificially. A simple method was chosen to model the effect of vapourisation; the
resistivity of each computational cell was rapidly but smoothly increased when the
vapourisation temperature at solid density, 0.236 eV [72], was exceeded.
Figure 4.10 shows temperature slices from the simulation in the r-z and θ-z
planes, providing measurements of the radial structure and azimuthal correlation
respectively. Just before the vapourisation temperature is reached, at 42 ns, there
is a low amplitude ETI at the liner outer edge. When the hotter bands reach
the vapourisation temperature, between 42 and 44 ns, the resistivity artificially
increases by 3 orders of magnitude causing current at these positions to resistively
diffuse deeper into the liner.
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42 ns
44 ns
46 ns
r-z slice θ-z slice
Figure 4.10: Temperature slices showing the effect of an artificial resistivity increase on the electro-
thermal instability. Once the vapourisation temperature is reached the azimuthally correlated
bands rapidly penetrate deeper into the liner, with a dramatic increase in amplitude. The az-
imuthal correlation also locks in more strongly.
4.4. ELECTRO-CHORIC INSTABILITY 120
As the current diffuses it raises material deeper into the liner to the vapouri-
sation temperature, causing this material to become highly resistive and allowing
the current to diffuse even further in. The increasing radial extent of the spikes as
the current diffuses inwards indicates that the cold bands are being shorted across,
preventing them from being Ohmically heated to the vapourisation temperature.
Due to this shorting, the radial extent of the perturbation in the diffusing current
front is small compared to that in the temperature. In a more physical situation the
spikes would not grow indefinitely in the radial direction, as it is not only reaching
the vapourisation temperature that causes the ECI to develop; it also relies strongly
on the density drop due to expansion. In reality, blow-off tamps the expansion of
material at high pressure deeper into the liner, reducing the electro-choric effect.
The axial wavelength of the instability increases with depth because it is driven
by the perturbation in the current, which diffuses so rapidly that the liner material
it moves into is effectively uniform in temperature. This allows the azimuthally
correlated current bands to spread out in the axial as well as the radial direction.
For a sufficiently thick liner this spreading out of the current would eventually
completely smooth out the banding structure by a certain depth, preventing the
instability from propagating inwards indefinitely.
The images taken in the θ-z plane (right hand side of Figure 4.10) show that
the temperature is azimuthally correlated before vapourisation, but the correlation
locks in more strongly as vapourisation occurs and the hot bands are preferentially
heated. The amplitude in temperature of the ETI at the outer edge increases
rapidly, from 114 K to 2892 K in the 4 ns covered by Figure 4.10.
Although this was a fairly crude approximation of the physical processes that
occur around vapourisation, we have demonstrated that around this point the ETI
amplitude can dramatically increase – although the initial azimuthal correlation
results from the temperature dependence of resistivity, it is the density dependence
that provides the large amplitude instability. As the simulation did not include bulk
movement or density changes we can be sure that the resulting instability was due
to the electro-thermal and electro-choric instabilities, rather than early development
of the MRT instability.
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4.5 3D Gorgon Simulation to Observe Coupling
of the ETI, ECI and MRT Instability
A 2 µm resolution Gorgon simulation was run in 3D wedge geometry with the
‘Lagrangian’ and ‘Advection’ subroutines enabled to allow movement. The results
from a single simulation are split into three sections: development of the ETI prior
to vapourisation and comparison with the simulation without movement; the de-
velopment of the ECI; and the growth of the MRT instability from the structures
provided by the ECI.
4.5.1 Electro-Thermal Instability
At early times there is minimal movement; the liner is still solid so the behaviour of
the ETI is similar to the case without movement. Fourier analysis was carried out
on unwrapped temperature maps from the simulation. The method of carrying out
Fourier analysis based on the temperature works well if there is minimal density
movement, and is useful as it allows direct comparison to the simulation without
movement. Once the liner outer edge vapourises around 54 ns, however, low density
cells with high temperature which do not represent a significant mass, begin to
dominate the results. Fourier analysis after this point was therefore carried out
using density.
(a) Dominant axial wavelength. (b) Normalised total amplitude.
Figure 4.11: Comparison of dominant electro-thermal instability wavelength and total amplitude
for simulations with movement (black) and without movement (red).
Figure 4.11 shows the dominant ETI wavelength and total amplitude, with a
comparison to the simulation with no movement in §4.3.3. The instability ampli-
tude is higher for the simulation with movement due the density dependence of
resistivity around the solid phase; as the temperature rises resistivity increases, but
the density also decreases due to thermal expansion so resistivity increases more.
By the time the vapourisation temperature is reached, the amplitude is over two
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orders of magnitude greater for the simulation with movement compared to the
simulation without movement.
The simulation with movement also develops a longer ETI wavelength, exceeding
the wavelength for the simulation without movement by 5 µm at 20 ns. This can be
explained by considering the effect of material movement on thermal conductivity;
as the hot bands heat up they expand, causing the diffusion of mass and hence also
energy. This additional diffusion gives a larger effective thermal conductivity which
is then able to smooth out longer wavelengths than in the case with no density
motion; by Equation 4.3.1 this would predict a longer critical wavelength.
4.5.2 Development of Electro-Choric Instability
Once the liner outer edge begins to vapourise, the growth of the ECI can be ob-
served. Figure 4.12 shows density slices in the r-z plane and contour plots at
100 kg/m3 (the density at which the highest ECI amplitude occurs) coloured by
their current density at three times during the development of the ECI.
The ECI becomes visible in the r-z density slices at 60 ns as the liner outer edge
begins to expand (See Figure 3.6) and can be identified by the small ripples which
appear at the interface between the high density liner outer edge and low density
vapour. As this vapour is largely unionised it is highly resistive and carries very
little current so has little effect on the bulk dynamics at this point. As shown in
Figure 4.2, the resistivity of expanding beryllium at the vapourisation temperature
increases sharply when the density drops below about 600 kg/m3, so it is material
above this density that remains conductive and carries the majority of the current.
The early development of the ECI occurs at the location in density-temperature
space where a small decrease in density results in a large increase in resistivity; as
the temperature increases, the density that this corresponds to decreases and the
largest amplitude occurs at a density of 100 kg/m3. The contour of 100 kg/m3 at
60 ns shows that the low amplitude ripples have a degree of azimuthal correlation.
The liner outer edge expands rapidly over the next 10 ns, reaching its maximum
radius at 70 ns – by this point the ECI spikes are well developed, with an average
peak to valley amplitude of the order 50 µm. By this point the low density blow-off
plasma has become sufficiently conductive through Ohmic heating that it carries
enough current to cause a re-compression. This results in large radially inward-
pointing forces at the tips of the ECI spikes, causing them to become unstable.
Any small inhomogeneities in the z direction grow, causing the spikes to bend and
merge with neighbouring spikes. This increases the average axial wavelength, but
in doing so actually decreases the degree of azimuthal correlation and amplitude.
More insight into the development of the ECI can be gained by examining other
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60 ns
r-z density slice
θ-z density contour of 100 kg/m3,
coloured by current density
70 ns
78 ns
Figure 4.12: Results from a 3D Gorgon simulation showing the behaviour of mass and current
density during the development of the ECI. The left column shows slices of mass density in the
r-z plane; the right column shows the mass density contour of 100 kg/m3 in 3D, coloured by
current density. The liner outer edge begins to vapourise and expand from 60 ns, with the ECI
spikes reaching their maximum amplitude around 70 ns in the 100 kg/m3 contour. By 78 ns the
outer edge re-compresses, and the ECI spikes begin to bend and merge together.
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density contours; Figure 4.13 shows a low density contour (3 kg/m3) and a contour
at the density at which the ECI first develops (630 kg/m3) plotted at the same
times as those in Figure 4.12.
(a) Contour of 3 kg/m3 at 60 ns: Note the low
current in this contour.
(b) Contour of 630 kg/m3 at 60 ns.
(c) Contour of 3 kg/m3 at 70 ns. (d) Contour of 630 kg/m3 at 70 ns.
(e) Contour of 3 kg/m3 at 78 ns. (f) Contour of 630 kg/m3 at 78 ns.
Figure 4.13: High and low density contours showing the development of the ECI. Note that current
density has the same scale in all images but the first, in that case the low density material is cold
and highly resistive so carries very little current. The white box does not represent the simulation
domain; it is added to aid the visuals.
The contour at 630 kg/m3 retains a similar structure from vapourisation, where
it shows the azimuthally correlated structures resulting from the ETI, until after the
end of the ECI growth phase, indeed it persists until 110 ns which is well into the
MRT growth phase. As the ECI spikes grow, their density decreases, so this contour
is only active at the beginning of the ECI growth phase. After this the temperature
is sufficiently high that this contour has a relatively uniform high pressure, and
there is sufficient material outside it to tamp any expansion.
The contour at 3 kg/m3 is cold and highly resistive at 60 ns, carrying about
3 orders of magnitude less current that the 630 kg/m3 contour. It has a small
4. THE ELECTRO-THERMAL AND ELECTRO-CHORIC INSTABILITIES 125
degree of azimuthal correlation, which is imprinted onto it as it is blown off from an
azimuthally correlated high density surface. Although it carries very little current,
its low heat capacity means that it still quickly heats and ionises, becoming a
hot and highly conductive plasma by 70 ns. It is now being accelerated by the
azimuthal drive field so is unstable to the MRT instability, and quickly becomes
highly azimuthally correlated due to its fast Alfve´n speed. The current is also
highly azimuthally correlated, and by 78 ns is about an order of magnitude higher
in the valleys than on the tips of the spikes. The axial wavelength roughly doubles
over the next 8 ns as it is now determined by the MRT instability and is already
considerably longer than the ETI wavelength still visible in the 630 kg/m3 contour.
4.5.3 Development of the MRT Instability
The transition from ECI to MRT instability is gradual; there is not a clear point
at which the ECI phase ends and the MRT phase begins. Features of the MRT
instability first appear in hot, low density plasma, eventually imprinting their az-
imuthal correlation and axial wavelength onto higher density material. Figures 4.14
and 4.15 show the further development of the density slices from Figure 4.12 and
the 3 kg/m3 and 630 kg/m3 contours from Figure 4.13 respectively.
At 96 ns the MRT instability is well developed in the 3 kg/m3 contour, with
the wavelength having increased to around half the axial domain size and a peak
current density similar in magnitude to the uniform current density flowing deeper
down in the 630 kg/m3 contour. From the 96 ns density slice in Figure 4.14 it is
clear that the high current in the low density plasma is beginning to imprint the
MRT structure in denser material. The two spikes in the centre of the image are
still distinctly separate in the high density, but their low density tails have fused
together.
By 108 ns the MRT instability is well developed up to a density of around
400 kg/m3, with all lower densities following the same axial wavelength. The afore-
mentioned spike has now fused up to this density. The liner has also begun to
implode; this movement results in an increase in MRT growth rate. The contour
plot shows that the 630 kg/m3 contour remains uniform but the large, long wave-
length current perturbation from the MRT growing in lower density material is
beginning to be imprinted.
At 128 ns the MRT instability has entered a highly non-linear phase, and com-
plex turbulence and Kelvin-Helmholtz instabilities are present at the edges of the
central spike. The upper bubble has become squashed and is not growing, this is a
consequence of the inhibition of a cascade to longer wavelength because of the lim-
ited axial domain size. The lower bubble has fully imprinted onto the 630 kg/m3
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96 ns
108 ns
128 ns
Figure 4.14: Slices of density in the r-z plane from a 3D Gorgon simulation, showing development
of the MRT instability from the ECI. At 96 ns the MRT instability is well developed in the lowest
density plasma, and begins to imprint onto higher density material; by 128 ns there is a high
amplitude MRT instability in high density material, drilling deeper into the liner. By this point
the MRT wavelength is comparable to the axial domain size, so the higher wavelength modes that
would develop from the cascade are artificially inhibited.
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(a) Contour of 3 kg/m3 at 96 ns (b) Contour of 630 kg/m3 at 96 ns
(c) Contour of 3 kg/m3 at 108 ns (d) Contour of 630 kg/m3 at 108 ns
(e) Contour of 3 kg/m3 at 128 ns (f) Contour of 630 kg/m3 at 128 ns
Figure 4.15: High and low density contours showing the development of the MRT instability from
the ECI. The scales for current density are equal for both contours at each time; lower density
material carries a higher current than higher density due to its large conductivity. The white box
does not represent the simulation domain; it is added to aid the visualisation.
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contour, with the ETI structure still visible at the top but elsewhere completely
obliterated by the bubble.
This analysis shows that the MRT instability does not develop directly in high
density material; rather highly azimuthally correlated, long wavelength structures
develop first in low density material, where the Alfve´n speed is high and mass can
be more readily moved, before subsequently being imprinted onto higher density
material. Further MRT development with a cascade to longer wavelength would
require the entire length of the liner to be simulated, or at least a length a few times
larger than the dominant MRT wavelength at the time of interest.
4.6 Chapter Summary
To conclude the chapter, we have explained the process of azimuthal correlation due
to the electro-thermal instability arising both from a single large perturbation and
a white noise random surface initialisation, with good agreement between simple
theory and simulation for the expected ETI wavelength. The structures we observed
appear in the absence of mass movement, allowing us to discount the possibility that
they form due to density dependent effects or the MRT instability. We have also
explained how resistive diffusion, neglected from ETI theory, prevents the growth of
the ETI amplitude, making it incapable of directly seeding the MRT instability, but
providing a mechanism for the development of early time azimuthal correlation. The
ETI amplitude and wavelength are increased with the inclusion of bulk movement,
which increases the amplitude by increasing the effective
∂η
∂T
, and increases the
wavelength by causing a higher effective thermal conductivity.
We have explained the origin of the electro-choric instability and demonstrated
in simulations how it is seeded by the ETI and then itself seeds the MRT instability.
Contours plots demonstrate how different densities contribute to the development
of azimuthal correlation at different points in the development of the ECI. The 3D
Gorgon simulations in §3.3 attempting to match experimental multi-mode MRT
growth were at too coarse a resolution to observe these processes; their combina-
tion could therefore explain why we observed lower MRT amplitudes and longer
wavelengths for the earliest radiographs, and the contribution to azimuthal correla-
tion could explain why we observed lower MRT amplitudes and shorter wavelengths
for the later radiographs.
Chapter 5
Material Strength Model
5.1 Reasons for Including Strength
The inclusion of material strength in Gorgon allows for a more physical represen-
tation of the solid phase, which is particularly important for situations where solid
structures persist for a significant time into an experiment. For MagLIF-like exper-
iments, an estimate of the importance of material strength was obtained by running
a 1D Gorgon simulation using the liner and current parameters from McBride et
al ’s paper, and observing the behaviour of the liner outer edge early in time.
Figure 5.1: 1D Gorgon simulation of McBride et al ’s experiment, showing the points at which
melting temperature and yield stress are exceeded at the liner outer edge. The black dotted line
marks both the yield stress and melting temperature; the magnetic pressure (black) exceeds this
threshold 21 ns before the temperature (red).
Figure 5.1 shows magnetic pressure and temperature at the liner outer edge
plotted on the same axes as a function of time. The horizontal black dotted line
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marks the melt temperature on the left hand axis and the yield stress of beryllium
on the right hand axis, both of which have logarithmic scales. The melting tem-
perature and yield stress are exceeded at 16 ns and 37 ns respectively, with yield
stress exceeded 21 ns before melt. Repeating the simulation using the current pulse
from Awe et al gave a similar result, with yield stress exceeded 25 ns before melt.
Instead of the liner surface failing because of melt it is initially compressed and
distorted while remaining solid. This suggests that material strength plays a role in
the dynamics around this point; a possibility is that long wavelength, azimuthally
correlated perturbations can be imprinted onto the high density solid liner.
Another reason for the inclusion of material strength is the helical MRT insta-
bility in Awe et al ’s results, which has yet to be replicated by a simulation without
an artificially helical initialisation and is still not well explained. As discussed in
§3.4, one explanation is that material strength is playing a role. At 26 ns, the
point at which the yield stress is exceeded, Bz is still comparable to Bθ so the ETI
bands would be expected to have a non-zero pitch angle; magnetic pressure can
bend the liner outer edge while it is still solid, imprinting a correlated and pitched
perturbation on high density liner material early in the implosion.
There are other applications outside of MagLIF for which the inclusion of mate-
rial strength in Gorgon would be useful, such as the simulation of quasi-isentropic
compression experiments where liners can maintain strength for a significant pro-
portion of the implosion and which require a very precisely tailored pulse shape [93]
to minimise entropy increase during compression, and other applications with slow
implosions where modelling the solid state is important [94].
5.2 Mathematical Model
5.2.1 Additions to the MHD Equations
Simulating a solid using a hydrodynamics or MHD code is an established compu-
tational technique (see for example the chapter by Pierazzo and Collins [95]). No
assumptions about the material state are made in the fundamental equations, this
information is contained within the equation of state and transport coefficients. As
described in §2.3.6 Gorgon uses FEOS, which calculates an equation of state cover-
ing an extent in density and temperature corresponding to states all the way from
solid to plasma.
An assumption made in the derivation of the MHD equations (§2.2.1) was that
the pressure tensor is isotropic; in order to extend the model to the solid phase this
assumption is relaxed. The shear forces supported by material strength are also
supported by viscosity, in fact the couplings to the MHD equations are identical,
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therefore in order to add material strength to a hydrodynamics or MHD code the
anisotropic pressure terms previously discarded in the momentum and energy MHD
equations are re-instated. Equations 2.2.25 and 2.2.26 are therefore replaced by:
ρ
∂v
∂t
+ v.∇v = −∇P + J×B +∇.s (5.2.1)
∂U
∂t
+ v.∇U = −P∇.v −∇.q + J.η.J + s : ∇v (5.2.2)
Where s is the stress tensor without the contribution from pressure, which is in-
cluded separately. The addition to the momentum equation is the force due to
material strength which takes the same form as the viscous force in a fluid.
5.2.2 Calculation of the Stress Tensor
The inputs to the MHD equations from the strength model are expressed in terms
of the stress tensor, all nine components of this must therefore be calculated for a
3D model.
Figure 5.2: Diagram showing orientation of the nine independent components of the stress tensor
in Cartesian geometry.
Figure 5.2 shows the components of the 3D stress tensor s expressed in Cartesian
geometry. In the standard notation the first index refers to the face of the cell being
considered, and the second index refers to the direction.
In order to calculate the stress tensor, the strainrate tensor ˙ which describes the
degree of velocity shear in 3D must first be calculated. Using Einstein’s summation
notation this is given by
˙ij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
(5.2.3)
Which is by definition symmetric, meaning that there are only six independent
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components; this also applies to the stress tensor. The strain rate tensor can be
expanded in Cartesian geometry to give
˙ =

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The general relationship between stress and strain rate for a viscous fluid is
given by
sij = 2ηk(˙ij − δij ˙ii) (5.2.5)
Where ηk is the kinematic viscosity and δij is the Kronecker delta function. Using
these equations, compressional strain and hence stress is positive, tensile strain and
stress are negative. For general non-Newtonian fluids, the viscosity is also a function
of stress, which makes determination of the components of the stress tensor very
challenging [96]. Under the assumption of Newtonian fluid behaviour the viscosity
is independent of the strain rate, resulting in a simple linear relation between strain
rate and stress.
The strain rate tensor can be thought of as consisting of a ‘hydrostatic’ part
which describes change in volume without deformation, and a ‘deviatoric’ part,
which describes deformation without a change in volume. The second term in
Equation 5.2.5 is the trace of the strain rate tensor defined in Cartesian geometry
by ˙ii =
1
3
(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)
. This term cancels the hydrostatic component of
the strainrate tensor as it is already included in the pressure scalar, leaving only
the deviatoric strainrate and stress tensors.
A key difference between solids and fluids is that in solids stress can be ac-
cumulated over time; the stress tensor must therefore be treated as an integrated
quantity with knowledge of its history, so the relationship between stress and strain
rate becomes a differential equation. The Lagrangian change in stress is related to
the strain rate through the shear modulus G
∂sij
∂t
= 2G(˙ij − δij ˙ii) (5.2.6)
Where the accumulated stress is calculated by integrating this equation with respect
to time. In general the shear modulus is also a function of stress but is independent
of stress for elastic materials, in this case Equation 5.2.6 is linear and straightforward
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to solve. A similar assumption to that of a Newtonian fluid can be made for solids
by assuming elastic behaviour; this is fairly accurate for small stresses in most
metals but breaks down if large stresses are applied and plastic deformation is
important (See Figure 5.3). The effect of plastic deformation can be approximated
under the assumption of an elastic shear modulus by applying Equation 5.2.6 and
subsequently capping the stress components by the yield stress, this is outlined in
§5.2.4.
In order to solve Equation 5.2.6 the shear modulus must also be found; in general
this is a function of density and temperature and is related to the bulk modulus
K(ρ, T ) via the Poisson Ratio ν.
G(ρ, T ) = 3K(ρ, T )
1− 2ν
2(1 + ν)
(5.2.7)
The Poisson Ratio is a material constant which measures the expansion of a material
perpendicular to an axis of compression, which for the vast majority of materials is
positive (cork is a notable exception). The bulk modulus as a function of density
and temperature can be simply calculated from the equation of state P (ρ, T ),
K(ρ, T ) = ρ
∂P (ρ, T )
∂ρ
= ρc2s(ρ, T ) (5.2.8)
As in §2.3.6, the appropriate sound speed to use is the adiabatic sound speed.
5.2.3 Elastic and Plastic Deformation
Figure 5.3 shows the stress-strain relation for an aluminium alloy subject to tensile
strain [97]. The initially linear portion of the graph shows the elastic phase of
tension, any distortion of the material is reversible and it will spring back into
shape when the distorting strain is removed. For the selected material this phase
lasts until the sample has been stretched by 1.2%. Further stretching of the sample
causes the accumulated stress to exceed the yield stress Y , causing the material to
deform plastically and irreversibly; the stress increases with strain at a slower rate
and the material will not spring back into shape if the distorting strain is removed.
The total stress can still increase in this region due to the effect of work hardening;
the movement and alignment of dislocations within the material allow it to support
an increasingly higher stress.
The work hardening phase ends when the ultimate tensile stress YU is reached,
from this point the supported stress decreases with applied strain. This behaviour
is as a result of necking; as the material is stretched past ∼115 % of its original
length it gets thinner, releasing some of the stress. Eventually it snaps, and the
supported stress abruptly drops to zero.
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Figure 5.3: Stress-strain relationship for an aluminium alloy, using data taken from [97]. The
graph shows the yield stress Y and ultimate strength YU , with the strains at which they occur.
Although this graph was for a specific alloy of aluminium, the general model
applies to many metals, with critical points and gradients being material specific.
5.2.4 Stress Limiting
A convenient mathematical method for modelling the effect of plastic strain is to
continue to solve Equation 5.2.6 as in the elastic phase, and to subsequently reduce
the stress to take into account plastic deformation. Continuing to use Equation 5.2.6
once the yield stress has been exceeded causes the stress in each timestep to exceed
the maximum physically permitted stress, as the stress in the plastic phase is always
lower than if the elastic phase was extrapolated forward indefinitely. To correct for
this, the stress is limited to the dynamic yield stress.
The second invariant of the stress tensor, J2, is defined in Cartesian geometry
by,
J2 =
1
2
(
s2xx + s
2
yy + s
2
zz
)
+ s2xy + s
2
xz + s
2
yz (5.2.9)
This takes into account all the components of the stress and allows a compar-
ison between the stress tensor and yield stress scalar. There are several common
equivalent algebraic expressions for J2, given in [98].
The second invariant of the stress tensor is then compared to the square root of
the yield stress, and if it is greater all stress components are multiplied by a factor
Y/
√
J2, remapping the stress tensor onto the yield envelope. The plastic strain rate
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is calculated by taking the difference between the stress before and after remapping
and converting it to an equivalent strain rate via Equation 5.2.6. In fact the plastic
strain rate should be a tensor; assuming a scalar quantity is a simplification. This
is stored and accumulated as integrated plastic strain via
p = p + ˙pdt (5.2.10)
Two obvious ways in which the yield stress varies are thermal softening and work
hardening. Thermal softening is the result of strongly bound metal ions gaining
thermal energy, weakening their bonds and reducing the activation energy required
to break them; this effect also causes the bulk modulus to decrease. Work harden-
ing is the process where the energy from strain also goes into moving dislocations
within a material, causing them to align and therefore making the material able to
withstand a higher level of strain.
5.2.5 Calculation of Force
Material strength results in an additional force being added to the MHD momentum
equation given by ∇.s, this is analogous to the pressure gradient force. In Cartesian
geometry the components of the force vector are given by
Fx =
∂sxx
∂x
+
∂sxy
∂y
+
∂sxz
∂z
Fy =
∂sxy
∂x
+
∂syy
∂y
+
∂syz
∂z
Fz =
∂sxz
∂x
+
∂syz
∂y
+
∂szz
∂z
(5.2.11)
5.2.6 Calculation of Work Done
The extra term in the MHD energy equation due to the work done by the stress is
given by s : ∇v, this is analogous to the P∇.v work term, and can be expanded in
Cartesian geometry to give:
s : ∇v = sxx∂vx
∂x
+ sxy
∂vx
∂y
+ sxz
∂vx
∂z
+ sxy
∂vy
∂x
+ syy
∂vy
∂y
+ syz
∂vy
∂z
+ sxz
∂vz
∂x
+ syz
∂vz
∂y
+ szz
∂vz
∂z
(5.2.12)
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5.2.7 Cylindrical Geometry
As the natural geometry for liner implosion is cylindrical, the strength model was
also constructed in this coordinate system. The spatial dependence of the unit
vectors in cylindrical geometry necessitates corrections to terms involving vectors
and tensors, these can be calculated using Christoffel Symbols. For example, the
strainrate tensor and force vector are now given by:
˙ =

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Fr =
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(5.2.14)
5.2.8 Yield Calculation: Johnson-Cook Model
The Johnson-Cook model [99] is an empirical model that calculates yield stress Y
as a function of temperature, accumulated plastic strain and instantaneous plas-
tic strain rate, taking into account thermal softening and work hardening. Equa-
tion 5.2.15 shows the empirical formula for calculating yield stress:
Y = (A+Bnp )(1 + Cln(˙
∗
p))(1− (T/Tmelt)m) (5.2.15)
Where ˙∗p is the dimensionless plastic strain rate defined as ˙∗p = ˙p/˙p0 with ˙p0 =
1 s−1; Tmelt is the melting temperature in Kelvin; and A, B, C, m and n are material
specific constants.
For implementation into Gorgon an additional artificial density dependent factor
was added to ensure sensible values of yield stress in low density cells. This would
not be necessary for a Lagrangian code, but for an Eulerian code is necessitated
by the possibility of partially filled cells and a finite density vacuum. These should
have negligible yield stress but at low temperature have unphysically large yield
stress according to the density independent Johnson-Cook model. The form of
the correction term was chosen such that the yield stress was unaffected above solid
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density and decreased rapidly and smoothly to zero below solid density. The density
dependent factor is given by
Y = Y.e−(ρ−ρs)
2/∆ (5.2.16)
Where ρs is solid density and ∆ is a scaling constant, set to 1000 m
6/kg2 for both
aluminium and beryllium. For Gorgon simulations using aluminium, Johnson-Cook
coefficients for aluminium 1100 taken from [100] were used – these were calculated
by a fit to the experimental data from [101]. Unfortunately it was not possible to
obtain similar coefficients for beryllium, so for Gorgon simulations using beryllium
the Johnson-Cook coefficients were estimated from a fit to some basic properties
of beryllium. The coefficients relating to temperature change and elastic yield
stress were calculated based on a fit to the melting temperature at solid density
and several points for the yield stress as a function of temperature taken from
[102]. For the coefficients relating to plastic strain the same values were used as for
aluminium 1100. Table 5.1 shows the values of the Johnson-Cook coefficients used
for aluminium and beryllium:
Johnson Cook Coefficient Beryllium (Z=4) Aluminium (Z=13)
A 2.0× 108 4.9× 107
B 1.57× 108 1.57× 108
C 1.6× 10−3 1.6× 10−3
n 0.167 0.167
m 1.7 1.7
Tmelt 1560 933
Table 5.1: Johnson-Cook coefficients used for beryllium, and aluminium taken from [100] using
results from [101].
A potential issue that arises when using the Johnson-Cook model for simulating
liner implosion experiments is that the experimental data on which the coefficients
are based was recorded from tensile tests. These involve stretching a cylindrical
sample which goes through phases of elastic strain, plastic strain with work hard-
ening, decreasing yield stress due to necking and finally tensile failure. Applying
these coefficients to compressional applications is not fully justified, as compres-
sional yield stress in general has a slightly different value to tensile yield stress.
However, the assumption or their equality is an established technique [103] and is
used in applications such as the simulation of asteroid impacts [104].
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5.3 Computational Implementation
This section describes the implementation of the material strength model outlined
mathematically into Gorgon.
5.3.1 Differencing Scheme
A forward spatial differencing scheme is used to calculate the components of the
strain rate tensor for each timestep; as the momenta are located at the cell centres
the strain rate components and hence the stress components are located on the
cell faces in the direction that the derivative is taken. In order for the forces to
be correctly centred in the cell where they apply, a backward spatial differencing
scheme is used for their calculation from the stress tensor.
A consequence of the strain rate and stress components being stored on cell
faces rather than centres is that the off-diagonal components must each be split
into two, each face centred according to the spatial direction of differentiation used
in their calculation. These are stored separately to maintain symmetry, so there
are in fact nine rather than six independent components which must be calculated.
For derivatives of stress components in directions perpendicular to their location
(eg.
∂sxx
∂y
) the components are effectively cell centred, so their contribution to the
force is calculated using a centre difference.
Example: 1D Cartesian Geometry, sxx
To demonstrate the differencing scheme an example is given of the calculation of
sxx; the equations for strain rate and force are given respectively by:
˙xx =
∂vx
∂x
=
vx(ix− 1)− vx(ix)
dx
Fx =
∂sxx
∂x
=
sxx(ix)− sxx(ix + 1)
dx
Where ix is the cell location in the x direction and the y and z cell locations are
constant over the differencing. As shown in Figure 5.4, this results in a force that
is centred in the appropriate cell.
5.3.2 Timestep Control: Stress Wave Velocity
As with the existing A-field and hydrodynamics solvers in Gorgon, care must be
taken that the timestep is sufficiently small that information cannot propagate
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Figure 5.4: The differencing scheme used for calculating stress components and forces in 1D. In
this diagram the simulation domain runs from cells 1 to 3, with cells 0 and 4 included as ghost cells.
As the stress components are face centred, for a simulation domain of 1 to n stress components are
calculated from 1 to n+1. When advection is considered the domain of stress must be bounded
so s0 and sn+2 are also required.
further than one cell width per timestep. To ensure numerical stability the stress
wave velocity is used: this is given by
cs =
√
K
ρ
and is added to the Gorgon subroutine which calculates the timestep.
5.3.3 Material Strength Algorithm
Figure 5.5 shows the material strength algorithm which is executed on every Gor-
gon timestep between the A-field solver subcycle and the Lagrangian step (see Fig-
ure 2.1). The algorithm takes as inputs the cell centred momentum vector, density
and temperature, and outputs additions to the forces in the Lagrangian step and
energy in the thermal balance subcycle. For the time integrated components of the
stress tensor and plastic strain to be correctly updated they must be advected with
the flow; this is carried out as an extension to the hydrodynamic advection step.
The bulk modulus is calculated for each cell by 2D interpolation over density
and temperature in the equation of state in the same way as pressure and sound
speed. The yield stress as a function of density, temperature, plastic strain rate and
plastic strain is calculated inline for each cell using the Johnson-Cook model. These
quantities are both cell centred so also require averaging to determine their face
centred values, necessary for equations involving strain rate and stress components.
The harmonic mean is used for the averaging to ensure that interfaces separating
regions with and without strength have zero strength, preventing the unphysical
case of low density cells with high bulk modulus or yield stress.
The strain rate components are then calculated by taking gradients of the ve-
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Calculate
yield and
bulk modulus
Calculate
strain rates
Update
stress tensor
Apply boundary
conditions
Has yield been
exceeded?
Limit the stress
tensor, calculate
plastic strain rate
Update plastic strain
Apply boundary
conditions
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No
Figure 5.5: Flow chart showing the material strength algorithm implemented in Gorgon; it is
applied just before the Lagrangian step in the main Gorgon cycle (Figure 2.1). Stress components
and plastic strain also need to be advected; this is carried out during the main advection step in
Gorgon.
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locities according to the differencing scheme described in §2.6a. Three separate
expressions for the trace of the strain rate tensor must be calculated, each one face
centred in one dimension and cell centred in the other two dimensions, so that when
the trace is subtracted the variables involved will still be positioned in their original
cell locations. The components of the stress tensor are updated for the nth timestep
using the Euler method to solve Equation 5.2.6,
sn+1ij = s
n
ij + 2G(˙ij − δij ˙ii) (5.3.1)
The second invariant of the stress tensor is then calculated and compared to the yield
stress of the cell; if the yield stress has been exceeded, all nine stress components
are reduced according to:
sij = sij × Y√
J2
(5.3.2)
The strain corresponding to the stress which has been discarded is denoted as the
instantaneous plastic strain rate ˙p. This is estimated by calculating the difference
in J2 caused by limiting the stress components and dividing by the shear modulus,
recovering the equivalent amount of elastic strain rate discarded. The accumulated
plastic strain p is then updated using an Euler method,
n+1p = 
n
p + ˙pdt (5.3.3)
The forces and work done are calculated by taking gradients of the stress compo-
nents, with the components of the force vector then applied in the x, y and z (or r,
θ, z) directions during the Lagrangian step, and the sum of the work done in the
three directions added during the thermal balance subcycle.
5.3.4 Advection
As for the hydrodynamic variables and magnetic field in Gorgon, advection is carried
out using the donor cell method with a van Leer correction. Due to the fact that the
stress components are cell centred in two dimensions and face centred in the other,
great care must be taken to maintain consistency during advection. The advection
process for cell centred quantities is to calculate the face centred momentum at the
interface between two cells by averaging cell centred momentum in the direction of
advection. Whether the advection is forward or backwards is determined by the
sign of this face centred momentum, the flux of the variable is then calculated and
finally the cell centred values of the variable are updated with the fluxes. For stress
components which are face centred in one dimension and cell centred in the other
two dimensions this process is more complicated; there are now two possibilities;
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the stress component can be either cell or face centred in the direction of advection.
Figure 5.6: 2D grid locations of sxx and syy (dots) and the locations of the momenta required for
their advection in the x direction (arrows).
Figure 5.6 shows as an example the locations of sxx (face centred) and syy (cell
centred) on a 2D Cartesian grid for advection in the x direction. The centre of the
red and blue arrows mark the positions of the momenta required to advect sxx and
syy respectively.
For sxx the required momenta are cell centred so no averaging is required and the
advection is no more complicated than for the advection of cell centred variables.
For syy the required momenta are face centred in y but cell centred in x: the
momenta used to calculate the flux is located on the cell vertices in the x-y plane;
the cell centred momenta must therefore be averaged over four cells both in the
y direction and the x direction.
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5.4 Test Problems
A series of test problems were carried out both to benchmark the material strength
model and to better understand the effect of material strength in one, two and
three dimensions. These were all carried out in cylindrical geometry, x→ r, y → θ,
z → z.
5.4.1 1D Quasi-Isentropic Compression of Aluminium Liner
A 1D test problem was set up based on an experiment carried out at CEA Gra-
mat [105]. The quasi-isentropic compression of an aluminium liner by the Sphinx
linear transformer driver was simulated in Gorgon with the inclusion of the strength
model. Cylindrical geometry was used; the stress components are therefore labelled
srr, srθ etc.
(a) srr scaled to show the behaviour of the liner
outer edge; dark areas at the liner outer edge
represent negative (tensile) stress.
(b) srr scaled to show waves of plastic stress
released later in the compression.
Figure 5.7: Space-time plots of srr for a 1D quasi-isentropic compression of an aluminium liner:
each plot is scaled differently to highlight different features.
Space-time plots are a compact way to visualise 1D data over time; Figure 5.7
shows the evolution of the first component of the stress tensor srr for the simulation
with the strength model, plotted twice with two different colour scales to highlight
different features. When the compression begins, stress builds up at the liner outer
edge, propagating inwards supersonically with a build up in density behind a weak
shockfront. The reason that this remains a weak shock is that the shocking process
only proceeds up to the yield stress. After this point (∼52 ns, visible in Figure 5.7b
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by the slight kink at the gradient of the front of the stress wave) the material cannot
sustain any more stress without plastically deforming, resulting in a compressive
plastic stress wave propagating inwards with a velocity approaching the sound speed
and a constant amplitude in stress equal to the 1D yield stress.
The liner outer edge begins to lose strength due to temperature increase resulting
mainly from Ohmic heating at ∼118 ns, by 400 ns the outermost 300 µm has melted
and lost strength. Figure 5.7a is scaled such that tensile stress is visible, this
appears as negative stress in the outermost unmelted liner regions just before they
lose strength. The tensile stress occurs due to the finite skin depth of the current;
as the peak current density occurs a few microns inside the liner outer edge, this
is where the compressive force is maximised and therefore material exterior to this
point is stretched and experiences tensile stress. This effect becomes more significant
as the skin depth increases.
Figure 5.7b is scaled to clearly show the additional stress waves that are launched
from the liner outer edge later in the compression. The effect of work hardening
becomes clear around 228 ns as srr at the outer edge increases from the unworked
1D elastic limit of 32.7 MPa to 33.7 MPa; this launches a second inward propagating
stress wave at the new yield stress. The peak stress reached in the simulation of
42.2 MPa is supported by the outermost unmelted part of the liner at 292 ns,
after this time the effect of thermal softening due to overall increasing temperature
counteracts the increasing stress due to work hardening. As the gradient of the
line in Figure 5.7b corresponding to this wave is the same as that of the first stress
wave, it is clear that both propagate at the same velocity. A third, weaker stress
wave is launched at 292 ns with an amplitude of 33.8 MPa and propagates slightly
faster than the previous stress waves due to an increased sound speed caused by
increasing pressure and density.
The first wave of plastic stress hits the liner inner edge at 332 ns, causing a
gradual expansion and build up of a stress gradient, further releasing when the
main pressure wave hits at 350 ns. The stress wave is reflected off the liner inner
edge and the reflected wave interferes with the inwardly propagating stress wave,
giving rise to several oscillations.
The simulation was then repeated with the strength model switched off in order
to determine its effect on the liner dynamics. Figure 5.8 shows density as a function
of radial position at two different times for the two simulations. The stress wave
only occurs with the strength model on, its effect is to cause a density increase which
for the plastically capped stress is about 2 kg/m3 – this density increase associated
with the stress wave propagates at the sound speed and appears ahead of the main
density ramp due to the supersonic propagation of the stress wave very early in
time. The pressure developed by the equation of state around the yield stress sets
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the magnitude of this density increase; a larger yield stress would produce a larger
pressure when it is exceeded, leading to a larger density increase. The strength
model also has the effect of slightly decreasing the peak density obtained by the
compression and lowering the density in the compressed region; this is due to the
tendency of strength to reduce gradients and diffuse energy.
(a) 140 ns: A stress wave is present in the case
with the strength model; this propagates ahead
of the pressure ramp wave.
(b) 320 ns: The liner inner edge is releasing
in the case with the strength model, and is
still stationary in the case without the strength
model.
Figure 5.8: The effect of material strength on the density increase due to ramp compression of
an aluminium liner. Density profiles are shown at two times during the compression, with the
difference between them, ie. the effect of material strength, shaded in green. The inclusion of
strength results in an additional density increase associated with the stress wave, which propagates
ahead of the main ramp wave. This results in an earlier relaxation of the liner inner edge compared
to the simulation without strength.
Space-time plots of density and pressure are shown in Figures 5.9 and 5.10
respectively. In both plots, the most striking difference between the simulations is
in the behaviour of the wavefront propagating into the liner; a plateau of moderate
pressure and density exists, only for the case with strength, ahead of the large
density and pressure increase that appears in both cases. The position of this
plateau also coincides with the front of the plastic stress wave in Figure 5.7. The
pressure in this region rises to match the stress as the stress wave causes the density
to increase, with the pressure controlling the magnitude of the density increase.
The second most noticeable difference is the behaviour of the liner inner edge.
Figure 5.9 is scaled such that a very small density increase can be observed, at the
outer edge this breakout in blue at the bottom right of the figure occurs around
350 ns, coinciding with the arrival of the plastic stress wave in Figure 5.7. The
liner inner edge does not relax until about 390 ns, coinciding with the arrival of
the pressure ramp wave, for the case without strength. An experimental diagnostic
setup to monitor the position of the liner inner edge such as VISAR (Velocity In-
terferometer System for Any Reflector) could resolve this time difference, providing
an estimate of the importance of material strength for the experiment and a useful
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(a) No strength (b) Strength
Figure 5.9: Space-time plots of density for simulations with and without material strength. The
colours have been scaled such that the small density increase due to the stress wave is clear, with
very low density also included to demonstrate the difference in timings for the relaxation of the
liner outer edge.
(a) No strength (b) Strength
Figure 5.10: Space-time plots of pressure for simulations with and without material strength. The
moderate pressure propagating ahead of the main ramp wave identifies the position of the stress
wave for the simulation with strength.
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benchmarking tool for the simulation. The stress wave bouncing off the liner inner
edge can also be seen for the simulation with strength, with an increase in pressure
and density followed by a decrease around 375 ns, followed by another compression.
5.4.2 2D Surface Compression and Comparison to iSALE
Benchmarking of the strength model in 2D planar geometry was carried out using
iSALE1 [8], a well benchmarked hydrodynamics code developed for simulating as-
teroid impacts, running in Lagrangian mode. A test problem had to be chosen that
both codes could simulate; as iSALE cannot model electro-magnetic fields, a pulsed
power driven liner implosion was not possible. A purely hydrodynamic compression
was therefore carried out, with a surface pressure used to accelerate a cylindrical
liner. This was applied to only the central 30 µm of a 1.4 mm long, thick uniform
aluminium liner over a similar time scale to a liner implosion on Z.
(a) Plot of the external pressure ap-
plied at the liner outer edge as a func-
tion of time.
(b) Diagram showing application of
surface pressure: the width of the
arrow head shows the axial extent
over which the surface pressure was
applied.
Figure 5.11: Simulation setup for the 2D test problem used to benchmark Gorgon against iSALE,
showing the magnitude and location of the applied surface pressure.
Figure 5.11 shows the simulation setup and magnitude of the applied surface
pressure as a function of time. The Tillotson equation of state was used by iSALE,
while Gorgon used an aluminium FEOS table; both codes used the Johnson-Cook
strength model with coefficients for Aluminium 1100. Simulations were carried
out with and without a strength model for both codes, allowing qualitative and
quantitative comparisons in both cases.
1In this work we use the iSALE-2D shock physics code [8], which is based on the SALE
hydrocode solution algorithm [6]. To simulate hypervelocity impact processes in solid materials
SALE was modified to include an elasto-plastic constitutive model, fragmentation models, various
equations of state, and multiple materials [106] [107]. More recent improvements include a modified
strength model [7] and a porosity compaction model [8] [108].
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Simulation Results
Comparisons between Gorgon and iSALE are shown in Figure 5.12. The simulation
domain has been cropped for the images to focus on the region of interest near where
the surface pressure was applied. The different equations of state used for the two
codes resulted in a discrepancy in the magnitude of the density increase; the FEOS
table was generated with very high resolution around solid density, resolving the
sharp pressure gradient for compression and allowing a smaller density increase; the
Tillotson equation of state has a smaller gradient at this point so more compression
can occur before the pressure is large enough to withstand it. The density scales
were therefore normalised, allowing a qualitative comparison between the results.
With the density plots appropriately scaled, agreement is achieved between the
codes both with and without material strength for all the results shown. The
compression is approximately semicircular; in 3D this would be hemispherical and
is the expected response from an effectively point like driving pressure. Even after
20 ns there is already a visible difference between the results with and without
strength. The compression front occurs at a larger radial distance from the point
where the surface pressure is applied for the case with strength, this is caused by
the stress wave propagating ahead of the main pressure ramp as in the 1D results
in §5.4.1. The stress wave is also approximately hemispherical in shape, with its
effect becoming more obvious later in time.
Figure 5.13 shows the results from a quantitative comparison between Gorgon
and iSALE, carried out by tracking the position of the compression front propa-
gating in the radial and axial directions, with and without strength. Matching the
position of the compression front in the radial direction is effectively a 1D test,
where the effect of strength is limited to the diagonal components of the stress ten-
sor; however a match in the axial direction also relies on agreement for the shear
components, so is a more rigorous test.
The position of the radial compression front was defined by the innermost radial
position relative to the liner outer edge where the density had increased from its ini-
tial value above a certain threshold. This density threshold was different for iSALE
and Gorgon, to compensate for the different equations of state used, and was chosen
empirically to achieve agreement between the codes for the case without strength at
80 ns. As Figure 5.13a shows, this results is agreement between Gorgon and iSALE
for compression in the radial direction at all times, with and without strength. For
both codes, the compression front propagates radially inwards faster due to the
stress wave produced when strength is included, reaching ∼80 µm further inside
the liner compared to the case without strength by 80 ns. The radial compression
wave for all cases propagates at an approximately constant speed, corresponding to
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Diagram shows the geometry
used in this figure; slices taken in
the r-z plane.
Without Strength With Strength
20 ns
40 ns
80 ns
Gorgon iSALE Gorgon iSALE
Figure 5.12: Comparison between slices of normalised density at three times with and without
material strength for 2D Gorgon and iSALE simulations; there is qualitative agreement between
the codes for both cases. Material strength results in the compression wave propagating more
rapidly into the liner, and a difference in shape at the liner outer edge.
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(a) Radial position of the compression front (b) Axial position of the compression front
Figure 5.13: Quantitative comparison of the positions of the compression front in the radial and
axial directions, for Gorgon and iSALE simulations with and without material strength. Both
graphs show agreement between the codes, both with and without material strength.
the local speed of sound.
Figure 5.13b shows the position of the compression front in the axial direction
for both codes with and without strength. The same density thresholds were used
to quantify the position of the compression front in the axial direction, with axial
distance measured relative to the centre of the grid in the axial direction (the
location where the surface pressure is applied). In order to minimise effects at the
liner outer edge associated with the artificial surface pressure, the axial position of
the compression front was averaged over the outer 200 µm of the liner in the radial
direction. Again, there is good agreement between the codes both with and without
strength. As in the radial direction, both codes show that the axial compression
front propagates faster when strength is included due to the resultant stress wave,
reaching ∼90 µm further by 80 ns. The initially quadratic increase in axial distance
with time is due to the radial averaging procedure used, after around 30 ns the
compression wave again propagates at an approximately constant speed, the local
speed of sound.
The inclusion of material strength results in a noticeable difference in the shape
of the compressed region near the liner outer edge for both codes. For the case
without strength, the region of higher density spreads out in the axial direction; by
40 ns the central axial 250 µm has been compressed above the initial density. In
contrast, the results with strength show a more complicated structure, a mushroom
like shape develops, with compression in the central few axial µm where the surface
pressure is applied. Moving away from the centre along the liner outer edge there
are regions of stretched material with a density below the starting density on either
side, followed by a second region of compressed material; the structure spreads
out axially as the compression progresses. This characteristic shape appears in the
results for both codes, providing an additional benchmark for the material strength
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model in Gorgon.
The mushroom like shape at the liner outer edge is due to shear forces, which
spread out the driving pressure in the axial direction as it progresses deeper into
the liner, requiring some radial distance to do so. At axial positions above or below
the point where the driving surface pressure is applied, the dominant compressive
force therefore occurs at a finite depth within the liner. In regions exterior to
the dominant compressive force, srr is negative; this material feels a net tensile
or ‘pulling’ force and is accelerated radially inwards, causing the density behind it
to drop. In the case without material strength there is no mechanism to support
tensile forces so this effect does not occur. Figure 5.14 shows srr from the Gorgon
simulation with strength, demonstrating the origin of the tensile forces near the
liner outer edge. The negative stress is arranged in ‘arms’ emanating from the
centrally applied surface pressure; the angle between the arms and the normal to
the liner surface increases with time, spreading out the surface perturbation over a
larger axial distance.
(a) 40 ns (b) 60 ns (c) 80 ns
Figure 5.14: Plots of srr for three times from the Gorgon simulation with strength. Negative areas
of srr, corresponding to tensile stress, are visible near the liner outer edge; these spread out in the
axial direction, resulting in the mushroom shape in the density profiles in Figure 5.12.
The density profiles produced by Gorgon at 80 ns show a degree of numerical
instability around the liner outer edge for the simulation without strength which
is not apparent for the simulation with strength. A surface pressure applied to
an Eulerian code tends to be numerically unstable after a while due to the diffi-
cultly in determining the position of the material-vacuum interface. The inclusion
of strength delays the onset of this instability because the forces due to material
strength precede the forces due to pressure, as they depend on the bulk modulus
which depends on the sound speed, a quantity that becomes non-zero in the equa-
tion of state before the pressure (See §2.3.6). Indeed, this stability enhancement
makes the inclusion of numerical viscosity during solid phase compression unneces-
sary (although it is still required to resolve shockfronts later in time when strength
has been lost).
The results show that compression occurs over a larger axial distance due to the
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shear forces arising from the inclusion of material strength; this suggests that these
can smooth out small, sharp perturbations, potentially suppressing short wave-
length structures, resulting in longer wavelength modes. This could be significant
for MagLIF-relevant liner implosions early in time, as it could potentially affect the
behaviour of the electro-thermal and electro-choric instabilities.
5.4.3 3D Magnetically Driven Compression of a Perturbed
Liner
The strength model was tested in 3D using a wedge simulation of a magnetically
driven liner. The liner outer edge was perturbed by removing a small, approximately
hemispherical divot of material; this resulted in a higher material velocity behind
the divot compared to an equivalent unperturbed radial position, producing shear
in the velocity and hence shear stress. The liner thickness was such that the current
used was not sufficient to cause bulk movement of the liner.
Evolution of the Shear Stress Components
The evolution of the three components of shear stress are shown in Figures 5.15 and
5.16, with each image based on a sum of the differently centred outputs from Gorgon.
Each component is plotted at a contour of 1.5 MPa; these were calculated based on
the absolute value of the shear stress component being plotted and coloured based
on the signed value. The 1.5 MPa contour was chosen for visual clarity; the volume
contained within a contour decreases with magnitude – so contours of high values of
stress remain small and localised to the liner outer edge; contours of low values soon
fill the entire volume shown. The white box containing the shear stress components
is included for visual clarity; it does not show the entire simulation domain, which
was sufficiently large to prevent the high amplitude stress wave from reaching the
boundaries.
Looking first at srz and srθ, similar structures develop, with inwardly propagat-
ing ‘lobes’ spreading out azimuthally in the case of srθ and axially in the case of srz;
and exterior to these a large volume enclosed by the high shear contours, which we
refer to as ‘clumps’. By comparing the results with those from an equivalent simu-
lation without material strength, it is apparent that the lobes mark the front of the
stress wave which propagates ahead of the main pressure ramp wave. For each time,
the volume occupied by the lobes in the simulation with strength remains unper-
turbed in the simulation without strength. The lobes for srz are more pronounced
than for srθ, taking up around 320
◦ of a circle, whereas for srθ they only take up
around 180◦. When the plots are contoured using the sum of srθ and srz the result
is several inwardly propagating, almost circular ovals. The symmetry between the
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Diagram shows the geometry
used in this figure; the domain is
a 3D wedge of liner material,
with a divot at the outer edge
(grey) shown in blue.
38 ns
60 ns
80 ns
srθ srz sθz
Figure 5.15: Contour plots of the three components of shear stress at three different times. The
stress components spread out over a much larger volume than the initial perturbation, and advect
inwards through the liner as the outer edge melts. The circular symmetry of the perturbation
results in very similar behaviour in the θ and z directions; this leads to approximate four-fold
symmetry in sθz and a similarity between srz and srθ with a 90
◦ rotation. The symmetry is
broken by electro-thermal effects originating from the magnetic drive, so the perturbation spreads
out more in the azimuthal direction.
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94 ns
126 ns
144 ns
srθ srz sθz
Figure 5.16: Contour plots of the three components of shear stress at three later times. The
stress components show two distinct types of structure; inwardly propagating ‘lobes’ spreading
out azimuthally in the case of srθ, axially in the case of srz and in both directions in the case of
sθz; and exterior to these a large volume enclosed by the high shear contours, which we refer to
as ‘clumps’. The lobes have dissipated by 126 ns and the clumps dominate. A combination of
increasing liner temperature and the smoothing of the perturbation deep into the liner cause the
stress components to decrease late in time.
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components is not unexpected; a hemispherical divot should produce a hemispher-
ical stress wave as for a compression with circular symmetry in the θ-z plane the
azimuthal and axial directions are equivalent. The symmetry in this case is broken
slightly by electro-thermal effects, which stretch the perturbation preferentially in
the azimuthal direction. The results for sθz show a similarly high degree of symme-
try between the azimuthal and axial directions, with the symmetry again broken by
electro-thermal effects causing elongation in the azimuthal direction. Similar lobes
and clumps appear as for the other two components.
The evolution of the shear components has two distinct phases: for the first 80 ns
the lobes propagate radially inwards and spread outwards in the θ-z plane from
the central perturbation. The magnitude of the lobes decreases over time as they
spread out, dropping below 1.5 MPa by 126 ns – this is because the perturbation
also becomes less sharp with depth into the liner, reducing the velocity gradients
and hence reducing the shear strain which causes the shear stress. In these regions
the shear stress forces dominate the dynamics of the compression, and act to reduce
the perturbation which causes them.
The clumps become more prominent later in time as the lobes dissipate; they
coincide with the main pressure ramp and appear in volumes which are also com-
pressed in the simulation without strength. The yield stress limits the shear com-
ponents in the clumps to a few tens of MPa, the pressure in these regions however
is in the multi-GPa range and therefore dominates the dynamics, preventing the
clumps from spreading out as much as the lobes. The clumps propagate deeper
into the liner, gradually decreasing in amplitude over time both because of thermal
softening and melt occurring from the liner outer edge, and because the shear strain
and hence stress components decrease as the perturbation spreads out.
The Effect of Material Strength on Mass Density
The feedback of material strength on the compression can be seen by comparing
the different evolution of density contours between simulations with and without
the strength model. Figure 5.17 shows the evolution of the 1850.1 kg/m3 density
contour, corresponding to a small increase over the initial density of 1850 kg/m3.
The results for simulations with and without material strength are shown in grey
and red respectively with two contours each, corresponding to the outer interface
between liner and vacuum on the right and the inner interface between compressed
and uncompressed liner material on the left.
For the simulation with strength the inner contour advances faster into the liner
than in the simulation without strength; this is evidence of the propagation of a
stress wave ahead of the main compression. The density perturbation in the inner
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(a) Density at 38 ns. (b) Density at 60 ns. (c) Density at 80 ns.
Figure 5.17: Density contour of 1850.1 kg/m3 for 3D Gorgon simulations with strength (grey)
and without strength (red). The outer contour corresponds to the liner outer edge and looks very
similar in both cases. The inner contour corresponds to the position of the front of the stress
wave for the case with strength; it propagates further into the liner than in the case without
strength, and the perturbation is more spread out in the axial and azimuthal directions with a
lower amplitude.
contour spreads out more in the axial and azimuthal directions in the simulation
with strength due to the effect of shear forces reducing bending and smoothing out
the perturbation. Selecting a higher density contour for the simulation with strength
allows a comparison between the two simulations at the same radial position – even
in this case, the contour for the simulation with strength has a more spread out
perturbation, acting over a larger volume and with a smaller amplitude than for
the simulation without strength. This spreading out also reduces the perturbation
amplitude for the inner contour, and eventually reducing the shear components to
zero. The behaviour of the outer contour is very similar in both cases; at this
location the pressure rather than the stress is dominating the dynamics.
5.4.4 Chapter Summary
We have demonstrated the operation of Gorgon with our material strength model in
one, two and three dimensions, including a 2D benchmark against a hydrodynamics
code with a well benchmarked strength model. Although interesting phenomena
occur in all three test problems as a result of the inclusion of material strength,
there was only a large effect on the bulk liner dynamics for the 2D test problem;
this however represents a physical situation very different to MagLIF, due to being
driven by a constantly maintained high amplitude perturbation. For the 3D case,
where the perturbation was initialised rather than constantly imposed, there was
very little change in the bulk dynamics with the inclusion of material strength; this
represents a realistic case for MagLIF-relevant implosions with imposed periodic
perturbations, such as those carried out by Sinars et al (§3.2). We would therefore
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not expect the inclusion of strength to have a noticeable effect on such implosions.
Both perturbed test problems were seeded by a single perturbation, implying a
single mode developing around a single point. Neither included a key element of
nominally unperturbed MagLIF-relevant liner implosions (§3.3 and 3.4), a random
initialisation seeding large scale instabilities by the evolution of dominant wave-
lengths and correlation scale lengths over time. These dominant wavelengths are
not set by the structure of the initial perturbation and are potentially very sensitive
to small changes in the liner composition, and as such may be noticeably affected
by material strength. An early time shift in dominant wavelength could produce a
very different final state, especially considering the exponential nature of the evolu-
tion of the MRT instability wavelength and amplitude. In particular, the observed
tendency of material strength to resist small scale perturbations by spreading them
out over a larger volume could impact the setting of the ETI wavelength early in
time.
Chapter 6
Material Strength Applied to
MagLIF
In order to analyse the effect of material strength on MagLIF-relevant liner implo-
sions, wedge simulations were carried out using the parameters for the multi-mode
MRT experiment described in §3.3 both with and without strength. A high resolu-
tion of 2 µm was chosen to allow good resolution of the ETI and ECI and the effect
of material strength on their development; this meant that only a small fraction of
the liner could be simulated under the requirement of a reasonable computational
run time.
6.1 The Effect of Material Strength on the ETI
As the liner heats up and melts it loses strength from the outer edge inwards due to
the effect of thermal softening; Figure 6.1 shows the radial extent of the liner that
has melted as a function of time, measured radially inwards from the outer edge.
The liner outer edge loses strength at ∼36 ns, the melt front subsequently prop-
agates inwards at an almost constant speed of ∼10 µm/ns. For previous simulations
without strength (See §4.4), the ECI becomes visible at 60 ns and reaches its maxi-
mum expansion at 70 ns; at these times the depths that the melt wave has reached
are respectively ∼200 µm and ∼300 µm, it therefore seems unlikely that mate-
rial strength can directly play a role in the development of the ECI. However, by
the time the liner outer edge loses strength the ETI should be well developed, so
strength may affect the development of the ETI at the liner outer edge until 36 ns,
and the development of the ETI deeper into the liner at later times. It is therefore
interesting to observe the outermost point in the liner that still has strength, as this
should correspond to the maximum ETI amplitude where there is still strength.
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Figure 6.1: 1D simulation result showing liner regions losing strength, plotted as a function of
time; the depth into the liner is measured inwards from the liner outer edge. The black lines mark
the positions of the liner inner and outer edges; the red line marks the point at which strength is
lost; the green shaded area shows the region of the liner with strength; and the yellow shaded area
shows the region of the liner without strength. The maximum ECI amplitude occurs at 70 ns and
can be identified on the graph by the expansion of the liner outer edge; by this point the outer
∼300 µm of the liner has lost strength.
6.1.1 ETI Effects at the Last Point with Strength
2D maps of current density and srr were recorded at the outermost liner position
with strength, for several different times for simulations with and without strength.
The difference in current density between high and low current bands and the qual-
itative degree of azimuthal correlation were compared between the two simulations.
For the simulation without material strength, srr was calculated as a diagnostic but
all material strength forces and energy contributions were set to zero to prevent
feedback from the strength model.
Material strength has an effect on the evolution of the ETI during the liner
solid phase, enhancing the degree of azimuthal correlation and the amplitude of
the alternating current bands. Figure 6.2 shows slices of current density and srr at
three different times during the current pulse. These slices were recorded initially
at the liner outer edge, then following the melt wave such that the slices show the
solid surface closest to the liner outer edge; of the slices shown the first two were
recorded at the liner outer edge and the third 20 µm in from the edge.
At 24 ns, the amplitudes in current density are almost identical, but the simula-
tion with strength has a higher degree of azimuthal correlation developing both in
current density and stress; the features correlate such that bands of higher current
correspond to bands of higher stress. The current density in the simulation without
strength remains as randomly orientated spots.
At 30 ns the azimuthal correlation is well developed for the simulation with
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Diagram shows the geometry
used in this figure; slices taken in
the θ-z plane.
Without Strength With Strength
24 ns
30 ns
38 ns
srr Jz Jz srr
Figure 6.2: Development of azimuthal correlation in normalised maps of Jz and srr at the out-
ermost part of the liner that still has strength, and comparison to equivalent radial position in
simulation without strength. Stress is used only as a diagnostic in the latter.
Matching azimuthal correlation develops in both quantities earlier if strength is included (right
two columns), with the correlation locking in more strongly later in time. Without strength (left
two columns), very little azimuthal correlation develops until 38 ns, but features in stress and
current density still weakly match.
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strength, again correlated structures line up well between the current density and
stress. Azimuthal correlation with a short scale length in the current density has
developed for the simulation without strength, but not in the stress; the suppression
of feedback provided by the strength model has prevented the matching of the
structures.
By 38 ns the outer 20 µm of the liner has lost strength and the correlation
scale length in the simulation with strength has reached the azimuthal domain
size, so the correlation is almost perfect. Correlation has also developed in both
the current density and stress for the simulation without strength, but in less well
defined channels, and with an amplitude in current density a factor of 3 less than
for the simulation with strength.
These slices were all taken very early in the current pulse, well before vapourisa-
tion. Material strength increases both the degree of azimuthal correlation and the
amplitude in current at the interface where strength is lost.
Fourier Analysis of Temperature Maps
A quantitative comparison between the simulations over the entire volume of the
simulations was performed by Fourier analysing unwrapped temperature maps to
determine the dominant axial ETI wavelength and amplitude. The largest tem-
perature variations occur at the liner outer edge; as strength is lost here relatively
early on, an analysis of unwrapped temperature maps would be expected to show
less variation between the two simulations than the temperature at the point where
strength is lost. Nonetheless, the Fourier analysis of these profiles shown in Fig-
ure 6.3 demonstrates marked differences between the results:
(a) Dominant axial wavelength. (b) Normalised total amplitude.
Figure 6.3: Dominant wavelength and amplitude for the ETI with and without material strength,
calculated via Fourier analysis of unwrapped areal density maps: the addition of strength results
in a longer ETI wavelength and a higher amplitude.
The addition of strength causes the ETI wavelength to increase over the value
with no strength from around 20 ns; by 54 ns it is 5 µm greater. At 54 ns the
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wavelength is slightly decreasing for the simulation without strength and increasing
for the simulation with strength so the values are diverging more. As the liner outer
edge does not melt until 36 ns, it retains strength for most of the ETI growth phase;
the tendency of material strength to smooth out short wavelength perturbations and
set a longer wavelength is likely to be responsible for the longer ETI wavelength
recorded for the simulation with strength.
The amplitude is also higher for the simulation with strength, as was the case at
the outermost liner position with strength (Figure 6.2). Positive feedback between
the ETI and material strength model is one likely reason for the enhanced amplitude;
another possibility is that the tensile forces associated with material strength tend
to reduce bulk expansion, the liner outer edge therefore retains a higher density
(see §6.2), lowering the resistivity and hence supporting a higher current density,
which can produce a higher ETI amplitude. The degree of azimuthal correlation in
the bulk is not shown but was very similar for both simulations up to 54 ns.
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6.2 The Effect of Material Strength on the ECI
The effect of material strength becomes even more apparent when the liner outer
edge begins to vapourise during the ECI growth phase, as shown by Figure 6.4.
The ECI develops more quickly when strength is included, by 62 ns the spikes
are well defined for the simulation with strength but still barely ripples in the liner
outer edge for the simulation without strength. The 74 ns slice shows the spikes
beginning to collapse as the low density plasma exterior to them picks up current and
pushes them inwards. For the simulation with strength, the average spike to bubble
amplitude is larger than for the simulation without strength (60 µm vs. 40 µm),
the axial wavelength is also longer and the density of the spikes is higher.
Possible explanations for this striking difference are the different ETI structure
formed with the strength model included, and the fact that the density when the
ECI is seeded remains higher with the inclusion of material strength. Figure 6.5
shows the density of the liner outer edge as a function of time for both simulations,
62 ns
74 ns
Without Strength With Strength
Figure 6.4: Slices of density showing the effect of material strength on the vapourisation of the
liner outer edge. The addition of material strength results in a higher ECI amplitude and longer
wavelength at seed time; by 74 ns the amplitude in terms of length of the spikes is about a factor
of 1.5 greater than for the simulation without strength.
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as the density varies axially and azimuthally, the average value of the peaks in
density at the liner outer edge was used for the calculation of each point on the
graph.
Figure 6.5: 1D plots of the density of the initial radial position of the liner outer edge as a function
of time, for simulations with and without the material strength model. Material strength causes
the liner outer edge to remain at a higher density around vapourisation.
From 0 to 36 ns the density gradually falls, with the rate of decrease almost
identical for the two simulations. As Figure 5.10 shows, the diffusive effect of
material strength reduces the amplitude of the peak in density as a function of
radius near the liner outer edge during a ramp compression. Consequently, at 36 ns
the simulation without strength has higher bulk density and therefore pressure near
the liner outer edge. As this heats up, the resistivity increases, allowing more current
to diffuse deeper into the liner and reducing the confining magnetic pressure; the
thermal pressure accumulated during the compression therefore causes a gradual
expansion, resulting in a drop in density. Material strength is only lost at the liner
outer edge at 36 ns, so the tensile forces associated with strength can still play a
part in slowing the initial expansion. The expansion is also slower for the simulation
with strength due to the lower peak density and pressure; by 54 ns the density of
the liner outer edge is over 300 kg/m3 greater for the simulation with strength.
The slight hump in the density of the liner outer edge corresponds to the onset of
vapourisation and occurs because the graph is monitoring a constant grid position
rather than fluid position. As vapourisation begins, material is advected out of this
cell as it expands, and into this cell as the radially internal adjacent cell expands.
Because the density around the liner outer edge is higher for the simulation with
strength, the vapourisation temperature is slightly lower – this results in the hump
in density and seeding of the ECI occurring ∼2 ns earlier than for the simulation
without strength. As the density is higher the rate of increase of pressure caused by
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exceeding the vapourisation temperature is larger; with reference to Figure 2.3 the
higher the density at vapourisation the sharper the pressure increase. This results
in a faster expansion, allowing the ECI spikes to reach a higher amplitude before
the axial current shorts across them, setting their maximum amplitude.
This process explains why the ECI amplitude is larger for the simulation with
strength. There is, however, no obvious mechanism for this process to result in a
longer ECI wavelength; this effect is probably due to the increased ETI wavelength
set earlier in time.
6.2.1 Fourier Analysis of Areal Density Maps
Fourier analysis was carried out on unwrapped areal density maps to quantify the
change in behaviour of the ECI and MRT wavelength and amplitude due to the
material strength model, as Figure 6.6 shows. Calculating these properties based on
density gives slightly different dominant wavelengths to those based on temperature,
as the unwrapped temperature maps weight low density material equally with high
density, allowing distortion of the results by hot, low density plasma. Despite this,
the results follow on well from those in Figure 6.3
(a) Dominant axial wavelength. (b) Normalised total amplitude.
Figure 6.6: Dominant wavelength and amplitude in density, calculated via Fourier analysis of
unwrapped areal density maps. Strength results in a larger total amplitude and, as the MRT
phase begins, a longer dominant wavelength.
As observed qualitatively in the density slices, the simulation with strength
exhibits a longer ECI wavelength between 62 and 74 ns; this remains higher until
85 ns when the simulation without strength briefly has a longer wavelength. After
97 ns, the simulation with strength again exhibits a longer wavelength, with a more
rapid increase in wavelength towards the end of the time domain shown. As the
ECI occurs 2 ns earlier for the simulation with strength, it is justified to shift this
graph 2 ns to the left (as shown by the red dotted line in Figure 6.6a); if this is done
the wavelength is always longer for the simulation with strength. The behaviour of
the wavelength immediately after the seeding of the ECI is difficult to quantify, as
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there is little growth in amplitude and in fact a reduction in total amplitude caused
by the process of ECI spikes collapsing and coalescing.
As observed qualitatively in Figure 6.4, the total amplitude when the ECI is
seeded is much higher for the simulation with strength, with the peak a factor of 3
greater.
All subsequent simulations utilised the material strength model.
6.3 High Resolution Simulations of Multi-Mode
MRT Instability
The simulations in the previous section had an insufficient axial domain to allow
the analysis of the full cascade of MRT instability wavelengths from the tens of
microns at seed time to the hundreds of microns observed in experimental results
near stagnation. The next stage in our investigation was therefore to run simulations
with an axial domain comparable to the lengths of radiographs in McBride et al and
Awe et al, and several times the dominant MRT wavelength at times of interest.
The MagLIF simulations were extremely challenging computationally, due to
the large computational volume and small resolution required. The computational
timestep is set by the smallest cell size in the simulation, cells were therefore made
as cubic as possible at the inner domain boundary (where the azimuthal cell size is
the smallest). The resolution in the radial and axial directions was therefore set to
be equal, and the azimuthal cell size δθ was set to the smallest possible value for a
set radial resolution δr and minimum radius rmin, without adversely effecting the
timestep:
rminδθ = δr (6.3.1)
Assuming 2 µm resolution for a cylinder of the order 2 mm in height with a radial
extent from 300 µm to 4 mm, this gave δθ = 1/150 rad, requiring in total of the
order 2 billion computational cells. The results in §6.1.1 indicate that the minimum
ETI and ECI axial wavelengths that need to be resolved are of the order 7 µm;
ideally there should be several cells per minimum wavelength to be resolved. Partial
volume test problems at 4 µm were carried out, with no significant difference in the
behaviour of the electro-choric and MRT instabilities compared with 2 µm, and a
lowering of the total number of cells required for a full circumference simulation to
200 million. Further reduction in resolution was found to degrade the development
of the ECI.
Even at 4 µm, however, the requirement of 200 million computational cells, in
addition to the small timesteps needed to resolve the high Alfve´n velocity late in
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the implosion when there is high current flowing in hot, low density plasma, made
a full circumference simulation unfeasible on the Imperial College supercomputer
CX1. The grid refinement method developed in §2.4.3 reduced the requirement on
the number of cells to about 80 million, also allowing a doubling of the resolution
in the azimuthal direction, increasing the requirement back to around 160 million
cells.
The closest to full volume possible on CX1 was a wedge simulation carried out
over the full axial extent: the following simulation used the full radial and axial
extents required and ∼5% of the azimuthal extent, taking 48 hours on 256 cores on
CX1.
6.3.1 Wedge Geometry
In the same way that a 2D simulation in the r-z plane implicitly assumes full
azimuthal correlation of all modes, the behaviour of a wedge simulation requires an
artificially low azimuthal correlation scale length to be fully correlated and revert
to 2D behaviour and is therefore intermediate between 2D and full circumference
3D simulations. A wedge simulation is equivalent to a full circumference simulation
until the azimuthal correlation scale length approaches the length of the azimuthal
domain; after this point the wedge simulation will unphysically overestimate the
degree of azimuthal correlation, allowing a higher than expected MRT growth rate
and cascade to longer wavelengths.
Figure 6.7 shows the development of the MRT instability from shortly after
the seeding of the ECI until near stagnation. At 96 ns the ECI spikes are still
clearly visible underneath the growing MRT instability; at this point high amplitude
structures exist only in the low density, highly conductive plasma at the outer edge.
The low density MRT spikes bend and coalesce as they elongate radially, increasing
their axial wavelength. By 134 ns, cascade to longer wavelengths is occurring in
dense material. The structure of the MRT bubbles becomes such that there is a
sharp radial density gradient, with peaks in current in the low density plasma at
the MRT bubble locations. Further out, the low density plasma at the edge of
the spikes is turbulent, and the shear in velocity gives rise to Kelvin-Helmholtz
instability structures on the horizontal spike boundaries. By 148 ns, the dominant
wavelength has reached ∼500 µm and the spikes are beginning to disrupt the liner
inner edge. The MRT instability is now better developed than in the equivalent
experimental radiograph from McBride et al ; this however is due to the limited
azimuthal extent of the wedge simulation.
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96 ns
122 ns
134 ns
148 ns
Figure 6.7: Slices of density in the r-z plane, showing the growth of a long wavelength MRT
instability from the ECI. The MRT instability develops first in low density plasma around 96 ns,
cascading to longer axial wavelength as the spikes bend and coalesce, and imprinting onto higher
density material. By 148 ns the MRT amplitude is sufficient to feed through to the liner inner
edge.
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Unwrapped Density Maps
Unwrapped areal density maps were generated and Fourier analysed, to determine
the dominant MRT wavelength and amplitude and the angle of azimuthal correla-
tion.
Figure 6.8: Plot showing the early saturation of azimuthal correlation for a simulation in wedge
geometry, as the angle of correlation approaches the azimuthal domain size. After saturation, the
simulation is effectively 2D and the degree of azimuthal correlation is over-estimated.
Figure 6.8 shows the angle of azimuthal correlation. Two periods of rapid in-
crease are apparent; that between 65 and 70 ns corresponds to the ECI growth phase
as the azimuthal correlation provided by the ETI is imprinted onto the density. A
further increase occurs as the MRT instability grows, causing further azimuthal cor-
relation by minimising the bending of magnetic field lines and selecting the fastest
growing modes which are axi-symmetric; this leads to an exponential growth phase
from 70 ns to 110 ns where it levels off at ∼15◦. This is the azimuthal extent of
the simulation; the azimuthal correlation saturates at this value and subsequently
behaves as a fully correlated quasi-2D simulation; any results after this point can
be expected to overestimate the growth rate of the MRT instability. The fact that
this occurs so early in the simulation, before the final three images in Figure 6.7,
demonstrates the necessity of full circumference simulations.
Figure 6.9 shows the evolution of wavelength and amplitude as functions of
time until the point at which the azimuthal correlation saturates. The wavelength
stays approximately constant from the ETI value at ∼13 µm until the MRT phase
begins, with an exponential increase up to 50 µm at 100 ns. This is still less
than the value for an equivalent time with the 20 µm random simulation in §3.3,
but this may be because of the much finer resolution and hence smaller cell size
allowing shorter wavelength modes to develop and dominate the Fourier spectrum.
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(a) Dominant axial wavelength (b) Normalised total amplitude
Figure 6.9: Dominant MRT wavelength and amplitude, calculated via Fourier analysis of un-
wrapped areal density maps. The dominant wavelength increases approximately exponentially
once the ECI spikes begin to implode; the peak in amplitude due to the ECI is now only a local
maximum.
The rapid increase in wavelength not seen at any time with the random 20 µm
simulation suggests that the wavelength for the high resolution 4 µm simulation
could exceed that for the random 20 µm simulation later in time.
Figure 6.9b shows that the longer axial length simulated allows us to reach the
next domain of growth in the energy spectrum compared with that in Figure 6.6,
where the maximum amplitude occurred at the peak corresponding to the ECI. In
Figure 6.9b the peak associated with the ECI is just a local maximum followed
by the exponential growth associated with the MRT instability between 90 ns and
110 ns.
6.3.2 Full Circumference
In order to allow full circumference simulations to run in a reasonable time we
gained access to the Archer supercomputer, which allows simulations on up to
100,000 cores for up to 24 hours. A full circumference, 2 mm long 3D Gorgon
simulation was carried out using the grid refinement method outlined in §2.4.3 and
restart capability to circumvent the 24 hour runtime restriction, requiring 6480 cores
for 40 hours. Figure 6.10 shows comparison between synthetic radiographs from
this simulation, the experimental radiographs from McBride et al and the 20 µm
correlated simulation results from §3.3. To avoid confusion, the previous results
from §3.3 are subsequently referred to as ‘20 µm random’ and ‘20 µm correlated’;
the results from simulations in this section are referred to as ‘4 µm random’.
There is far better qualitative agreement with the experiment than for the 20 µm
random simulation; horizontal banding indicating high levels of azimuthal correla-
tion is visible over the entire time period over which the radiographs were recorded,
as in the experiment. The horizontal bands in the 4 µm random simulation are
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142.2 ns
149.2 ns
151.8 ns
156.8 ns
156.3 ns
159.9 ns
164.6 ns
167.0 ns
Experimental Gorgon 4 µm
Random
Gorgon 20 µm
Correlated
Figure 6.10: Comparison of experimental radiographs (Column 1) – taken from McBride et al [2]
(Copyright 2012 by The American Physical Society) to synthetic radiographs from high resolution
Gorgon simulation with random perturbations (Column 2); and low resolution Gorgon simulation
with an azimuthally biased initialisation (Column 3). The high resolution radiographs are in rea-
sonable qualitative agreement with the experimental radiographs and those from the azimuthally
biased Gorgon simulation, and in much better agreement than those from the random simulation
in §3.3.
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not perfectly straight, as in the experimental radiographs they bend over the liner
diameter in a similar way to the ETI bands (eg. Figure 4.13), indicating a more
physical origin that the imposed banded initialisation in the correlated simulation.
The MRT wavelength appears in much better agreement than for the 20 µm
random simulation, closely matching the MRT wavelength from the 20 µm corre-
lated simulation. The MRT amplitude is comparable to that from the experimental
and 20 µm correlated radiographs for the first six radiographs but is lower for the
final two radiographs which were taken around stagnation. It is possible that effects
from stagnation are beginning to affect the results at this point; these effects can
appear in the experiment and Cartesian version of Gorgon but not in cylindrical
geometry, as a finite transmissive inner boundary is required to prevent the central
cell from having an infinitesimally small azimuthal resolution.
The last two radiographs show a perfectly vertical cylindrical structure near the
centre; this is the inner domain boundary of the simulation; at this point the mass
of the liner is being lost and the results are not as reliable. However, by this point
the mass interior to the MRT bubbles is not likely to have much effect until it
stagnates and reflects; we therefore use these results provided the bubble radius is
larger than the inner domain boundary.
Abel Analysis
A more quantitative comparison can be done by Abel inverting the radiographs,
following the same method as in §3.3.3. Although the 167.0 ns frame of Figure 6.10
suggests that the bubble radius is inside the inner domain boundary, Abel analysis
gives a bubble radius just outside the inner boundary; this is therefore the last
radiograph for which the MRT properties can be calculated.
Figure 6.11 shows normalised liner position as a function of time. The 4 µm ran-
dom simulation is in agreement with the experiment until after the sixth radiograph
at 160 ns. The systematic underestimation of the normalised liner position evident
in both 20 µm simulations and the simulations from McBride et al is gone. For the
first six experimental radiographs, the 4 µm random simulation results agree within
error bars; for the final two the 4 µm random simulation results are only a fraction
of an error bar from agreement.
The sharp jump between the sixth and seventh radiographs has failed to be
reproduced by any of our simulated results or the 2D LASNEX simulations from
McBride et al, but was reproduced in the 3D Gorgon simulation from the paper.
The simulations were set up with the same perturbation; discrepancies here are
therefore likely to be caused by either the equation of state, transport coefficients
or circuit model used. It is also possible that, as the seventh and eighth results
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Figure 6.11: Normalised liner position as a function of time. The 4 µm random simulation is in
excellent agreement with the experiment until around 160 ns, and in consistently better agreement
than either 20 µm simulation. The systematic underestimation of the normalised liner position
apparent for both 20 µm simulations does not exist for the 4 µm random simulation.
were from a different shot, shot-to-shot variance is a factor and earlier results from
this shot, z2173, may not match the earlier experimental radiographs presented.
Figure 6.12 shows Fourier power spectra produced for the first and seventh ex-
perimental radiographs from Figure 6.10, equivalent to Figure 3.10 with the results
from the 4 µm random simulation included. The spectra from the 4 µm random sim-
ulation show improved agreement with the experiment over those from the 20 µm
random simulation – for both graphs the long wavelength peaks are better repro-
duced, with peaks around 450 µm in Figure 6.12a and 700 µm in Figure 6.12b
approaching the experimental results, and completely absent in the 20 µm random
spectra. Agreement with experimental spectra remains, however, marginally worse
than for the 20 µm correlated simulation.
(a) Spectra for the first experimental data
point and equivalent simulated radiographs
(b) Spectra for the seventh experimental data
point and equivalent simulated radiographs
Figure 6.12: Normalised Fourier power spectra shown for two selected experimental radiographs.
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Figure 6.13: MRT wavelength as a function of normalised liner position. The 4 µm random
simulation is in better agreement with the experiment than both 20 µm simulations for the first four
data points, probably due to shorter wavelengths that could be resolved. For the later radiographs
the 4 µm random simulation is in better agreement that the 20 µm random simulation, but worse
agreement than the 20 µm correlated simulation.
Figure 6.13 shows the MRT wavelength as a function of normalised liner position.
For the first four radiographs, the experimental results have a shorter wavelength
than the 20 µm random and correlated simulations; the 4 µm random simulation
is somewhere in between and is in better agreement with the experiment. This
may because the shorter wavelengths near the beginning of the MRT growth phase
which are poorly resolved at 20 µm are well resolved at 4 µm, reducing the overall
dominant wavelength. For the final four radiographs the 4 µm random simulation
data points appear at shorter wavelengths than the experimental data points; the
fifth and sixth disagree by less than an error bar and the seventh and eighth just
agree within errors.
Both the 4 µm random and 20 µm correlated simulations show an approximately
linear increase in wavelength with normalised liner position, with the 4 µm random
data points consistently shifted down in wavelength by about 80 µm. This agree-
ment in rate of wavelength increase suggests there are similar levels of azimuthal
correlation for both; the saturation in wavelength increase evident for the 20 µm
random simulation after the second experimental data point is due to a low level of
azimuthal correlation.
Figure 6.14 shows MRT amplitude as a function of normalised liner position.
Again, the 4 µm random simulation results appear between the 20 µm random and
correlated results, but with a similar growth rate to the 20 µm correlated simulation
and experiment. The bump around the second and third experimental radiographs
is still not observed in any simulations; it was also not observed in the 2D LASNEX
or 3D Gorgon simulations in McBride et al, and may not be a real effect – as every
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Figure 6.14: MRT amplitude as a function of normalised liner position. The 4 µm random
simulation is in much better agreement with the experiment that the 20 µm random simulation,
but still results in a consistently lower amplitude than the experiment.
two data points correspond to a different shot, the bump may occur as a result of
shot to shot variance. In addition, the short axial extent associated with the earlier
experimental radiographs makes any amplitudes extracted from them less reliable
than those extracted from the later, 3.1 mm long radiographs.
Unwrapped Areal Density Maps
MRT growth at earlier times, intermediate between the times examined in §6.3.1
and the radiographs can be investigated by once again generating unwrapped areal
density maps and carrying out Fourier analysis on the results.
(a) Angle of azimuthal correlation (b) Dominant axial wavelength
Figure 6.15: Angle of azimuthal correlation and MRT wavelength calculated from unwrapped
areal density maps. Both angle of azimuthal correlation and wavelength are initially lower for the
4 µm random simulation, but eventually exceed values from the 20 µm random simulation and
approach or exceed values for the 20 µm correlated simulation.
Figure 6.15 shows the angle of azimuthal correlation and MRT wavelength as
functions of time. The angle of azimuthal correlation is initially smaller for the
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4 µm random simulation than either of the 20 µm simulations, this is due to the
finer resolution; the azimuthal angle subtended by a high resolution cell is smaller
than that subtended by a low resolution cell.
Until 110 ns the behaviour of the angle of correlation is unsurprisingly almost
identical to that for the wedge simulation in Figure 6.8; there is a sharp increase
in the angle of correlation between 60 and 70 ns when the ECI develops followed
by an exponential increase. The gradient of the line decreases around 115 ns, but
the angle of correlation continues to increase albeit at a slower rate, reaching 100◦
by 150 ns and far exceeding the angle of correlation in the random simulation after
110 ns.
The dominant axial wavelength is initially much smaller for the 4 µm random
simulation; for the 20 µm simulations the wavelength is the minimum supported
by the resolution, which has a value of 40 µm until an increase occurs as the liner
outer edge vapourises. The dominant wavelength in fact decreases at this point
for the 4 µm random simulation, as the amplitudes of shorter wavelengths increase
more than the amplitudes of long wavelengths, shifting the mid-point of the inte-
grated spectral energy to shorter wavelength. Later in time there is an exponential
increase in wavelength, occurring at a similar rate to that for the 20 µm correlated
simulation but systematically above it by around 50 µm. This supports the trend
observed from the Abel inversions; the first data point for wavelength is very simi-
lar between the 4 µm random and 20 µm correlated simulations; subsequently the
20 µm correlated simulation has the longer wavelength. It seems likely that the
lower level of azimuthal correlation in the 4 µm random simulation is responsible
for this slowing of wavelength increase.
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6.4 High Resolution 3D Simulations to Repro-
duce Multi-Mode Helical Instability
With the ability to resolve the electro-thermal and electro-choric instabilities, and
the addition of material strength, the results from Awe et al ’s paper discussed in
§3.4 were revisited; full circumference 3D simulations were carried out at 4 µm
resolution using the parameters from Awe et al ’s paper and initialised with axial
magnetic fields of 0 and 10 T.
6.4.1 Predictions
MRT Phase
As discussed in §3.4, during the MRT phase the angle of the correlated bands is
determined by the magnetic field topology; they should therefore occur at a pitch
angle equal to the magnetic pitch angle. For the simulation with no initial axial field,
the magnetic pitch angle should remain at 0; for the simulation with a finite axial
field the magnetic pitch angle should start at 90◦, rapidly decrease as the azimuthal
field exceeds the axial field, and tend to a small positive value late in the simulation.
Figure 6.16 shows diagrams of positive and negative magnetic pitch angles; for the
experiment Bz and Bθ were both positive, giving a positive magnetic pitch angle;
we therefore expect a positive pitch angle to appear in correlated bands of mass
density during the MRT growth phase. According to this picture, there should be
negligible pitch angle evident at late times, in contrast with the experimental results
from Awe et al.
B 
B 
(a) Positive magnetic pitch angle, for Bzi > 0
B 
B 
(b) Negative magnetic pitch angle, for Bzi < 0
Figure 6.16: Diagram showing positive and negative magnetic pitch angles; we define positive and
negative pitch angles in the mass density in the same way. For the simulation where Bzi > 0 there
is a positive magnetic pitch angle, we therefore expect a positive pitch angle to appear in the mass
density.
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ETI Phase
Early in time, however, the MRT instability is not the main driver of the develop-
ment of azimuthal correlation, and the effect of an axial magnetic field on the ETI is
a more important consideration. The initial axial magnetic field has sufficient time
to diffuse throughout the liner volume prior to the start of the imploding current
pulse, so can be assumed uniform and therefore has no associated currents. As
explained in the test problem in §4.3.1, during the electro-thermal phase the pitch
angle of correlated bands is determined by the direction in which the unperturbed
current flows; a uniform axial magnetic field does not alter the bulk current so
would therefore not be expected to produce helical structures.
Any compression or rarefaction ofBz will, however, generate currents via Ampe`re’s
Law, µ0J = ∇×B. For purely radial compression or rarefaction the induced current
is purely azimuthal with a magnitude of:
Jθ = − 1
µ0
∂Bz
∂r
(6.4.1)
The direction in which the unperturbed current flows can be compared to the case
with Bzi = 0 by defining the ‘current density pitch angle’ φJ as the angle between
the unperturbed current vector and the z axis in the anti-clockwise direction,
φJ = − tan−1
(
Jθ
Jz
)
(6.4.2)
Where the minus sign indicates that the angle is measured in the anti-clockwise
direction to ensure that a positive φ corresponds to a positive φJ . Figure 6.17
shows the way in which the pitch angle in current density is defined; in the diagram
the pitch angles in mass and current density φ and φJ are positive.
J 
Correlated bands of 
mass density occur 
perpendicular to J 
Figure 6.17: Diagram showing definition of pitch angles in mass and current density – φJ is defined
anti-clockwise from the z axis to ensure that it has the same sign as φ.
For a highly conductive liner, the magnetic field is frozen in such that as the
conductive liner outer edge is compressed, the Bz embedded within it is also com-
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pressed and increases, resulting in a locally positive value of
∂Bz
∂r
. This holds for
liner positions deeper than the skin depth, which is very small early in the electro-
thermal phase. According to Equation 6.4.1, the azimuthal current resulting from
the magnetic field compression is negative, so φJ > 0 and the pitch angle in mass
density would be predicted to be positive.
As the ETI progresses and seeds the ECI, the skin depth increases at the liner
outer edge; liner material exterior to the peak current is then able to expand,
resulting in a rarefaction of Bz and hence a locally negative value of
∂Bz
∂r
which
leads to a positive azimuthal current and negative values for φJ and φ. As the low
density vapourised material becomes conductive and the liner is recompressed, the
sign of φ at the outer edge should change again, becoming positive for the remainder
of the implosion.
Another factor that should determine the magnitude of the pitch angle is the
conductivity of the liner outer edge; as this heats and becomes more resistive the
magnetic field lines become less frozen to the mass density, and the amount they are
compressed or rarefied by during a compression or rarefaction of the liner decreases.
The effect of increasing resistivity and hence magnetic diffusivity should always lead
to a decrease in the magnitude of the pitch angle, regardless of whether it is positive
or negative.
6.4.2 Simulation Results
As the ETI amplitude is at a maximum near the liner outer edge, mass density was
radially integrated for a few µm at this position and unwrapped to produce areal
density maps. Figure 6.18 shows a comparison between simulations with initial
axial magnetic fields of 0 and 10 T:
The left column shows results from the simulation with Bzi = 0; as expected
the pitch angle is always zero. The right column shows results from the simulation
with Bzi = 10 T; at early times there is a large positive pitch angle, as seen in the
map at 27 ns. There is a transition around 39 ns where the pitch angle switches
from positive to negative and by 49 ns there is an appreciable negative pitch angle.
Determining the Pitch Angle from Density Maps
The magnitude of the pitch angle was quantified using image rotation and Fourier
analysis. For a 2D image with bands tilted at a pitch angle φ, the azimuthal
correlation scale length is maximised when the image is rotated such that the bands
point in the azimuthal direction, ie. by an angle −φ. Each areal density map was
therefore rotated incrementally over a range of positive and negative angles and
Fourier analysed, allowing the determination of azimuthal correlation scale length
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27 ns
39 ns
49 ns
Bz = 0 T Bz = 10 T
Figure 6.18: Normalised areal density maps of the liner outer edge for Bzi = 0 and Bzi = 10 T;
these images have been stretched by a factor of 5 in the axial direction to highlight the non-zero
pitch angle in results with a non-zero axial magnetic field; the azimuthal range shown corresponds
to a segment of 4.5 mm at the liner outer edge. The pitch angle is always 0 for the simulation with
no axial magnetic field; for an axial magnetic field of 10 T the pitch angle is initially positive but
transitions to a negative value by 49 ns. Similar structures appear in current density, indicating
their electro-thermal origin.
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(a) At 11 ns the peak for Bzi = 10 T appears
at a negative angle of rotation, corresponding
to a positive pitch angle.
(b) At 65 ns the peak for Bzi = 10 T appears
at a positive angle of rotation, corresponding
to a negative pitch angle.
Figure 6.19: Graphs showing normalised correlation scale length as a function of angle of rotation.
The correlation scale length is maximised when the angle of rotation cancels out the pitch angle in
the unwrapped areal density map; therefore to calculate the pitch angle the negative of the angle
of rotation at which the peak occurs is taken.
as a function of angle of rotation. A difficulty with this method was the relatively
low resolution of the areal density maps, which was only just sufficient to resolve
the ETI – the 2D approximately Cartesian θ-z grid was therefore clearly visible,
and due to its rectangular structure biased the results towards pitch angles of 0◦
and 90◦. This problem was resolved by using cubic interpolation to smooth the
images prior to Fourier analysis, removing the imprint of the grid.
Figure 6.19 shows examples of the graphs produced, showing azimuthal corre-
lation scale length as a function of the angle of rotation. For the simulation with
Bzi = 0 the graphs are always symmetric about zero with a peak at zero, indicating
that the dominant direction of correlation is purely azimuthal as expected. With
non-zero Bzi, however, this symmetry is broken and the peak can occur at positive
or negative angles of rotation, corresponding to dominant directions of correlation
with negative and positive pitch angles respectively.
The pitch angle was estimated by taking the negative of the angle of rotation
corresponding to the peak in azimuthal correlation scale length; the upper and lower
error bars were then estimated by the left and right hand sides of the full width at
half maximum value of the peak.
Pitch Angle as a Function of Time
Figure 6.20 shows the pitch angle in bands of mass density as a function of time,
calculated from 3D Gorgon simulations with Bzi = 0 and Bzi = 10 T and plotted on
the same axes as the magnetic pitch angle calculated from a 1D Gorgon simulation
with Bzi = 10 T. If the pitch angle in mass density was developing due to effects
relating to the MRT instability it would be expected to have similar time dependence
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Figure 6.20: Pitch angle calculated via Fourier analysis of rotated unwrapped areal density maps,
plotted as a function of time. The black and blue data show the pitch angle in the mass density
for Bzi = 10 T and Bzi = 0 respectively and the red line gives the predicted magnetic pitch angle
as a function of time from a 1D Gorgon simulation. There appears to be no relation between φ
and φB for Bzi = 10 T. Around 70 ns the liner outer edge vapourises and expands; from this point
the peak in the Fourier spectrum (Figure 6.19), although still clearly asymmetric about the origin,
becomes so wide that the error bars become very large, thwarting detailed analysis of subsequent
variation in pitch angle.
to the magnetic pitch angle. The correlation in mass density develops at a positive
pitch angle early in time, as would be predicted if the MRT instability was driving
the correlation. The magnitude of this angle varies more slowly than the magnetic
pitch angle, showing poor agreement both in terms of magnitude and the shape of
the graph. Around 39 ns the sign of the pitch angle in mass density flips, with a
negative pitch angle of ∼1.5◦ which varies by under 1◦ until 80 ns. Based on MRT
theory (§3.1), a negative pitch angle implies either negative Bz or negative Bθ; it is
difficult to envisage a mechanism for either of these to occur, and indeed neither are
observed in the simulation. It therefore seems unlikely that the observed pitch angle
is an effect associated with the MRT instability. It is, unfortunately, not possible
to determine the sign of the pitch angle from the experimental radiographs, as the
X-rays propagate through both the fronts and backs of the liners, resulting in a
cross-hatched pattern.
Figure 6.21 shows the same data plotted on the same x axis as the pitch angle in
current density φJ (note the y axis scales are different). This was calculated for each
time by averaging Jz and Jθ axially and azimuthally over the entire domain and
radially near the liner outer edge; the angle was then calculated via Equation 6.4.2.
There is qualitative agreement between the shape of the graphs, with the transition
from positive to negative pitch angle around 39 ns; the peak in magnitude around
46 ns; and the trough in magnitude around 52 ns being reproduced. The pitch angle
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Figure 6.21: Pitch angles in current and mass density for Bzi = 10T plotted on the same axes
and showing qualitative agreement, most notably with the change in sign of the angle around 39
ns. Note that the y axis scales are different.
observed in mass density is, however, a factor of 50 greater in magnitude than the
current density pitch angle; this has yet to be explained.
The transition from positive to negative pitch angle corresponds to the point
where the resistivity of the liner outer edge becomes large enough that appreciable
resistive diffusion can occur, resulting in an increasing skin depth with the peak
current density occurring progressively deeper into the liner. The highest density
occurs just interior to the highest current density; regions of the liner exterior to
this experience a reduction in compressive magnetic force so can expand. As the
liner is still highly conductive the axial magnetic field is approximately frozen in,
so the axial magnetic field in the outermost part of the liner, which up to this point
has been compressed by about 0.1 T over its initial value, now begins to rarefy and
decrease, inducing a positive azimuthal current and hence negative pitch angle in
mass density.
From 39 ns to 46 ns the magnitudes of φ and φJ continue to increase as the
density of the liner outer edge drops further due to resistive diffusion of the peak
in current density deeper into the liner. This increase subsequently flattens off and
after 46 ns the magnitude of the pitch angle begins to decrease. This is due to
increasing resistivity of the liner outer edge as it heats up, reducing the frozen in
nature of Bz and therefore reducing the magnitude of Jθ and of φJ and φ.
The decrease in the magnitudes of φJ and φ ends at 52 ns as material at the liner
outer edge is heated into a regime where the temperature dependence of resistivity
is small; the resistivity remains at an almost constant higher value, resulting in
faster resistive diffusion. The dominant effect again becomes rarefaction of Bz due
to rapid resistive diffusion of the maximum in current density.
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After 52 ns, the magnitude of φJ increases as the liner outer edge becomes
more resistive and vapourises, resulting in faster resistive diffusion. The maximum
expansion occurs at 78 ns (See Figure 3.21); after this the low density plasma at
the outer edge has heated enough to become conductive, carrying a large fraction
of the current and recompressing, resulting in the pitch angle near the liner outer
edge increasing and becoming positive again.
From this point onwards, the skin depth is very small as
∂η
∂T
is negative, and
the pitch angle should always be positive. The ECI spikes and subsequent MRT
development in low density material, however, exhibit negligible pitch angle in
mass density, and the helical structures observed in the experimental radiographs
from Awe et al are not replicated by the simulation. This is a surprising result;
simulations in [5] observed the persistence of an artificially initialised pitch angle
in a density perturbation; it is possible that the pitch angle in this case was not
locked in strongly enough to persist. The discrepancy in magnitude between φ and
φJ , and the large pitch angles observed in experimental radiographs, are still not
well understood.
6.5 Chapter Summary
To summarise, the addition of the material strength model to liner implosions results
in a higher level of azimuthal correlation and a higher instability amplitude in the
electro-thermal phase due to the positive feedback supplied by the strength model
back into the MHD solver. By the time the ECI is seeded there is no material
strength near the liner outer edge, but its effect on reducing the density drop of the
liner outer edge by resisting compression early in time results in the ECI developing
in denser material, resulting in a higher amplitude and wavelength than for the case
without strength.
A wedge simulation for multi-mode MRT growth gave reliable results until
around 110 ns when the scale angle of azimuthal correlation approached the do-
main size; after this point the degree of azimuthal correlation was over-estimated,
resulting in an overestimate for the MRT amplitude. This underlines the impor-
tance of full circumference simulations and the 3D nature of the development of
instabilities for MagLIF.
Full circumference simulations run on the Archer supercomputer achieved agree-
ment with McBride et al for normalised liner position as a function of time, indi-
cating a correct prediction of the average radial position of the MRT bubbles with-
out the systematic under-estimation observed in the 20 µm simulations from §3.3.
Results for MRT wavelength were in better agreement with the experiment than
previous simulations for the earlier radiographs; at late times the results were in
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much better agreement than the 20 µm random simulation and only just outside of
agreement within error bars of the experiment for late times. For MRT amplitude,
the results were in poor agreement with the experiment, intermediate between the
20 µm random and correlated results. The inclusion of short wavelength instabil-
ities and material strength is clearly important to reproduce the late time MRT
growth observed in experiment, but does not fully explain the results observed.
A possible explanation for the lack of agreement with experiment is the qual-
ity of the equation of state, transport coefficient and current pulse data used in
our simulations. The amplitude of the electro-choric instability is extremely sensi-
tive to these parameters, as evidenced by the increased amplitude provided by the
inclusion of material strength. An incorrect or poorly resolved equation of state
could lead to a lowering of the density of the liner outer edge at vapourisation
resulting in an under-estimation of the ECI amplitude. For example, three obvi-
ous ways in which this could happen are: a poorly resolved pressure increase at
vapourisation resulting in an under-estimation of ablation velocity and hence ECI
amplitude; an overestimation of resistivity at the liner outer edge over-estimating
resistive diffusion, causing a lower magnetic pressure gradient to poorly confine the
outer edge, allowing more expansion prior to vapourisation; or an over-estimation of
pressure within the liner causing more expansion prior to vapourisation as seen for
the simulation without strength. The difficulty of experimentally calculating and
providing models for calculation of values for the equation of state and transport
coefficients, particularly in the warm dense matter region, makes it possible that
there are significant errors in both.
With the addition of a seed axial magnetic field, the correlated bands of mass
density developed a pitch angle, with behaviour well matched qualitatively by az-
imuthal current induced by the compression or rarefaction of the seed field. The
pitch angle was initially positive, becoming negative prior to vapourisation of the
liner outer edge – in agreement with the sign of the azimuthal current and in contrast
to the magnetic pitch angle, which always remains positive. This provides evidence
that the pitch angle develops due to the azimuthal current. The pitch angle was,
however, about 50 times greater in magnitude than that predicted by the relative
magnitudes of Jz and Jθ, and tended to zero during the electro-choric phase and
later in time, failing to reproduce the helical structures observed in experimental
radiographs.
The explanation of the helical structures involving the production of a diffuse
desorbed gas plasma early in time (§3.4.4) seems even more plausible now, as the
desorbed gas plasma could potentially induce far higher azimuthal currents from
the compression of Bz. As the gas is released from the liner it is cold and resistive,
so passes through the vacuum Bz; as the gas ionises, becomes conductive and re-
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compresses, it sweeps up the vacuum Bz, potentially compressing it far more than
in the high density liner outer edge and hence inducing a much larger azimuthal
current.
Chapter 7
Conclusions
7.1 Summary of Thesis
Over the course of this work we have developed an improved understanding of the
seeding and development of the MRT instability that is critical to the success of
MagLIF as a fusion scheme. Partial mitigation of the MRT could be provided by
modification of the electro-thermal and electro-choric instabilities and would allow
increased liner aspect and convergence ratios whilst maintaining the integrity of
the liner inner edge. Disruption of the liner inner edge due to penetration by MRT
bubbles would result in a deleterious mix of liner material into the fuel, quenching
fusion burn; additionally such a highly perturbed liner would provide poor inertial
confinement at stagnation. Increasing liner aspect ratio results in faster implosion
velocities and increased coupling efficiency between the energy from the pulsed
power machine and the fuel; increasing convergence ratio increases density and
temperature at stagnation, making fusion conditions more readily attainable.
A good understanding of and agreement with experimental results provides in-
sight into the processes affecting instabilities and can provide hints of how they
may be mitigated. Further simulations allow the testing of mitigation schemes, the
results of which are more likely to be believed and tested experimentally if existing
experimental results have been matched by simulation.
Our simulations have partially explained the large MRT amplitudes and wave-
lengths observed by McBride et al [2] via the resolution of electro-thermal and
electro-choric instabilities which provide a mechanism for the development of early
time azimuthal correlation, which is subsequently imprinted on the material com-
prising the liner outer edge as it vapourises. The addition of material strength
to our model has also been important for the improvement it has provided to our
modelling capability in the solid phase, with importance to MagLIF both for its
role in setting an increased ETI wavelength during the solid phase and its role in
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maintaining the liner outer edge at a higher density prior to vapourisation; the
combination of which results in an increased ECI amplitude and wavelength. Our
high resolution, full circumference simulations have achieved better agreement with
experimental results for the early development of the MRT instability than previous
20 µm simulations which did not resolve the ETI, ECI or include material strength,
with excellent agreement reached for normalised liner position, good agreement for
MRT wavelength and reasonable agreement for the growth rate of the MRT ampli-
tude, although absolute values, whilst showing a vast improvement over previous
low resolution results, were still under-estimated.
Simulated results with a 10 T seed axial magnetic field demonstrated a pitch
angle in the correlated bands of mass density, with time dependence well matched
qualitatively by azimuthal current induced by the compression or rarefaction of
the seed field, including a transition from positive to negative values. The pitch
angle was, however, about 50 times greater in magnitude than that predicted by
the relative magnitudes of Jz and Jθ, and tended to zero during the electro-choric
phase and later in time, in contrast with the pitch angle in current density, failing
to reproduce the helical structures observed in experimental radiographs.
7.2 Future Work
There are several prospective avenues for further research to enhance understanding
and performance of the MagLIF scheme; these can be classified by: better under-
standing of the effect of a Bz on the MRT instability; mitigation of early time
instabilities; the investigation of other sources potentially leading to an enhanced
MRT amplitude; the effect of quasi-isentropic compression on the evolution of the
ETI, ECI and the relative importance of material strength; additional MagLIF-
relevant experiments that it would be interesting to simulate; and the next phase
in the development of MagLIF as a source of fusion power, High Gain MagLIF.
7.2.1 Understanding of the Effect of Axial Magnetic Field
on the MRT Instability
The results from 3D Gorgon simulations in §6.4 have hinted at the mechanisms for
the development of the helical structures observed by Awe et al [4], but are not yet
well understood and do not reproduce the experimental radiographs. Experimen-
tal diagnostics of early time instability growth would be helpful to determine the
structure of helices early in time, and in particular the sign of the pitch angle; as
radiographs include the front and back surfaces of the liner, bands in the images
appear with positive and negative pitch angles, making it impossible to determine
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the sign of the true pitch angle. Further simulations with different magnitudes of
axial magnetic field and more compressive liner material could provide further val-
idation of the hypothesis that helical structures are caused by azimuthal currents
induced by magnetic field compression.
7.2.2 Alternative MRT Seeds
In our simulations we observed that the dominant MRT growth after the develop-
ment of the ECI occurs in low density blow-off plasma, which rapidly becomes con-
ductive and azimuthally correlated due to its low heat capacity and Alfve´n speed
respectively; this then imprints the MRT structure onto higher density material
and is key to the early development of the MRT instability. An additional potential
source of early time azimuthal correlation is low density plasma formed very early
in the current pulse due to desorption of gases from the liner surface. Beryllium is
well known to have the tendency to adsorb water molecules [88] onto its surface;
these are weakly bonded so are easily released and ionised by the large electric
fields present early in the implosion, forming potentially disruptive contaminant
plasmas [89]. Due to the low density of these plasmas, a high level of azimuthal
correlation would be expected to develop very early in time, which could imprint
onto higher densities and seed a high amplitude MRT instability more rapidly than
that produced at vapourisation. A simple estimate of the importance of such an
effect would be to initialise low density gas near the outer boundary of a 3D Gorgon
simulation.
7.2.3 Mitigation of Electro-Thermal and Electro-Choric In-
stabilities
Tamping of the Liner Outer Edge
Electro-thermal and electro-choric instabilities may play a large role in the success
or failure of MagLIF as a source of fusion energy, as they determine the nature of late
time MRT instabilities. One method of reducing the ECI amplitude is to increase
the tamping of the expansion of the liner outer edge; this naturally occurs to some
extent due to the finite ablation velocity of vapourised material. 2D simulations
of the implosion of solid rods carried out by Peterson et al [109] predict a large
decrease in ECI growth (in the paper the ECI is included under the umbrella of the
ETI) as a result of coating the outer surface with a thin layer of dielectric. This
is resistive, so carries little current, but remains dense when the outer surface of
the rod vapourises, providing resistance to its expansion. This additional tamping
of the expansion reduces the resistivity difference between hot and cold ECI bands
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and hence reduces the instability amplitude. Experiments on Z indicated that the
amplitude of instabilities formed on the surface of magnetically compressed rods
were lower as a result of the dielectric coating, verifying Peterson et al ’s theory.
The implosion of dielectric coated liners on Z gave similar results [86], suggesting
that this could be an effective mitigation path for the MRT instability in MagLIF
implosions. Shots were done with beryllium and aluminium, with a larger improve-
ment in stability observed for aluminium. Simulation of this tamping would be
interesting to carry out using 3D Gorgon simulations, as Peterson et al only sim-
ulated in 2D, implicitly assuming full azimuthal correlation for all modes. Some
instabilities will also develop in the dielectric coating, the amount of current carried
and resulting azimuthal correlation would be interesting to investigate.
Origin of Perturbations
Another possible way to decrease late time instabilities is to reduce the perturba-
tions that cause them. An interesting question regarding the seeding of the ETI
is whether the dominant source of perturbation is surface roughness or volumetric
resistivity variations within the bulk of the liner. The fact that axial polishing of
the liner outer surface made negligible difference to the late time behaviour of the
MRT instability [86] suggests that the azimuthally correlated grooved structures
observed in the surface of polished liners do not play a major role; this is because
it is the azimuthal correlation which develops due to the ETI that is the dominant
effect.
As touched on in §2.3.8, the use of polycrystalline beryllium results in randomly
orientated grain boundaries within the bulk, with ∼40 % difference in room temper-
ature resistivity based on the orientation of each crystal with respect to the current.
These grains boundaries occur at a much coarser resolution than surface roughness,
likely to be upwards of 1.5 µm [110] so, unlike surface roughness, it would be practi-
cal to initialise such perturbations at their physical size in 3D Gorgon simulations.
The grain size can be changed physically by thermo-mechanical processing [111]; it
would therefore make sense to vary the initial perturbation in a simulation in order
to determine whether altering the grain properties of liners would improve robust-
ness to early time instabilities. The grain size is also expected to have an effect on
the yield stress; it would be interesting to investigate whether this is sufficient to
modify the ECI amplitude.
Considerations for Choice of MagLIF Liner Material
As it is impossible to remove all sources of perturbation, it seems likely that re-
gardless of the initial perturbation, a similar ETI wavelength to those previously
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observed will develop, as the ETI critical wavelength is determined only by bulk
material properties and the magnitude of the current. There is some scope for
modifying the critical ETI wavelength by using different liner materials which have
different equations of state, thermal conduction and resistivity properties. It is
unclear whether a longer or shorter ETI wavelength would reduce coupling to the
MRT instability; a shorter ETI wavelength would have the advantage of seeding
a shorter ECI and MRT wavelength, requiring a greater cascade in wavelength to
reach a damaging level; a longer ETI wavelength would have the advantage of a
slower growth rate, perhaps developing less azimuthal correlation before seeding
the ECI. A series of 3D Gorgon simulations could be initialised with a varying im-
posed ETI wavelength, allowing determination of optimum ETI wavelengths for the
minimisation of MRT amplitudes late in time.
The results of this study could provide an additional consideration for the choice
of liner material for MagLIF. Besides beryllium, the other main contender is alu-
minium, which has the disadvantage of a higher density, requiring more energy to
implode a liner of equivalent aspect ratio and radius. Aluminium, however, has the
major advantage of non-toxicity; beryllium liners require great care during the man-
ufacture, implosion and cleanup processes as beryllium dust is highly toxic [112];
for a commercial fusion power plant this would be a source of additional cost and
complexity. As MagLIF is a pulsed scheme which would require a repeat rate of
the order Hz, repeated implosion and cleanup of such a hazardous material could
pose a major challenge.
An alternative perspective is that the Z Machine provides a limited amount of
energy and can implode a limited mass; a beryllium liner can be made thicker than
the equivalent aluminium liner, and hence will be more stable. If a new, higher
energy machine was built, the liner material could be changed to aluminium while
keeping the liner radius and aspect ratio constant; this would provide the advantages
of using aluminium but without the changes to the implosion physics that would
result from a new liner radius or aspect ratio.
Reducing Temperature Dependence of Resistivity
Another way in which early time instabilities could be mitigated is by ensuring that
azimuthal correlation is not well developed when the liner outer edge vapourises.
This could be achieved by heating the liner prior to the current pulse, reducing
the length of the time between the beginning of ETI development and vapourisa-
tion, potentially providing insufficient time for the full development of azimuthal
correlation. In addition, a hot liner with high internal pressure would weaken the
effect of strength and result in a faster expansion of the liner outer edge prior to
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vapourisation, giving a lower density at vapourisation and hence a slower ablation
velocity, reducing the ECI amplitude. This may, however, also produce more low
density blow-off which, when ionised, could speed up the development of the MRT
instability. The effect of varying the initial liner temperature could be modelled
using Gorgon, and the potential benefits weighed against the practical difficulties
of increased complexity and better insulation required for the use of cryogenic DT
fuel.
7.2.4 Quasi-Isentropic Compression
The considerable impact of material strength on the MagLIF-relevant liner implo-
sions simulated in this thesis is somewhat surprising, previous literature [3] sug-
gested that strength would not persist for long enough to affect late time dynamics.
Slower liner compressions with weaker shocks are able to maintain material strength
for longer but are often simulated without the inclusion of a strength model – our
results suggest that applying our strength model to such implosions could yield
interesting results.
A modification to the MagLIF scheme using quasi-isentropic compression has
been investigated using ramp compression of hollow liners [113] [114] [115] [116] [3],
with potential advantages including a higher implosion efficiency; higher density at
stagnation; and the ability to maintain a solid liner inner edge as shown in [115] –
this reduces liner-fuel mix and provides a more effective magnetic flux compression
due to lower resistivity. These advantages are counteracted by the lengthening of
the ETI growth phase, potentially leading to a more highly correlated and higher
amplitude seed for the MRT instability. The ETI wavelength may also be affected,
as the different current rise and material behaviour would modify the instantaneous
relationships between current density, resistivity, temperature and thermal conduc-
tivity. It would therefore be interesting to carry out 3D Gorgon simulations using
a current pulse of the type used for quasi-isentropic compression to investigate the
effect on the ETI, ECI and late time MRT instability growth. We would expect
the material strength model to have an even greater effect on such simulations than
for the shocked compressions considered in this thesis, and may be important for
determining the necessary current drive parameters required to maintain a quasi-
isentropic compression.
An interesting extension would be to investigate quasi-isentropic compression
of the fuel as suggested by Weinwurm, Bland and Chittenden [93]; this potentially
allows the study of very high density and cold deuterium, which is of interest for
the study of planetary interiors and ICF. Again, it would be interesting to carry out
3D Gorgon simulations to investigate the effect of changing the current rise time
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on the ETI, ECI and MRT instabilities and the effect of material strength.
Laser preheat is a key component of the MagLIF scheme; the laser is fired when
the liner inner edge begins to move, and the sudden increase in energy launches a
compressive wave into the liner. Although we showed that for shocked compression,
the bulk of the liner no longer has strength by the time the inner edge begins to
move, for isentropic compression experiments strength is likely to persist to this
point. Stress waves launched by the preheat and potential interaction with waves
travelling radially inwards would therefore be interesting to investigate with Gorgon.
7.2.5 Smaller Scale Experiments
There are several smaller scale experiments exhibiting early time phenomena with
potential electro-thermal origins which would be interesting to simulate in 3D using
Gorgon. Awe et al [117] used a 1 MA pulsed power machine to Ohmically heat
thick aluminium rods with electro-polished surfaces. The rod surfaces were smooth
in bulk but contained randomly positioned ‘boulders’ and divots ∼1 µm in diameter
at a spacing of∼40 µm . Optical emission was observed at the time when the surface
of the rod transitioned to plasma, initially from points at a similar spacing to that of
the boulders and divots, before developing strong axially correlated filaments later
in time. This development of axial correlation may be caused by the filamentation
form of the ETI; it would be interesting to carry out 3D Gorgon simulations of this
experiment to test the model of electro-thermal and electro-choric growth.
Atoyan et al [118] applied a 1 MA current to liners with surface finishes of
varying degrees of smoothness. The current was insufficient to cause an implosion,
rather the experiment aimed to measure surface effects. Striations, visible in XUV
imaging, developed relatively independently of the liner finish and are likely to be
electro-thermal in origin. Again, this represents an experiment containing results
of early time effects that would be interesting to replicate using Gorgon.
7.2.6 High Gain MagLIF
A future iteration of the MagLIF concept is a high gain scheme [45] using an alu-
minium liner, with optimised fuel geometry allowing higher burn efficiency via
hotspot ignition. The fuel is separated into a cold, high density shell surround-
ing a low density hotspot; the aim is then for the preheat to be applied only to
the hotspot, reducing the preheat energy required and resultant thermal pressure
resisting compression. The attainment of ignition in the hotspot should be sufficient
to launch a propagating burn wave into the high density shell, producing a higher
gain than if all the fuel had to be simultaneously raised to the ignition temperature.
The high gain scheme envisages a peak current of 60-70 MA which will affect the
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development of the ETI and ECI; it would be interesting to investigate these effects
and the robustness of such a system to the MRT instability.
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