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Н. С. Антоненко  
Метою роботи є побудова моделей багатомасових електромеханічних си-
стем з застосуванням нейронних мереж, систем нечіткого висновку і гібрид-
них мереж інструментальними засобами MATLAB. Модель системи у вигляді 
нейронної мережі або системи нейро-нечіткого висновку будується на основі 
відомих вхідних сигналів і виміряних сигналів на виході системи. При проведенні 
досліджень використані методи теорії штучних нейронних мереж і методи 
технології нечіткого моделювання. 
Виконано синтез нейронної мережі для вирішення завдання ідентифікації 
електромеханічної системи із складними кінематичними зв’язками з за-
стосуванням пакету прикладних програм Neural Network Toolbox системи 
MATLAB. Розглянуто можливість вирішення задачі ідентифікації за допо-
могою нечіткої апроксимуючої системи з використанням пакету Fuzzy Logic 
Toolbox. Проведено синтез гібридні мережі, реалізованої у формі адаптивної 
систем нейро-нечіткого висновку з застосуванням редактора ANFIS. Надано 
рекомендації з вибору параметрів, що найбільш суттєво впливають на точно-
сті ідентифікації при застосуванні розглянутих методів. Показано, що вико-
ристання нейронних мереж і адаптивних систем нейро-нечіткого висновку до-
зволяє виконувати ідентифікацію систем з точністю 2-4 %. 
В результаті проведених досліджень показана ефективність застосуван-
ня нейронних мереж, систем нечіткого висновку і гібридних мереж для іден-
тифікації систем із складними кінематичними зв’язками при наявності інфор-
мації «вхід-вихід». Виконано синтез нейромережевої, нечіткої і нейро-нечіткої 
моделей двомасової електромеханічної системи з використанням сучасних про-
грамних засобів.  
Розглянутий підхід використання технологій штучного інтелекту – ней-
ронних мереж і нечіткої логіки – є перспективним напрямом для побудови від-
повідних нейромережевих і нейро-нечітких моделей технологічних об'єктів і 
систем. Результати досліджень можуть бути використані при синтезі регу-
ляторів систем із складними кінематичними зв’язками для забезпечення висо-
ких показників якості функціонування систем 
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1. Вступ
При синтезі сучасних систем управління проблема ідентифікації залиша-
ється надзвичайно важливою. Неможливо забезпечити високу якість управління 
Н
 є 
пе
ре
ви
ан
ня
м
без наявності математичної моделі, яка відображає властивості об’єктів управ-
ління з високим ступенем точності. Аналіз динамічних процесів в багатомасо-
вих електромеханічних системах представляє значні складнощі, а на практиці 
додатково ускладнюється відсутністю точних кількісних характеристик всіх 
елементів і зв’язків. Перехідні процеси в таких системах можуть мати незадові-
льні показники якості. Для ефективного управління багатомасовими електро-
механічними системами необхідно мати їх математичні моделі, що відобража-
ють властивості систем з високим ступенем точності. Однак прагнення отрима-
ти всю вичерпну інформацію для побудови точної математичної моделі склад-
ної системи може привести до втрати часу і засобів, оскільки це може бути в 
принципі неможливо. Відсутність повної інформації про умови функціонуван-
ня, властивості і параметри об'єктів і систем обумовлюють необхідність засто-
сування при управлінні адаптивного підходу, що допускає можливість викорис-
тання спрощених, зокрема, лінійних моделей. Хоча такий підхід і дозволяє в 
ряді випадків істотно зменшити апріорну невизначеність і реалізувати досить 
ефективне управління, обмеження лінійними моделями не завжди забезпечує 
отримання необхідного результату.  
Одним з перспективних напрямків побудови математичних моделей скла-
дних об’єктів і систем за вимірюваними вхідними і вихідними сигналами є за-
стосування нейромережевих технологій. При застосуванні в системах управ-
ління нейромережевих регуляторів використовуються моделі систем у вигляді 
нейронних мереж для реалізації алгоритмів управління. Застосування нейрон-
них мереж як моделей може служити альтернативою класичним методам іден-
тифікації, оскільки в цьому випадку точне знання внутрішніх процесів не є не-
обхідною умовою моделювання. 
Крім нейронних мереж в завданнях ідентифікації широкого застосування 
набули методи, засновані на теорії нечітких множин і нечіткій логіці – техноло-
гії нечіткого моделювання. Дані методи є ефективними, коли інформація про 
досліджуваний об’єкт є неповною або неточною.  
В даний час розроблені структури, що об'єднують якнайкращі властивості 
нейромережевих і нечітких методів – гібридні мережі. В них система нечіткого 
висновку представляється у вигляді нейронної мережі, яку можна навчати ме-
тодами, застосовними до нейронних мереж. Це дозволяє використовувати об-
числювальну потужність нейронних мереж в системи з нечіткою логікою, і під-
вищити інтелектуальні можливості нейронних мереж нечіткими правилами ви-
роблення рішень. 
Тому актуальні дослідження по застосуванню нейромережевих технологій 
і технології нечіткого моделювання для підвищення точності ідентифікації еле-
ктромеханічних систем із складними кінематичними зв’язками за відсутності 
повної інформації про їх структуру і параметри. 
2. Аналіз літературних даних та постановка проблеми
Як відомо, механічна частина електромеханічних систем представляє со-
бою систему взаємозв’язаних мас, що переміщуються з різними швидкостями, 
тобто є багатомасовою системою. Наявність в електромеханічних системах 
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пружних зв’язків і нелінійних елементів ускладнюють застосування класичних 
методів аналізу і синтезу систем. В [1] запропоновано методику нетрадиційного 
вибору параметрів регуляторів швидкості систем підпорядкованого регулюван-
ня. Роботи [2, 3] присвячені синтезу спостерігачів та робасних і оптимальних за 
різноманітними критеріями регуляторів, що дозволяють задовольнити різнома-
нітним вимогам, які пред'являються до роботи багатомасових електромеханіч-
них систем в різних режимах. Синтез зазначених регуляторів проводиться на 
основі математичної моделі електромеханічної системи. Однак при синтезі ре-
гуляторів використовуються спрощені моделі багатомасових систем, що приз-
водить до зниження точності регулювання. При ідентифікації реальні електро-
механічні системи замінюються еквівалентними із зосередженими масами. 
Складається математична модель еквівалентної системи і визначаються її пара-
метри. Зазначені моделі не враховують всіх факторів, що впливають на динамі-
чні процеси в багатомасових системах. Питанням підвищення точності іденти-
фікації параметрів моделей багатомасових систем присвячені роботи [4-14]. В 
[4] наведено метод ідентифікації параметрів механічної частини електромехані-
чних системи з багатьма масами і пружними зв’язками та в’язким тертям між 
ними. Проте для реалізації цього методу необхідна наявність знятих експери-
ментально тахограм всіх мас, що для реальних системи виконати дуже складно. 
В [5] представлена методика ідентифікації параметрів двомасової електромеха-
нічної системи на основі генетичних алгоритмів. Однак в результаті досліджень 
встановлено, що заснований на генетичних алгоритмах метод дозволяє іденти-
фікувати параметри з достатньою для практичних цілей точність тільки для 
спрощеної лінійної математичної моделі. В роботі [6] наводиться аналіз методів 
ідентифікації динамічних систем стосовно до електроприводів портових пере-
вантажувальних машин, які є складними електромеханічними системами, меха-
нічна частина яких містить елементи з пружними зв'язками. Проаналізовано 
особливості цих систем, що вимагають при вирішенні задач моделювання і іде-
нтифікації урахування зазорів в зубчастих передачах; пружності, що виникають 
в валах; зміна моментів інерції в зубчастих вінцях; зміна жорсткості пружних 
елементів в муфтах. Однак в роботі розглянуто алгоритми визначення парамет-
рів частотних характеристик лише окремих елементів систем, а саме: ПІ-
регулятора, електродвигуна постійного струму і тиристорного перетворювача. 
В [7] запропоновано алгоритм параметричної ідентифікації електромеханічних 
систем, математичні моделі яких визначається системою рівнянь у формі Коші. 
В якості прикладу розглянуто задачу параметричної ідентифікації асинхронної 
машини з короткозамкненим ротором по кривій перехідного процесу прямого 
пуску з заданим навантаженням. Застосування цього методу для ідентифікації 
багатомасових електромеханічних систем призведе до значних похибка, оскіль-
ки, як зазначалось, рівняння стану можуть бути записані лише для еквівалент-
ної моделі із зосередженими масами, що не враховує всіх факторів, що вплива-
ють на динамічні процеси в багатомасових системах. В [8] представлені методи 
ідентифікації параметрів багатомасової електромеханічної системи з викорис-
танням нелінійного методу найменших квадратів. Однак представлений метод 
був застосований в області параметричної ідентифікації лінійної системи з за-
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тримкою. Стаття [9] присвячена дослідженню доцільності і корисності застосу-
вання безперервного вейвлет-перетворення для оцінки параметрів моделей, та-
ких як коефіцієнти загасання і власні частоти двомасових і трьох масових елек-
тромеханічних систем. Ідентифікація з використанням безперервного вейвлет-
перетворення порівнюється з технікою перетворення Гільберта-Хуанга і оціню-
ється з точки зору точності і здатності оцінювати параметри систем. Ці методи 
є досить ефективними, але дають можливість оцінювати лише окремі парамет-
ри багатомасових систем. В [10–12] пропонуються методи визначення частот-
них характеристик дво- і трьохмасових систем з застосуванням методу Уелча. 
Проте частотні характеристики, які широко застосовуються як моделі лінійних 
динамічних об’єктів, не відображають динамічні процеси в реальних багатома-
сових електромеханічних системах. В роботах [13–16] при апроксимації влас-
тивостей двомасових [13–15] і трьохмасових [16] електромеханічних систем за-
пропоновано використовувати лінійні статистичні моделі, які добре зарекомен-
дували себе на практиці, а саме: модель авторегресії з додатковими вхідними 
сигналами (ARX-модель) і модель вихідної помилки (ОЕ-модель). Простота та-
ких моделей і можливість використовувати для перевірки їх адекватності добре 
розроблені методи аналізу частотних характеристик являються основною пере-
вагою при їх використанні. В роботах представлені методи ідентифікації пара-
метрів цих моделей. Однак застосування лінійних моделей до складних нелі-
нійних систем, якими є багатомасові електромеханічні системи, не забезпечує 
необхідну точність для цілей управління. 
Використання технологій штучного інтелекту – нейронних мереж і нечіт-
кої логіки – відкриває широкі можливості для управління складними система-
ми. Для реалізації алгоритмів управління знання точної структури і параметрів 
систем не є необхідною умовою. Модель системи у вигляді нейронної мережі 
або системи нейро-нечіткого висновку будується на основі відомих вхідних си-
гналів і виміряних сигналів на виході системи. В списку літератури наведено 
деякі роботи, присвячені ідентифікації складних технологічних процесів і сис-
тем з використанням нейронних мереж [17–26], систем нечіткого висновку [27–
35] і нейро-нечітких систем [36–41]. Однак питання синтезу нейромережевих і 
нечітких моделей електромеханічних систем із складним кінематичними 
зв’язками не розглядались.  
Проведений аналіз літературних даних дає підстави стверджувати, що 
доцільним є проведення дослідження, присвяченого ідентифікації багатомасо-
вих електромеханічних систем з використанням нейронних мереж, систем нечі-
ткого висновку і гібридних мереж.  
 
3. Мета та задачі дослідження 
Метою роботи є побудова моделей багатомасових електромеханічних сис-
тем з застосуванням нейронних мереж, систем нечіткого висновку і гібридних 
мереж за вимірюваними вхідними і вихідними сигналами інструментальними 
засобами MATLAB. Це дасть можливість підвищити точності ідентифікації 
електромеханічних систем із складними кінематичними зв’язками за відсутнос-
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ті повної інформації про їх структуру і параметри і забезпечити високу якість 
управління.  
Для досягнення поставленої мети вирішувалися наступні задачі: 
– виконати синтез нейромережевої моделі двомасової електромеханічної 
системи з використанням GUI-інтерфейсу пакету прикладних програм Neural 
Network Toolbox;  
– розробити нечітку модель двомасової електромеханічної системи, пред-
ставленої у вигляді систем нечіткого висновку з застосуванням пакету Fuzzy 
Logic Toolbox;  
– побудувати модель двомасової електромеханічної системи з викорис-
танням гібридних мереж, реалізованих у формі адаптивних систем нейро-
нечіткого висновку ANFIS. 
 
4. Синтез і дослідження нейромережевої моделі двомасової електроме-
ханічної системи 
До складу системи MATLAB входить пакет прикладних програм (ППП) 
Neural Network Toolbox, який є засобом, що допомагає користувачеві розвивати 
методи проектування і розширює область застосування нейронних мереж [42]. 
Цей пакет включає графічний інтерфейс NNTool, який є дуже зручним в вико-
ристанні і спрощує роботу з нейронними мережами.  
Синтез нейромережевих моделей складних систем з використанням 
NNTool розглянемо на прикладі створення нейронної мережі для ідентифікації 
двомасової електромеханічної системи, перехідні процеси якої мають характер 
слабо затухаючих коливань. Потім оцінимо точність отриманої нейромоделі за 
допомогою порівняння модельних значень із значеннями, отриманими шляхом 
моделювання двомасової електромеханічної системи в середовищі Simulink си-
стеми MATLAB.  
Двигун постійного струму отримує живлення від тиристорного випрямля-
ча. Вал двигуна і жорстко пов'язаних з ним елементів системи з моментом інер-
ції Jд зв’язаний з робочим механізмом з моментом інерції Jм пружним зв’язком 
з коефіцієнтом жорсткості с і коефіцієнтом в’язкого тертя β. Система управлін-
ня має внутрішній контур струму і зовнішній контур електрорушійної сили 
(ЕРС). Контур струму настроєний на модульний оптимум і з урахуванням ком-
пенсації постійної часу якірного кола двигуна за допомогою ПІ-регулятора має 
інтегратор і одну малу, що не компенсується, постійну часу Tµт. Контур ЕРС 
настроєний за симетричним критерієм.  
Система диференціальних рівнянь двомасової електромеханічної системи 
має вид: 
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де ωд(t), ωм(t) – кутові швидкості двигуна і механізму; Mд(t) – обертаючий 
момент двигуна; Mс(t) – момент статичного навантаження; Mпр(t) – момент 
пружності; P(t)=Mд(t)/dt – ривок; UзЕ(t), EзЕ(t) – напруга і ЕРС завдання; UззЕ(t) – 
напруга зворотного зв’язку по ЕРС; UiE(t) – вихідна напруга інтегратора ПІ-
регулятора ЕДС; Ta – електромеханічна постійна часу електродвигуна; kд – кое-
фіцієнт посилення двигуна; kт – коефіцієнт посилення зворотного зв’язку по 
струму; kн – коефіцієнт посилення зворотного зв’язку по напрузі; kпе, kіе, – кое-
фіцієнти підсилення пропорційної і інтегральної частин ПІ-регулятора контуру 
ЕРС. 
Перш ніж приступити до розробки нейромережевої моделі двомасової сис-
теми необхідно сформувати масиви, що містять тренувальні дані мережі. Для 
перевірки якості тренування доцільно сформувати масиви контрольних і тесто-
вих послідовностей. З цією метою може бути використана схема моделі двома-
сової системи, розроблена в Simulink (рис. 1). Сформовані за допомогою цієї 
моделі масиви потім завантажуються в робочу область NNTool.  
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Рис. 1. Модель Simulink двомасової електромеханічної системи 
 
Для побудови нейромережевої моделі динамічного об'єкту, необхідно вхі-
дну послідовність задати на основі поточного значення вхідного сигналу об'єк-
ту і ряду попередніх значень вхідного і вихідного сигналів. Порядки затримок 
по вхідному nвх і вихідному nвих сигналах заздалегідь вибираються на підставі 
апріорних знань про об'єкт ідентифікації (якщо такі є) і досвіду дослідника, а 
потім уточнюються експериментально в процесі побудови нейромоделі. Шля-
хом багатократного моделювання встановлено, що для двомасової електроме-
ханічної системи найкращий результат отримано, якщо nвх і nвих знаходяться в 
межах 1–2 і 2–5 відповідно. 
Сформуємо вхідну послідовність на основі поточного значення вхідного 
сигналу системи UзЕ(k) і вхідного сигналу, затриманого на один крок дискрет-
ності UзЕ(k–1). Використовуємо також затриманий на один крок ωм(k–1) і два 
кроки ωм(k–2) вихідний сигнал. Вихідною послідовністю є відповідні значення 
швидкості механізму ωм(k).  
Для формування затриманих сигналів використовуємо блоки Unit Delay. У 
вікні завдання параметрів блоку необхідно задати такт дискретності. При за-
вданні величини такту дискретності необхідно врахувати наступне. Якість тре-
нування нейронної мережі залежить від величини навчальної вибірки Nв і інте-
рвалу між двома послідовними моментами знімання даних, тобто такту дискре-
тності Δt. При збільшенні Δt знижується якість навчання і зростають різниці 
між помилками навчання і помилками, отриманими на контрольній і тестовій 
множинах. При значному зменшенні Δt необхідно відповідно збільшувати Nв, в 
результаті чого значно збільшується час тренування мережі, при цьому істотно-
го зниження помилки навчання мережі не спостерігається. Для кожного об’єкту 
ідентифікації величина Δt спочатку вибирається орієнтовно виходячи з наявної 
інформації про динамічні властивості об’єкта, а потім уточнюється в процесі 
моделювання. Для даного прикладу встановлено, що навчальна вибірка Nв по-
винна містити не менше 8000–1000 значень, такт дискретності Δt становити 
0,03–0,05 с. 
У схемі моделі, наведеній на рис. 1, використано два блоки To Workspase і 
To Workspase1 для запису послідовності значень входів і цілей в робочу область 
системи MATLAB. В даному випадку це сигнали UзЕ(k), UзЕ(k–1), ωм(k–1), ωм(k–
2)) і швидкість механізму ωм(k)) відповідно. У вікні завдання параметрів блоків 
слід задати такт дискретності (встановимо таке ж значення, як і для блоку Unit 
Delay, встановимо Δt=0,05 с) і формат даних, що зберігаються. Дані слід зберег-
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ти як масив, в якому число рядків визначається величиною навчальної вибірки 
Nв, а число стовпців – кількістю сигналів, що подається на вхід блоку. У даному 
прикладі масив входів містить 4 стовпці, а масив цілей – один стовпець. 
Як джерело сигналу в схемі рис. 1 використаний блок Uniform Random 
Number. У вікні завдання параметрів даного блоку слід задати мінімальний і 
максимальний рівень сигналу і інтервал ідентифікації.  
Мінімальна і максимальна величина вхідного сигналу – напруги завдання 
UзЕ(t) вибирається при синтезі системи підлеглого регулювання (в прикладі, що 
розглядається +10 В і –10 В відповідно). 
Для отримання представницької вибірки необхідно правильно задати зна-
чення інтервалу ідентифікації tі, тобто тривалість інтервалу, впродовж якого си-
гнал завдання залишається незмінним. Величина його залежить від динамічних 
характеристик системи. Як показали результати досліджень, для досягнення ви-
сокої точності ідентифікації, тренувальні дані повинні містити тільки фази при-
скорень. Значення цього параметру, як практично і всіх інших, вибирається орі-
єнтовно, а потім уточнюється в процесі моделювання. У даному прикладі зна-
чення tі слід вибирати з діапазону 3–5 с. Приймемо tі=5 с.  
Якщо у вікні Simulink моделі системи задати час моделювання 500 с і про-
моделювати систему, то масиви вхідної і вихідної послідовності міститимуть 
10001 рядок. Графіки вхідного UзЕ(t) і вихідного ωм(t) сигналів системи показа-
ні на рис. 2. При зменшенні розміру масивів, тобто величини навчальної вибір-
ки Nв, результати тренування мережі можуть бути незадовільними. Аналогічно 
формуються контрольні і тестові послідовності. Для подальшого використання 
сформовані масиви слід зберегти в двійкових МАТ-файлах командою save. 
Для того, щоб можна було використовувати отримані масиви при навчанні 
нейронної мережі, їх необхідно спочатку транспонувати. З цією метою може 
бути використаний редактор-відладчик m-файлів системи MATLAB. Транспо-
новані масиви входів містять 4 рядки, а масиви цілей – 1 рядок. Кількість стов-
пців масивів відповідає розмірам відповідних послідовностей. Послідовності 
входів і цілей завантажується в робочу область NNTool. 
Після формування тренувальних даних в основному вікні інтерфейсу 
NNTool Network/Data Manager створюємо двошарову нейронну мережу з пря-
мою передачею сигналу.  
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Рис. 2. Графіки сигналів на вході і виході системи: а – графік вхідного сигналу 
UзЕ(t); б – графік вихідного сигналу ωм(t) 
 
Одним з основних факторів, що впливають на результат ідентифікації, є 
кількість нейронів першого (прихованого) шару. Якщо кількість нейронів є не-
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достатньою, то результати тренування виявляються незадовільними. При вели-
кій кількості нейронів проявляється проблема перенавчання. Як показали дос-
лідження, для даного завдання ідентифікації оптимальне значення нейронів 
прихованого шару знаходиться в межах 8–12, при цьому помилка навчання, а 
також помилки на контрольній і тестовій множині не перевищують 2×10-2. У 
другому (вихідному) шарі кількість нейронів 1.  
Функції активації нейронів слід встановити наступні: гіперболічного тан-
генса – в першому шарі, лінійну – в другому шарі. Найбільш ефективною на-
вчальною функцією є TRAINLM, що відповідає алгоритму Левенберга-
Марквардта. 
Далі виконується ініціалізація і навчання мережі. За допомогою діалогових 
панелей інтерфейсу NNTool встановлюються: діапазони значень початкових 
даних і ініціалізація вагів мережі, імена послідовностей входу і виходу, параме-
три процедури навчання і виконується навчання мережі. Динаміка зміни поми-
лки навчання, а також перевірки на контрольній і тестовій множинах відбива-
ються у вікні, зображеному на рис. 3. 
 
 
 
Рис. 3. Вікно контролю процесу навчання 
 
Результат тренування мережі залежить від початкового значення вагів 
нейронної мережі wij. і кількості циклів навчання Nц (епох). Для досягнення 
глобального мінімуму процес навчання необхідно повторювати багато разів 
при різних початкових значеннях wij і величині Nц. У даному завданні для кож-
ного варіанту мережі (тобто кількості нейронів в першому шарі) і числі затри-
маних сигналів вибиралося декілька десятків початкових точок розрахунку. Кі-
лькість циклів навчання, після закінчення яких помилка навчання переставала 
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зменшуватися, складало 200–300, при цьому помилка навчання приблизно до-
рівнювала 2×10-2. При незадовільних результатах слід згенерувати нові трену-
вальні послідовності при інших значеннях Nв, Δt, tі і повторити процес трену-
вання мережі. 
Для наочності на рис. 4 показані графіки вхідного і вихідного сигналів 
двомасової системи, вихідного сигналу нейромережевої моделі і графік миттє-
вого значення помилки навчання мережі для перших 2001 значень вказаних си-
гналів, що відповідає часу 100 с. Як видно з рис. 4, миттєве значення похибки 
навчання не перевищує 1,5 с-1. 
 
 
 
Рис. 4. Результати тренування мережі 
 
Для перегляду структури нейронної мережі можна побудувати модель ме-
режі в Simulink. Для цього слід використати оператор gensim із зазначенням на-
зви синтезованої мережі. У вікні Simulink, що при цьому з’являється, шляхом 
активізації всіх елементів нейронної мережі і з’єднання їх між собою будується 
схема нейронної мережі (рис. 5).  
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Рис. 5. Модель нейронної мережі з прямою передачею сигналу 
 
Перевірку адекватності побудованої нейромережевої моделі виконано з 
використанням схеми, показаної на рис. 6. Схема складається з моделі двомасо-
вої електромеханічної системи і блоку Neural Network, в якому задається ім’я 
синтезованої нейромережевої моделі системи. Для завдання затриманих сигна-
лів використані блоки Unit Delay. 
 
 
 
Рис. 6. Схема Simulink для перевірки адекватності синтезованої нейромережевої 
моделі двомасової системи 
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Результати моделювання представлені на рис. 7 і рис. 8.  
 
 
 
Рис. 7. Результати тестування нейромережевої моделі: 1 – задане значення 
швидкості; 2 – швидкість на виході моделі двомасової системи; 3 – вихідна  
координата нейромережевої моделі 
 
 
 
Рис. 8. Графік помилки ідентифікації нейромережевої моделі 
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На рис. 7 приведені графіки вихідної координати системи – швидкості ме-
ханізму ωм(t). Графік 1, зображений червоною лінією, відповідає заданому зна-
ченню швидкості, графік 2, зображений синьою лінією – швидкості на виході 
моделі двомасової системи, графік 3, зображений зеленою лінією, – вихідній 
координаті побудованої нейромережевої моделі. Як бачимо, графіки 2 і 3 прак-
тично співпадають.  
На рис. 8 зображений графік різниці вказаних швидкостей ε(t), тобто графік 
помилки ідентифікації. З аналізу графіків виходить, що при зміні швидкості ме-
ханізму в межах від +140 c-1 до –140 c-1 значення ε(t) знаходиться в межах від 
+2,6 c-1 до –2,6 c-1, тобто помилка ідентифікації не перевищує 2 %.  
 
5. Синтез і дослідження нечіткої моделі двомасової електромеханічної 
системи, представленої у вигляді системи нечіткого висновку  
Розглянемо можливість вирішення задачі ідентифікації за допомогою нечі-
ткої апроксимуючої системи. Для синтезу нечіткої системи використовуємо па-
кет Fuzzy Logic Toolbox, що входить до складу MATLAB. Пакет Fuzzy Logic 
Toolbox надає можливість створення нечітких систем в графічному режимі з за-
стосуванням редактора систем нечіткого висновку (FIS редактора). 
Побудуємо нечітку систему, що відображає залежність між вхідною і вихі-
дною змінною двомасової електромеханічної системи. При побудові нечіткої 
системи, як і у випадку синтезу нейромережевої моделі, вхідну послідовність 
формуємо на основі поточного значення вхідного сигналу системи і вхідного 
сигналу, затриманого на один крок дискретності. Використовуємо також затри-
маний на один крок і два кроки вихідний сигнал. Ці дані для ряду характерних 
точок візьмемо з вище приведеного прикладу синтезу нейромережевої моделі 
двомасової системи. Точки повинні охоплювати весь діапазон зміни вхідного і 
вихідного сигналів системи. 
В редакторі FIS слід вибрати систему нечіткого висновку типу Sugeno. В 
системі повинні бути чотири входи, тому в систему з одним вхідним сигналом, 
що встановлено за умовчанням, необхідно додати ще три входи і встановити їх 
імена. Встановимо: «UzE(k)» для вхідного сигналу системи UзЕ(k); «UzE(k–1)» 
для сигналу UзЕ(k–1); «Wm(k–1)», «Wm(k–2)» для сигналів ωm(k)), ωм(k–2); 
«Wm(k)» для вихідного сигналу системи ωм(k). Структура нечіткої системи, 
сформованої у вікні FIS Editor, приведена на рис. 9. 
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Рис. 9. Структура нечіткої системи 
 
Використовуючи вікно Membership Functions Editor, задамо функції прина-
лежності змінних. Завдання і редагування функцій приналежності почнемо із 
змінної «UzE(k)» (рис. 10). Вибираємо гаусові функції приналежності, а їх кіль-
кість задамо 12 – за кількість характерних точок вхідної послідовності. Відмі-
тимо, що від коректного вибору цих точок в значній мірі залежить результат 
синтезу нечіткої моделі. Кількість функцій, їх тип і параметри заздалегідь ви-
значити не можливо, тому спочатку вони приймаються орієнтовно, а потім уто-
чнюються в процесі моделювання. Для двомасової електромеханічної системи 
їх кількість повинна бути в межах 10–15. Встановимо діапазон змінної 
«UzE(k)» від –10 до +10 (як було зазначено вище, діапазон зміни вхідного сиг-
налу визначається при розрахунку системи підлеглого регулювання). Функції 
приналежності необхідно розмістити уздовж осі абсцис таким чином, щоб ор-
динати максимумів цих функцій співпадали з зазначеними вище характерними 
точками змінної «UzE(k)». Розмах функцій, як зазначено вище, встановлюється 
орієнтовно а потім уточнюється в процесі багатократного моделювання.  
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Рис. 10. Завдання функцій приналежності змінної «UzE(k)» (UзЕ(k)) 
 
Аналогічно задамо і відредагуємо функції приналежності змінних «UzE(k–
1)», «Wm(k–2)», «Wm(k–1)». Діапазон змінних «Wm(k–2)», «Wm(k–1)» встано-
вимо від –150до +150. 
Для вихідної змінної «Wm(k)» (ωм(k)), потрібно вибрати постійні функції 
приналежності, а їх імена доцільно задавати як відповідні числові значення 
«Wm(k)», наприклад 29, 43, –19,5 і т. д. (рис. 11). 
 
 
 
Рис. 11. Завдання функцій приналежності змінної «Wm(k)» (ωм(k))  
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Використовуючи вікно редактора правил Rule Editor введемо ряд правил 
системи нечіткого висновку.  
При синтезі нечіткої системи необхідно сформувати базу правил. Кожне 
правило встановлює відповідність між функціями приналежності вхідних змін-
них і числовим значенням вихідної змінної. Кількість правил уточнюється в 
процесі моделювання. Для двомасової електромеханічної системи рекоменду-
ється сформувати 20–25 правил. Наведемо приклад формування одного з них. Із 
сформованої вхідної і вихідної послідовності, отриманої при побудові нейроме-
режевої моделі системи, візьмемо наступні значення: UзЕ(k)=–7,17; UзЕ(k–1)=–
7,17; ωм(k–1)=–61,33; ωм(k–2)=–61,59; ωм(k)=–69. Цим значенням відповідають 
наступні функції приналежності: UzE(k)→mf12, UzE(k–1)→mf12, Wm(k–
1)→mf1, Wm(k–2)→mf1, Wm(k)→–69. Після введення правило відображається у 
вікні Rule Editor і буде представляти собою наступний запис: 
 
 ( ) is 12 and ( 1) is 12 and ( 1) is 1 
and ( 2) is 1 then ( ) is 69.
 
 
if UzE k mf UzE k mf Wm k mf
Wm k mf Wm k
 
 
Аналогічно сформовано ще 23 правила. 
Після завдання правил побудову системи нечіткого висновку закінчено. 
Для перевірки точності ідентифікації використано схему Simulink, показану на 
рис. 12. Нечітка модель двомасової системи представлена у вигляді блоку Fuzzy 
Logic Controller, у вікні завдання параметрів якого задається ім'я згенерованої 
нечіткої моделі. 
 
 
 
Рис. 12. Схема Simulink для перевірки адекватності побудованої нечіткої моделі 
 
Результати моделювання представлені на рис. 13, де приведені графіки ви-
хідної координати двомасової електромеханічної системи ωм(t).  
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Рис. 13. Результати тестування нечіткої моделі: 1 – задане значення швидкості; 
2 – швидкість на виході моделі двомасової системи; 3 – вихідна координата  
нечіткої моделі 
 
Аналіз графіків (рис. 13) показує, що точність ідентифікації не велика, по-
милка ідентифікації досягає 40 %. Це пояснюється тим, що число експеримента-
льних точок невелике і параметри функцій приналежності вхідних змінних виб-
рані, скоріш за все, не оптимальним чином. Досягти високої точності ідентифі-
кації за допомогою нечіткої системи досить складно. Більш перспективним на-
прямком для вирішення задачі ідентифікації динамічних об’єктів і систем є ви-
користання нечітких моделей гібридних мереж. Це питання розглядається далі. 
 
6. Синтез і дослідження моделі двомасової електромеханічної системи з 
використанням гібридних мереж 
Розглянемо можливість застосування гібридних мереж для ідентифікації 
електромеханічних систем із складними кінематичними зв’язками. У пакеті 
Fuzzy Logic Toolbox системи MATLAB гібридні мережі реалізовані у формі 
адаптивних систем нейро-нечіткого висновку ANFIS [42].  
Спершу підготуємо навчальні, тестові і перевірочні дані. Ці дані можуть 
бути сформовані різними способами. Наведемо один з них, що дещо відрізня-
ється від способу, наведеному вище при розробці нейромережевої моделі.  
Створимо у вікні Simulink схему моделі системи (рис. 14). У схемі моделі 
використаний блок To Workspase для запису вхідного і вихідного сигналів сис-
теми (в даному випадку напруги завдання UзЕ(t) і швидкості механізму ωм(t)) у 
робочу область системи MATLAB. У вікні завдання параметрів блоку слід за-
дати ім'я масиву (наприклад Uz_Wm), в який записуватимуться дані і такт дис-
кретності. Величина такту дискретності встановлюється з тих же міркувань, що 
і при розробці нейромережевої моделі, встановимо Δt=0,05 с. Як джерело сиг-
налу в схемі рис. 14 використаний блок Uniform Random Number. У вікні за-
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вдання параметрів даного блоку слід задати такі ж параметри, що і при розробці 
нейромережевої моделі системи. 
 
 
 
Рис. 14. Схема моделі двомасової системи, що використовується для  
формування тренувальних даних мережі 
 
Задамо у вікні Simulink моделі системи час моделювання 100с і промоде-
люємо систему. Масив Uz_Wm, що містить значення вхідного і вихідного сиг-
налів системи, має два стовпці і 2001 рядків.  
Збережемо масив Uz_Wm у файлі з назвою Dat_Uz_Wm і розмістимо файл 
в папку Fuzzy_Neural_Work на диску Е. Команда save дозволяє зберегти вміст 
робочої області в двійковому МАТ-файлі, який можна потім викликати коман-
дою load. Проте для вирішення даного завдання ідентифікації це не прийнятно, 
оскільки файл початкових даних повинен бути звичайним текстовим файлом з 
розширенням .dat, тому збереження масиву треба виконувати в ASCII-форматі. 
Використовуємо надалі перші 1000 рядків масиву Uz_Wm для формування 
навчальних даних Input_Output_Training, наступні 500 рядків для формування 
тестових даних Input_Output_Testing і потім 500 рядків для формування переві-
рочних даних Input_Output_Checking.  
Як і в прикладах, розглянутих вище, вхідну послідовність формуємо на ос-
нові поточного значення вхідного сигналу системи UзЕ(k) і вхідного сигналу, 
затриманого на один крок дискретності UзЕ(k–1), а також два затриманих на 
один і два кроки вихідних сигналів, тобто ωм(k–1) і ωм(k–2) відповідно.  
Для формування масивів вказаних даних може бути використаний будь-
який текстовий редактор, наприклад редактор-відладчик m-файлів системи 
MATLAB. На рис. 15 приведений текст m-файлу Form_Inp_Outp.m формування 
масивів навчальних, тестових і перевірочних даних. Вказані масиви збережені у 
файлах з назвами Input_Output_Training.dat, Input_Output_Testing.dat і 
Input_Output_Checking.dat відповідно.  
Дані масиви містять 5 стовпців. Перші 4 стовпці відповідають значенням 
вхідних сигналів моделі (UзЕ(k), UзЕ(k–1), ωм(k–1), ωм(k–2)), а 5 стовпець – зна-
ченням вихідного сигналу ωм(k). 
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Рис. 15. Текст m-файлу формування масивів навчальних, тестових і  
перевірочних даних 
 
Далі сформовані масиви завантажуються в редактор ANFIS. При заванта-
женні навчальних даних у вікні редактора відображається графік вихідного 
ωм(t) сигналу системи для вказаних даних (рис. 16). При завантаженні тестових 
або перевірочних даних цей графік доповнюється відповідними точками. 
 
clear;clc;echo on; 
 
Dim_Uz_Wm=dlmread('E:\Fuzzy_Neural_Work\Uz_Wm.dat'); 
 
for i=1:3 
  if i==1 
     n=1; k=1000; j=1000; 
     File_Name='E:\Fuzzy_Neural_Work\Input_Output_Training.dat'; 
  elseif i==2 
      n=1001; k=1500; j=500; 
      File_Name='E:\Fuzzy_Neural_Work\Input_Output_Testing.dat'; 
  else 
      n=1501; k=2000; j=500; 
      File_Name='E:\Fuzzy_Neural_Work\Input_Output_Checking.dat'; 
  end 
      Uz_k(1:j,1)=Dim_Uz_Wm(n:k,1); 
      Uz_k_1(1,1)=0; 
      Uz_k_1(2:j,1)=Dim_Uz_Wm(n:k-1,1); 
 
      Wm_k(1:j,1)=Dim_Uz_Wm(n:k,2); 
      Wm_k_1(1,1)=0; 
      Wm_k_1(2:j,1)=Dim_Uz_Wm(n:k-1,2); 
      Wm_k_2(1:2,1)=0; 
      Wm_k_2(3:j,1)=Dim_Uz_Wm(n:k-2,2); 
 
      Dim_Input_Output=[Uz_k Uz_k_1 Wm_k_1 Wm_k_2 Wm_k]; 
 
      dlmwrite(File_Name, Dim_Input_Output, ' '); 
 end 
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Рис. 16. Графік вихідного сигналу системи  
 
Для створення гібридної мережі необхідно у відповідному вікні, що 
з’являється при натисненні на кнопку Generate FIS, задати число і тип функцій 
приналежності для вхідних і вихідної змінних. Ці параметри заздалегідь визна-
чити не можливо, тому спочатку вони приймаються орієнтовно, а потім уточ-
нюються в процесі моделювання. Для даного прикладу розробки нейро-нечіткої 
моделі двомасової електромеханічної системи задовільна точність ідентифікації 
отримана при завданні 4–6 трикутних функцій приналежності для вхідних 
змінних (на рис. 17 для наочності показана структура системи нечіткого вис-
новку з 2 функціями). Як функція приналежності вихідної змінної задана ліній-
на функція.  
Навчання нейронної мережі виконано по методу зворотного розповсю-
дження. Хід процесу навчання відображається у вікні, показаному на рис. 18. 
Кількість циклів навчання, після яких помилка навчання практично залишаєть-
ся незмінною, складає 250–350 циклів.  
Якщо зміною кількості і типу функцій приналежності задовільна точність 
ідентифікації не досягається, необхідно сформувати нові тренувальні дані і по-
вторити процес навчання. 
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Рис. 17. Структура створеної гібридної мережі 
 
 
 
Рис. 18. Графіки зміни помилок навчання і перевірки 
 
Оскільки моделлю гібридної мережі в системі MATLAB є системи нечіт-
кого виведення типу Сугено, то, за необхідності, можна виконати її корекцію і 
дослідження з використанням FIS редактора. 
За допомогою кнопки Test FIS можна виконати перевірку створеної мережі 
з виведенням графіків для навчальної, тестової і перевірочної вибірки. При 
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проведенні досліджень було побудовано вказані графіки і встановлено, що зна-
чення сигналів на виході двомасової електромеханічної системи і на виході не-
чіткої моделі гібридної мережі практично повністю співпадають. Однак в реда-
кторі ANFIS тестування виконується з використанням значень вхідних сигна-
лів, що використовувались при тренуванні мережі. Для більш точної перевірки 
результатів ідентифікації двомасової електромеханічної системи за допомогою 
гібридної мережі може бути використана схема, наведена на рис. 12, при цьому 
у вікні завдання параметрів блоку Fuzzy Logic Controller слід задати ім'я згене-
рованої системи нейро-нечіткого висновку. Результати моделювання представ-
лені на рис. 19, 20.  
 
 
 
Рис. 19. Результати перевірки нейро-нечіткої моделі: 1 – задане значення швид-
кості; 2 – швидкість на виході моделі двомасової системи; 3 – вихідна коорди-
ната нейро-нечіткої моделі 
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Рис. 20. Графік помилки ідентифікації нейро-нечіткої моделі 
 
На рис. 19 наведено графіки вихідної координати двомасової електромеха-
нічної системи ωм(t). Графік 1 відповідає заданому значенню швидкості , графік 
2 – швидкості на виході моделі двомасової системи і графік 3 – вихідній коор-
динаті синтезованої нейро-нечіткої моделі. Як бачимо, графіки 2 і 3 практично 
співпадають.  
На рис. 20 зображений графік різниці вказаних швидкостей ε(t), тобто гра-
фік помилки ідентифікації. З аналізу графіків виходить, що при зміні швидкості 
механізму в межах від +40 с-1 до –60 с-1 значення ε(t) знаходиться в межах від 
+1,5 с-1 до –1,5 с-1, тобто помилка ідентифікації не перевищує 4 %. 
 
7. Обговорення результатів дослідження синтезу нейромережевих і не-
чітких моделей багатомасогвих електромеханічних систем 
Ефективність створюваних систем управління реальними об'єктами знач-
ною мірою залежить від якості використовуваних при цьому математичних мо-
делей, які повинні найбільш повно відображати властивості досліджуваного 
об'єкта і бути зручними для реалізації алгоритмів керування. Відсутність повної 
інформації про умови функціонування, властивості об'єктів обумовлюють не-
обхідність застосування при управлінні ними адаптивного підходу, що допус-
кає можливість використання спрощених, зокрема, лінійних моделей. Проте, 
при рішенні практичних задач такий підхід може не забезпечити необхідні по-
казники якості управління, оскільки модель, яка побудована на припущенні про 
лінійність системи, може не відображати її дійсних властивостей. 
Як альтернативу класичним методам ідентифікації в цьому дослідженні 
розглянуто можливість застосування штучних нейронних мереж для ідентифі-
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кації багатомасових електромеханічних систем. Побудова математичних моде-
лей багатомасових електромеханічних систем представляє значні складнощі у 
зв’язку з відсутністю точних кількісних характеристик всіх елементів і зв’язків. 
При нейромережевій ідентифікації знання точної структури і параметрів систем 
не є необхідною умовою. Модель системи у вигляді двошарової нейронної ме-
режі прямого розповсюдження з затриманими вхідними і вихідними сигналами 
побудована на основі відомих вхідних сигналів і виміряних сигналів на виході 
системи. В результаті досліджень встановлено (рис. 7), що нейронні мережі 
можуть бути успішно застосовані для побудови моделей багатомасових елект-
ромеханічних систем. Це пояснюється тим нейромережеві моделі засновані на 
апроксимації нелінійного оператора перетворення вхідних сигналів у вихідний 
деякою системою базисних функцій. При цьому об'єкт ідентифікації представ-
ляється у вигляді нейронної мережі, що містить крім вхідного і вихідного один 
або кілька схованих шарів. Кожний із шарів складається з визначеної кількості 
нейронів, що реалізують задану базисну функцію. Задача ідентифікації зво-
диться до вибору структури мережі і її навчання на основі пред'явлення навча-
ючих пар, якими служать вимірювані значення вхідних і відповідних вихідних 
змінних. В результаті проведених досліджень, з використанням системи 
MATLAB, визначені параметри, що найбільш суттєво впливають на якість іде-
нтифікації та надані рекомендації щодо оптимального значення цих параметрів 
для досягнення найбільшої точності ідентифікації. Для нейромережевої моделі 
визначено тип нейронної мережі, кількість нейронів прихованого шару, число 
тактів затримок для вхідного і вихідного сигналів на вході нейромоделі, пара-
метри тренувальних даних. Точність ідентифікації складає 2 %. 
В роботі виконано синтез моделі двомасової електромеханічної системи з 
застосуванням методів нової сучасної технології – нечіткого моделювання. Як 
зазначалось, традиційні методи побудови моделей не приводять до задовільних 
результатів, коли початковий опис проблеми, що підлягає вирішенню, свідомо є 
неточним або неповним. Нечіткі методи спеціально орієнтовані на побудову 
моделей, що враховують неповноту і неточність початкових даних. При побу-
дові нечіткої моделі двомасової електромеханічної системи визначено структу-
ру системи нечіткого висновку, кількість і параметри функцій приналежності 
вхідних сигналів і сигналу на виході системи, кількість і зміст правил нечіткого 
висновку. Однак результати моделювання нечіткої моделі (рис. 13) показують, 
що точність ідентифікації не велика. Досягти високої точності ідентифікації за 
допомогою нечіткої системи досить складно, оскільки неможливо заздалегідь 
визначити необхідну кількість і структуру правил нечіткого висновку, а також 
оптимальні параметри функцій приналежності вхідних змінних.  
Результати досліджень показують (рис. 19), що перспективним напрямком 
для вирішення задачі ідентифікації електромеханічних систем із складними кі-
нематичними зв’язками є використання нечітких моделей гібридних мереж, ре-
алізованих у формі адаптивних систем нейро-нечіткого висновку. Це обумов-
лено тим, що гібридні мережі є структурами, які об'єднують якнайкращі влас-
тивості методів нейронних мереж і нечіткої логіки і в той же час вільні від їх 
проблем. Гібридні мережі є системи вироблення рішень, що реалізовують ідею 
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нечіткого мислення в комплексі із запозиченою від нейронних мереж здібністю 
до навчання. В роботі при синтезі моделі двомасивої електромеханічної систе-
ми у вигляді гібридної мережі визначено кількість і параметри функцій прина-
лежності для вхідних змінних, кількість циклів навчання гібридної мережі, що 
забезпечує точність ідентифікації 4 %. 
До недоліків побудови моделей багатомасових електромеханічних систем з 
застосуванням технологій нейронних мереж і нечіткого моделювання слід від-
нести наступне. Спосіб проектування нейромережевих, нечітких і нейро-
нечітких моделей ґрунтується скоріше на інтуїції, ніж на існуючих закономір-
ностях. Для нейромережевих моделей до теперішнього часу невідомий алго-
ритм розрахунку кількості шарів мережі і кількості нейронів в кожному шарі 
для конкретних застосувань. Порядки затримок по вхідному і вихідному сигна-
лах заздалегідь вибираються на підставі апріорних знань про об'єкт ідентифіка-
ції (якщо такі є) і досвіду дослідника, а потім уточнюються експериментально в 
процесі побудови нейромоделі шляхом багатократного моделювання. Це ж сто-
сується і вибору кількість і структуру правил нечіткого висновку, визначення 
параметрів функцій приналежності вхідних змінних і інших параметрів при си-
нтезі нечітких і нейро-нечітких моделей. Синтез нейромережевих, нечітких і 
нейро-нечітких моделей вимагає глибоких знань та високої кваліфікації дослід-
ника. Крім того, вибір параметрів вимагає значних затрат часу.  
Проте використання технологій нейронних мереж і нечіткої логіки відкри-
ває широкі можливості для управління складними багатомасовими системами. 
Для реалізації алгоритмів управління знання точної структури і параметрів сис-
тем не є необхідною умовою, оскільки модель системи у вигляді нейронної ме-
режі або системи нейро-нечіткого висновку будується на основі відомих вхід-
них сигналів і виміряних сигналів на виході системи. 
Доцільно продовжити дослідження по ідентифікації багатомасових елект-
ромеханічних систем з урахуванням нелінійних залежностей зовнішнього тер-
тя, зазорів в кінематичних ланках, зовнішніх збурюючих впливів, завад вимі-
рювання регульованих координат. 
Результати досліджень можуть бути використані при синтезі регуляторів 
систем із складними кінематичними зв’язками для забезпечення високих показ-
ників якості функціонування систем. 
 
8. Висновки 
1. Виконано синтез нейромережевої моделі електромеханічної системи із 
складними кінематичними зв’язками засобами інтерфейс NNTool системи 
MATLAB. Створена двошарова нейронна мережа і визначено оптимальну кіль-
кість нейронів прихованого шару (8–12 нейронів), що є основним фактором для 
забезпечення високої точності ідентифікації. Встановлено, що число тактів за-
тримок для вхідного і вихідного сигналів на вході нейромоделі повинно знахо-
дитись в межах 1–2 і 2–5 відповідно. Варіюванням параметрів тренувальних 
даних в широких межах визначено значення, що забезпечують мінімальну по-
милку навчання нейронної мережі. Кількість тренувальних даних повинна ста-
новити не менше 8000–10000, інтервал між послідовними зніманнями даних 
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0,03–0,05 с, тренувальні дані повинні містити тільки фази прискорень. Шляхом 
комп’ютерного моделювання встановлено, що помилка ідентифікації не пере-
вищує 2 %.  
2. Розглянуто можливість вирішення задачі ідентифікації систем за допо-
могою нечіткої апроксимуючої системи з використанням пакету Fuzzy Logic 
Toolbox. Визначено структуру нечіткої системи типу Sugeno з 4 вхідними сиг-
налами. Шляхом багатократного моделювання встановлено, що оптимальна кі-
лькість функцій приналежності вхідних сигналів і сигналу на виході системи 
знаходиться в межах 10–15. Сформовано базу правил нечіткого висновку. Кіль-
кість правил повинна становити 20–25. В результаті досліджень встановлено, 
що миттєва помилка ідентифікації досягає 40 %, тобто отримати високу точ-
ність ідентифікації за допомогою нечіткої системи досить складно.  
3. Виконано синтез гібридної мережі як моделі двомасової електромехані-
чної системи з застосуванням редактора ANFIS пакету Fuzzy Logic Toolbox. 
Наведено порядок формування навчальної послідовності гібридної мережі. Ви-
значено, що задовільна точність ідентифікації досягається при 4–6 трикутних 
функціях приналежності для вхідних змінних. Кількість циклів навчання, після 
яких помилка навчання практично залишається незмінною, складає 250–350. 
Помилка ідентифікації двомасової електромеханічної системи з використанням 
гібридної мережі не перевищує 4 %.  
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