This note concerns the optimal H ∞ unbiased filtering problem for linear descriptor systems. It unifies the design of reduced-order, minimal-order and full-order filters for continuous and discrete-time systems. Necessary and sufficient conditions for the solvability of the problem are obtained in terms of a set of linear matrix inequalities (LMIs). The parametrization of all H ∞ unbiased filters is presented. Application to standard systems with or without unknown inputs is given. A numerical example is given to show the applicability of the presented approach.
Introduction and problem formulation
Descriptor systems (known also as generalized, singular or differential algebraic (DA) systems) can describe a large class of systems, which are not only of theoretical interest but also have a great importance in practice. They are frequently encountered in chemical and mineral industries, in electronic and economic systems [1, 2] . The state estimation problem for descriptor systems has been the subject of several studies in the past decades. We can distinguish two approaches, the Kalman filtering approach and H ∞ approach. In the Kalman filtering, the system and the measurement noises are assumed to be Gaussian with known statistics [3] , [4] , [5] . When the noises are arbitrary signals with bounded energy, the H ∞ filtering permits to guarantee a noise attenuation level [6] .
Recently, a number of papers have appeared that deal with the H ∞ filtering for descriptor systems, see for example [7] , [8] and references therein. In all these works only full or reduced order filters were presented for the square descriptor systems. As one can see, the simultaneous state and unknown inputs estimation problems can be treated as a semi state estimation one for rectangular descriptor systems [9] , where the semi state is formed by the state and the unknown inputs to be estimated. In our knowledge, the present work is the first one presenting in an unified framework the robust H ∞ unbiased filtering for general rectangular descriptor systems. Reduced-order, minimal-order and full-order unbiased filters for continuous and discrete-time systems are presented in a compact formulation.
Consider the following descriptor system Eσx(t) = Ax(t) + Bu(t) + D 1 w(t) (1a)
y(t) = Cx(t) + D 2 w(t)
with the initial semi state x(0) = x 0 . Where σx(t) denotes theẋ(t) in the continuous case and x(t + 1) in the discrete case, x(t) ∈ IR n is the semi state vector, u(t) ∈ IR m is the known input, w(t) ∈ IR nw is the disturbance vector containing both system and measurement noise, and y(t) ∈ IR p is the measurement output. matrix E ∈ IR n 1 ×n and when n 1 = n matrix E is singular with rank E = r n. Matrices A ∈ IR n 1 ×n , B ∈ IR n 1 ×m , C ∈ IR p×n , D 1 ∈ IR n 1 ×nw and D 2 ∈ IR p×nw are real. Let Φ ∈ IR r 1 ×n 1 be a full row rank matrix such that ΦE = 0. In this case we have r 1 = n 1 − r, and from (1) we obtain Φ(Ax(t) + D 1 w(t)) = −ΦBu(t).
In the sequel we assume that.
Remark 1. Assumption 1 is equivalent to the impulsive observability, i.e rank
This condition is more general than the one ( rank E C = n) generally considered, see for example [10] , [11] .
Consider the following reduced-order filter for system (1) .
Vector ζ(t) ∈ IR q represents the state vector of the observer and x(t) ∈ IR n is the estimate of x(t). Matrices N , J, H, P , Q, and F are unknown matrices of appropriate dimensions, which must be determined.
Let T ∈ IR q×n E be a parameter matrix and define (t) = ζ(t) − T Ex(t), the error between ζ(t) and T Ex(t), then its dynamic is given by
On the other hand from (2) and the definition of (t), we have
and by the unbiasedness of the filter for w(t) = 0, the estimation error dynamic is independent of x(t) and u(t), we obtain:
In this case from (3) and (4) we obtain the following filtering error system
where
Now the problem of the unbiased optimal filter design is reduced to determine the matrices N , J, H, P , Q, F , and T such that equations (5) are satisfied and the worst case filteringerror energy over all bounded energy disturbances w(t) is minimized.
Remark 2. The filter (2) is of dimension q n equal to the dimension of the matrix parameter T . When q = n we obtain the full-order filter, for q = n − p the obtained filter is of reduced-order one, and when q = n − p − r 1 the obtained filter is of minimal-order. When n = p + r 1 , the filter is of order q = 0, in this case the filter in (2) is reduced to the static filtering : x(t) = −QΦBu(t) + F y(t), with
Optimal unbiased filtering
Before giving the solution to the optimal filtering problem, we begin by solving the constrained Sylvester equations (5) . Let R ∈ IR q×n be any full row rank matrix such that Ω =
 is of full column rank matrix. Define the following matrices:
, and T = T − ΨΦ, where Ψ is an arbitrary matrix. The solution to (5) is given by the following lemma Lemma 1. Under assumption 1, the general solution to (5) is given by
and
and Y 2 arbitrary matrices of appropriate dimensions.
Proof. By using the definition of T we can see that equations (5a) and (5c) can be written as
where we have used the fact that ΦE = 0. Now the necessary and sufficient condition for (11) to have a solution is
On the other hand, from the definition of matrix Ω and Γ, since rank Γ R = rank Γ, condition (12) is equivalent to the existence of a parameter matrix K such that
In this case the general solution to (13) is given by
where Z 1 is an arbitrary matrix of appropriate dimension. Iserting (14) into (11) leads to
which has a solution, since Ω is of full column rank, given by
where Y 1 and Y 2 are arbitrary matrices of appropriate dimensions.
Substituting the values of T and K in these equation leads to
From (17) we also have
which proves the lemma.
• Now, by inserting the obtained values in (20) into the expressions of M and Q F we obtain M =
, where Z is an arbitrary matrix of appropriate dimension.
Then we obtain the following expressions for T , K, N and
These equations lead to the following values for M and
, then equation (6) can be written as
When matrix E is of full row rank we have Φ = 0 and the above results can be applied by taking Ψ = 0 and Q = 0. This case leads to the following filter
and the following matrices, Γ = E C , Ω = R C are of full column rank matrices. Equation (24) becomes
Optimal H ∞ filtering for the continuous time case
In this section we present a method for designing an unbiased H ∞ filter for the continuous system described by (1) , where σx(t) = dx/dt. This problem is reduced to find the parameter matrices Y = Z Y 1 and Y 2 such that the worst estimation error energy e L 2 is minimum for all bounded energy disturbance w(t), this is equivalent to find these parameter matrices such that min sup
realized. This problem is equivalent to min T we ∞ , where T we is the transfer function from w(t) to the estimation error e(t). Here we shall design a γ-suboptimal filter such that T we ∞ < γ, where γ is a given positive scalar. The solution to this problem is given by the following theorem.
Theorem 1. Under assumption 1, there exists a continuous unbiased filter (2) such that the filtering error system in (25) is stable and T we ∞ < γ, if and only if there exist a matrix X = X T > 0 and a matrix Y 2 satisfying the following LMIs.
In this case, all matrices Y are parametrized as follows
Proof. The bounded real lemma [12] guarantees that the filter error (25) is stable and the H ∞ -norm bound T we ∞ < γ if and only if there exists a matrix X such that
Applying the Schur lemma we obtain
By inserting the values of N , P , M and Q F in this inequality, we obtain
which can be written as
The solvability conditions of (35) are
Condition (36a) is equivalent to (29), since G ⊥ = 0 I 0 0 0 I and condition (36b) is exactly (28).
From [12] , if these conditions are satisfied, all parameters Y that provide unbiased γ-suboptimal H ∞ filters are parametrized as in (30)-(31).
• 
where Ω Y = XY. Then by computing the solution of the LMI (37) with respect to Ω Y , Y 2 and X = X T > 0, we obtain the parameter matrix Y from Y = X −1 Ω Y .
Optimal H ∞ filtering for the discrete-time case
In this section we present the unbiased H ∞ filter design for discrete-time systems described by (1), where σx(t) = x(t + 1). From the above results, as in the continuous-time case this problem is reduced to find the parameter matrix Y solving min sup
e l 2 w l 2 . This problem is equivalent to min T we ∞ , where T we is the transfer function from w(t) to the estimation error e(t). The solution to this problem is given by the following theorem Theorem 2. Under assumption 1, there exists a discrete-time unbiased filter (2) such that the discretetime filtering error system in (25) is stable and T we ∞ < γ if and only if there exist a matrix X = X T > 0 and a matrix Y 2 such that
In this case all the solution matrices Y are parametrized as follows
, and where L is an arbitrary matrix such that L < 1.
Proof. From the discrete-time bounded real lemma [12] the discrete-time filter error (25) is stable and T we ∞ < γ if and only if there exists a matrix X = X T > 0 such that
By inserting the values of N , P , M and Q F in this inequality, we obtain the following inequality:
The solvability conditions of (43) areΛ
0. By applying the schur complement to this LMI we obtain (39). On the other hand by using the Schur complement, condition (44a) can be written as
, which is equivalent to (38). The parametrized solution can be obtained from [12] .
• Remark 5. The solution of the LMI (42) can also be obtained as follows. This LMI can be writen as
By inserting the values of N , P ,Q F and M in this inequality, we obtain
where 
2) Solve the LMIs (28)- (29) for the continuous case, or the LMIs (38)-(39) for the discrete case, to obtain matrices Y and Y 2 .
3) Compute matrices T and K given by (21)- (22). Then deduce the parameter matrices Ψ, J, Q and F from (20) and deduce T = T + ΨΦ. Then calculate the filter matrices N given by (23), H given by (5b) and P given by (19).
Particular cases
In this section we show how the presented results can be used to design a full-order, reduced-order, and minimal-order filters for descriptor systems and for standard systems with or without unknown inputs.
Descriptor systems 2.3.1.1 minimal order filter
Let Φ ∈ IR r 1 ×n 1 be a full row rank matrix such that ΦE = 0, with rank Φ = r 1 = n 1 − r = rank ΦA.
Then the dimension of the minimal order observer is q = n − r 1 − p , in this case matrix Ω =
. For this case, we obtain C 1 = 0, Q 2 = 0 and from (19), (23) and (24) we have P = P 1 , N = A 1 − ZB 1 , and
. It follows that M = α − Zβ 1 and Q F = Q 1 , then equation (25) can be written as
The design of the filter is reduced to the determination of the parameter matrix Z and can be obtained from the solutions given in theorem 1 for the continuous case and from theorem 2 for the discrete-time case. The filter matrices can be obtained by following step 2 and step 3 of Algorithm 1 presented in the precedent section.
Reduced-order observers
This case corresponds to the full state estimation using a filter of order n − p. It can be obtained when Φ = 0, in this case assumption1 becomes rank E C = n. It corresponds to Γ = E C and Ω = R C nonsingular, then Ω + = Ω −1 . The reduced-order filter design can be obtained as in the case of minimal order presented above in section a.
Full order observers
This case corresponds to the estimation of the full state by using a full-order filter. It corresponds to q = n and matrix R = I n , then we have, under assumption1 , i.e rank Γ = n, with Γ =
, and P = I n . Where Λ 1 = Γ + I n 1 0 ,
As in the above cases, the full order design can be obtained from step 2 and step 3 of Algorithm 1.
Standard systems
This case corresponds to E = I, then we have Φ = 0, Γ = I C , T = T , and Ω = R C . In the sequel we shal present only the full order case, the reduced order case (which is also the minimal order) corresponds to Ω non singular and can be obtained from the minimal case presented for descriptor systems in the above section a.
Full order filter
This case corresponds to the dimension of the filter q = n. The value of matrix R is R = I n and we have Γ = Ω = I C . It follows that Ω + = Γ + = I 0 . From the results of section II we have Λ 1 = I, A 1 = A,
be the partitions of matrices Z, Y 1 and Y 2 respectively according to the partitions ofB 1 , Q 2 , and β 1 then we have
and Y 1 = Z 2 Y 12 , then equation (6) becomes
The design of the filter is reduced to the determination of the parameter matrices Z 2 , Y 22 and Y 12 .
The filter matrices be obtained by following step 2 and step 3 of Algorithm 1 presented in the precedent section.
Remark 6. From the above results, for Y 22 = 0 and Z 2 = 0, the filter (2) becomes
and the dynamic error (6) becomes
Now, let us consider the results of [6] for the full-order unbiased filtering, with the notations of [6] for L = I, the filter can be written as σ x(t) = H x(t) + Jy(t)
with H = A − JC and J = Z, and the dynamic error
with e(t) = x(t) − x(t) which corresponds to our equations (47) and (48), where e(t) = x(t) − x(t). In this case the LMIs (28)- (29) and (38)-(39) become exactly those obtained by [6] for L = I.
State and unknown inputs estimation
For simplicity we only present the standard discrete-time case, where the unknown inputs affects only the state equation, the general case where the unknown inputs are present in the measurements can be studied directly from this case. Let us consider the following discrete time systems with unknwon inputs
Where x(t) ∈ IR n is the state vector, u(t) ∈ IR m is the vector of the known inputs, d(t) ∈ IR d is the vector of the unknown inputs and w(t) ∈ IR nw represents the disturbance vector. MatricesĀ, B, C, D 1 and D 1 are of appropriate dimensions andF ∈ IR n×d , without lost of generality we assume thatF is of full column rank, i.e rankF = d. This system can be written in a singular system form as
, A = Ā 0 , C = C 0 . Now, since E is of full row rank see Remark 3, matrix Φ = 0 and Γ reduces to Γ = E C , the condition rank Γ = (n + d) is equivalent to rankCF = rankF , which is the condition generally adopted for the unknown inputs observers, see [13] for example. This can be seen from rank
We shall consider the full-order case, i.e q = n + d, the reduced-order case q = n + d − p can be obtained by using the results presented in section C-1. First, one can see that 
Numerical example
This example concerns a square descriptor system presented in [7] and described by system (1) Here we have rank E = 2, in this case matrices φ = −2 1 −2 , and ΦA = −5 −10 −5 . It is easy to see that, in this case the minimal order is q = n − p − r 1 = 0, it means that we can estimate de full state only from the measurements and the static equation described by ΦA, see Remark 2, in this case we obtain γ optimal given by γ = Q F = σ max (Q F 
Conclusion
In this note, we have presented the H ∞ unbiased filtering for linear descriptor systems. The obtained results unify the filtering design of full, reduced and minimal orders for continuous and discrete-time systems. Necessary and sufficient conditions for the existence of these filters have been derived in terms of a set of LMIs. The parametrization of all H ∞ unbiased filters has been given.
