Abstract. We extend the sharp version of the Chabauty-Coleman bound on the number of rational points on a curve of genus g ≥ 2 to the case of bad reduction.
Introduction
Let K be a number field and X/K be a curve (i.e. a smooth geometrically integral 1-dimensional variety) of genus g ≥ 2, and let p denote a prime which is unramified in K. Faltings' [Fal86], Vojta's [Voj91] , and Bombieri's [Bom90] proofs of the Mordell Conjecture tell us that X(K) is finite, but all known proofs of the Mordell Conjecture are ineffective, providing no assistance in determining X(K) explicitly for a specific curve. Chabauty [Cha41] , building on an idea of Skolem [Sko34] , gave a proof of the Mordell Conjecture when the rank r of the Jacobian of X is strictly less than the genus g. Coleman later realized that Chabauty's proof could be modified to get an explicit upper bound for #X(K). The charm of this theorem is that it allows one to occasionally compute X(K); see [Gra94] for the first such example and Section 5 for two others. One can write out weaker, but still explicit (in terms of g and p), bounds when p ≤ 2g or when p ramifies in K (see any of [Col85] , [Sto06] , or [LT02] ). In [LT02] , the authors ask if one can refine Coleman's bound when rank is small (i.e. r ≤ g − 2). Stoll proved that by choosing, for each residue class, the 'best' differential one can indeed refine the bound. 
Let X be a minimal regular proper model of X at p and denote by X sm p the smooth locus of X p . In another direction, McCallum and Poonen use intersection theory on X to derive Coleman's bound when p is a prime of bad reduction. Lorenzini and Tucker gave an earlier, alternative proof which avoids intersection theory. 
The structure of the paper is as follows. In Section 2 we review the method of Chabauty and Coleman. In Section 3 we present the main argument used to bound #X(K). In Section 4 we prove a technical proposition, necessary for the main argument, which generalizes Clifford's theorem about special divisors on curves to the case of non-reduced, reducible curves. Finally, in Section 5 we give two examples where the refined bound can be used to determine X(K).
The Method of Chabauty and Coleman
In this section we recall the method of Chabauty and Coleman. See [MP07] for many references and a more detailed account.
Let K be a number field with valuation v normalized so that the value group is Z. Fix a prime p and a prime p of K above p. For a scheme Y over K, let Y p be the extension of scalars Y × K K p . For any scheme Y let Y sm be its smooth locus. Let X be a smooth projective geometrically integral curve of genus g ≥ 2 over K with Jacobian J; let r = rank J(K). Suppose that there exists a rational point P ∈ X(K) (otherwise the conclusion of Theorem 1.4 is trivially true) and let ι : X → J be the embedding given by Q → [Q − P ].
2.1. Models and Residue Classes. Let X be a proper regular model of X p over O Kp and denote its special fiber by X p .
Since X is proper, the valuative criterion gives a reduction map
Alternatively, r is given by smearing any K p -point of X p to a O Kp -point of X and then intersecting with the special fiber X p ; i.e. r(P ) = {P } ∩ X p . Since X is regular, the image is
we define the residue class D e Q to be the preimage r −1 Q of Q under the reduction map (2.2).
by t ∈ K × p so that its reduction ω to the component of X p containing Q is non-zero. We define 
Q is a uniformizer. Then the following are true.
] which enjoys the following properties:
The starting point of Chabauty's method is the following proposition.
2.3. Newton Polygons. We now will use Newton polygons bound the number of zeroes of I ω,Q (t) with t ∈ pO Kp . Following [Sto06, Section 6], we let e = v(p) be the absolute ramification index of K p and make the following definitions.
Definition 2.7. We set
The key proposition is [Sto06, Proposition 6 .3] where a Newton polygon argument gives the following bound.
Proposition 2.8. We have the bound
Furthermore, suppose e < p−1. Then δ(v, n) ≤ e ⌊n/(p−e−1)⌋. In particular, if p > n+e+1, then δ(v, n) = 0.
Bounding #X(K)
We bound #X(K) as follows.
For nonzero ω ∈ V p (see Definition 2.6) summing the bound of Proposition 2.8 over the residue classes of each smooth point gives
To use this we need to bound
As in the good reduction case of [Col85] , Riemann-Roch gives, for a fixed ω, the preliminary bound
If p > 2g + e − 1, then in particular p > n(ω, Q) + e + 1 for every Q and Proposition 2.8 reveals that δ(v, n(ω, Q)) = 0, recovering the bound of Theorem 1.3 [Sto06] is to use a different differential ω e Q for each residue class to get a better bound. Stoll does this for the good reduction case [Sto06, Theorem 6.4 ] and what prevents his method from working in generality is that the reduction map (3.1)
is well behaved only when X is smooth. The main content of this paper is that if one replaces the sheaf of differentials with the canonical sheaf then one can recover Stoll's argument 3.1. Main argument. For a map f : X → Y we denote by ω f the relative dualizing sheaf. Recall the setup of (2.1). Here we describe the appropriate generalization of the above reduction map (3.1). 
Now let V = V p (see Definition 2.6), and for any Q ∈ X sm p (F p ) let n e Q := min n ω, Q ω ∈ V . Then Proposition 2.8 becomes
We accordingly set
and since n e Q = deg D, the goal is to bound deg D. 
where ω π is the relative dualizing sheaf of π and p a is the arithmetic genus of C. See Definition 4.3 for the definition of special.
Indeed, let div ω be the canonical divisor associated to ω and let H ω be the horizonal component of the closure of div ω in X . Then
and as
By Nakayama's lemma, Remark 3.6. For C smooth, f (r) = 2r if and only if C is hyperelliptic, and one can often carve a better bound out of the geometry of C; see [Sto06, Section 3]. It would be interesting to understand when f (r) < 2r in the case that C is not smooth; for instance a smooth genus 3 plane quartic C with rank J C = 1 and smooth special fiber has f (r) = 1, but if the special fiber of its regular proper minimal model is irreducible with an ordinary double point (so that its normalization has genus 2 and is thus hyperelliptic), then f (r) = 2r.
Clifford's theorem for Singular Curves
Here we prove Lemma 3.5. The key point is to generalize Clifford's theorem [Har77, Chapter IV, Theorem 5.4] to singular curves. To this end, let k denote a field and define a curve to be a geometrically connected projective algebraic variety over k whose irreducible components are of dimension 1. Throughout fix a curve C over k. 
Proof. Since Supp D ∪ Supp D ′ ⊂ Supp E ⊂ C sm the result follows from the analogous result for Weil Divisors.
Definition 4.5. For a vector space V define P(V ) to be the projective space
For a Cartier divisor D define the complete linear system |D| by
Lemma 4.6. Let D and D ′ be effective Cartier divisors on a curve C defined over a field k.
Proof. The bilinear map
induces a rational map of varieties
, so extends to a rational map). We claim that
By definition this means that f f ′ = c for some non-zero constant c ∈ k. We conclude that f and f ′ are meromorphic; in particular they define an equivalence of Cartier divisors D ∼ E and D ′ ∼ E ′ The claim follows from Lemma 4.4. Finally,
where the first equality is [Har77, Exercise II.3.22(b)].
Remark 4.7. In contrast to [Har77, Chapter IV, Theorem 5.4], the map φ may not be finite to one. For example, let X be the projective closure of Y = Spec k[x, y]/(xy) inside of P 2 and denote the points at infinity of the x and y axes by ∞ x and ∞ y . The effective Cartier divisor D = {(X, x 2 + y 2 )} + 2∞ x + 2∞ y can be written as the sum of two effective
Cartier divisors in infinitely many ways. Indeed, for λ ∈ k × , let D λ be the Cartier divisor
Remark 4.8. Similarly, φ may not be defined everywhere. Let X be as in Remark 4.7 and denote the closures of the x and y axes by X x and X y . Define meromorphic functions f x ∈ |∞ x | as the identity on X x and 0 on X y and f y ∈ |∞ y | as the identity on X y and zero on X x . Then the map |∞ x | × |∞ y | |∞ x + ∞ y | is not defined at the pair (f x , f y ) since f x f y = 0. gives the result.
We conclude with the proof of Lemma 3.5.
Proof of Lemma 3.5. We have
and simplifying gives the result.
Examples
Example 5.1. Here we give an example of a hyperelliptic curve with bad reduction where the refined bound of Theorem 1.4 is sharp. Let X be the smooth genus 3 hyperelliptic curve with affine piece −2 · 11 · 19 · 173 · y 2 = (x − 50)(x − 9)(x − 3)(x + 13)(x 3 + 2x 2 + 3x + 4).
This curve has bad reduction at the prime 5 and its regular proper minimal model X over Z p is given by the same equation as the above Weierstrass model. A descent calculation using Magma's TwoSelmerGroup function shows that its Jacobian has rank 1. A point count reveals that #X(Q) ≥ 7 and X sm 5 (F 5 ) = 5. Theorem 1.4 reads 7 ≤ #X(Q) ≤ #X sm 5 (F 5 ) + 2 = 7, which determines X(Q).
Let J be the Jacobian of X. Then J is absolutely simple. Indeed, J has good reduction at 13, and for i ∈ {1, . . . 30} a computation reveals that the characteristic polynomial of Frobenius for J F 13 i is irreducible. By an argument analogous to [PS97, Proposition 14.4] we conclude that J F 13 (and hence J) is absolutely simple.
One can check that 5 is the only prime at which the Chabauty-Coleman bound is sharp. Thus, one can use neither a map to a curve of smaller genus nor the Chabuaty-Coleman bound at a prime of good reduction to determine X(Q).
Example 5.2. In this example the Chabauty-Coleman bound is not sharp but allows one to determine X(Q) anyways. Let X be the smooth plane quartic given by q(x 2 , y 2 , z 2 ) = 7x 4 + 3x 2 y 2 + 3y 4 + x 2 z 2 − 9y 2 z 2 − 5z 4 = 0.
Its Jacobian is isogenous to the three elliptic curves given by E 1 : q(x, y 2 , z 2 ) = 0, E 2 : q(x 2 , y, z 2 ) = 0, E 3 : q(x 2 , y 2 , z) = 0.
They have ranks 1, 0, and 0. The model X /Z 5 given by q has a regular singularity at (0, 0, 1) and is smooth everywhere else and thus is the regular proper minimal model of X at 5. A quick check reveals that #X(Q) ≥ 4 and #X The fixed points of each automorphism are not defined over Q. Thus if a residue class has more than one Q-point, then all four residue classes do, and so 4|#X(Q). We conclude that #X(Q) = 4.
