The direct optical band gap of semiconductors is traditionally measured by extrapolating the linear region of the square of the absorption curve to the x-axis, and a variation of this method, developed by Tauc, has also been widely used. The application of the Tauc method to crystalline materials is rooted in misconception-and traditional linear extrapolation methods are inappropriate for use on degenerate semiconductors, where the occupation of conduction band energy states cannot be ignored. A new method is proposed for extracting a direct optical band gap from absorption spectra of degeneratelydoped bulk semiconductors. This method was applied to pseudo-absorption spectra of Sn-doped In 2 O 3 (ITO)-converted from diffuse-reflectance measurements on bulk specimens. The results of this analysis were corroborated by room-temperature photoluminescence excitation measurements, which yielded values of optical band gap and Burstein-Moss shift that are consistent with previous studies on In 2 O 3 single crystals and thin films.
Introduction
Accurate determination of a material's optical band gap (E g ) is critical in predicting applicability and performance in optoelectronic devices. The most widely utilized techniques for E g measurement involve absorption-based spectroscopic techniques, such as transmission measurements on thin films [1] [2] [3] [4] or diffuse-reflectance (DR) measurements on bulk specimens [5, 6] . Such techniques are preferable for bulk property measurement because they avoid the confounding of bulk properties by surface effects, owing to the large penetration depths of photons in the energy range of the band gaps of most semiconductors. Higher-energy photoelectron spectroscopy measurements, on the other hand, are limited by the relatively short photoelectron inelastic mean free paths, which are on the order of a few nanometers [7] [8] [9] .
In determining the optical band gap of a degenerately-doped semiconductor, several band-altering effects must be taken into account. Fundamental band gap renormalization (ΔE g RN ) results in a narrowing of the fundamental band gap, owing to doping-induced electron-electron and electron-impurity scattering [10] , whereas the Burstein-Moss shift (ΔE g BM ) has an opposing effect on E g [11] . The combination of these factors necessitates distinguishing nomenclature when referring to the fundamental band gap of an undoped semiconductor (E g0 ), the renormalized fundamental band gap of a doped semiconductor ( = +Δ W E E g g RN 0
), and the optical band gap (
).
Traditional methods
The generally accepted practice in the experimental determination of E g from bulk specimens is to first convert DR spectra to pseudo-absorption spectra F(R) via the Kubelka-Munk transformation [12] :
where R is the reflectance of an infinitely thick specimen, and K and S are the absorption and scattering coefficients, respectively. The scattering coefficients of most materials are relatively invariant along the visible range of the optical spectrum, so S can be treated as a constant; thus, F(R) can be treated as a pseudo-absorption function.
processes. The right side of Eq. (2) must therefore be scaled by the probability of these processes-which are obtained through BoseEinstein statistics-but a similar linear relation persists. E g is then found as the extrapolated x-intercept of the linear region of the plot of [ ( )] γ F R 1/ vs. ν h , as shown in Fig. 1(a) . Another widely-used practice is to utilize the Tauc equation [14] [15] [16] , which is essentially equivalent to Eq. (2), but with α being replaced by α ν h [17] [18] [19] . However, the use of the Tauc method to calculate the band gap in crystalline/polycrystalline materials is subject to scrutiny; the relation derived by Tauc [19] (and separately by Davis and Mott [20] ) was intended for use with amorphous materials, using the assumption that amorphous materials contain a localization of energy states (an element of disorder is in fact present in polycrystalline materials, though the extent of this disorder is far greater in amorphous semiconductors than in their polycrystalline counterparts). All derivations also assumed that transitions need not conserve momentum-an assumption that would not necessarily hold in a polycrystalline semiconductor with a direct band gap.
Other extrapolation-based methods make use of different proportionalities relating photon energy and the band gap. The Sokolov gap, for example, assumes band linearity-as opposed to the parabolicity assumed by Tauc-resulting in a proportionality identical to that of the Tauc equation, but with a cube root relation. The Cody gap, on the other hand, assumes an unchanging dipole matrix element with photon energy, resulting in a proportionality of α ν h / [21] . Additionally, optical gaps of amorphous materials have also been defined by utilizing the photon energy correspong to a pre-specified absorption coefficient (commonly 10 3 or 10 4 cm À 1 ). However, like the Tauc method, these relations were all developed under the assumption of energy state localization. A more subtle complication in the extraction of an E g value from absorption spectra involves the convolution of the measurement by the broadening of initial (i) and final (f) states of the generated electron-hole pair from optical absorption (a result of time-dependent perturbation theory) [22] , which is accounted for by the broadening time constant τ in
where R is the transition rate between the initial and final states, P is the probability that the state is occupied, and
. E g calculations based on misconceptions or misinterpretations can lead to inaccurate measurements and therefore misleading conclusions. The objective of this work is to establish a more accurate method in determining E g from DR (or absorption) measurements in bulk polycrystalline direct band gap semiconductors.
Proposed methods
Assuming interband transitions between a filled parabolic valence band and a partially-filled parabolic conduction band, Eq. (3) can be re-written as [23] 
Γis an energy broadening term equal to τ / , P c is the occupation probability of conduction band states (a Fermi-Dirac distribution), and * m vc is the reduced effective mass of charge carriers. If the Fermi level is sufficiently lower than the conduction band minimum, as is the case in a non-degenerate semiconductor, then Eq. (4) can be simplified and solved analytically, assuming
Squaring Eq. (7) and taking a Laurent series expansion at large values of ν h yields, to first order,
Such a derivation indicates that, in the case of non-degenerate semiconductors, the approach implied from Eq. (2) remained valid.
However, to estimate Γ and to better account for baseline intensity, Eq. (7) should be fit to the absorption spectrum.
In the case of a degenerate semiconductor, the approximations used for Eq. (7) cannot be made. However, if a sharply-peaked Lorentzian term in Eq. (4) is assumed (relatively small Γ), then the relation for photon absorption involving transitions to a partially occupied conduction band can be simplified to [23] α π
Thus, the extrapolated x-intercept of an α vs. ν
Contrast this with the linear relationship between α 2 and ν h that results from direct transitions to an empty band [Eq. (8) 
An extrapolation of the linear region of the α 2 vs. ν h plot to the x-axis would therefore yield Γ − π E g 4 . Thus, the two extrapolated x-intercepts can be combined to empirically determine E g by the process illustrated in Fig. 1(b) . This procedure is analogous to the methods described in Section 1.1, with the notable difference being the adjustment for the energy broadening term Γ. As is evident from Fig. 1(b) , a standard linear Fig. 1. (a) The traditional method of obtaining E g from the extrapolated x-intercept from the linear region of the α 2 vs. ν h curve, as is applicable for non-degenerate semiconductors. In (b), as derived in the text, the difference between the two extrapolated x-intercepts (from both the α and α 2 curves) is added to the one from the α 2 vs. ν h curve to obtain the proper value of E g for a degenerate semiconductor.
extrapolation method informed by Eq. (2) would underestimate the optical band gap by πΓ/4. An important note is that, because the linear approximations in Eqs. (10) and (11) apply only around ν = h E g , the results must be checked for self-consistency. Again, to better account for baseline absorption, a more accurate measurement of E g can be made by fitting Eq. (9) to the absorption spectrum. In this case, E g would correspond to the photon energy at the inflection point of the α vs. ν h curve. This is also the result derived by Gibbs et al. for narrow band gap thermoelectric materials via computation of the Fermi distribution around the absorption edge [5] .
To demonstrate the viability of the above methodology in determining its E g , Sn-doped In 2 O 3 (ITO) was used as the experimental test case-chosen for its widespread applicability in optoelectronic devices [3, 24, 25] as well as for its wide band gap and amenability to degenerate doping [26] [27] [28] . Additionally, the optical absorption characteristics of In 2 O 3 can be modeled by direct allowed interband transitions, rendering Eq. (3) applicable to the material. The nature of optical transitions in In 2 O 3 has been subject of some contention [29] [30] [31] [32] ; however, it can be reconciled through evidence in previous studies. Absorption measurements on single-crystal In 2 O 3 have shown a weak dependence of α on temperature [31] , suggesting optical transitions are not phononassisted. Though direct optical transitions in In 2 O 3 have been shown to be dipole-forbidden at the Γ point [32] , calculations on similar direct band gap oxides have demonstrated a significant increase in direct transition probability as the k-vector is shifted off-center [33] . The Burstein-Moss shift-which involves the filling of the lowest-energy conduction band states at the Γ point-further necessitates that the final energy states in optical excitations be offset from Γ [1] . These factors suggests that the dipole-allowed off-center direct transitions are the most probable in ITO, and are therefore responsible for the optical behavior in the material.
Experimental

Solid-state synthesis
Bulk ceramic samples (∼2 g) were synthesized from initial oxide powders of In 2 O 3 (99.994%; Alfa Aesar, Ward Hill, MA) and SnO 2 (99.99%; Sigma Aldrich) by the procedure described in detail in Ref. [28] . The In 2 O 3 specimen was sintered at 1250°C for 24 h and subsequently annealed at 750°C for 4 h-to avoid auto-reduction at elevated temperature-before being cooled to room temperature at 5°C/min. The ITO specimen, which was maximally-doped with 2 mol% SnO 2 [28] , was sintered at 1350°C for 72 h before being quenched in air to maximize the electron concentration. Phase purity was confirmed by X-ray diffraction using a Rigaku DMAX diffractometer (Rigaku Corporation, Tokyo, Japan).
To ensure degeneracy of the ITO specimen, room-temperature conductivity (s) measurements were performed on both the ITO and the reference In 2 O 3 samples by methods described in detail by Hong et al. [34] . Geometry corrections to the conductivity were performed as outlined by Smits et al. for a pellet in four-probe configuration [35] , and porosity corrections were calculated by the Bruggeman symmetric model [36] , where pores were assumed to be an insulating secondary phase. The conductivities of the two materials were found to be 4380 and 10 S/cm for ITO and In 2 O 3 , respectively, confirming the doping nature of the specimens.
Diffuse-reflectance
DR was measured using a Lambda 1050 UV/Vis/NIR spectrophotometer with an integrating sphere attachment (Perkin-Elmer, Oak Brook, IL). Spectra were taken from 250 to 800 nm with baselines of 0% R and 100% R taken using pressed polytetrafluoroethylene powder compacts. The DR spectra were converted by the Kubelka-Munk transformation to generate pseudo-absorption spectra. These were then analyzed by the linear extrapolation methods illustrated in Fig. 1 -as well as by fitting Eqs. (7) (to the In 2 O 3 data) or (9) (to the ITO data) to obtain E g values, where the absorption behavior is modeled by allowed direct transitions.
Photoluminescence
To corroborate the DR measurements, photoluminescence excitation (PLE) measurements of the bulk ITO specimen were taken at room temperature. Relaxation from E g to W results in peak PL emission at the W energy after excitation by an incident photon energy corresponding to the E g energy [39, 40] . Furthermore, since excitons can be assumed to be unbound at room temperature, excitonic effects on emission can be disregarded [41] . Using a Horiba Fluorolog 3 (Horiba Scientific, Edison, NJ), the wavelength of the excitation beam was ranged from 310 to 394 nm by 2 nm intervals, and emission spectra were collected from 400 to 520 nm in 0.265 nm intervals. To reduce the effect of noise on the PLE data, second-order Savitzky-Golay smoothing [42] was used to determine the emission and excitation values corresponding to the maximum emission intensity.
Results and discussion
The DR measurements (Fig. 2) reveal a fundamental band gap of 2.95(1) eV in undoped In 2 O 3 , which is in close agreement with photoelectron spectroscopy studies on single crystals that indicate a band gap of 2.93 eV [43] . An E g of 3.38(1) was obtained by fitting Eq. (9) to the pseudo-absorption spectrum in ITO. This value is notably lower than the values of ∼4 eV obtained from absorption studies of ITO thin films [2, 4] . This discrepancy can be attributed to the difference between the two sample types. Because direct optical transitions are dipole-forbidden at the Γ point, the absorption in thin films is dominated by excitations from valence band levels that are at least 0.8 eV below the VBM [32] , resulting in an E g above 4 eV. Conversely, the effect of off-Γ absorption, which occurs in both thin films and bulk, is larger in bulk specimens, owing to their longer optical path length. Shifting the k-vector off the zone center has been shown to dramatically increase the probability of dipole-allowed transitions [33] , thereby allowing optical excitations to occur from the VBM.
The agreement between the new linear extrapolation method F R 2 curve in Fig. 2 (e). The PLE emission intensity peak at 3.35(1) eV in degenerately doped bulk ITO (Fig. 3) supports the DR-derived E g value, differing by only ∼0.03 eV. The extracted W value-when analyzed against the W measurement from the In 2 O 3 DR data-indicates a reasonable band gap renormalization of about À 0.14 eV, and the difference in the excitation and emission energies at the peak intensity corresponds to a ΔE g BM of 0.54 (2) [45, 46] would imply an electron concentration within the same order of magnitude.
Conclusions
Conventional techniques of extracting E g from absorption spectra of direct-gap crystalline semiconductors were shown to be inappropriate in the case of degenerately-doped bulk materials. The Tauc method is applicable only to materials in which a localization of energy states can be assumed-such as in amorphous materials and nanoparticles-and applying Eq. (8) to a degenerately-doped material results in an underestimation of E g . Based on the calculations of Hamberg and Granqvist [1] , the extent of this underestimation ( Γ π 4 ) can be found by taking the difference in the extrapolated x-intercepts of the linear portions of the α vs. ν h and α 2 vs. ν h graphs. The technique proposed in this work was applied in determining the E g of bulk ITO from DR spectra. The E g value derived in this manner was corroborated by PLE measurements, which were also used to reveal the renormalized fundamental band gap (W) of the material. The polycrystalline nature of the bulk ITO specimens used for this work-as well as the ΔE g BM that results from their degenerate doping-allow optical transitions to occur offset from the Brillouin zone center, thereby making dipole-allowed direct transitions the dominant optical absorption mechanism. To confirm the validity of these assumptions, it is recommended that calculations similar to those conducted on SnO 2 [33] be made on In 2 O 3 in determining the optical dipole-matrix elements off the zone center. The combined DR and PLE measurements yielded values of band gap and Burstein-Moss shift that are consistent with previous absorption and photoelectron spectroscopy studies on In 2 O 3 single crystals [31, 43] and thin films [32] . Furthermore, the difference between the E g of ∼3.3 eV reported in this work for bulk polycrystalline ITO and the widely-reported values of ∼4 eV in ITO thin films [2, 4] confirms the work of Walsh et al. [32] in calculating optical transitions from the top 0.8 eV states in the valence band of In 2 O 3 to be dipole-forbidden at the Γ point. 3 . Representative PLE measurement of bulk ITO, where the black lines correspond to the uncertainties in the position of the intensity peak. The peak emission energy corresponds to a W of 2.81(1) eV, and the excitation energy at the intensity peak indicates an E g of 3.35(1) eV.
