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Summary
Biomolecules are nowadays of topmost importance not only in biology and phar-
macology, but also in the interdisciplinary emerging field of nano-biotechnology for
their promising use in a huge variety of organic devices, from solar cells to advanced
solid state bio-sensors. Understanding the adsorption, bonding and interaction of
biomolecules on surfaces is therefore a necessary step towards various future appli-
cations, and surface science techniques together with quantum mechanical modelling
are essential to this purpose. Modelling these systems is not trivial, because of their
complexity and because an accurate description of their electronic properties and in-
teractions at a chemical level is necessary.
With the increase of the availability of computational resources, ab-initio compu-
tational techniques based on Density Functional Theory (DFT) are nowadays able to
simulate the electronic behaviour of increasingly larger systems, that were affordable
up until recently only by means of less accurate approaches. This allows not only to
improve the overall description of such systems, but also to analyse some quantum me-
chanical properties that cannot be probed otherwise, such as bond formation/breaking
and charge transfer. The interest for biomolecular systems on solid-state supporting
surfaces makes the periodic approach based on slab models, widely employed by the
computational physics community, preferable over state-of-the-art quantum chemical
approaches.
In this thesis we have focused our attention to the characterization of molecular
systems based on xanthine derivatives. We have afforded systems with different kind
of complexity: on one side, we have studied systems with structural complexity, investi-
gating non trivial self-assembled molecular architectures on surfaces in UHV conditions;
on the other side, we have considered very small molecular structures in presence of a
solvent as an example of realistic environment.
In detail, the first part of this work is devoted to the study of the adsorption of
theophylline molecules over a Au(111) surface. Theophylline is an alkaloid of the xan-
thine group that plays an important role in several biochemical processes, such as,
for instance, the treatment of respiratory diseases. It has structural and pharmaco-
logical properties similar to caffeine and nucleobases and for this reason the study of
this molecule can give very important information on very simple bio-systems [1] [2].
Analogously to other molecules of the xanthine group [3], theophylline molecules spon-
taneously form ordered structures upon adsorption. Furthermore, being prochiral by
its nature, assumes a well defined chirality. Using high-resolution scanning tunnelling
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microscopy performed at liquid helium temperature (LT-STM) in addition to the DFT
calculations, two different self-assembled racemic periodic structures were found and
characterized at the atomic scale. The analysis of the intermolecular interactions and
the comparison between experimental and simulated STM images were performed.
The structures are kept together by a hydrogen bond network, which was completely
characterised in terms of both energy and geometry. The interaction with the sub-
strate is instead rather weak. Within one of the two extended structures, an almost
monodimensional domain boundary was found. Interestingly, unlike the racemic peri-
odic structures, this domain boundary shows a homochiral composition and its stability
with several nanometres of the surface may become of great importance for developing
selective reactions.
Moving towards a more realistic description for the systems of interest, the effects
of the environment must be taken into account. Usually biomolecular system are
immersed either in water or in other liquid solvents, which can be treated by explicitly
adding the solvent molecules in the calculation or in an implicit way. The main focus
of the second part of this work is set on implicit solvent models, in particular the
Self-Consistent Continuum Solvent model (SCCS) introduced by Andreussi et al. [4].
In order to deeply test this method, still under development and optimization, simple
tests cases are performed involving caffeine, a molecule similar to the one treated in the
first part. The results for the optimal structures and properties of the caffeine dimer
are in particular analysed and compared with other different approaches.
iv
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Introduction
In the present thesis the interactions and properties of some representative methyl
xanthine systems, both adsorbed on surfaces and in aqueous environment, will be
analyzed. In particular the mechanisms behind the aggregations of molecules will
be analyzed, using the tools of quantum mechanical electronic structure simulations
together with state-of-the-art implicit solvent models. As a significant remark, the aim
of this study is pointed to the analysis and characterization of heterogeneous structures
based on the aforementioned molecules and, for this reason, computational techniques
coming from the condensed matter physics field are preferred over quantum chemistry
approaches. The first part of the thesis will be focused on the characterization of
theophylline self-assembling systems on Au(111), while the second part will analyze
caffeine molecules in water.
These topics were treated in collaborations with other research groups. The theo-
phylline project was carried out together with the Surface and Reactivity Group, led by
Prof. G. Comelli and Dr. C. Dri. Self-assembly of organic molecules is not a new topic
in surface science [1,2,5–11], but theophylline is of particular interest and an extensive
investigation of self-assembling structure is lacking. Unlike previous similar studies [3],
the characteristics of the molecules and the high-definition Low-Temperature Scanning
Tunnelling Microscopy (LT-STM) images allowed a very fruitful comparison between
the computational and the experimental results. The interest on the caffeine project,
instead, was inspired by our quantum chemistry colleagues, Dr. F. Berti from the
Department of Chemical and Pharmaceutical Sciences of the University of Trieste and
Prof. M. Resmini from Queen Mary University of London, performed also in collabo-
ration with L. Redivo (QMUL). Caffeine, a molecule very similar to those analyzed in
the previous part, is an ideal test case for studying Molecularly Imprinted Polymers
(MIPs), a class of biomolecules with catalytical and selectivity functions. Moreover
this project allowed us to apply the acquired expertise in implicit solvent models, an
interesting subject in quantum simulations and test the Self-Consistent Continuum
Solvent model (SCCS) just implemented on Quantum ESPRESSO on a practical case.
In order to understand the novel implicit solvent model introduced by Andreussi et
al. [4], part of the thesis project was done in collaboration with the “THEOS” group
at EPFL in Lausanne (Prof. N. Marzari and Dr. O. Andreussi) spending a period of
three months under the PhD students placement mobility program of the University
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2of Trieste. Finally, this study could represent a first step towards the development of
heterogenously supported MIPs, a very promising class of devices that require both
the knowledge of biomolecules (quantum chemistry) and of surface science (solid-state
physics).
In the following, a summary of the contents of each chapter is presented:
• In Chapter 1, the theoretical framework of the quantum mechanical electronic
structure simulations is presented. After a brief introduction on the basic con-
cepts of Density Functional Theory (DFT), the computational parameters used
in the simulations will be discussed together with some simple benchmark study
on the clean gold surface. In the end of the chapter, an introduction to Time-
Dependent Density Functional Perturbation Theory (TDDFPT) will be given.
• Chapter 2 is dedicated to the theophylline adsorption over Au(111). Character-
ization of two periodic self-assembling structures is presented, together with the
comparison with LT-STM experiments. Adsorption energies, electronic proper-
ties and bond network will be fully characterized. Evidences of formation of an
unichiral domain boundaries are given, with some brief remarks on their rele-
vance.
• In Chapter 3, the implicit solvent model used for describing the aqueous envi-
ronment will be presented. State-of-the-art solvent models will be compared and
the key aspect of the SCCS model used in this work will be analyzed.
• In Chapter 4, a study of caffeine monomers and dimers in aqueous environment
will be presented. The geometry, energetics and electronic properties of two
inequivalent dimer configurations will be analyzed. The effect of the solvent
will be considered both for the stability of the dimer configurations and for the
changement in the UV-vis adsorption spectra (isolated molecules and dimers).
• Finally the last chapter will summarize the main results and point out possible
directions for future perspectives.
Chapter 1
Quantum Mechanical
Computational approach
In this chapter the theory and computational methods behind the electronic calcula-
tions performed in this thesis work are presented. Density Functional Theory (DFT)
is a ground-state theory in which the many-body Schroedinger equation is recast as a
functional of an integrated coordinate, the electronic density. DFT has proved to be
highly successful in combining a feasible computational workload to a very good de-
scription of structural and electronic properties in a vast class of materials. For these
reasons DFT has become a common tool in ab initio calculations aimed at describing
and predicting properties of condensed matter and molecular systems.
In the following, after introducing the theorems that are the foundations of the
theory and their practical application in computer simulations, the results of simple
benchmark systems will be analyzed in order to set relevant computational parameters
to simulate the new complex systems under investigation in the next chapters. The final
sections will be devoted to the algorithm to simulate STM images in a constant-current
mode and to some basic concepts of Time-Dependent Density Functional Perturbation
Theory (TD DFPT), that was used to compute the absorption spectra in Chapter 4.
1.1 Many-body Schroedinger equation and Born-
Oppenheimer approximation
Any system of interest in molecular and condensed matter physics, from molecules
or cluster to extended periodic structures, such as metals or crystals, can be considered
as an ensemble of electrons and nuclei mutually interacting according to the laws of
electrostatics and quantum mechanics. Since in principle the form of the interactions −
Coulomb potential − is known, each property of these systems can be found resolving
the many-body Schroedinger equation with no need of any empirical parameter (ab
initio calculation), apart from the mass and charge of the nuclei involved.
3
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Therefore, considering a generic physical system made of N nuclei of charge ZIe
and mass MI and of n electrons of charge −e and mass me can be described with the
Hamiltonian H
H = TN ({P}) + Te ({p}) + VNN ({R}) + Vee ({r}) + VeN ({r} , {R}) (1.1)
where TN and Te are the kinetic terms of nuclei and electrons respectively, VNN is
the nucleus-nucleus interaction, Vee is the electron-electron interaction and VeN is the
electron-nucleus interaction; with these notations, ({r} , {p}) refer to coordinates and
momenta of the whole ensemble of electrons, while ({R} , {P}) refer to position co-
ordinates and momenta of the nuclei. Expanding the potentials and neglecting the
relativistic terms we can write:
TN ({P}) = −
N∑
I=1
~
2
2MI
∇2
RI
Te ({p}) = −
n∑
j=1
~
2
2me
∇2
rj
(1.2a)
VNN ({R}) =
∑
I<J
ZI ZJ e
2
|RI − RJ | Vee({r}) =
∑
i<j
e2
|ri − rj| (1.2b)
VeN ({r} , {R}) = −
n∑
i=1
N∑
J=1
ZJ e
2
|ri − RJ | (1.2c)
(1.2d)
The solutions Ψ to this quantum mechanical problem must belong to the eigenstates
of the Schroedinger equation associated to H :
H Ψ({r} , {R}) = E Ψ({r} , {R}) (1.3)
where E is the total energy associated to the eigenstate.
Solving this equation is in general very complicate and, unless for the trivial case
of hydrogenic systems, has no analytical solutions; consequently some approximations
are necessary to handle the problem. The first approximation that is introduced is the
Born-Oppenheimer approximation, that allows to uncouple the nucleic and electronic
coordinates, in order to write the wavefunction Ψ in a factorized form:
Ψ ({r} , {R}) = Φ ({R}) ψ{R} ({r}) (1.4)
where the electronic wavefunction ψ depends only parametrically from the ionic posi-
tions. This approximation is possible because the motion of the nuclei in most materials
occurs on a time scale much longer than typical electronic scales and because the energy
associated to the nuclei motion is usually negligible with respect to electron transitions.
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Eq. 1.3 can be therefore separated into two coupled equations, one for the electrons
and one for the nuclei, that can be solved in order:
Hel ψ ≡ (Te + VNN + Vee + VeN) ψ = E ({R}) ψ (1.5a)
(TN + E ({R})) Φ = E Φ (1.5b)
where Eq. 1.5a describes the electronic Hamiltonian Hel for a fixed ionic configuration
and E ({R}) is called potential energy surface and is responsible of the dynamics of the
nuclei.
Using the Hellmann-Feynman theorem [12], it is possible to compute the force FI
acting on the nucleus I from the following relation without explicitly solving Eq. 1.5b:
FI ≡ −∂E({R})
∂RI
= −
〈
ψ{R} ({r}) |∂Hel
∂RI
|ψ{R} ({r})
〉
(1.6)
1.2 Hohenberg-Kohn theorems
Solving Eq. 1.5a is still a complex task, even without taking into accounts the
dynamics of the nuclei. To understand the complexity of the problem, even only writing
down the solution to the equation will require that each electron must be described
using three independent coordinates. Using an approximate coarse grid of 10 points
for each coordinate, the amount of values needed only to store the wavefunction for a
n electron system exponentially increase as 103n, rapidly becoming unaffordable even
with modern computational power.
In order to overcome this problem, the Density Functional Theory framework recast
the previous equations for the ground state in terms of an integrated coordinate, the
electronic density n0(r), that is a function of only 3 coordinates and is defined as:
n0(r) = 〈 ψ0(r1, . . . , rn) |
n∑
i=1
δ(r− ri) | ψ0(r1, . . . , rn) 〉 (1.7)
where ψ0 is the ground state wavefunction. Excluding the VNN term that has no de-
pendencies on the electronic coordinates and thus can be treated as a constant shift to
the energy, the electronic Hamiltonian Hel can be written as
Hel = Te + U + Vext (1.8)
where U takes into account the electron-electron interaction and Vext is a general exter-
nal potential that in Eq. 1.5a was represented by the electron-nucleus interaction. If the
system has a non-degenerate ground state, it is obvious that there is only one charge
density n0(r) that corresponds to a given Vext. In 1964, Hohenberg and Kohn [13]
proved that also the vice-versa is true and therefore, since the external potential fully
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characterizes the Hamiltonian for these systems, it follows that n0(r) determines also
the electronic ground state wavefunction ψ0.
In particular the theorems that are at the foundations of DFT are the following:
Theorem. Hohenberg-Kohn 1, 1964
For any system of interacting particles in an external potential Vext, the potential Vext
is determined uniquely, apart from a constant, by the ground state density n0(r).
Theorem. Hohenberg-Kohn 2, 1964
For any external potential Vext, it is possible to define the energy of the system as a
functional of the density n(r) : E = E [n]. Moreover the ground state energy of the
system is the minimum value of this functional and the density that minimizes the
functional, keeping the number of electrons N constant, is the ground state density
n0(r).
With these assumptions, the total energy E of the electronic system can thus be
written as:
E [n] = F [n] +
∫
Vext(r) n(r) dr (1.9)
where F [n] is an universal functional of n(r) which does not depend on the external
potential and it is given by:
F [n] = 〈 ψ0 [n] | T + U | ψ0 [n] 〉 (1.10)
The second theorem implies that the energy functional E [n] is variational with
respect to the electronic density, thus allowing to proceed in the solution of the problem
by looking for the minimum energy corresponding to a particular ground state density
n0. The minimization process must obviously keep the number of electrons constant.
Within this framework, the problem of solving Eq. 1.5a is ideally simplified, since
the number of independent coordinates is greatly reduced; however the difficulties are
hidden in the derivation of the functional term F [n], that is not explicitly known.
1.3 Kohn-Sham approach and Exchange-Correla-
tion term
In order to evaluate the functional in Eq. 1.10, it is convenient to rewrite the F [n]
term as the sum of two contributions, a larger one that can be computed analytically
and a smaller one which has to be approximated. The idea behind this approach, in-
troduced by Kohn and Sham [14] in 1965, is to introduce an auxiliary non-interacting
system with the same ground state electronic density of the system of interest; in this
fictitious system, the interaction energy term U is replaced by an additional unknown
term in the external potential. It is useful to rewrite the energy functional in the
Kohn-Sham approach:
EKS [n] = T0 [n] + EH [n] + EXC [n] +
∫
Vext(r) n(r) dr (1.11)
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where T0 [n] is the kinetic energy of the auxiliary non-interacting system, EH [n] is the
Hartree term which contains the classical Coulomb interaction and represents a first
approximation on the interaction between electrons and EXC [n] is the eXchange Cor-
relation term, the additional unknown term that has to be approximated. The Hartree
term can be easily expressed in terms of the electronic density:
EH [n] =
e2
2
∫
dr dr′
n(r) n(r′)
|r − r′| (1.12)
while the EXC [n] term is defined as:
EXC [n] ≡ T [n] − T0 [n] + U [n]− EH [n] (1.13)
Assuming that the expression for the XC term is known (see in the following), the
non-interacting system can be solved by separating the equations for each electrons
(exploiting the absence of any e − e interaction in the hamiltonian). In a system
of N = N↑ + N↓ electrons, the ground state density is obtained as a sum of the
contributions from the one-electron orbitals φσi corresponding to the N lowest energy
eigenvalues. The orbitals must satisfy the following equations:(
− ~
2
2me
∇2 + V σKS
)
φσi (r) = Eσi φσi (r) (1.14a)
V σKS = Vext(r) + e
2
∫
n(r′)
|r− r′| dr
′ +
δEσXC [n]
δn
(1.14b)
where σ labels the different spin problems. The density of the ground state can be
expressed as:
n(r) =
∑
σ=↑,↓
nσ(r) =
∑
σ=↑,↓
Nσ∑
i=1
|φσi (r)|2 (1.15)
while the kinetic term T0 [n] is defined as:
T0 [n] = −1
2
∑
σ=↑,↓
Nσ∑
i=1
∣∣∇2φσi (r)∣∣ (1.16)
These equations are typically solved numerically in a self-consistent procedure (de-
scribed in the following), starting from an initial guess of the orbitals φσi . Solving the
KS equations generates a new charge density and thus a new V σKS, and this iterative
procedure is carried on until convergence is reached.
It is important to stress out that the eigenstates and eigenvalues that are found in
this way (φσi and Eσi ) do not have any physical meaning, since the only property that
is relevant in the auxiliary system is the charge density.
8 1. Quantum Mechanical Computational approach
Approximation of the Exchange-Correlation term
As already discussed previously, since the XC term does not have an analytical
expression, it is necessary to find a suitable approximation to its functional form.
The first and simplest approximation to the XC term is the Local Density Approx-
imation (LDA). In this approximation the exchange-correlation functional is replaced
by a simple expression, where the potential is a function of the electronic density. This
function is extracted from the solutions of the uniform electron gas, where the elec-
tronic density is a constant.
ELDAXC [n] =
∫
EhomXC (n(r)) n(r) dr (1.17)
where EhomXC (n) is the XC energy per particle of the homogeneous electron gas of density
n, which can be computed by quantum Monte Carlo simulations.
By construction, the LDA gives a good description of systems where the density
is uniform or slowly varying, as it is for many crystalline and metallic systems. Sur-
prisingly, the LDA gives also good results describing systems, for instance surfaces
or molecules, where the electronic density is far from uniform. However, the LDA
typically underestimates interatomic distances and overestimates the binding energies.
To overcome these limits, another possible approach is the Generalized Gradient
Approximation (GGA), where the XC energy does not depend just locally on the den-
sity, as in LDA, but also on its gradient:
EGGAXC [n] =
∫
FXC(n(r), |∇n(r)|) n(r) dr (1.18)
Choosing between LDA and GGA is not a trivial matter and strongly depends on the
systems and observables of interest. In our case, while the substrate seems to be better
described using LDA [15], the GGA has been proved to give better results concerning
hydrogen bondings [16–19]. For this reason and following the choice of other theoretical
works on xanthine and nucleic acid systems [3, 20], all the calculations in this thesis
work, unless otherwise stated, are performed using this second approximation (GGA).
The parametrization we used for FXC is the one introduced by Perdew-Burke-Ernzerhof
(PBE) [21].
There are also other kinds of approximations or functional approaches that are
useful to improve in some cases the description of the electronic structure, like hybrid
functionals or the GGA + U framework, but they are not considered here.
Van der Waals corrections
A known drawback of the most common Exchange-Correlation approximations,
both GGA and other kind of approaches such as hybrid functionals, is the description
of long-range non-local electronic correlations and thus Van der Waals and dispersive
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interactions [22]. Since in many chemical systems VdW interactions play a crucial role
in determining their properties, several methods have been introduced in the literature
to correct this issue.
In this work, VdW interactions were treated either with Grimme’s approach, a
semi-empirical method for the correlation term [22, 23] or using a Van der Waals den-
sity functional (vdW-DF) [24–26]; although the total energies computed with the two
methods can differ, energy differences have similar values, within the computational er-
rors. Results concerning charge densities are also the same. Unless explicitly indicated,
the results presented are obtained using the second method (vdW-DF).
Self-consistent algorithm
As mentioned before, in order to obtain the ground state of the system under in-
vestigation, the KS equations must be addressed in a self consistent way because the
effective potential present in the KS equations is a functional of the density (Eq. 1.14b).
Fig 1.1 shows a schematic diagram of the self-consistent procedure.
At the beginning the procedure starts with an initial guess of the density, usually
Figure 1.1: Schematic diagram of the self-consistent loop for the solution of the KS equa-
tions. Extracted from [27]
obtained from atomic orbitals contributions from individual atoms centered in the sys-
tem configuration. The effective potential entering in the KS equations is computed,
using Eq. 1.14b, and the KS equations are solved, obtaining the electronic density
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by summing up the KS orbitals. At this point a convergence check is performed:
if the input and output densities (and related energies) differ by more than a given
accuracy, the calculation proceeds by recalculating a new trial density (taking an ap-
propriate combination of input and output densities to avoid spurious oscillations in
the self-consistency) and by restarting the loop; if otherwise the threshold is reached,
the calculation ends and output quantities are computed (total energy of the system,
Hellman-Feynman forces, ...).
In the case of a relaxation calculation, that is an optimization of the atomic coor-
dinates, this self-consistent cycle is repeated for the different configurations, updated
using the forces computed at each cycle to minimize the total energy. At the beginning
of each cycle the initial trial wave-function is obtained by the converged density of the
previous cycle, in order to accelerate the convergence.
Finding the minimum energy configuration is not a trivial task, since involves an op-
timization problem for the potential energy surface (E ({R}) from Eq. 1.5b) to find the
global minimum in a 3N dimensional space, where N is the number of atoms. Starting
Figure 1.2: Relaxation problem: finding the minimum energy configuration in a 3N dimen-
sional space.
from an initial configuration {x0} (Fig. 1.2), we use the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) quasi-Newton algorithm to evaluate a sequence of configurations {xn}
that eventually will converge to the closest local minimum. The (n+1)-th step in this
iterative procedure is determined by looking at the gradient and the hessian of E ; at
the minimum, the gradient of the potential is zero, ending the relaxation process (actu-
ally for practical implementations, the ending condition is satisfied when the gradient
reaches a given threshold). It is important to point out that this method, although
quickly converging to a local minimum, does not guarantee that the ending configura-
tion is the actual global minimum. This procedure is indeed dependent on the initial
choice of {x0}: by choosing a different starting configuration (e.g. {y0} in Fig. 1.2),
the ending point could be different and the energy of the two different minima should
be compared. Therefore, one of the most important tasks before starting these kind of
calculations, is to find a suitable guess for the initial configuration, either coming from
experimental input or from symmetry considerations.
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1.4 Computational details
The scheme described in the previous section to solve the non-interacting KS sys-
tem can be used to perform ab initio calculations. Quantum ESPRESSO (QE) [28] is
the suite of codes that has been used in this thesis for the numerical solutions of these
equations: with QE it is possible to perform different tasks, such as computing the
electronic structure, finding the relaxed ionic configuration, checking the existence of
transition states and several others not of direct interest for our work.
Moreover several utilities for data post-processing are available, allowing e.g. to calcu-
late the Density of States (DoS), Scanning Tunneling Microscopy (STM) images and
Lo¨wdin charges.
In this sections some of the computational details and the post-processing tools are
presented.
1.4.1 Plane wave basis set
Using a proper basis set, it is possible to reduce the eigenvalue problem of Eq. 1.14a
into a set of coupled algebraic equations.
In QE the eigenstates are expanded using a finite set of plane waves (PW), which
is the natural expansion of the Bloch wave functions. This choice is quite common
in condensed matter physics, since the systems that are usually analyzed are periodic
(crystalline bulks and also surfaces) and the solutions must satisfy the Bloch theorem.
These systems are described by translation lattice vectors R and reciprocal lattice
vectors G. For what concern the characteristics of the method, it is not relevant
whether the periodically repeated simulation cell is the unit cell of a true periodic
crystal or if it is a “supercell” describing a system which is aperiodic in its nature, but
can be treated imposing a fictitious periodicity on a large scale, as in the cases of slab
geometries for surfaces or boxed geometries for isolated molecules.
The general KS orbitals are classified by a band index i and a Bloch vector k in
the first Brillouin Zone (BZ) and are defined as:
φi,k(r) =
∑
G
ci,k+G ϕk+G(r) (1.19)
where G is a generic vector of the reciprocal lattice and the ϕk+G(r) are PWs of the
form:
ϕk+G(r) =
1√
V
ei(k+G)·r (1.20)
By inserting the expression of a generic plane wave in Eq. 1.14a and moving to the
reciprocal space, the following expression is obtained:
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∑
G
′
[
δG,G′
(
~
2
2me
|k − G|2 − E
)
+ V˜KS(G−G′)
]
φ˜(k−G′) = 0 (1.21)
where G and G′ are reciprocal lattice vectors, V˜KS and φ˜ are the Fourier transforms
of the KS potential and orbital and k is a plane wave vector. The σ notation was
dropped for the sake of simplicity. In this way the eigenvalue problem is reduced to
the diagonalization of the matrix associated to the system, which is easily done with
proper algorithms.
In principle to obtain a complete description of both the wavefunctions, the poten-
tials and the electronic density, an infinite number of plane waves is necessary; since
this cannot be achieved in a finite calculation, the size of the PW basis set is reduced
by imposing a limit to the modulus of the k vectors, corresponding to a kinetic energy
cutoff for the free electrons:
~
2 |k − G|2
2me
≤ Ecut (1.22)
where Ecut is one of the parameters that determine the accuracy of the calculations
(since the PWs are a complete basis set, the larger is Ecut, the better is the accuracy).
Moreover this parameter is strictly related to the quality of the description in the real
space, since the reciprocal of the corresponding wave vector is the smallest possible
spatial oscillation allowed in the calculations. Increasing the value of this parameter
causes however an increase in the required memory and computational cost of the
calculations, since it affects the size of the basis set and subsequently the size of the
matrix to be diagonalized. Benchmark tests are needed to find the best compromise
between accuracy and computational cost.
PWs have many attractive features: they are simple to use (matrix elements of the
Hamiltonian have a very simple form), orthonormal by construction, unbiased and it
is very simple to check for convergence (by increasing the cutoff energy). In addition
with PWs all the regions of space are described with the same accuracy, meaning that
the quality of the description does not depend on the atomic position. Furthermore,
the use of PW combined with the algorithms of Fast Fourier Transforms (FFT) allows
to speed up certain parts of the self-consistent loop, by performing the calculations in
the reciprocal space.
Unfortunately the extended character of PWs makes it very difficult to accurately
reproduce localized functions such as the charge density around a nucleus or even
worse, the orthogonalization wriggles of inner (core) states. For instance, in order to
describe features which vary on a length scale δ, one needs Fourier components up to
q ∼ 2π/δ. Moreover, the choice of PW sets a constraint in the boundary conditions,
which have to be periodical. This problem can be overcome by considering properly
large “supercells” as units of repetition, in order to avoid spurious interactions between
periodic images. This usually raises the computational cost of the simulations since
empty space is treated equally to the regions of interest. Convergence tests are needed
also to set the minimum size of supercells required to have a reliable description of the
system of interest.
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1.4.2 Brillouin Zone Sampling
Another approximation that has to be introduced is related to the finite sampling
of the reciprocal space, in particular the Brillouin Zone; several quantities during the
self-consistent cycle, such as electronic density or total energy, require an integration
over the Brillouin Zone (BZ). The electronic density n(r) for instance can be expressed
as:
n(r) =
Ω
(2π)3
n∑
i=1
∫
BZ
fi |φi(k, r)|2 dk (1.23)
where fi is the occupation number of state i and Ω is the cell volume.
The integration is approximated by a sum over a set of special k-points, following
the method of Monkhorst and Pack [29]. In this method the grid of k-points is regular
on the BZ and the number of k-points can be scaled accordingly to the dimension
of the simulation box in the real space (the larger is simulation box, the smaller is
the corresponding BZ, and less k points are needed to approximate the integration).
When present, symmetry can also be used to further reduce the number of inequivalent
k points calculations to be performed. In metals, an accurate sampling of the Fermi
surface is needed. This delicate situation, that would require a dense k-point sampling
near the Fermi surface to get accurate results, can be more efficiently handled approxi-
mating the discontinuous occupation numbers fi with smooth functions, like “Gaussian
broadening”. In this work Methfessel-Paxton [30] and Marzari-Vanderbilt [31] smearing
techniques were used for the self-consistent cycles; in addition to this, the “tetrahedron”
technique − a post-processing interpolation technique between neighboring k-points −
was used for the calculation of projected density of states (PDoS).
1.4.3 Pseudopotentials
As already observed in the previous subsections, within the PW basis set frame-
work a serious computational problem arises from the choice of the basis set. The
core electrons have a density strongly oscillating in a small region around the nuclei.
For this reason, since the number of PW needed to evaluate the electronic density is
determined by the greatest curvature of the wave function, a huge cutoff energy is
necessary to describe such states. Even if the core electrons are ignored, considering
for instance only the valence electrons (most of the electronic properties arises from
them) the problem persists because, due to orthonormality, also the valence electrons
presents steep changes in the core region (“core wriggles”). To overcome the need of a
large cutoff energy, pseudopotentials (PP) are introduced; the idea underneath the PP
concept is to change the potential near the cores with an effective one, to avoid core
wriggles.
Because core states do not contribute in a significant manner to the chemical bond-
ing, it is reasonable to assume that these states are frozen near the atomic nuclei
(“frozen core approximation”). The problem to be solved can now be considered as a
new system composed of only valence electrons that interact with ionic cores (nuclei
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+ core electrons) through some effective potential (or pseudopotential). The pseu-
dopotentials have to replace the divergent Coulomb potential near the nuclei with a
fictitious softer one due to the ionic cores.
To construct this effective potential an all-electron calculation for the isolated atom
is firstly performed; the core electrons are ignored and the potential for the valence
electrons is modified for distances below a certain cutoff radius rC in such a way that
the corresponding pseudo-wavefunction ψPSEUDO is nodeless (Figure 1.3). The use
Figure 1.3: Atomic wavefunction and electrostatic potential. The black lines represent the
all-electrons calculations, while the red ones represents the pseudopotential and the pseudo-
wafefunction
of pseudopotentials allows to greatly reduce the number of PWs necessary to expand
the valence states, decreasing considerably the computational cost of the calculations.
Their accuracy depends obviously on the size of rC as well as the techniques used to
build the PP.
In this work Ultra-soft Pseudopotentials (USPP) are used, which have in general
better efficiency and transferability with respect to traditional PPs. These pseudopo-
tentials were introduced in order to further reduce the computational cost and the
cutoff radius of the calculations for certain classes of atoms (e.g. oxygen, nitrogen and
first row transition metals), where the shape of the nodeless wavefunction was still
too pointed. For this purpose Vanderbilt [32] developed a new type of PPs, termed
Ultrasoft (US), that are much softer in the core region than ordinary pseudopotentials.
The price to pay for this simplification is the appearance of an augmentation term in
the expression of the electron density n(r) in the core region which, however, can be
efficiently handled with a PW basis set [33].
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1.5 Computing DoS and simulating STM images
Apart from the calculation of energy-related quantities and structural properties,
QE allows to perform some post processing to compute interesting quantities based
either on the electronic density or Kohn-Sham orbitals. The Density of States (DoS)
for instance is an useful tool that provides a counting of the states at the energy E:
DoS(E) ≈
∑
i
∫
BZ
dk δ (Ei(k)− E) (1.24)
where Ei(k) is the generic i-th eigenvalue of the KS equations. For simplicity, in the
above expression the spin polarization is not explicitly indicated, but the extension to
the case of magnetic systems is obvious.
Another useful quantity to analyse the chemical bonding and the electron distribu-
tion in real space is the atomic Projected Density of States (PDoS):
PDoS(α,E) ≈
∑
i
∫
BZ
dk | 〈ψatα |φi(k)〉 |2 δ (Ei(k)− E) (1.25)
where ψatα is the atomic orbital with quantum numbers α centered on the atom of
interest. This quantity, together with the Lo¨wdin charges [34] that are the integral
of the PDoS up to the Fermi level, provides the contribution of each atom to the
DoS. However, since the atomic orbitals do not form a complete and orthonormal
basis set, the projection operation is not exact and some percentage of the charge can
be excluded. Therefore the results have to be taken as indicative.
Finally, an important tool, useful for comparisons with experiments is the possi-
bility of simulating STM images. The relevant quantities in this case are the (energy)
Integrated Local Density of States (ILDoS):
ILDoS(r) =
∫ ǫF+Vbias
ǫF
dE LDoS(r, E) (1.26)
and the Local Density of States (LDoS):
LDoS(r, E) ≈
∑
i
∫
BZ
dk |φi(k, r)|2 δ (Ei(k)− E) (1.27)
where ǫF is the Fermi energy of the system and Vbias is the potential energy difference
applied between the tip of the microscope and the sample. In the Tersoff-Hamann
approximation [35], where the tip is modeled as a spherical potential well in which
only the s-wave solution is considered, it is possible to demonstrate that the tunneling
current I between the tip and the sample is proportional to the ILDoS:
I(r) ≈ ILDoS(r) (1.28)
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Experimentally, there are two different types of setup to acquire STM images: the
constant-height mode, where the tip scans the sample keeping the distance z from the
surface constant and measuring the tunneling current I, and the constant-current mode,
where the tunneling current I is kept constant via a feedback circuit and the distance
z from the sample changes accordingly and is detected by the instrument. Usually in
the experiments, the latter mode is preferred over the former because it allows to keep
the tip at a closer distance to the sample, thus obtaining higher-resolution images.
In the in silico environment, both acquiring modes can be simulated, starting from
the ILDoS(r) stored in a 3D grid. The constant-height mode is the easiest to simulate,
since it simply requires to extract all the ILDoS values at a fixed height z in order
to build the 2D constant-height STM image (Fig. 1.4, left side). On the other side,
Figure 1.4: Explanation of the possible setup for simulating STM image. Both pictures
show a 2D ILDoS plot for a system of theophylline@Au(111) (see Ch.2); the plane shown is
orthogonal to the surface. In the left side, the constant height mode is sketched, while in the
right side, the constant current one is shown, together with arrows indicating the operating
mechanism of the isovalue-search algorithm.
to build a constant-current STM image one first has to choose the value I for the
current, defining in this way an ILDoS isosurface in the three-dimensional space, and
then search, for each point in a grid in the sample xy plane, the corresponding value
of the height z that meets the chosen isosurface. Since there may be more than one
z value corresponding to the same current I, as it happens for the cases where the
isosurface presents curls, the isovalue-search algorithm starts from the vacuum region
of the system and scan “downward” toward the sample until crossing the isosurface
once (Fig. 1.4, right side).
The simulated STM images presented in this work are all obtained using the
constant-current mode, to better match with the experimental setup.
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1.6 Benchmark calculations
As already stated in the previous sections, the electronic structure calculations
require a careful setting of every computational parameter, such as energy cutoff or
the Brillouin zone sampling, in such a way that the final results do not change, within
the desired numerical accuracy, for small variations of the parameters around the
fixed values. Convergence tests have to be therefore performed, in order to determine
the minimum necessary energy cutoff, size of the k-point set, size of the simulation
supercell, and other technical parameters. Beside the numerical accuracy, that can
be controlled, the results will be characterized by an accuracy which is much difficult
to be estimated, and which is due to various physical approximations, including the
exchange-correlation functional used and the pseudopotentials.
1.6.1 Plane wave basis set and Brillouin Zone sampling
The first test concerns the gold bulk. The unit cell is so small that allows to perform
extensive tests for the numerical convergence of the relevant quantities and to fix most
of the parameters used in the remainder of the work.
The gold metal crystallizes in a face-centered cubic lattice (FCC) and the only de-
gree of freedom is the lattice parameter a0; the change in the total energy due to the
variation of the lattice parameter is described via an equation of state. The particular
equation used to fit this dependence is the Birch-Murnagham equation [36, 37], that
express the energy as a function of the cell volume:
E(V ) = E0 +
B0V
B′0
(
(V0/V )
B′
0
B′0 − 1
+ 1
)
− B0V0
B′0 − 1
(1.29)
where
B0 = −V
(
∂P
∂V
)
T
(1.30)
is the bulk modulus, B′0 is the derivative of the bulk modulus with respect to the
pressure P and V0 is the ground state cell volume.
An example of the energy dependence on the volume, together with the Murnaghan
fit, is reported in the upper panel of Fig. 1.5. The fit was performed on different
datasets, varying both the energy cutoff and the k-points mesh in the Brillouin zone
in order to determine the variation of a0 and B0. The lower panel of Fig. 1.5 shows
the relation between the minimum cell volume for the ground state and the energy
cutoff. The choice of the energy cutoff and k-point sampling was done in order to
keep the numerical accuracy of the order of ∼ 0.01 A˚ for the calculated distances and
∼ 0.01 eV for the energies. Unless otherwise noted, the energy cutoff will be set to
30 Ry (500 Ry for the density) and a (12 12 12) Monkhorst-Pack grid [29] centered
in the Gamma point will be used; obviously, in the case of “supercells” with different
size, the k-point set will scale accordingly (if the dimension of the cell in one dimension
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Figure 1.5: Convergence of the computational parameters. The upper panel show the relation
between the total energy of the system and the volume of the simulation cell. The Simulations
were performed with a cutoff energy of 30 Ry and the data were fitted using Eq. 1.29. The
lower panel shows the effect of the cutoff energy (computational parameter) on the minimum
cell volume for the ground state (observable quantity). These data were obtained using a (12
12 12) k-point grid.
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is doubled, the number of k points in the same direction will be halved). With this
choice of parameters and pseudopotentials, the equilibrium lattice parameter for gold
is equal to 4.02 A˚, 1.5% smaller than the experimental value of 4.08 A˚ [38].
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1.6.2 Distance between periodic replicas
The next step if the study of the Au(111) surface. To simulate the surface, it is
necessary to somehow break the infinite periodicity in the direction orthogonal to the
plane (z direction); the way to achieve this is using a slab model, where the minimum
unit of repetition is a “supercell”, made of several layers of Au (only one atom per layer
is necessary, hence the number of atoms determines the thickness of the slab) and a
certain amount of empty space. The unit vectors in the xy plane are kept the same as
in the bulk simulation, while the unit vector in the z direction is increased accordingly.
In this way the simulation cell actually describes an infinite number of Au slabs spaced
out by void (Fig. 1.6, left panel) in order to cancel out the interactions between the
Figure 1.6: Effects of the distance between periodic replicas in the slab model of Au(111).
In the left panel, a ball-and-stick model of the slab model is shown for clarity. On the right
side, the total energy as a function of the distance between replicas is shown. The reference
energy (black dotted line) corresponds to the distance used for slabs in the following chapter.
replicas. Finally, if the slab is thick enough that the innermost layer has “bulk-like”
properties, the outermost layers can represent well-enough the surface behavior.
Since the void region and the one of interest contribute to the computational work-
load in the same way, it is necessary to reach a compromise between the reliability of
the model and the computational cost of the simulations. In this work the number
of layers used to describe the metallic slabs varies from 3 to 5, depending on the ac-
curacy requested. Such slab thickness is typically reported in the literature to study
similar systems and has not been object of further tests. The effects of the distance
between the replicas was instead analyzed and the results are shown in the right panel
of Fig. 1.6. Already at a distance of ∼ 20 A˚ the energy values are within the numerical
accuracy and this distance was used in all the following calculations.
Finally, some considerations on the simulation cells for isolated molecules (theo-
phylline and caffeine). The size of the cell was always set at 30 bohr (≈ 16 A˚), to-
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gether with the use of particular algorithms [39,40] that help to reduce the interaction
between replicas, allowing to use smaller cells with the same level of accuracy.
1.7 Time-Dependent Density Functional Theory
Density Functional Theory is an useful tool to analyze the behavior of electronic
systems in their ground state, but it usually fails in describing structures out of equi-
librium such as for instance the interaction between matter and radiation.
Time-dependent density-functional theory (TDDFT) extends the basic ideas of
ground-state DFT to the treatment of excitations or more general time-dependent phe-
nomena. At the foundations of this theory lies the Runge-Gross (RG) theorem [41], a
time-dependent analogue of the Hohenberg-Kohn theorems presented in the previous
sections. The RG theorem proves that, once set a given wavefunction for the initial
time instant t0, there is a one-to-one relationship between the time-dependent exter-
nal potential (for instance the incoming radiation) and the time-dependent electronic
density of the system of interest:
Given |ψ(t = t0)〉 : V (r, t) ⇐⇒ n(r, t) (1.31)
Similarly to the case of standard DFT, this allows to recast the quantum many-body
mechanical problem of 3N variables in terms of an integrated quantity, the density,
that depends only on three coordinates. All the properties of a system can thus be
expressed as a functional of the time-dependent density alone. Unlike what happens
in DFT, there is no general minimization principle for the energy, since the theory is
not valid for the ground-state only, and its derivation is definitely less trivial and will
not be given here.
The following step in developing a practical tool for computing the properties of ex-
cited systems, is to determine a fictitious non-interacting system, called time-dependent
Kohn-Sham system in analogy of the ground-state DFT framework, which has the same
density of the physical one:
nσ(r) =
Nσ∑
i
|φiσ(r)|2 (1.32a)
[
−∇
2
2
+ vKSσ [n](r, t)
]
φiσ(r) = Eiσφiσ(r) (1.32b)
where φiσ and Eiσ are the solutions and eigenvalues of the auxiliary KS problem and
vKSσ [n] is an effective potential that is defined as:
vKSσ [n](r, t) = v
ext
σ [n](r, t) +
∫
dr′
n(r′, t)
|r− r′| + v
XC
σ [n](r, t) (1.33)
where the unknown effects due to e − e interactions are hidden in the XC term
vXCσ [n](r, t). In order to find approximations for the XC functional, one common
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solution is to use the existing XC functionals for the ground-state DFT and to extend
them using an adiabatic approximation. In this way, it is possible to write an adiabatic
time-dependent XC functional as:
vXC, adiabaticσ [n](r, t) = v
XC, ground state
σ [n](r)|n=n(t) (1.34)
using the same functional, but evaluating at each time step. One of the most used XC
functional in time-dependent calculations is, as a matter of facts, a functional of this
kind, the adiabatic LDA functional or ALDA. On a note, while GGA give better results
and is usually preferred over LDA, the adiabatic GGA has an asymptotic behavior very
similar to ALDA.
Despite having a description that does not take into account the previous time
intervals during the evolution of the system, the ALDA yields remarkably good results
for the excitation energies [42].
1.7.1 Linear Response theory
Whenever the time-dependent external potential is small with respect to the con-
stant term, it may not be necessary to solve the full time-dependent KS equations,
but instead a perturbation theory based on the linear change of the density may be
sufficient. This happens for instance in the case of optical absorption spectra, where
the photon that perturbs the system has enough energy to excite a single electron, but
not enough to destroy the electronic structure of the system of interest.
Let us consider a system where for t < t0 the external potential is time-independent,
i.e. the system is subject only to the nuclear potential v(0) with ground-state density
n(0). At t = t0 the time dependent perturbation is turned on, resulting in a total
external potential vext(t) = v
(0) + v(1)(t). The perturbation in the potential will cause
a change in the electronic density, that can be in general expanded as:
n(r, t) = n(0)(r) + n(1)(r, t) + n(2)(r, t) + . . . (1.35)
where n(1) is the component of n(r, t) that depends linearly on v(1), and the additional
terms depends on higher powers of v(1). If the perturbation is weak, it is possible to
consider only the linear term in the expansion that, in the frequency space, can be
expressed as:
n(1)(r, ω) =
∫
dr′ χ(r, r′, ω) v(1)(r′, ω) (1.36)
where the function χ is the linear response function of the system and it is usually very
difficult to evaluate. In order to simplify the calculations, the problem is again moved
to the auxiliary KS system, where the expansion of the density n can be rewritten as:
n(1)(r, ω) =
∫
dr′ χKS(r, r
′, ω) v
(1)
KS(r
′, ω) (1.37)
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Here χKS is the density response function of non-interacting electrons and is, conse-
quently, much easier to calculate than the full interacting system χ. Writing in terms
of the unperturbed ground-state KS orbitals, its expression becomes:
χKS(r, r
′, ω) = lim
η→0+
∞∑
jk
(fk − fj)
φj(r) φ
∗
j(r
′) φk(r
′) φ∗k(r)
ω − (Ej − Ek) + iη (1.38)
where fm is the occupation number of the m-th orbital. The KS effective potential
must also be expanded in terms of the perturbation:
v
(1)
KS(r, t) = v
(1)
ext(r, t) + v
(1)
Hartree(r, t) + v
(1)
XC(r, t) (1.39a)
v
(1)
Hartree(r, t) =
∫
dr′
n(1)(r′, t)
|r− r′| (1.39b)
v
(1)
XC(r, t) =
∫
dt′
∫
dr′
δvXC(r, t)
δn(r′, t′)
n(1)(r′, t′)
≡
∫
dt′
∫
dr′fXC(rt, r
′t′) n(1)(r′, t′)
(1.39c)
where the exchange-correlation kernel fXC has been introduced.
Finally, it can be proven that the linear response function χ of the interacting prob-
lem can be expressed in terms of χKS:
χ(r, r
′, ω) = χKS(r, r
′, ω) +
+
∫
dx
∫
dx′ χ(r,x, ω)
[
1
|x− x′| + fXC(x,x
′, ω)
]
χKS(x
′, r′, ω)
(1.40)
that can be solved self-consistently. Note that the coupling term under square brackets
is made of an Hartree and an XC contribution and for this reason is usually referred
as Hartree XC kernel fHXC
1.7.2 Simulating absorption spectra
Solving the integral equation (Eq. 1.40) is still a difficult numerical task, since
it is necessary to start from the calculation of the non interacting χKS that requires
the summation over all states, both occupied and unoccupied. An useful approxima-
tion [43] is to write the density response function in the Lehmann representation:
χ(r, r′, ω) = lim
η→0+
∑
m
[〈0|ρˆ(r)|m〉 〈m|ρˆ(r′)|0〉
ω − (Em − E0) + iη −
〈0|ρˆ(r′)|m〉 〈m|ρˆ(r)|0〉
ω + (Em − E0) + iη
]
(1.41)
where |m〉 is a complete set of many-body states with energy Em. In this representation
it is clear that the response function, as well as the first order of the density n(1)(r, w),
has poles at the excitation energies Ω = Em − E0.
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Rearranging the terms in Eq. 1.40, the following equation is obtained:∫
dr′ [δ(r− r′)− Ξ(r, r′, ω)]n(1)(r′, ω) =
∫
dr′ χKS(r, r
′, ω)v(1)(r′, ω) (1.42a)
Ξ(r, r′, ω) =
∫
dr′′ χKS(r, r
′′, ω) fHXC(r
′, r′′, ω) (1.42b)
In the limit ω → Ω the linear density n(1) has a pole, while the right hand side of Eq.
1.42a remains finite, since the poles of the non-interacting problem are not the same
at the same energies as the many-body one. Therefore, in order to fullfill Eq. 1.42a, it
is required that Ξ has zero eigenvalues at the excitation energies Ω, or:
∫
dr′ Ξ(r, r′, ω) ξ(r′, ω) = λ(ω) ξ(r′, ω) (1.43)
with λ(ω)→ 1 when ω → Ω.
By projecting the terms of Eq. 1.43 over the many-body orbitals and after some
rewritings, the following eigenvalue matrix equation is obtained:∑
j′k′
[δjj′δkk′(Ej′ − Ek′) +Mjk,j′k′(Ω)] βj′k′ = Ω βjk (1.44a)
Mjk,j′k′(ω) ≡ (fk′ − fj′)
∫
dr
∫
dr′ φ∗j(r)φk(r)φj(r
′)φ∗k(r
′)× fHXC(r, r′, ω) (1.44b)
that can be solved either with diagonalization or recursion algorithms to find the ab-
sorption spectra [44].
Part I
Self-assembly of a xanthine
derivative on a gold surface
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Chapter 2
Theophylline over Au(111)
In this chapter a full characterization of the systems formed after the deposition of
theophylline molecules over a gold surface will be presented. The preparation of the
system and the acquisition of the experimental STM images were performed by Dr.
Carlo Dri and colleagues at the “Surface and Reactivity Group” in the TASC-IOM
laboratory in Trieste. The high resolution STM images clearly show that theophylline
molecules deposited at room temperature on the Au(111) surface form by self-assembly
ordered domains of two different periodic extended structures, distinguishable both at
low and high bias voltage. In the following the two periodic structures will be referred
as “Structure I” for the most abundant and “Structure II” for the other. Moreover,
the images show the presence of a third ordered structure in correspondence with the
interface of two contiguous domains of “Structure I”. This structure, to be referred as
“Domain boundary”, will be analyzed in the last section.
2.1 Introduction
The term chirality refers to the spatial property of an object of being non-super-
imposable to its mirror image, and is a widespread property of organic molecules.
The study of the properties and the role of molecular chirality (stereochemistry) has
attracted a growing interest since its discovery in the second half of the nineteenth cen-
tury by Louis Pasteur [45]. The role of chirality is of paramount importance in biology,
where it is well established that the two enantiomers (i.e. the two mirror images) of
a chiral compound can have radically different effects, properties and behavior within
the same biosystem, leading to important implications in pharmacology, toxicology and
biochemistry [46].
Perhaps the most intriguing and yet unexplained evidence is that while non-living
systems normally contain equal amounts of the two enantiomers of a chiral substance,
structure and functionality of the fundamental biopolymers are both built using exclu-
sively one of the two enantiomers. In particular, proteins are made almost exclusively
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upon levorotatory amino acids, which in turn are coded in DNA based exclusively on
dextrorotatory deoxyribose [47]. The origin of this homochirality in life is one of the
most debated and intriguing scientific problems, and it still remains unknown [48]. It
is hypothesized that it was established in two steps: the first one involving an initial
creation of a possibly small chiral imbalance towards one of the two enantiomers, and
the second requiring a subsequent amplification of this small bias to an enantiomeri-
cally pure state [49]. In the seeding of the primal chiral unbalance, it has been shown
that inorganic surfaces and interfaces could have played a relevant role, since surface
adsorption itself can break the gas-phase symmetries of a molecule, let alone the fact
that surfaces can be intrinsically chiral and, therefore, stereoselective [1, 9–11]. The
interest in the chiral properties of molecular assemblies at surfaces reaches also many
technological applications, such as heterogeneous asymmetric catalysis, enantioselec-
tive sensors and drug discovery and synthesis [5]. It is to be noted that molecules
can be either natively chiral in the gas-phase, or they can become chiral after a single
desymmetrization step, in which case they are known as prochiral [50]. Surface adsorp-
tion is one of the simplest forms of this desymmetrization step, as a prochiral molecule
has two prochiral faces that become nonequivalent upon interaction with a surface.
Adsorption of molecules of biological interest at surfaces has been widely inves-
tigated in the literature, in particular amino acids and small peptides [5]. Scanning
tunneling microscopy (STM) has proven to be an invaluable tool in the investigation
of these systems, particularly since it can resolve the chirality of single molecules by
imaging them in direct space with sub-molecular resolution. STM studies on amino
acids and peptides have achieved remarkable insight into the chiral properties of their
self-assemblies. In the wide variety of the systems that have been studied, there is,
however, a vastly dominant trait: if the molecule-surface interaction is negligible with
respect to the intermolecular bonds, the most commonly observed behavior is sponta-
neous chiral resolution, where a racemic ensemble of molecules assembles into molecular
complexes or assemblies of the same enantiomeric composition [6]. Conversely, to our
knowledge, only two experimental reports [7, 8] (see below in the discussion of our
findings) have provided examples of a true spontaneous mirror symmetry breaking at
surfaces, where an excess of one chiral form is obtained from achiral building blocks.
In this work, we provide evidence of spontaneous formation of a local enantiomeric
excess within a 2D surface assembly of a prochiral molecule. As a prototypical system,
we have chosen to investigate a simple, prochiral molecule, theophylline, on the 111
surface of gold. Theophylline (1,3-dimethyl-7H-purine-2,6-dione, C7H8N4O2 see Figure
2.1) is a natural nitrogen compound of the xanthine group and plays an important role
in several biochemical processes. Together with other xanthine derivatives, it possesses
notable and well-known psychoactive properties, as well as therapeutic applications in
the treatment of respiratory diseases [51, 52]. Being a purine derivative, it is struc-
turally very similar to two of the four DNA bases (adenine and guanine), and has
also been recently shown to exhibit a high affinity to DNA itself [2]. In this context,
Yu et al. have characterized the adsorption of xanthine on Au(111) and argued that
peculiar homochiral networks are formed [3]. However, the chirality [53] of individ-
ual molecules could not be resolved in the STM images, and could only be inferred
from structural and symmetry considerations on the molecular assemblies supported
by theoretical simulations. Theophylline is a xanthine derivative where two hydro-
gens have been substituted with methyl (−CH3) groups. Their presence is expected
to facilitate the identification of the chirality of the individual molecules, by yielding
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Figure 2.1: Ball and stick models of the theophylline molecule, highlighting the mirror
symmetry arising from molecular adsorption on the surface plane. The blue and red Ls will
be used to help the recognition of the two enantiomers (denoted Si and Re in the following).
more defined molecular protrusions in the STM images. As will be shown, by combin-
ing high-resolution, low-temperature scanning tunneling microscopy (LT-STM) and ab
initio density functional theory (DFT) calculations, we provide a thorough characteri-
zation of the structural properties of the ordered phases, as well a detailed description
of the electronic properties of the theophylline layers. Eventually, we bring forward
substantial evidence supporting the existence of unichiral domain boundaries. From
here on we will adopt the term unichiral to unambiguously refer to a stereochemically
homogeneous composition [10,54].
2.1.1 Experimental setup
The preparation and the experimental analysis of the sample have been carried
out by C. Dri from the Surface and Reactivity Group led by G. Comelli at TASC
Laboratory in Basovizza (Trieste).
The Au(111) surface was cleaned by repeated Ne+ or Ar+ sputtering at 500 eV at
room temperature for 20 min followed by annealing at 873 K for 20 min. Theophylline
(Sigma-Aldrich, anhydrous, ≥ 99%), was sublimated from the powder form on the
Au sample from a Pyrex vial connected via a gate valve to the vacuum system, and
separately pumped. The powder was cleaned by prolonged heating under vacuum at
the onset of evaporation (≈ 350 K). The theophylline adsorption phases were prepared
by pre-heating the vial between 350 K and 390 K, and opening the valve facing the
sample held at room temperature for approximately 10 s.
Low temperature STM measurements were carried out with an Omicron LT-STM
system, at a temperature of approximately 4 K. The microscope is hosted in a UHV
chamber, operating at a base pressure of about 1× 10−8 Pa. Images were acquired in
the constant current mode, with the bias voltage applied to the sample and the tip at
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ground. Electrochemically etched tungsten tips were used. STM images were processed
by subtracting a background plane to correct for the sample tilting [55]. The applied
enhancements consist of B-spline resampling, to increase the sample count, and mild
Gaussian filtering, where needed to remove high frequency noise components.
Deposition of theophylline on the Au(111) surface at 130 K, followed by annealing
at 283 K, leads to the formation of a molecular layer where two ordered phases can be
identified, denoted in the following as structure I and structure II. Coexisting with the
latter, also a disordered phase is always found on the surface, where the only recurring
motif is a triplet of theophylline molecules (not shown here). With concern to the
coverage of the three phases, we could observe that the disordered phase and structure
I are the most common, while structure II is clearly a minority. It is to be noted that
we were not able to pinpoint the factors driving the relative coverage of the phases,
whereas from preliminary experiments it appears that the heating and cooling rate
before and after the post-deposition annealing of the molecular layer plays a role in
the ratio between ordered and disordered domains.
2.2 Characterization of Structure I
Structure I is characterized by a 2D oblique Bravais lattice with sides of 1.00 nm
and 1.66 nm and an angle between the basis vectors of 54.3◦. The periodicity of the
molecular layer does not match the one of the Au(111) surface below, but the shorter
basis vector (short side of the unit cell in Fig. 2.6a) can be oriented at an angle of 30◦
with respect to the 〈1¯10〉 direction. The primitive unit cell contains two molecules of
theophylline and, in order to determine their chirality, the appearance of the molecules
in the low-voltages STM has to be analyzed (Figure 2.2a). The molecules show a
typical L-shape, with two bright spots corresponding to the methyl groups and a third
larger one in correspondence to the aromatic rings. The different length of the arms in
the L-shape allows to distinguish between the different chirality. The two molecules in
the unit cell have thus opposite chirality and the structure is racemic, since it has an
even composition between the different enantiomers.
At high-voltages the STM images (Figure 2.7a, later in the section) are characterized
by double-rows of molecules separated by darker regions. The position of the dark line
separating the double-rows shifts from high-positive voltages to high-negative voltages.
In order to build the simulation cell for structure I, a first electronic structure
calculation was performed in a freestanding setup, without the gold substrate. The
molecules were allowed to move in order to first optimize the intermolecular interac-
tions. The molecular layer relaxed in this way was then adsorbed on a 5-layer gold slab
model to mimic the surface (lattice parameter extracted from benchmark calculations,
see Section 1.6). The orientation of the molecular layer with respect to the underlying
substrate can be extracted from the experimental STM images from the direction of
the herringbone reconstruction (visible in the modulation of Figure 2.2a) and from the
images of monoatomic steps in the clean Au (111) surface. Since the periodicity of the
molecular layer and particularly the angle between the lattice vectors did not match
the metallic substrate below, we used a (2 × 1) supercell (Figure 2.2) with four theo-
phylline molecules per cell. The translational registry between the molecular layer and
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Figure 2.2: (a) experimental STM image of structure I at low bias with the minimum unit
cell for the molecular layer (green) and the (2 × 1) simulation cell used in the calculations
(blue). (b) Side and top view for the ball and sticks model of the simulation cell. Image
parameters: Vs = +1.00 V , It = 0.15 nA, 6.00 nm× 6.00 nm.
the gold surface was arbitrarily chosen, in absence of indication from experiments; to
check the dependence of the results on this arbitrary registry, tests calculations for an
individual adsorbed molecule were performed, which indicate a negligible dependence
of the adsorption energy on its position in a plane parallel to the surface. The ball and
sticks model for the simulation cell of structure I is shown in Figure 2.2b .
2.2.1 Adsorption properties: geometry and energetics
The mean distance between the molecular layer and the substrate is 3.11 A˚, com-
patible with a physisorbed system and slightly smaller than the distance reported for
a single xanthine molecule on the same surface (3.5 A˚, [3]).
The most physically meaningful energy is the difference between the total energy
of the entire system and of its separate constituents (slab and isolated molecules), that
provides the average adsorption energy per molecule:
Eads = −E(layer/Au)− E(Au)−N(molecule)E(molecule)
N(molecule)
(2.1)
where E(layer/Au) is the energy of the gold slab with the adsorbed molecular layer,
E(Au) is the energy of the bare metallic slab with the same area, E(molecule) is
the energy of the isolated theophylline molecule in vacuum and N(molecule) is the
number of molecules per unit cell. All these energies are referred to the optimized
configurations.
In order to investigate the relative importance of molecule-substrate and inter-
molecular interactions we split the adsorption energy defined above into two contri-
butions. The first one is the layer adsorption energy, defined as the energy gained in
the adsorption of the whole layer on the substrate with respect to its free-standing
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configuration:
Elayerads = −
E(layer/Au)− E(Au)− E(layer)
N(molecule)
(2.2)
where E(layer) is the energy of the free-standing molecular layer.
We also defined the intermolecular interaction energy within the layer as:
Einter = −E(layer)−N(molecule)E(molecule)
N(molecule)
(2.3)
Analogously, we can also define the adsorption energy of the individual theophylline
molecule on gold as:
Emoleculeads = −(E(molecule/Au)− E(Au)− E(molecule) (2.4)
With these definitions, the adsorption energy per molecule Eads for structure I is
1.80 eV , distinguished in a contribution of 1.15 eV for the layer adsorption (Elayerads )
and 0.65 eV for the interactions between molecules (Einter). The layer adsorption
energy is directly comparable with the adsorption energy of the individual molecule
(Emoleculeads ) which is 1.11 eV . These energies are comparable with those calculated for
similar system: the adsorption energy for an individual xanthine molecule on gold
is 0.57 eV ; the interaction energy between molecules is 0.96 − 1.01 eV for different
xanthine periodic structures (reported as the stabilization energy per molecule, Emol,
in [3] ), and 0.88 − 0.93 eV and 1.14 eV for adenine and guanine periodic structures
respectively [20], calculated in free-standing configuration and without substrate.
The adsorption energy of the order of 1 eV per theophylline molecule, although
stronger than xanthine on the same surface, is rather weak and suggests the absence
of covalent or ionic bonding.
A final remark concerning the energetics is related to the estimate of the interac-
tion energies within the molecular layer. In the previous expressions (Eq. 2.4) this
quantity was defined using freestanding energies, both for the molecular layer and for
the isolated molecules, in order to compare with other results in the literature. An
alternative definition for this quantity can be chosen:
Ecohesive = −E(layer/Au)−N(molecule)E(molecule/Au) + E(Au)
N(molecule)
(2.5)
In this new definition, the energies of the adsorbed layer and of the adsorbed individual
molecule are compared. In order to make account for the different number of gold
atoms, a slab energy term is added in the equation. Eq. 2.5 gives for structure I a
cohesive energy of 0.70 eV, to be compared with the value of the interaction energy,
0.65 eV, calculated using Eq. 2.4. Since the difference is only slightly larger than the
computational accuracy, we decided to stick with the previous definition. Moreover,
since the description of the gold slab changes between the different structures analyzed,
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systematic errors may arise from this latter expression and the freestanding expression
is preferred.
2.2.2 Electronic properties and bond network
Evidence related to physisorption can also be found analyzing the electronic prop-
erties of the system. In Figure 2.3 is represented the charge rearrangement between the
adsorbed system and the entire freestanding molecular layer, in order to neglect the
inter-layer interactions and emphasize those with the surface. The charge difference is
uniformly distributed on the surface and does not show any directionality. The analy-
sis of the Lowdin charges shows a small lack of electron density in the molecular layer
(−0.24 e per molecule) and an equally distributed excess of electrons in the topmost
gold layer (+0.02− 0.03 e− per atom).
Figure 2.3: Charge rearrangement of the adsorbed system with respect to the isolated con-
stituents (gold slab and molecular layer), corresponding to isosurfaces of ±0.0004 e/A˚3.
Blue/red indicate depletion/excess of electron density.
The calculated density of states of the molecular layer (Figure 2.4) does not change
significantly with/without the gold substrate, apart from a shift in the Fermi level due
to the charge transfer, confirming once again the absence of directional chemical bonds
between the molecular layer and the substrate. The Figure shows the PDOS for those
atoms that contribute to the HOMO and the LUMO. The relative intensity and the
position of the peaks are almost unchanged upon adsorption, apart from the broadening
of the peak due to the interaction with the substrate. One relevant difference is that the
freestanding layer has a null density in the HOMO-LUMO gap (Figure 2.4a) , while
the adsorbed system, even without any peak in the PDoS relative to the atoms of
theophylline, has some non-zero contribution − coming from the gold substrate − that
allows to obtain meaningful STM images in the low bias regime. The HOMO-LUMO
gap for the layer and for the isolated molecule is 3.5 eV , smaller than the experimental
value of 4.5 eV [56]: this difference is probably due to well-known shortcomings of
the standard GGA. This makes the bias considered in the simulated STM images not
perfectly corresponding to the experimental case. However, the relevant feature is the
inclusion or not of the molecular orbitals: low bias probe electronic states that lies in
the HOMO-LUMO gap of the molecular layer, high positive ones probe the LUMO
and high negative ones probe the HOMO.
The DFT simulations also allow to thoroughly address the nature of the inter-
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Figure 2.4: Electronic structure for adsorbed (red) and freestanding (blue) molecular layer.
(a) Total Density of States (DoS) for the two systems, obtained by summing the projected
DoS (PDoS) over all the atoms belonging to theophylline. Inset: zoom of the DoS in the
HOMO-LUMO gap region. (b) - (i) Filled curves (red and blue) shows the PDoS related to
the highlighted atoms; the total DoS of the adsorbed system (red dashed curve) is reported
for comparison. In all the plots the zero of the energy scale is set to the Fermi level of the
adsorbed system (red dotted vertical lines), whereas blue vertical lines shows the relative Fermi
energy of the freestanding layer.
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molecular interactions, as shown in the charge rearrangement plot of the molecular
layer with respect of the isolated molecules (Figure2.5). The molecules pair up by
hydrogen bonds, forming double-rows. There are two inequivalent hydrogen bonds per
molecule. The strongest one is a N − H · · ·N bond with H · · ·N distance of 1.94 A˚,
an overall N − N distance of 2.98 A˚ and a bond angle of 172◦ (green dashed line in
Figure 2.5a). The obtained geometries and the charge rearrangement appearance are
in full agreement with those found in the literature for similar N − H · · ·X systems
[3,20,57–59]. The other hydrogen bond connects C−H · · ·O with an angle of 140◦ and
a H · · ·O distance of about 2.28 A˚ (light blue dashed lines in Figure 2.5a). The larger
distance and the lower magnitude in the charge rearrangement plot suggest that this
second hydrogen bond is weaker. Molecules of adjacent double-rows face each other
through O atoms and CH3 groups (black dashed lines in Figure 2.5a), without any
significant charge rearrangement. Lateral interactions between double-rows are in fact
rather weak, as confirmed by total energy differences.
The agreement between the experimental (Figure 2.6a) and the simulated (Figure
2.6b) STM images at low bias is excellent: the molecular lattice and the intra-molecular
structure are both correctly reproduced and the latter allows for a precise assignment
of the chirality of the individual molecules. In the STM images acquired below 1 V, the
molecules appear as almost isolated units, where no features are observed that could be
correlated to the molecular interactions. Moreover, images of the filled (not shown) or
empty states are practically indistinguishable. On the contrary, their contrast changes
dramatically when increasing the bias to ±3.40 V and now reveals a clear pairing
between molecular rows, as can be observed in Figure 2.7a. This figure shows a single
STM image where the bottom half was acquired at +3.4 V while the top half at −3.4
V, inverting the sign of the bias during the scanning along the vertical direction at
the position indicated by the green dashed line. By following the characteristic lines
formed by the paired rows, it is evident that the phase of the lines shifts by half a
period when inverting the sign of the bias. This effect was observed repeatedly with
different tips and tip conditions, thereby ruling out the possibility of effects due to
changes in the termination of a particular tip. The simulated STM images at high bias
(Figure 2.7b) have an astonishing resemblance with the observed ones (Figure 2.7a):
in particular, the dark lines between the paired rows are clearly reproduced, as well as
their shift by changing the sign of the bias.
For positive bias, the lack of electronic states in the region between the oxygen atoms
and the methyl groups facing from adjacent double-rows is visible in the projection of
the LUMO of the oxygen (Figure 2.4i). For negative bias, instead, the darker region
corresponds to the region between the other oxygen atom and the pyrenic ring. In this
case, however, we cannot identify a clear matching with the PDOS of a single atom,
even though there is a reduction in the electronic density of the HOMO for the atoms
near that region (Figure 2.4d, 2.4f).
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Figure 2.5: Charge rearrangement in the molecular layer of structure I with respect to the
isolated molecules. (a) Charge density isosurfaces (±0.001 e/A˚3), partially superimposed to
the stick-and-ball model: red (blue) surfaces represent regions of excess (defect) of electron
density; on the left of the panel, the geometry of the two inequivalent hydrogen bonds is
indicated; the black dashed lines aid the identification of the O · · ·CH3 interaction. Charge
density plots on planes orthogonal to the molecular layer for (b) the N · · ·H−N (green dashed
line in panel a), and (c) the O · · ·H − C (light blue dashed line in panel a) hydrogen bonds.
The color scale of panels (b) and (c) are the same to emphasize the differences in charge
transfer magnitude [−0.003 : 0.003 e/A˚3].
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Figure 2.6: (a) experimental STM image of structure I at low bias, where structural models,
chirality mask and molecular unit cell (green) are partially superimposed. (b) simulated STM
image, where the (2 × 1) supercell used for the simulations is shown. Image parameters:
Vs = +1.00 V , It = 0.15 nA, 6.00 nm×6.00 nm. Simulation parameters: BIAS = +1.00 V ,
ILDoS = 1× 10−6.
Figure 2.7: (a) single experimental STM image of structure I where the bottom half of the
image was acquired at +3.40 V , whereas the top half at −3.40 V ; the sign of the bias voltage
was inverted at the position marked by the green dashed line; (b) simulated STM image, where
the bias voltages in the lower and upper half of the image are the same as panel (a). Structural
models are partially superimposed on the images. The blue lines drawn in correspondence to
the dark zones highlight the shift between the two different voltages. Image parameters: (a)
Vs = ±3.40 V , It = 7 pA, 7.50 nm× 7.50 nm. Simulation parameters: ILDoS = 5× 10−8.
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2.3 Characterization of Structure II
The second extended periodic structure (Figure 2.8a) is less abundant with respect
to the previous one. The Bravais lattice is rectangular with one basis vector slightly
larger than the other (1.64 nm × 1.59 nm). The periodic cell contains four molecules
yielding a∼ 9% denser packing as compared to structure I. The appearance of the single
molecule features is slightly different form the one observed in structure I, featuring
slightly less intra-molecular detail and thereby leading to uncertainty in the assignment
of the chirality.
2.3.1 Modelization of the structure from experimental evi-
dences
The resolution of the STM images of the structure II is not as good as for structure
I, preventing the possibility to identify at the first sight the atomic scale details and
distinguish different enantiomers. A repeated unit with four molecules can be however
identified from the regular pattern.
To overcome the difficulties concerning an initial guess for a possible configuration,
the symmetry of the molecular lattice was carefully exploited. The repeated unit seems
to be constituted by two distinct elements, drawn in red and blue in Figure 2.8. These
two elements (i.e., molecules, but with chirality and orientation still not clear) can
be considered as building blocks of the overall molecular layer and they appear to be
related one each other by a reflection symmetry. Starting from these considerations,
the construction of a trial configuration becomes definitely simpler, since the number
of possible orientations of the molecules compatible with the observed symmetry is
limited. In fact, by imposing both the point group symmetry and the translational
symmetry of the molecular lattice, it is possible to obtain constraint relations for the
orientation of the molecules. In particular, if the molecules are labeled as in Figure
2.8, the following relations are valid:
A = C∗
B = D∗ (2.6)
where the star sign indicates a reflection operation with respect to the axis drawn in
the figure and therefore an inversion of chirality. The molecules A and D, as well as B
and C, are related by a rotation of 180◦. With these relations, the system is racemic
by construction. The number of independent chiral configurations of the adsorbed
molecules to identify is therefore reduced to two, say A and B, simplifying the building
of the trial configuration. Since two of the four molecules of Structure II (A and D
in Fig. 2.8b) present an L-shape very similar to the one in Structure I, a temptative
configuration can be constructed (Fig. 2.8c ).
As already done for structure I, the initial disposition of the molecules was first
relaxed in a freestanding configuration and then adsorbed on the gold substrate. Due to
the results of weak interactions between molecules and substrate observed in structure
I, the number of layers to describe the surface in the slab model was reduced to two
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Figure 2.8: Internal symmetry observed in structure II. (a) Experimental STM image of
structure II at low bias. Red and blue parallelograms represent two different units with internal
bases that can be used to tile the surface, while the green rectangle shows the unit cell of the
molecular layer. (b) Tentative model for structure II after imposing periodicity and internal
symmetry; the molecules are labeled according to the periodicity of the molecular lattice and
the different colors refer to different chiralities. The two internal bases are related by reflection
symmetry (black dotted vertical line). (c) Final model for the internal bases of structure II,
using the same L-shapes from Structure I for clarity. (d) Perspective and top view for the ball
and sticks model of the simulation cell for Structure II. In green the borders of the simulation
cell and the angle between the basis vectors.
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from five, lowering in this way the quality of the substrate description but greatly
reducing the cost of the calculations.
Another issue concerning the simulation cell of structure II is related to the match-
ing of the molecular layer with the substrate. The 1× 1 periodic cell for the molecular
layer is shown in green in Fig. 2.8a. Due to the difference between the basis vectors
of molecular layer and gold substrate, the minimum supercell that carries a perfect
match with both the gold and the molecular lattice is very large and not computa-
tionally viable (at least a 9 × 1 supercell of the molecular lattice, with a total of 36
theophylline molecules, even neglecting the substrate atoms). The simulation cell that
was used (Fig. 2.8d) contains four theophylline molecules per cell; the basis vectors
have a perfect match with the gold substrate (integer multiples of gold basis vectors),
while slightly modifying the periodicity of the molecular lattice by introducing an angle
deformation of about 2.1◦. The simulated STM images presented in the following have
thus been post-processed with a skew procedure, in order to partially correct this error.
2.3.2 Electronic properties and bond network
The molecular layer is kept together by a Hydrogen-bond network, as shown in
Figure 2.9. The intermolecular interaction energy is 0.67 eV/mol, very similar to that
in structure I.
There are two inequivalent hydrogen bonds: a N − H · · ·O bond with H · · ·O
distance of 2.05 A˚ and a bond angle of 150◦ (green dashed line in Figure 2.9) and
a C − H · · ·N bond with a H · · ·N distance of about 2.57 A˚ and an angle of 142◦
(light blue dashed lines in Figure 2.9). On average, there is one bond of each kind per
molecule.
The agreement between experimental and simulated STM images is excellent both
at low and high voltages (Figure 2.10). In particular at low voltages (Figure 2.10 a,b)
both the molecules and the darker region between them show a good match. At higher
biases (Figure 2.10 c,d), since the simulated images had a higher resolution than the
experimental ones, a Gaussian filter was applied to better compare with.
2.4 Characterization of the Domain Boundary
We now discuss the most intriguing finding. Within large scale domains of structure
I, imaging at high voltage reveals the existence of extremely regular mono-dimensional
domain boundaries, which are perpendicular to the double-rows and are recognizable
for their brighter appearance with respect to the extended regions of the periodic
structure (Figure 2.11a). As can be seen (Figure 2.11b), when crossing this boundary,
the double-rows are shifted upwards or downwards along the direction of the boundary,
by approximately 0.12 nm. As highlighted in Figure 2.11b with the blue and yellow
lines, two inequivalent boundary types are found, which can be termed “ascending” or
“descending” depending on the direction of the shift between the molecular row pairs.
Imaging of the boundary with sub-molecular resolution (Figure 2.11c) reveals that
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Figure 2.9: Charge rearrangement in the molecular layer of structure II with respect to the
isolated molecules. Charge density isosurfaces (±0.0008 e/A˚3): red (blue) surfaces represent
regions of excess (defect) of electronic density; on the left of the panel, the geometry of the
two inequivalent hydrogen bonds is indicated; the green/light blue dashed lines indicate the H
bonds, while the black ones are in correspondence of the O · · ·CH3 interactions.
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Figure 2.10: Experimental (a,c) and simulated (b,d) STM images of structure II, acquired
at +0.15 V (a) and +3.45 V (c) and calculated at +1.0 V (b) and +3.4 V (d). Models
of the molecules and “L”-s indicating the chirality are partially superimposed on the images,
together with the simulation cell in green. Image parameters: (a) Vs = ±0.50 V , It = 1.1 nA,
9.60 nm× 9.60 nm; (c) Vs = ±3.45 V , It = 7 pA, 4.26 nm× 4.26 nm; calculated images are
of the same size of the experimental ones.
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Figure 2.11: Large scale experimental STM image (50.0 nm×50.0 nm) showing an extended
domain boundary separating two domains of structure I. (b) Close up experimental image
(14.7 nm× 14.7 nm) of a boundary where both the ascending (yellow) and descending (blue)
boundaries are shown. The dashed green line highlights the subtle shift between the phases
separated by the boundary. (c) Tentative model for the domain boundary structure. Green
isosceles triangles are superimposed to the STM − together with the possible interpretations
as blue and red Ls − in order to highlight the four possible trial configurations . Image
parameters: (a) Vs = +3.45 V , It = 0.01 nA; (b) Vs = +3.45 V , It = 0.015 nA.
the two connected domains are rotated by 180 in such a way that the molecules in each
domain face the boundary with the long side of the L-shape. Remarkably, there is no
experimental evidence of complementary domain boundaries, where the molecules of
the connected domains should face the boundary with the shorter side of the L. This
is also supported by another observation. At a first glance, one could expect to find
also two subsequent ascending and descending boundaries effectively canceling the shift
between the double rows. However, this sequence of boundaries was only observed with
the two boundaries separated by a region where the periodicity of the molecular layer
is broken, thereby indicating that an ascending and a descending boundary cannot be
stitched together with continuity through structure I.
Close inspection of the shape of the molecules which constitute the boundary re-
veals that, surprisingly, they appear to be all of the same chirality. In particular, it
appears that the descending boundaries contain only Si enantiomers (blue), whereas
the ascending ones contain only Re enantiomers (red). It is important to stress the
limitations of this assignment, which is in part only tentative: while the chirality of
the molecules within structure I can be inferred quite easily as soon as the tip allows
for appreciating the intra-molecular features, even in the best resolution conditions
the assignment of the chirality of the boundary molecules is not always clear. This
observation could be related to the fact that molecular interactions at the boundary
are different from the ones within the structure, possibly leading to subtle changes in
the shape of the electronic states which result in a different appearance of the molec-
ular protrusions. Therefore, STM imaging by itself does not allow to unambiguously
confirm the homochirality of the domain boundaries.
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2.4.1 Modelization of the structure from experimental evi-
dences
To support this hypothesis, we have therefore carried out a series of systematic
theoretical simulations with different models. The main caveat is that, as discussed
above, the experiments indicate that it is not possible to construct a periodic cell that
folds upon itself by subsequent complementary boundaries, and therefore, a ribbon-like
geometry is used, simulating the boundary region surrounded by the free gold surface.
Moreover, since the ascending and descending boundaries are related by a reflection
operation with respect to their axis, we focused on the descending boundary.
The simulation cell contains the boundary region with the closest molecules in the
two connected domains, with a total of 10 molecules per cell, 4 for each domain and 2
central ones to describe the boundary. In order to account for all the possible combina-
tions of the chirality within the boundary, three different trial molecular arrangements,
compatible with the observed symmetry of the structure, were tested: two of them
are characterized by a homochiral boundary (Re or Si), and a single one by a racemic
boundary, since the other possible racemic boundaries is equivalent by a simple rota-
tion. It is to be noted that, at variance with chirality, the orientation of the single
molecules can be identified from the experimental images, thereby effectively reducing
the number of possible arrangements (Figure 2.11c, right ). The three inequivalent
models were first relaxed in a freestanding set up, with the repeated images of the
ribbons separated by 15 A˚ of vacuum, and then adsorbed on a 2-layered Au slab, as
done for structure II. The registry with the gold surface was again chosen arbitrarily.
The stability of the three inequivalent systems was computed using the interaction
energy of the freestanding system, but the difference between the three values was
within the computational accuracy, thus preventing an unambiguous choice of the best
model from energy criteria. For this reason in the following we show the results for the
configuration (topmost in Figure 2.11c) whose simulated STM images show the best
agreement with the experimental ones. The results for the other configurations are
shown later in the text for comparison.
2.4.2 Electronic properties and bond network
Figure 2.12 shows the charge rearrangement at the domain boundary with respect
to the isolated molecules. The H-bond chains of structure I are clearly visible at
both sides of the boundary (green and light blue dashed lines). The molecules in the
domains that are closest to the boundary are connected to the central molecules via one
single N −H · · ·O bond (purple dashed line), replacing the two bonds of the extended
periodic structure I. The central molecules forming the boundary are connected with
each other with two other N −H · · ·O bonds (on average, one for each molecule). The
intermolecular interaction energy in this boundary model is 0.70 eV/mol (averaging
over the whole ribbon), slightly larger than the interaction in the extended periodic
domains.
The experimental and simulated STM images for the descending boundary are
shown in Figure 2.13, where an experimental STM image was chosen so that the chi-
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Figure 2.12: Charge rearrangement in the molecular layer in the boundary region with
respect to the isolated molecules. Charge density isosurfaces (±0.0008 e/A˚3): red (blue)
surfaces represent regions of excess (defect) of electronic density. Dashed green line: N −
H · · ·N bonds; dashed light blue: C −H · · ·O bonds ones; dashed purple lines: N −H · · ·O
bonds. Relative angles and distances of the relevant H-bonds are shown in the close up image.
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Figure 2.13: Experimental (a,c) and simulated (b,d) STM images of the boundary region,
acquired at +0.7 V (a) and +3.45 V (c) and calculated at +1.0 V (b) and +3.0 V (d).
Models of the molecules and “L”-s indicating the chirality are partially superimposed on the
images. The yellow zig-zag line surrounds the molecules of the region that do not belong to
the different domains of structure I, whereas the green line guides the eye in the identification
of the characteristic dark zig-zag pattern of the high voltage image. Image parameters: (a)
It = 0.15 nA; (c) It = 0.01 nA; all images are 5.55 nm× 5.55 nm in size.
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rality of the boundary could be best recognized. At low bias (Figure 2.13 a, b: +0.7
V experimental, +1.0 V simulated) the agreement between the images is excellent,
and also the chirality of the boundary molecules can be matched between the two. At
higher bias (Figure 2.13 c, d: +3.4 V experimental, +3.0 V simulated) the comparison
is more difficult: the appearance of the single molecules cannot be easily identified,
likely because of size effects induced by the ribbon geometry on the electronic states.
Nevertheless, it can be clearly noticed that the simulated image reproduces the same
dark zig-zag pattern of the experimental one (highlighted with the green line in Figure
2.13 c and d) and the brighter appearance of the molecules belonging to the boundary
region. As mentioned before, the exact same conclusions can be drawn for the de-
scending boundary, which is equivalent to the ascending one through a simple mirror
operation. Therefore, the comparison between the experimental and calculated STM
images confirms that models with a unichiral boundary are indeed compatible with the
experimental observations. More specifically, the ascending boundary is only compati-
ble with a unichiral Re (red) composition, whereas the descending boundary only with
unichiral Si (blue) composition.
Concerning the alternative configurations for the domain boundary, at low-bias the
unichiral I configuration (Figure 2.13c) showed a slightly better match with respect
to the alternative structures, but the difference was not enough to exclude for sure
the other hypothesis. The difficulty of an unambiguous attribution of chirality to the
boundary molecules was indeed the reason for considering several models. At higher
bias instead, the simulated STM for the different configurations present qualitatively
differences that allows to choose the better match with the experiments. While the
STM image from unichiral I configuration reproduced the ”zig-zag” dark behaviour
observed in the experiments (Figure 2.13b), the other two did not reproduce the correct
symmetry. In particular, the unichiral II configuration (2.14b) does not have an in-
crease of brightness in the boundary region and reproduces only partially the ”zig-zag”
dark feature; the racemic one (2.14a) has the poorest match with the experimental
images, with a completely different symmetry.
We now briefly discuss the relevance of this finding among the vast literature of ex-
perimental, theoretical and review works on molecular chirality at surfaces [10,60,61].
In the case of prochiral adsorption, the most commonly reported behavior of such sys-
tems is by far chiral resolution, where unichiral islands or structures are formed by
recognition between the same enantiomers [3, 62, 63]. More seldom, racemic assem-
blies form where their unit cell contains the two enantiomers in equal number [8, 64],
commonly coexisting with unichiral phases [65,66]. Provided that the molecule-surface
interaction is small compared to inter-molecular forces, the occurrence of the two possi-
ble ordered motifs is driven by the strength of the interactions between the two opposite
enantiomers [67]. Coverage effects [8,68,69], molecular functionalization [67] or surface
temperature [70] can alter the equilibrium between the racemic and unichiral phases,
but the real challenge is to alter the global chiral state of the surface. To our knowledge,
we could find only one example of spontaneous and global surface symmetry breaking:
Ku¨hnle et al. reported the observation of chiral symmetry breaking upon heating an
Au(110) surface where a sub-monolayer coverage of racemic cysteine had been previ-
ously deposited [7] . In particular, upon partial thermal decomposition/desorption of
cysteine, a large excess of LL-cysteine dimers with respect to the DD ones was found
on the surface. Global chiral symmetry breaking at surfaces is known to be induced by
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Figure 2.14: Simulated STM images at high bias for alternative configurations of the domain
boundary. On top of the two panels, the zig-zag symmetry of the experimental image is
highlighted in green. On the bottom part the simulated STM images are shown, left for the
Racemic configuration, right for the Unichiral II
chiral amplification phenomena, which are extremely sensitive to the smallest amounts
of enantiomeric excess or chiral impurities [71–73], in analogy to what observed in solu-
tion environment [74]. In fact, in the case of cysteine, the observed symmetry breaking
was tentatively attributed to the presence of chiral impurities in the cysteine source
material [7]. Local chiral symmetry breaking is a different story. Strictly speaking,
chiral resolution and formation of unichiral conglomerates is clearly a form of local
symmetry breaking, therefore all the works cited above are appropriate examples of
such phenomenon. However, the boundary structure we have shown in theophylline
adsorption, is, to our knowledge, the first example of a different behavior: a unichiral
ordered and localized structure spontaneously forms within a racemic island, thereby
leading to a local enantiomeric excess (ee) which is not simply 0% or 100%. It is clear
that, in our case, the ee cannot be unambiguously quantified, since the boundary is a
1D structure confined within a 2D island. Moreover, we expect that the local ee should
be compensated on a larger scale by, for instance, the mirror boundaries found in other
islands, or ensembles of disordered molecules that are always found at the perimeter
of ordered islands. Indeed, the formation of such boundaries should be in principle
extremely unfavorable, due to their regularity and extension (see Figure 2.11a) and en-
tropic cost in the reorganization of the enantiomers to allow the selective attachment
of only one chirality. The only similar behavior we are aware of, albeit on a signifi-
cantly smaller scale, was reported by Bo¨hringer et al. in the low coverage assembly of
1-nitronaphthalene, where isolated molecular decamers were found to have an intrinsic
overall chirality, being constituted by a 6:4 ratio of the two enantiomers [8]. It is to
be noted that we have no substantiated hypothesis on the origin of such behavior.
Impurities in the evaporation source can likely be excluded since the appearance of the
molecules in the boundary strongly resemble the normal appearance of theophylline.
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However, the formation of the boundary through a zip-like process driven by a chiral
impurity, dictating the handedness of the boundary, cannot be excluded.
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Part II
Caffeine Aggregation in Solution
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Chapter 3
Implicit solvent model
In several cases, the properties of biomolecules change dramatically according to the
presence or not of the solvent and these characteristics must be taken into account
in the electronic structure calculations. Due to the limitations coming from the com-
putational cost, sometimes it is necessary to replace the effective description of the
solvent molecules, expensive both in terms of number of atoms and thermodynamic
sampling, with some effective implicit description. In this chapter, the Self-Consistent
Continuum Solvent model (SCCS) is presented, an implicit solvent model that is well
suited for the ab-initio PW code used in this work. After a brief analysis of other
competitive solvent models, the key aspects of SCCS are discussed, together with some
computational details.
3.1 Introduction to solvent models
As already seen in the previous chapter, quantum calculations are powerful tools
that allow to understand and predict properties and behaviour of different materials.
However, concerning the description of biomolecules and, most importantly, the chemi-
cal reactions involving them, it is of outmost importance to be able to properly describe
the solvent effects. In some cases the solvent plays such a relevant role in the systems
that the properties change dramatically, both qualitatively and quantitatively. A pos-
sible way to afford the effect of a solvent is a full explicit description of its molecules
in the calculation (Figure 3.1b). This kind of approach is extremely expensive from a
computational point of view, since it causes an increase in the number of atoms in the
simulation cell and requires a proper number of different uncorrelated configurations −
from extensive molecular dynamics (MD) − in order to reproduce meaningful thermo-
dynamic averages. Moreover, the explicit description of the solvent everywhere in the
simulation cell would not be necessary, and most of the computational power is wasted
describing the bulk of the solvent. Finally, its explicit description is a task that presents
some critical limitations in standard DFT, due to the difficulty of properly treating van
der Waals interactions and hydrogen bonds [75–79]. For these reasons, phase diagrams
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and melting temperatures obtained by the simulations of liquid water in a DFT frame-
work are usually quite different with respect to experimental ones [78,79]. In addition,
even the dielectric properties of the solvent − water for instance is a dipolar liquid −
present some issues in the DFT description, since it has been proved [80] that hydrogen
bonds short range effects dominate also the dielectric response of water. In conclusion,
explicit solvent models, although being to some extent a more faithful description of
the physical systems, are in most practical cases unusable.
Figure 3.1: Sketch comparison between explicit and implicit solvent models. (a) The usual
DFT setup for vacuum-like calculation. (b) Addition of explicit water molecules in the cal-
culations. In order to obtain meaningful results, this method needs several configurations to
compute thermodynamical averages. (c) The presence of the solvent is taken into account by
using a continuum description, here shown in blue. (Image adapted from Ref. [81])
Another possible approach to consider the presence of a solvent in electronic struc-
ture calculations is represented by continuum solvent models, that are very effective
in describing most of its complex effects in an implicit way [4, 82–86]. Among these,
the polarizable continuum model (PCM) introduced by Tomasi and co-workers [83] is
one of the most popular, especially in the chemistry community where this and similar
approaches (e.g., the COSMO approach [87]) are widely used. These approaches are
however difficult to be adapted for periodic systems and implemented with PWs codes
mostly used by the solid state physics community, since they are formulated starting
from a localized basis set.
In order to extend the implicit solvent models to a plane-wave framework and
periodic-boundary conditions, Fattebert and Gygi proposed a new model of continuum
solvation based on a smooth self-consistent function of the electronic density of the
solute [82, 88], a model that was first extended by Scherlis et al. [89] to include the
cavitation energy in terms of the quantum surface of the solute [90]. This model
presented self-consistency issues, due to some ill-behaviour of the dielectric function,
that hinders its use in electronic calculations.
The model that was adopted during the thesis work is the Self-Consistent Contin-
uum Solvent model (SCCS), an evolution of the initial idea of Fattebert and Gygi de-
veloped by Andreussi et al. [4] for the Quantum ESPRESSO suite. Andreussi dropped
the multi-grid approach used by Fattebert and Gygi and introduced some new defini-
tions for the dielectric functions that helped the convergence. Moreover, a simple and
more elegant formulation of the corrections to the free energy was adopted, based on
both the quantum surface and quantum volume of the solute. The model was first ex-
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tended to charged and ionic systems [91], then some optional corrections to the periodic
boundary conditions were added to help in reducing the computational cost [92] and
finally the model was extended to TDDFT linear response [93]. After a brief discussion
of the other state-of-the-art approaches, the foundations of the SCCS method will be
presented in the following sections.
3.1.1 State of the art: solvent models
This brief review of the continuum solvation models begins with the polarizable
continuum model by Tomasi and co-workers [83], that in its last formulation in terms
of integral equations [94, 95] is one of the most used approach in the quantum chem-
istry community. The basic idea behind this model is to consider the solute, that is the
system of interest, contained in an ad hoc cavity. Inside the cavity is the non-accessible
region to the solvent, while outside the cavity the solvent is described with a continuous
polarizable dielectric with static dielectric constant ǫ0. The interactions between solute
and solvent are mainly solved at the cavity surface, where the response charge distri-
bution is located. In this region, the transition between vacuum-like and solvent-like
area is sharp and discontinuous and allows to simplify the complexity of the problem
in terms of the polarization charge density localized at the vacuum-dielectric interface.
The definition of the molecular cavity is one key aspect in determining the character-
istics of the model. While different methods have been adopted in the literature, the
most used one is made by a rigid superposition of atom-centered spheres whose radii
are empirical van der Waals atomic radii multiplied by a solvent-dependent scaling
factor. The parameters that rule the cavity radii are usually chosen in order to fit
experimental data. The resulting cavity surface presents a regular discretization that
helps numerical convergence, but also yields discontinuity in the molecular dynamics.
As already stated in the previous section, the PCMmethod was not suited for plane-
wave ab initio codes, due to the inherent localized definition of the cavity in terms of
atomic positions. A first step toward a more flexible approach was done by Fattebert
and Gygi [82, 88], who introduced the use of a dielectric function ǫ(r) ≡ ǫ(ρelec(r))
defined in terms of the electronic density ρelec of the system of interest, and smoothly
varying between 1, when ρelec is large, and ǫ0 when ρ
elec → 0. The interaction between
solvent and solute is expressed in terms of the electrostatic response generated by the
polarizable dielectric and the solution is obtained by using a multi-grid solver.
Finally, the third solvation model that will be presented before analyzing the SCCS
model is the Joint-Density Functional Theory (JDFT) introduced by Arias and co-
workers [96,97]. The basic concept to describe the solute-solvent interaction is similar
to the PCM one, with the solvent described as a continuous polarizable dielectric. The
novelty of this model is to recast the PCM approach in terms of a density functional,
obtaining results that are very similar to those of SCCS. The functional formulation is
very elegant and its flexibility may prove to be very useful in adding new features and
functionalities.
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3.2 Electrostatics in dielectric media
Following the work of Fattebert and Gygi [82], the basic idea at the foundation
of the SCCS model is to express all the characteristics of the solvent − electrostatics,
cavitation energy, . . . − in terms of the electronic density of the solute, a quantity
that is already at disposal in any DFT calculation. For this reason, the sharp, dis-
continuous solvent cavity of PCM is replaced by a dielectric medium that is smoothly
self-consistently defined on the electronic density of the solute, using a function:
ǫ(r) = ǫ(ρelec(r)) (3.1)
such that the dielectric is effectively excluded ( ǫ = 1 ) in the region close to the system
of interest and smoothly goes to the bulk dielectric constant of the solvent ( ǫ = ǫ0 )
far from the solute. The addition of this dielectric medium in the simulation modifies
the electrostatic potential of the system. In the usual situation without the solvent,
the electrostatic problem to be solved is the Poisson equation in vacuum:
∇2φtot(r) = −4πρsolute(r) (3.2)
where ρsolute represents the total charge density in vacuum, that is the sum of the
electronic and ionic densities of the system of interest:
ρsolute(r) = ρelec(r) + ρions(r) (3.3)
With the presence of the dielectric, the Poisson equation is modified to take into ac-
count the effective medium:
∇ · ǫ(ρelec(r))∇φtot(r) = −4πρsolute(r) (3.4)
that is nothing but the standard Maxwell equation:
∇ ·D(r) = −4πρsolute(r) (3.5)
for the displacement field
D(r) = E(r) + 4πP(r) = ǫ(r)E(r) (3.6)
where E(r) and P(r) are the electric field and the polarization.
Equation (3.5) can be transformed into an equation in terms of the electric field
∇ · E(r) = −4πρsolute(r)− 4π∇ ·P(r) (3.7)
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Here, in order to avoid the use of multi-grid solver and simplify the theoretical treat-
ment, the polarization P is expressed as a polarization charge density:
ρpol(r) ≡ −∇ ·P(r) = −∇ ·
(
ǫ(ρelec(r))− 1
4π
∇φtot(r)
)
(3.8)
in order to recover a vacuum-like Poisson problem with a different expression for the
total charge:
∇2φtot(r) = −4π(ρsolute(r) + ρpol(r)) (3.9)
This approach where the interaction and mutual polarization of solvent and solute is
described with a polarization charge density is very similar to PCM. The complexity
and non-linearity of the problem is moved to the self-consistency of ρpol, that is defined
in terms of the total electrostatic potential.
The right-hand side of Equation (3.8) can be further expanded, evaluating the
effects of the gradient on the expression of the polarization. After some simple opera-
tions, the following expression is obtained:
ρpol(r) =
1
4π
∇ ln ǫ(ρelec(r)) · ∇φtot(r)− ǫ(ρ
elec(r))− 1
ǫ(ρelec(r))
ρsolute(r) (3.10)
where the polarization is expressed as a sum of two distinct terms. The first term is
the one that carries the non-linearity of the problem, since it contains the dependence
on the total potential. This term depends on the gradient of the dielectric constant
and, for this reason, is different from zero only on the interface region between vacuum
and solvent, where ǫ(r) is not constant. The second term, instead, can be considered
as a simple rescaling of the solute charge density (see [98], and references therein): this
term is quite easy to evaluate since it does not have any contribution coming from the
electrostatic potential. Moreover, although in principle the term is different from zero
everywhere in the simulation cell, in practice the exponential decay of the electronic
charge density limits the extension of this contribution to a region localized around
the system of interest. It is relevant to note that, similarly to the case of PCM, both
terms can be considered as quantities localized in the narrow region around the solute,
simplifying the formulation of the algorithm and reducing the size of the simulation
cell necessary to address the problem. Fig. 3.2 shows the polarization density for a
water molecule in implicit solvent.
Another advantage of the polarization charge density formulation, is related to the
possibility to define a sum rule. Unlike the potential based approach, the Gauss theo-
rem allows to set a bound on the integral of the polarization density surrounding the
system, namely:
∫
ρpol(r)dr = −ǫ0 − 1
ǫ0
∫
ρsolute(r)dr (3.11)
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Figure 3.2: Polarization density for a water molecule, corresponding to isosurfaces of
±0.004 e/A˚3. Blue (red) regions corresponds to excess of positive (negative) charge. The
ball and stick model on the left is shown to help understanding the configuration underlying
the isosurfaces.
a constraint that proves to be very convenient in order to help the convergency of the
self-consistent problem.
Finally, it is useful to introduce the effects of the polarization also in the expressions
for the electrostatic potentials. Using the linearity of the Poisson equation (Eq. 3.9),
it is possible to separate the two contributions to the total field:
φtot(r) = φsolute(r) + φpol(r) (3.12)
where φsolute and φpol are the solutions of vacuum-like Poisson equations, were ρsolute
and ρpol where used respectively as charge densities. This formal separation, although
far from a precise physical meaning, proves to be very useful in the practical imple-
mentation of the algorithm. All the relevant quantities for the quantum-mechanical
problems (total energy, potentials, forces, . . . ) can be thus expressed as the sum of
two contributions, the first that explicitly depends only on the solute charge density
(labeled, now and in the following, by the superscript solute) and has the same features
of the quantity computed in a usual vacuum-like environment, and a second term that
carries the effect of the polarization (labeled by the superscript pol).
Once the self-consistent Poisson equation is solved for the polarization density, it
is possible to compute the electrostatic contribution to the total energy, namely:
Eelectrostatic = 1
8π
∫
dr E(r) ·D(r)
=
1
8π
∫
dr ǫ(ρelec(r)) |∇φtot(r)|2
(3.13)
that integrated by parts becomes:
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Eelectrostatic = 1
2
∫
dr ρsolute(r) φtot(r) (3.14)
Using the decomposition suggested in Eq. 3.12, it is possible to express the electrostatic
energy as a sum of two contributions:
Esolute = 1
2
∫
dr ρsolute(r) φsolute(r) (3.15a)
Epol = 1
2
∫
dr ρsolute(r) φpol(r)
=
1
2
∫
dr ρpol(r) φsolute(r)
(3.15b)
where the polarization contribution Epol can be expressed in two equivalent ways, de-
pending on where the focus is set, whether on the charge density or the potential.
3.2.1 Choice of the dielectric function
The formulation presented above is formally the same introduced in the Fattebert-
Gygi model, but the introduction of the polarization charge density highlights the
sources of the numerical challenges. Most of the properties of the solvent-solute in-
teractions can be evaluated locally in the interface region and thus the quality of this
method depends strongly on a proper description of such region. In particular, the
main ingredient of the model is the dielectric function that appears in Eq. (3.1), that
must satisfy the following conditions adapted from [4]:
1. Boundary conditions: the dielectric function should increase monotonically from
a value of 1 (vacuum) close to the system of interest to a value of ǫ0 in the bulk
of the solvent: {
limρ→0 ǫ(ρ) = ǫ0
limρ→∞ ǫ(ρ) = 1
(3.16)
2. Flatness inside the solute: the dielectric function should be exactly equal to 1
above a certain density threshold, to avoid spurious polarization effects due to
the interaction of the dielectric with the ion cores. Moreover, if the system of
interest presents physical cavities that are unaccessible to the solvent, also these
regions must have a vacuum-like behavior.
3. Flatness in bulk solvent: the dielectric function should be exactly equal to ǫ0
below a certain threshold of the charge density, to avoid spurious polarization
charges in the bulk of the solvent due to potential numerical noise in the expo-
nentially vanishing electronic density away from the solute.
4. Smoothness: since the model is applied in a plane-wave, periodic electronic-
structure code, the dielectric function and its gradient have to be smooth enough
to be well described in a three-dimensional grid that has a resolution given by
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the typical density cutoffs used in plane-wave DFT calculations. Such condition
is crucial to the convergence of the iterative SCF calculation. Moreover, since
the SCCS formulation of the method relies on the polarization density of the
medium, this quantity should also be smooth enough to be well described with
the density cutoffs that are conventionally adopted.
The last condition is crucial in determining the applicability of the model to actual
simulations. For instance, the original dielectric function by Fattebert and Gygi [82],
Figure 3.3: Dielectric function (left), its derivative (center), and the derivative of its loga-
rithm (right) for three different choices of switching functions. The black lines use a general
switching function, the red ones correct the exponential decay of the density outside the solute
by considering the ln ρ, while the blue ones come from Eq. 3.17 and make the behavior of the
rightmost term even more “flat”. (Image from Ref. [4])
while satisfying the first conditions and going very smoothly from vacuum to bulk sol-
vent, presented some serious convergence issue in some particular systems [99], due to
an excessive roughness in the region far from the molecule of interest (see the peak of
the derivative of ln ǫ(ρ) for the black line in Fig. 3.3 ). In order to correct these draw-
backs, Andreussi et al. first considered to apply a switching function to the logarithm
of the density, to linearize the exponential decay of the electronic density outside the
solute (red lines in Fig. 3.3), and finally introduced a new expression for the dielectric
function:
ǫǫ0,ρmin,ρmax(ρ) =


1, if ρ > ρmax
exp(t(ln ρ)), if ρmin < ρ < ρmax
ǫ0, if ρ < ρmin
(3.17)
where t(x) is a general, smooth function that decreases monotonically from a constant
value ln ǫ0 to zero. With these piecewise definition, the second and third conditions pre-
sented above are automatically satisfied, given adequate values for the density thresh-
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old. The form of the smooth switching function was chosen in order to maximize the
“flatness” of the first term in Eq. 3.10 (see rightmost plot in Fig. 3.3).
3.2.2 Iterative scheme
The SCCS model, in contrast with previous implementation that adopted multi-
grid solvers, use an iterative scheme to solve the modified Poisson equation in Eq.
3.4. In this section, the principal steps of the iterative scheme are described. The
procedures, although being quite general, are especially thought for a DFT code based
on plane-waves, such as Quantum ESPRESSO.
The self-consistent cycle starts from the initial choice of the total charge density
for the solute, that can be obtained with the usual DFT procedures. The second term
in Eq. 3.10 is easily obtainable, since it does not depend on the total electrostatic
potential and does not enter in the self-consistent iteration. The first one, labeled ρiter,
is defined as:
ρiter(r) =
1
4π
∇ ln ǫ(ρelec(r)) · ∇φtot(r) (3.18)
and can be computed following this steps adapted from Ref. [4] :
1. In principle the calculation should begin from a fully converged electronic density
of the system of interest. For practical reasons, in order to save computational
time, the solvent effects are computed as soon as the SCF calculation reaches
a minimum threshold τSCF in the accuracy. The new solvent procedure is not
turned on at the very beginning in order to avoid spurious oscillation in a system
far from the converged value.
2. When the solvent interaction is added to the SCF cycle, at the first iteration the
initial guess for the polarization charge is fixed to zero (ρiter0 (r) = 0). In all the
following SCF steps, the polarization density is obtained from the previous steps
(see step 5 and 6 in the following).
3. The total density of the system (solute plus polarization) at iteration n is com-
puted as:
ρtotaln (r) = ρ
solute(r) + ρpoln (r) =
1
ǫ(ρelec(r))
ρsolute(r) + ρitern (r) (3.19)
where the scaling due to the second term of Eq. 3.10 is computed.
4. The Poisson equations for the total charge density is solved using a procedure
very common in DFT algorithms. The calculations are performed in the recip-
rocal space in order to simplify the expression of the integrals and then all the
quantities are recovered in the real space grid. This algorithm uses one fast
Fourier transform (FFT) and three inverse FFTs (IFFTs) and provides the value
for the gradient of the total field.
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5. The iterative term in the polarization charge at the (n + 1)th step is computed
by using Eq. 3.18, namely:
ρitern+1(r) = ∇ ln ǫ(ρelec(r)) · ∇φtotn+1(r) (3.20)
6. As commonly done in self-consistent cycles in order to stabilize the iterative
procedure and avoid spurious oscillations in the convergence, the ρitern+1(r) that
will be used in the following step is obtained through a linear mixing of the
polarization at the nth and (n+ 1)th steps.
7. The polarization density is converged when the difference ρres between the den-
sities at following steps is negligible, namely:
〈
(ρres(r)2
〉
< τ pol (3.21)
with τ pol a given tolerance, and the iterative procedure is stopped.
3.3 Corrections to the free energy
The previous sections address only the average electrostatic effects due to the pres-
ence of the solvent. The solvation correction that is computed so far is simply:
∆Gel = Gel −G0 (3.22)
where G0 ≡ (Etot)vacuum is the ab initio energy of the isolated solute in vacuum,
computed with the usual procedures, while Gel is the analogous quantity computed in
the dielectric medium, following the iterative procedure defined in the previous section.
This electrostatic contribution is always negative, since it grants to the system an
additional degree of freedom for the energy minimization, that is the possibility of
polarize the surrounding medium.
In a realistic solvation process, there are other effects that must be taken in consid-
eration in order to evaluate the overall solvation energy that, in contrast with ∆Gel, can
also assume positive values. Since the aim of the SCCS model is to mimic the behavior
of the physical interaction with the solvent, it is necessary to find an expression for all
these other non-electrostatic contributions, possibly with the smallest additional bur-
den to the computational cost. Similarly to PCM, the SCCS model followed the formal
definitions of Ben-Naim [100], where all these terms were introduced still adhering to
the continuum description of the medium.
The main terms can be divided (see Eq. (79) of Ref. [86]) into:
∆Gsol = ∆Gel +Gcav +Grep +Gdis +∆Gtm + P∆V (3.23)
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All these contributions are somehow related to the difference between the physical
system − made by explicit solvent molecules and not a continuum dielectric − and
the model that was used in SCCS. In particular the cavitation energy Gcav is related
to the energy necessary to create a vacuum cavity inside the continuum solvent. The
repulsion Grep and dispersion Gdis terms represent continuum averages of all the short-
range interactions generated by the Pauli exclusion principle and by van der Waals
interactions, that were neglected by considering the solvent as a continuum. The
thermal motion contribution ∆Gtm is related to the change in the vibrational and
rotational properties of the solvated system − w.r.t. the isolated one − due to the
different environment. Finally, the pressure term P∆V takes into account the change
in volume of the solvated system.
The sum of all these contribution is in general small with respect to the electro-
static term and their effect is often of secondary importance in describing the solva-
tion of molecules and the changes in the chemical reactions due to the presence of
the solvent. Although there exist different models to describe separately each of the
non-electrostatic terms, the SCCS model suggests an approach based on the quantum
surface and quantum volume in order to reduce the number of empirical parameters.
This formulation is explained in details in the following section.
3.3.1 Cavitation energy and Surface and Volume corrections
By considering the solvent as a continuum liquid, the energy to create a cavity
in its bulk does not depend on the volume of the cavity, but instead on the surface
generated, since the shear stress is identically zero in a liquid. The cavitation en-
ergy term can thus be expressed as the product of the experimental surface tension
γ of the solvent and the surface S of the solute cavity, as proposed by Scherlis et al. [89]:
Gcav = γS (3.24)
In order to give an estimate of the surface S, SCCS used the ”quantum surface”
definition introduced in Ref. [90] together with the ”quantum volume’”. Cococcioni et
al. defined the surface using the finite difference between the volume contained by two
close isosurfaces of the electronic density.
In order to define the isosurfaces consistently with the definition of the dielectric
function used in the previous sections, the following “smoothed” step function is intro-
duced:
θρmin,ρmax(ρ
elec(r)) =
ǫ0 − ǫǫ0,ρmin,ρmax(ρelec(r))
ǫ0 − 1 (3.25)
With this definition, the value for the volume V of the solvent cavity can be estimated
as a functional of the electronic density:
V =
∫
drθ(ρelec(r)) (3.26)
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while the cavity surface S can be obtained by finite difference:
S =
∫
dr
{
θ
(
ρelec(r)− ∆
2
)
− θ
(
ρelec(r) +
∆
2
)}
× |∇ρ
elec(r)|
∆
(3.27)
In a similar way, the method of Cococcioni et al. to treat systems under pressure
can be immediately extended to the calculation of the P∆V term. By including the
PV term in the total energies of both the system in vacuum and in solution, the P∆V
contribution is automatically included in the solvation free energy. Such a contribution
can be important for systems under pressure while, for systems at standard pressures,
it can be safely neglected.
Concerning the remaining contributions to the solvation free energy, the approach
of SCCS is to treat them in a simplified way, in order to avoid an increase in the com-
putational cost of the simulations. In particular, similar to other models of solvation,
the thermal motion contribution is neglected, while the sum of dispersion and repulsion
free energies is replaced by a term linearly proportional to the quantum surface and
the quantum volume of the molecular cavity, namely:
Grep +Gdis ≈ αS + βV (3.28)
where the two factors α and β are solvent-specific tunable parameters that can be fitted,
together with the other parameters in the model, e.g., to reproduce total solvation
energies. Expressing these two terms as proportional to the solvent-unaccessible area
is a common solution in other state-of-the-art approaches. PCM, for instance, evaluate
the repulsion energy in terms of the electrostatic charge outside the cavity, that, with
a plausible approximation, is proportional to the cavity surface. SMx models [101],
instead, define these contributions in terms of the sum of atomic terms, proportional
to the cavity around each atom of the solute. This approach, in spite of having more
empirical parameters, does not give appreciable advantages with respect to the SCCS
definition.
The final expression for the solvation free energy in the simplified SCCS model is,
thus, given by:
∆Gsol = ∆Gel(ǫ0, ρmin, ρmax) + (α + γ)S + (β + P )V (3.29)
where the main parameters involved in the electrostatic contribution are explicitly
reported.
3.4 Choosing the parameters
As summarized in Eq. 3.29, the SCCS model involves the use of six main parame-
ters. Two of these, the bulk dielectric constant ǫ0 and the surface tension γ represent
physical quantities, that vary according to the solvent used. These two parameters can
be either computed with some first principles calculation, such as MD simulations of
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the explicit solvent or, more often, extracted from experimental results. The two charge
density thresholds ρmin and ρmax entering the definition of the dielectric function and
the two constants α and β of Eq. 3.28 are instead empirical parameters. Their values,
in contrast with all the other parameters inside the DFT and SCCS cycles, must be
evaluated by fitting them with results from reference calculations or experimental data.
The fitting procedure has to be performed with care, in order to avoid that the
results strongly depend on the trial data set and to guarantee their transferability to
new systems beyond those already used for the fit. In particular, since in the SCCS
model the higher contributions are those coming from electrostatics, it is appropriate
first to fit the two parameters entering in ∆Gel, and then, only after that, to evaluate
the optimal value for the non-electrostatic contributions. Furthermore, as already
observed in the previous sections, the effect of the solvent on molecular properties,
such as solvation energies, absorption spectra (IR, UV or NMR) or reaction rates,
are mainly generated from the electrostatic contributions, while the non-electrostatic
terms give smaller corrections; it is thus reasonable to follow this order in the fitting
procedure.
On the basis of these considerations, in the SCCS model the electrostatic param-
eters are fitted using as trial data set the electrostatic solvation energies coming from
Integral Equation Formalism - PCM predictions [102, 103]. In facts, since the exist-
ing continuum models already achieved a very good description of solvation effects for
several different molecules and clusters, their results could be used as a reference for
testing the quality of the SCCS approach. Once the two thresholds for the electronic
density were optimized, the non-electrostatic terms have been fine-tuned by compar-
ing the total solvation energy obtained from Eq. 3.24 with experimental results. The
fitting procedure was performed on a large class of molecules with different functional
groups (Fig. 3.4), minimizing the Minimum Average Error (MAE) with respect to the
whole trial dataset: two final sets of optimized parameters are reported, one for neutral
systems [4] and one for charged ones [91].
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Figure 3.4: Error on solvation energies for the extended set of molecules, divided according
to their main functional groups (branched = branched alkanes; acids = carboxylic acids;
cyclo = cycloalkanes; S2 = disulfides; multi = multiple halogens). Some compounds with
more than one functional group have not been explicitly classified. Colored rectangles have
been used to identify the different classes of compounds, with different colors reflecting the
degree of accuracy of the method: green with maximum errors less than ±1.5 kcal/mol; blue
for maximum errors less than ±3.0 kcal/mol; red for sets with larger errors (up to ±6.0
kcal/mol). (Image from Ref. [4])
Chapter 4
Caffeine Aggregation in Aqueous
Solution
This Chapter reports on our investigation in aqueous environment on monomers and
dimers of caffeine, a molecule similar to theophylline for structural and electronic prop-
erties. The focus on dimers comes from the experimental evidences in NMR and ab-
sorption spectra (IR and UV-vis) showing that caffeine aggregates in solution form
dimers and stacked polymers. The importance of this preliminary study is two-fold:
on one side, this is the first step to investigate the interaction of caffeine with func-
tional monomers, in order to select those most suitable for the design of Molecularly
Imprinted Polymers (MIPs) for its recognition; on the other side, it allows to test the
Self-Consistent Continuum Solvent model (SCCS) for the description of molecules in
realistic environment and not just in vacuum.
We use ab initio technique combined with the SCCS. After a brief introduction on
the relevance of MIP in recent studies, the isolated molecule of caffeine will be studied,
both in vacuum and in implicit solvent set up, and the results will be compared with
the structural parameters found in the literature. Energetics and electronic properties
of two different dimer configurations will be computed. In the final part of the chapter
an analysis of the UV-vis absorption spectra, with and without the implicit solvent,
will be presented.
This part of the PhD project was done in collaboration with Dr. F. Berti from the
Department of Chemical and Pharmaceutical Sciences of the University of Trieste and
L. Redivo and prof. M. Resmini from QMUL, that contributed with their expertize in
organic chemistry and in particular also in quantum chemistry approaches.
4.1 Introduction
Molecularly Imprinted Polymers (MIPs) [104, 105] are man-made molecular com-
pounds that react and recognize specific classes of molecules in the same way of an-
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tibodies. MIPs have recently been the subject of many studies, due to their different
applications, from detection and selective extraction of target molecules [106, 107] to
chemical biosensors [108–111]. They are built using a process called molecular im-
printing techniques (Fig 4.1) in which the polymer is shaped around a specific molecule
called template. There are two different kinds of molecular imprinting, the first is based
on the self-assembly of functional monomers, the second on covalent bonds between
template and monomers. In both cases the monomers binds together in a polymer-
ization process and later the template molecule is removed, allowing the MIP to react
with other compounds. The peculiar “key-lock” characteristics of these polymers make
Figure 4.1: Sketch diagram of the basic steps of molecular imprinting techniques. In the
cartoon, the interactions between the functional monomers and the template molecule are
depicted with specific “key-lock” combinations with different color. The functional monomers
polymerize to form the polymer matrix, that, after the removal of the template, is the key
constituent of the MIP.
computational approaches particularly adapt to address them [107,112–114], since the
numerous different combinations of templates and functional monomers can be ana-
lyzed with simulations, reducing the need for experiments. In fact, one of the most
important steps in the process is the selection of the optimal ensemble of monomers
for the target molecule.
One disadvantage of MIPs that hinders a widespread application is related to large-
scale production and optimization of the synthesis [114]. In this context, the possibility
to couple the reactivity and high selectivity of MIPs with the stability of heterogeneous
substrate can be of extreme relevance, both for industries and practical applications.
Towards this goal, we addressed the imprinting of caffeine, molecule already object of
some studies with MIPs [106], using the ab initio computational approach described
in the previous chapters in combinations with an implicit solvent model. The choice
of the plane-waves basis set, quite uncommon for these type of clustered systems, was
done in order to extend, later on, the results of this preparatory study to an extended
periodic system, such as an heterogeneous devices with substrate supported MIPs.
Caffeine (1,3,7-trimethylxanthine) is a widely consumed stimulant that is present in
various beverages, from coffee and tea to several different kinds of soft drinks. Caffeine
is also an excipient in many drugs, due to its interactions in various biological processes
and with nucleic acids [115–119]. Monitoring the caffeine content in a solution is
therefore of great interest, both in the coffee and in the pharmacological industries,
making caffeine an ideal test case for MIPs. Like other molecules of the xanthine
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and purine family, caffeine has a flat shape made of aromatic rings and aggregates
in aqueous solution by plane-to-plane stacking, a behavior similar to that of purine-
pyrimidine base pairs in nucleic acids. This self-assembling interaction, that is mainly
driven by the hydrophobicity of the molecule, has been observed in several works, from
infrared [120] and UV-vis spectroscopy [121] to NMR experiments [122,123].
In this preliminary part of the study, the focus was set on calibrating the com-
putational tools (PW code and implicit solvent) on the simpler system of caffeine in
aqueous environment.
4.2 Characterization of isolated caffeine
Before addressing the dimer configurations, preliminary simulations on the isolated
caffeine molecule were performed. DFT calculations with a posteriori VdW interac-
tions [22] were performed in a cubic cell of 16 A˚, with Makov-Payne corrections to the
PBC [39]. The minimum energy configurations (Figure 4.2) where reached using Born-
Hoppeneimer ab-initio molecular dynamics. The geometrical parameters extracted
Figure 4.2: Ball and stick model for an isolated caffeine molecule. The atomic labels are
chosen in agreement with those in Ref. [124] and [122].
from the simulations in vacuum and in implicit solvent are presented in Table 4.1,
together with other results, both computational and experimental (for anhydrous caf-
feine), extracted from the literature. The overall agreement with experiments [125,126]
and other theoretical calculations [122, 124] is quite good. The N − C bonds seem to
be closer to the experimental data with respect of the B3LYP results of Ref. [124],
while the C = C and C = O bond lengths are slightly overestimated. The main effect
of the solvent is to slightly shrink the radius of the aromatic rings and to increase the
C = O bond length. The C6−C5−C4−N9 and N3−C4−C5−N7 dihedral angles,
not reported in the table, are perfectly flat, confirming the planarity of the relaxed
structure. The bond angles are in agreement with other results found in the literature.
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Table 4.1: Selected geometry parameters for the caffeine molecule. The last two columns
refer to the DFT optimization in the present work. Relaxation performed in normal vacuum
condition and with the addition of implicit solvent (water).
Parameters a Exp. b Exp. c Th. d Th. e Th. f Th. g Th. h Vacuum Solvent
Bond lenghts (A˚)
N1-C2 1.397 1.410 1.411 1.408 1.402 1.407 1.41 1.408 1.403
C2-N3 1.392 1.383 1.382 1.388 1.384 1.387 1.38 1.391 1.385
N3-C4 1.373 1.376 1.377 1.375 1.370 1.374 1.37 1.371 1.371
C4-C5 1.361 1.382 1.388 1.381 1.379 1.379 1.38 1.387 1.387
C5-C6 1.441 1.446 1.440 1.433 1.430 1.432 1.43 1.427 1.421
C6-N1 1.413 1.408 1.409 1.415 1.410 1.413 1.41 1.423 1.419
C5-N7 1.388 1.373 1.376 1.389 1.383 1.387 1.36 1.384 1.382
N7-C8 1.343 1.362 1.363 1.354 1.350 1.353 1.33 1.357 1.352
C8-N9 1.341 1.297 1.337 1.328 1.326 1.327 1.37 1.333 1.340
N9-C4 1.361 1.359 1.358 1.357 1.353 1.356 1.38 1.358 1.359
N1-C10 1.482 1.464 1.466 1.469 1.461 1.467 1.46 1.462 1.464
C2-O11 1.211 1.204 1.224 1.218 1.216 1.217 1.23 1.231 1.239
N3-C12 1.478 1.458 1.461 1.464 1.457 1.463 1.46 1.458 1.461
C6-O13 1.208 1.209 1.228 1.225 1.223 1.224 1.24 1.236 1.243
N7-C14 1.470 1.456 1.464 1.464 1.457 1.463 1.46 1.453 1.456
C8-H1 0.930 1.085 1.082 1.080 1.081 1.079 1.08 1.085 1.086
Bond angles (◦)
C2-N1-C6 127.8 127.8 127.7 126.8 126.9 126.8 127.4 127.1 126.6
N1-C2-N3 116.1 116.5 116.8 117.1 117.1 117.1 116.9 116.9 117.4
C2-N3-C4 119.9 120.3 120.0 119.8 119.7 119.7 119.9 119.8 119.6
N3-C4-C5 121.9 121.5 121.4 121.7 121.6 121.6 121.0 121.5 121.6
C4-C5-C6 123.4 122.9 123.4 123.3 123.3 123.3 123.4 123.8 123.4
C5-C6-N1 110.6 111.0 110.7 111.4 111.2 111.4 110.5 110.8 111.4
N9-C4-C5 111.6 111.6 111.9 111.6 111.7 111.6 112.1 111.7 111.6
C4-C5-N7 106.0 104.7 105.1 105.1 105.0 105.1 105.3 105.0 105.2
C5-N7-C8 105.4 105.6 106.0 105.7 105.7 105.7 106.0 106.0 106.2
N7-C8-N9 113.6 114.2 113.4 113.6 113.7 113.6 113.2 113.5 113.3
C8-N9-C4 103.4 103.8 103.4 103.9 103.8 103.9 103.5 103.8 103.8
a See Fig. 4.2 for the atom numbering.
b Ref [125].
c Ref [126].
d Ref [127], MP2/6-311++G(d,p).
e Ref [127], B3LYP/6-311++G(d,p).
f Ref [127], B3PW91/6-311++G(d,p).
g Ref [127], X3LYP/6-311++G(d,p).
h Ref [122], MP2/6-31G(d,p).
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4.3 Characterization of the dimer structures in dif-
ferent environments
In order to understand the real behavior of caffeine molecules in aqueous envi-
ronment, the study of the isolated molecule is not sufficient, since it is known in the
literature [120–123] that stacked structures of caffeine coexist with monomers. As a
first step, information on the stacking configuration were extracted from the Cambridge
crystallographic data center (CCDC) [128]. The anhydrous caffeine X-ray analysis sug-
gest that the molecules interacts in the direction orthogonal to the molecular planes, in
an anti-parallel configuration. After some preliminary calculations (see footnote in the
next page), two unequivalent dimer configurations were obtained, designated as “mp1”
and “ma3” respectively in Ref. [122] (Fig. 4.3). The first configuration (“mp1”, or con-
Figure 4.3: Ball-and-stick model for the configurations of the two dimer structures: top
and side-view. (a) Configuration 1: the two molecules are parallel and rotated by 60◦. (b)
Configuration 2: the molecule are anti-parallel, one flipped with respect to the other along the
direction indicated.
figuration 1 in the following) is a “face-to-back” configuration, where the molecules are
parallel. The second one (“ma3”, or configuration 1 in the following) is a “face-to-face”
configuration, with the molecules anti-parallel. In both configurations the molecules
are rotated in such a way that the methyl group distances are maximized. Since the
methyl groups are more or less located at the vertices of an equilateral triangle, this
condition implies that the molecules are rotated by an angle of 60◦ (module 120◦).
Due to the weak nature of the intermolecular interactions, in principle there could
be more than two dimer configurations close in energy, and it could be convenient to
start the global minimum search from several different initial geometries; however, since
these two configurations were quite representative of the different geometries [122], we
decided to reduce the study starting only from these two systems, keeping in mind
the possibility to eventually enlarge the explored dataset. The initial configurations
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were relaxed using both force-field (classical approximation, calculations performed by
Dr. L. Redivo) 1, and ab initio molecular dynamics, in order to find minimum energy
configurations. Since the two minima for the dimer configuration were very close in
energy, both were analyzed and the results are reported in the following sections.
4.3.1 Energetics
In order to understand the properties of these systems, cohesion energies were com-
puted, using two different functional approaches: B3LYP, an hybrid functional with
elements coming from Hartree-Fock approximation, and GGA, a common approxima-
tion in solid state physics. The B3LYP calculation were obtained using a quantum
chemistry code, SPARTAN [129], in addition to a PCM model for the solvent. The
GGA calculations were obtained using Quantum ESPRESSO and SCCS.
The cohesion energies is defined as:
Ecoh = −(E(dimer)− 2E(molecule)) (4.1)
where E(dimer) and E(molecule) are the total energies of dimer and isolated molecule
systems. In both cases, in order to reduce the repeated images effects without increasing
the computational burden, Makov-Payne boundary conditions were used [39].
The results, together with those using an implicit solvent model to describe water,
are summarized in Table 4.2: the B3LYP results for the vacuum system are in agree-
ment with other theoretical results found in the literature [122, 124]. As an overall
trend, GGA overestimates the cohesion energies with respect to B3LYP (differences of
the order of ∼ 0.3−0.4 eV ), both for the vacuum and the implicit solvent environment.
The effects of adding the implicit solvent is to reduce the cohesion energies, both in
B3LYP and GGA, in such a way that configuration 1 in the B3LYP+PCM description
is not stable (negative sign with the convention of Eq. 4.1).
Concerning the comparison with experimental results, the calculated values with
implicit solvent, both from this work and from previous studies in the literature, are
rather scattered, with B3LYP that underestimates cohesion energy and GGA that over-
estimates them. Even the description with clustered systems from Ref. [124], where
few water molecules are added to the simulation in an explicit way, give results that
are quite different from the literature. Probably, as often happens when describing real
solvent in electronic calculations, the best way to address the problem is to combine the
clustered explicit model with the implicit one. In this “hybrid” approach, the explicit
solvent molecules can take into account the non-trivial solvent-solute interactions com-
1Merck Molecular Force Field 94 (MMFF94) implemented in SPARTAN [129]. The runs for the
dimer optimization with MMFF94 were done considering two molecules placed “manually” one over
the other at about 7 A˚ and with different reciprocal orientations. Therefore the initial space was
large enough to allow the molecules to move. Two different minima, one face-face and one face-back,
were found. The configurations optimized with MMFF94 could not be considered the final ones,
since the classical force field cannot reproduce the C-H hydrogen bonds which are a relevant part of
the interactions internal to the dimers. For this reason, only the final configurations optimized with
ab-initio techniques are discussed here.
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Table 4.2: Cohesion energy for dimer configuration: effect of the exchange-correlation func-
tional and of the implicit solvent. The results of the B3LYP column are obtained using
SPARTAN [129] and PCM model for the implicit solvent, while the results for GGA are
obtained using Quantum ESPRESSO and SCCS model.
Cohesion Vacuum Water
Exp.
(eV) Th. a Th. b B3LYP GGA Th. c Th. d B3LYP GGA
Config. 1 0.48 0.28 0.30 0.68 0.03 0.42 - 0.01 0.34
0.15 e- 0.22 f
Config. 2 0.51 0.29 0.29 0.70 0.03 0.43 0.07 0.32
a Ref [122], MD.
b Ref [124], vacuum.
c Ref [124], implicit solvent
d Ref [124], clustered
e Ref [130].
f Ref [131].
ing from hydrogen and covalent bond formation, while the implicit description ensures
the correct behavior of the solvent bulk.
Finally, since the B3LYP approach requires additional calculations to compute the
Hartree-Fock terms in the exchange-correlation term, the simulations are more compu-
tationally expensive with respect to GGA calculations. Therefore, most of the results
in the following are obtained using only the GGA approach with the addition of SCCS
model for the implicit solvent.
4.3.2 Electronic properties
In order to understand the intermolecular interactions in the dimer configurations,
the electronic density of the isolated molecules were subtracted to the one of the dimer,
so to emphasize its rearrangement due to the bonding. The resulting plots are shown
in Fig. 4.4 for configuration 1 and in Fig. 4.5 for configuration 2. In both cases, six
hydrogen bonds forms between the two molecules, connecting an hydrogen atom of the
methyl groups to a corresponding oxygen or nitrogen atom of the other molecule. The
distance between the two molecular planes is equal to 3.30 A˚ and does not change by
adding the implicit solvent.
Some preliminary insights on the behavior of the dimer with other surrounding
molecules inside the solution can be extracted by analyzing the plot of the polarization
density (Fig. 4.6). The blue and red regions correspond to area around the molecule
where the polarization density is either positive (blue) or negative (red). If the in-
teractions with the other molecules is mainly driven by electrostatics, as commonly
happens for ions and other polarized structures in water, the blue regions (correspond-
ing to the oxygen atoms in the dimer case) will attract electrophilic groups, while the
red ones (corresponding to the methyl groups) will attract nucleophilic groups. We do
not present the plot relative to configuration 2, since it did not show any noticeable
difference with respect to the other configuration.
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Figure 4.4: Charge rearrangement in the dimer “configuration 1” with respect to the isolated
molecules, corresponding to isosurfaces of ±0.0006 e/A˚3. Blue/red indicate depletion/excess
of electron density. The ball and stick models on the left help understanding the geometry of
the minimum energy configuration (both molecules are shown looking from the same direction).
A stylized eye is shown to point out the direction from where panel (a) and (b) were taken.
Figure 4.5: Charge rearrangement in the dimer “configuration 2” with respect to the isolated
molecules, corresponding to isosurfaces of ±0.0006 e/A˚3. Blue/red indicate depletion/excess
of electron density. The ball and stick models on the left help understanding the geometry of
the minimum energy configuration (both molecules are shown looking from the same direction).
A stylized eye is shown to point out the direction from where panel (a) and (b) were taken.
4. Caffeine Aggregation in Aqueous Solution 75
Figure 4.6: Polarization density for the dimer “configuration 1”, corresponding to isosur-
faces of ±0.002 e/A˚3. Blue (red) regions corresponds to excess of positive (negative) charge.
The ball and stick model on the left is shown to help understanding the configuration under-
lying the isosurfaces.
4.4 Absorption spectra for monomers and dimers
of caffeine
As explained in Chapter 1, TD-DFT can be used to extract absorption spectra
for the systems of interest. There are two methods to perform this task in Quantum
ESPRESSO : the first one, known as the Davidson algorithm, is based on the diagonal-
ization of the matrix in Eq. 1.44a, while the second one, the Liouville-Lanczos, is based
on a recursive algorithm. In this work we decided to adopt the Davidson algorithm,
since we were mainly interested in the region near the HOMO-LUMO transition.
Before simulating the adsorption plot for the caffeine structure, some convergence
tests were needed, in order to set the computational parameters. The main approxima-
tion introduced in the Davidson approach is related to the size of the matrixMjk,j′k′(ω)
to diagonalize, that depends on how many transitions to excited states are considered
in the model. By increasing the number of eigenvalues to compute (Fig. 4.7, upper
panel), the energy interval that is scanned for the absorption spectra is increased. The
upper panel of Fig. 4.7 shows a test case for the isolated molecule. Already at 15
eigenvalues, the plot has reached a converged description up until 6 eV .
Another interesting test is the comparison of the spectra obtained using the two
methods, Davidson and Lanczos. As can be observed in the lower panel of Fig. 4.7,
the two methods are in good agreement up to the second absorption peak. Moreover
the convergence test of the Lanczos spectra with respect to the number of recursive
steps (not included here) showed higher uncertainties at higher energy, endorsing our
initial choice for the Davidson algorithm.
After the convergence tests, the absorption spectrum for the isolated molecule was
simulated, both in the dehydrated system and with the addition of the implicit solvent
(Fig. 4.8). The results were compared with experimental data [132] for UV-vis ab-
sorption. The HOMO-LUMO peak is at 4.1 eV in vacuum and 4.2 eV for the implicit
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Figure 4.7: Convergence tests for absorption spectra using the Davidson algorithm: number
of eigenvalues and comparison with Lanczos algorithm. In both cases the plots are related to
the isolated caffeine simulations. In the upper panel, the convergence against the number of
eigenvalues considered is shown. On the lower panel, a comparison between the two algorithm,
Davidson in green and Lanczos in red is shown. The two spectra are arbitrary scaled, in order
to compare the first peak.
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Figure 4.8: UV-vis absorption spectra for the isolated molecule in vacuum (solid red) and
implicit solvent (solid blue). The black solid line is taken from Ref. [132].
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solvent, slightly underestimated with respect to experimental results in water (4.56 eV
from [132] and 4.54 eV from Ref. [127]). The choice of the GGA functional may be
the reason of the small HOMO-LUMO gap, since this is a known issue of this type
of functional. An hybrid approach, such as B3LYP, can reduce this difference and
shift the peak to higher energies. Another difference between the simulations and the
experiment is the width of the peak, that is probably due to the liquid nature of the
solvent. In the realistic case, the different solvent molecule environment can slightly
change the position of the peak in time and the overall result (black curve in Fig. 4.8)
is a thermodynamic average of all these contributions.
Moreover, looking at the absorption spectra of the two dimer configurations ( Fig.
4.9), it is clear that the stacking geometry produces satellite peaks, both below and
above the main HOMO-LUMO peak, that may be responsible of the observed broad-
ening of the main peak. This finding may be also the cause of the hypo-chromic
effects in the caffeine spectra at high concentrations. Mejri et al. showed [121] that
increasing the concentration of caffeine in water solutions, the HOMO-LUMO peak in-
tensity reduces and the peak broadens. This effect happens at the same concentrations
(1.5 · 10−1 mM) when the self-assembling stacking becomes relevant. It is worth notic-
ing that it is not clear how the concentration of dimers or other stacked configurations
depends on the caffeine concentration in solution, and numerical simulations to shed
light on this problem would be mostly welcome.
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Figure 4.9: UV-vis absorption spectra for the dimer configurations in vacuum (solid red) and
implicit solvent (solid blue). The black dotted line is related to the isolated molecule spectra
performed in implicit solvent. The upper plot is related to the first configuration, while the
lower is related to the second one.
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Conclusions
In the first part of the thesis we succeded in characterizing two extended periodic
structures of theophylline over Au (111) and, remarkably, a spontaneous unichiral
domain boundary. For all structures, the bond network and, more in general, the
electronic properties were determined and fruitful comparison with experimental data
was performed. This study achieved two main results:
• Methodological: complementary experimental and theoretical approaches are es-
sential in characterizing complex systems at the atomic scale. On one hand,
inputs from experiments are an essential starting point to perform meaningful
calculations. On the other hand, ab initio simulations has yet again showed to
be an irreplaceable tool in understanding the microscopic structure of the systems
observed by STM, due to the combination of geometrical and electronic effects
on the images.
• First evidence of an Unichiral Domain Boundary: the primary and original sci-
entific result of the theophylline investigation is the evidence of the existence of a
self-assembling unichiral boundary within a racemic domain. From the number of
occurrences of this structure on the acquired STM images and its stability across
large regions of the samples, we can conclude that this system is not generated
by some occasional effects, but that is a well established and replicable structure.
Future studies would be necessary to understand the mechanisms generating the
unichiral domain boundary in the self-assembling process, in addition to more informa-
tion on the statistics and the origins of the two different periodic structures. Moreover,
it would be interesting to test the reactivity of the unichiral boundary and to find out
whether analogous structures occur also in other substrate-biomolecules systems.
Concerning the second part of the thesis, the study on caffeine was particularly
challenging, both because the plane-wave approach is not optimal for a non-periodic
system such as this one (the reason of this choice was already explained in the previous
chapter), both because of the weakness of the stacking interactions (hydrogen bonds)
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that are known to be difficult to describe in DFT, and because the implementation of
the implicit solvent model requires some additional refinement. For all these reasons,
the results of this part of the project must be considered preliminary. An original
scientific result is the identification of an alternative dimer configuration with respect
to the one derived from anhydrous caffeine X-ray analysis, that could explain the
widening of the peaks in solution at increasing caffeine concentration.
Possible future developments (before entering the MIPs project) are:
• To explore in a rigorous way the minimum energy configurations for the dimer
structure. To this purpose we should evaluate to adopt more elaborate algorithms
for the global optimization problem, such as Monte Carlo based approaches,
genetic or basin hopping algorithms, always in combination with ab initio DFT
calculations.
• To understand the origin and dynamics of the dimer formation, whether this
process is favorable or not in solution, and how much it depends on the caffeine
concentration. This in facts is extremely crucial in order to know if the functional
monomers needed for MIPs have to be designed for the isolated molecule or for
the dimer structure. Another development of this taste is to eventually extend
the study to other solvents.
• To optimize the implementation of the SCCS model. Currently, some of the
characteristics of the systems, such as for instance the definition of the solvent
unaccessible region, need to be inserted ad hoc in the input instead of being au-
tomatically produced by the calculation. This fact complicates the calculations,
since the implicit solvent can reach area in the simulation cell where the solvent
molecules cannot penetrate simply because of steric effect. Moreover, in some
rare cases, there are still some converging issues that slow down the calculations.
Nevertheless the study proved the potentialities of the SCCS model, and it is
worth to apply this method to other systems.
The relevant results are reported in two papers, the first one on the theophylline systems
[133] and the second one for the caffeine study [134].
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