Instance features based deep learning methods prompt the performances of high speed object tracking systems by directly comparing target with its template during training and tracking. However, from the perspective of human vision system, prior knowledge of target also plays key role during the process of tracking. To integrate both semantic knowledge and instance features, we propose a convolutional network based object tracking framework to simultaneously output bounding boxes based on different prior knowledge as well as confidences of corresponding Assumptions. Experimental results show that our proposed approach retains both higher accuracy and efficiency than other leading methods on tracking tasks covering most daily objects. key words: object tracking, convolutional neural networks, bounding box regression
Introduction
As a crucial component of many computer vision systems, visual tracking has attracted extensive interests from community. During the last decade, deep learning based methods have shown powerful capacity in the field of visual object tracking, typical deep network structure such as Convolutional Neural Network (CNN) can extract representative visual features from raw image within the framework of end-to-end training. Differing from conventional representations with hand-crafted features, such data-driven description of image can retain abundant knowledge into model to tackle drastic variations of target during tracking. Hence, the best performances of standard object tracking contests, e.g., Visual Object Tracking (VOT) [1] , Object Tracking Benchmark (OTB) [2] mainly come from deep learning based methods [3] .
Differing from object detection or recognition, the research of visual object tracking mainly focus on the exploitation of instance features rather than semantic knowledge of targets. However, as a high performance object tracking system, human eyes can naturally exploit high level Manuscript [6] , here we propose an object tracking framework which can handle a series types of daily objects including pedestrians and vehicles, etc. Our proposed approach formulates object tracking as a regression problem, directly predicting the coordinates of target at incoming frame. [7] adopts a similar Region Proposal Network (RPN) structure to predict the position of target directly as well. However they realize the regression for different anchors without any semantic assumption, while our model is trained for specific categories of objects.
Rather than generic object tracking, we The proposed approach Experimental results show that our proposed tracker achieves the state-of-art performance on these objects with very high speed.
Tracking by Integration of Semantic Knowledge and Instance Features
As shown in Fig. 1 , the design of our proposed object tracker is straightforward. It consists of a CNN as backbone. Given previous tracking results at the tth frame, the network takes three images as input. The first part comes from the ground truth at the first frame as standard template of target. The second part is extracted from the t − 1th frame, while the last part is a candidate area from current frame where potential target appears. At the tth frame, the network outputs a score vector ω t ∈ R K by a fully-connected layer as classification result of target. Here K is the number of semantic categories that we attempt to cover. This vector reflects the possibilities of corresponding object occurs in the sight. Simultaneously, the network outputs d t k ∈ R 4 as a prediction of deformation of target for each category. Denote the resulting bounding box at the t − 1th frame as sists of four coordinates as:
A set of predictions {d t k |k = 1, . . . , K} indicate the deformations of target under different semantic assumptions. The final result p t at the tth frame can be calculated from the sum of d t k s weighted by probabilities ω t :
Input of Network
At the first frame, the standard template of target is extracted as an initialization. Assume the tight bounding box of ground truth has a size (w, h), we crop the image around the center of target with side length s. The square area provides the exemplar image as well as context margin by satisfying following relationship:
Then the exemplar image is scaled to 288 × 288 as the first input to the CNN in Fig. 1 . The exemplar image is exploited as a constant standard template during the whole entirety of tracking. The hyper parameter 3 in Eq. (3) is retained according to the statistics of videos from ImageNet VID dataset [8] . The configuration entails almost all target motion between adjacent frames, while ensures an acceptable resolution of target after scaling. Given the tracking result in the form of p t−1 at the t−1th frame, we crop the t − 1th and tth frame around the same center (x t−1 , y t−1 ) with size as (3w t−1 , 3h t−1 ). Cropped images are also scaled to 288 × 288 as the second and third input of network respectively. Note that we keep the ratio of target at the first frame as it encodes the generic features of objects as template. Conversely, we scale target at the t −1th frame to a unified size length as 96 pixels. It helps the network to learn bounding box regression more effectively by normalizing the deformation between frames.
Network Architecture
To balance between model capacity and efficiency, we exploit the Darknet-19 [9] as the backbone of our convolutional network. Darknet-19 has been proven as an efficient model with high performance in related object detection tasks. It consists of 3 × 3 and 1 × 1 convolutional filters with max pooling step as connections between different scales. The number of channels is doubled for each scale. The model achieves comparable performance in tasks such as object classification and localization with relatively less amount of parameters. Based on the original structure of Darknet-19, we replace the global average pooling by three convolutional layers and two fully connected layers for classification and localization, respectively. We list the detailed network architecture in Table 1 .
Loss Function
We employ a cross entropy loss for classification output ω, and an L1 loss for bounding box regression output d as:
where d * i is the ground-truth deformation from the second input to the third input. L1 loss leads to higher penalty to slight errors between predicted bounding box and ground 
Experiments
The proposed CNN based tracking model is trained on a mixed dataset extracted from ImageNet VID [8] and ALOV300++ [10] . ImageNet VID entails 30 different categories of objects. We take 8 classes of daily objects into account, including: airplane, bicycle, bird, bus, car, domestic cat, horse and motorcycle. Since there is no pedestrian in this dataset, we complement with pedestrians from ALOV300++ and finally build a mixed dataset of 9 categories of objects. With trained model, we evaluate the performance of proposed method on videos with the same semantic labels from VOT 2016.
Training
Since we modify the architecture of Darknet-19 with three inputs, we train the framework from scratch. At the first stage, we pre-train the backbone network on the ImageNet classification dataset for 10 epochs. For the input as described in Sect. 2.1, we adopt the original image as the first input, augmenting the image with standard random contrast and color variation as the second and third inputs. Similar to the report in [9] , the network achieves 72.5% top-1 accuracy and 91.0% top-5 accuracy on ImageNet. Then we modify the backbone network to the structure listed in Table 1 , and fine tune it on the aforementioned mixed video dataset. We sample the first frame and the t − 1th frame within a interval of 100 frames on one video sequence. For data augmentation, we exploit a Gaussian distributed transformation to the ground truth bounding box at the tth frame with a standard deviation as 0.2. The model is trained on 4 NVIDIA Tesla P40 GPUs over 50 epochs. Each epoch consists of 800 mini-batches with 512 samples.
Evaluation
We evaluate the trained model on a subset of VOT 2016. The subset consists of 15 video sequences with the same semantic labels as listed above. With a TensorFlow based implementation, the full online tracking pipeline can operate at 59 frame-per-second (fps) on a machine with a single NVIDIA Tesla P40 and an Intel Xeon E5-2680 CPU at 2.4GHz.
We illustrate the quantitative performance comparison in Fig. 2 . Here, MIL [11] and IVT [12] are considered as baseline. Other three leading methods, CCOT [13] , Sia-mAN [14] and KCF2014 [15] are included as the main comparison. In Fig. 2 (a) , we follow the standard methodology of VOT 2016 by initializing tracker at the first frame. When it drifts off the target, we record current sequence length and re-initialize the tracker after five frames. Finally, a curve of average overlaps at corresponding sequence lengths can be drawn for each method. In Fig. 2 (b) , the initialization of tracker is only casted once at the beginning of video sequence as conventional One Pass Evaluation (OPE).
One can see that our proposed method outperforms other methods in the test of short-term tracking problems. For OPE, the CCOT method represents the best performance with an operation speed lower than 1 fps. Our method leads to more failures during tracking, and thus lower success rate on different thresholds. However, it outperforms other two real-time trackers, SiamAN and KCF2014. Note that with the same configuration of hardware, SiamAN can operate at a speed of 51 fps. Our proposed method retains higher efficiency since it predicts the bounding box directly, rather than scoring hypotheses at different scales as SiamAN. We also illustrate some tracking samples of various methods on Fig. 3 for qualitative analysis. The trackers are initialized at the first frame for OPE. For the videos in the first and second rows, our proposed method succeeds to trace the target through the entirety of sequence. For the last row, our proposed tracker shows some drifts from the ground truth of objects. Especially for the last two video sequences, our tracker fails to follow the target.
Conclusion
In this paper, we propose a CNN based real-time object tracking framework. By integrating instance features and semantic knowledge, our proposed tracker can predict the accurate bounding box of interested target directly as output of neural network. Despite not a generic object tracking method, the proposed framework outperforms other leading tracking methods in terms of both performance and efficiency on a typical tracking task set consisting of daily objects. For our future work, we plan to further reduce the training cost of model, and thus prompting the flexibility of our approach for specific tracking scenarios.
