Abstract
Moment equations

69
In this section, we briefly summarize the necessary background material on moment methods, 70 give details on numerical implementation, and present two initial conditions used in the numerical 71 examples. 72 
Formulation
73
The governing equation for this study is a linear kinetic transport equation for unit speed particles 74 in an infinite medium. This equation takes the form
where (i) x ∈ R 3 is a point in space, (ii) Ω ∈ S 2 (the unit sphere) is a velocity direction (velocity 76 magnitude is 1), (iii) t > 0 is a point in time, (iv) f (x, Ω, t) is the kinetic density of particles with 77 respect to the measure dxdΩ, (v) σ s (x) is the scattering cross section, (vi) σ t (x) is the total cross 78 section, and (vii) · = S 2 · dΩ. In general σ t ≥ σ s ≥ 0; for the purposes of this paper, we set 79 σ t = σ s = 1. 
where Q = diag(0, 1, . . . , 1). The system (2) is not closed because the flux Ωmf is a linear 85 combination of moments up to degree N +1 whereas u f only contains moments up to and including 86 degree N .
87
The system (2) is closed using an expansion operator
where D ⊂ R M , and E satisfies the compatibility condition v = mE(v) . 3 Approximating f by 89 E(u) in (2) yields the closed system
where u approximates the true moments u f . Equation (4) may be equivalently viewed as the 91 following nonlinear Galerkin approximation: Find u ∈ D such that 92 ∂ t φE(u) + ∇ x · ΩφE(u) = −Q φE(u) ,
for all φ ∈ span{m 1 , . . . , m M }.
93
In this paper, we focus on the entropy-based moment method M N , but for the purposes of The choice of spherical harmonics is not necessary, but it is common in radiation transport. This is because they are eigenfunctions of a more general scattering operator [32] . 3 For the PN equations, the domain D of the expansion operator E is all of R M . For the MN equations D = {w ∈ R M : w = mF for some nonnegative F ∈ L 1 (S 2 )} is the set of realizable moments. More information on realizability in the context of kinetic equations can be found in [21, 23, 43] . For more general theory, see [10, 24, 44] . w q G(Ω q ).
Several other quadratures exist that can integrate spherical harmonics of the same degree as the 113 cross-product quadrature, but with fewer points. These include quadratures by 
114
and by Ahrens and Beylkin [1] . As the number of quadrature points increases, these quadratures
115
are optimal in the number of nodes/weights and asymptotically use 2/3 the number of points that 116 the product quadrature uses. See [5] for a general discussion. While we use the product quadrature 117 for simplicity, these more efficient quadratures will likely yield a commensurate improvement in 118 overall run-time of the M N simulations.
119
Spatial discretization. For the spatial discretization, we use a finite volume method. In partic-120 ular, we use a kinetic scheme [12, 19, 38, 39] . This scheme is derived by first spatially discretizing the 121 kinetic equation (1) using a finite volume approach and then taking moments of the discretization 122 and applying the closure.
123
More specifically, we use a uniform cartesian grid with cells C ijk and cell sizes ∆x × ∆y × ∆z. For compactness, define
4 In general, the matrix mm T is diagonal since the real-valued spherical harmonics are an orthogonal basis. Furthermore, by normalizing the spherical harmonics as we do in this paper, mm T is the identity matrix.
where E i±1/2,j,k approximate the average of E(u) on the two boundary faces of C ijk perpendicular to the x-axis, and E i,j±1/2,k and E i,j,k±1/2 are defined similarly. Then, the spatial discretization is given by
where u ijk is an approximation of the corresponding cell average for u.
127
We use a second-order upwind scheme to calculate edge values for both P N and M N . Minimization problem for M N . Given u, the objective function for the minimization problem
We use the Newton-type solver developed in [2] , which requires the gradient and Hessian of Φ:
A summary of the minimization algorithm is given in Algorithm 1. For full details consult [2] 5 .
139
Algorithm 1: Newton type optimization algorithm Input: u, initial guess α (0) Parameters: tolerance τ > 0 , line search parameter 0 < ε < 1,
compute the gradient g(α) and Hessian H(α)
Since H is symmetric and positive definite, d is computed using a Cholesky decomposition. In 140 the linesearch, we use ε = 10 −3 , τ = 10 −4 , and maxiter = 100. In our simulations, iter never One important implementation detail is the calculation of the objective Φ and the gradient g, both of which can be computed from the Hessian. Given the value of the Hessian H, the 145 computation of Φ and g are trivially computed since m 1 is a constant and thus • comm -communicates boundary data between compute nodes via MPI;
156
• min -implements Algorithm 1 (M N only);
157
• flux pn/flux mn -calculates δ from (8) for P N and M N , respectively;
, where s is the Runge-Kutta stage of the
159
Heun method.
160
Algorithm 2: One time step for the M N algorithm Input: moment at time n:
Algorithm 3: One time step for the P N algorithm Input: moment at time n:
Test problems
Two initial conditions were used for the tests we performed: a "smooth" initial condition
and a narrow "Gaussian" initial condition: shows f in the z = 0 plane for the two initial conditions. 
Computational improvements for M N
167
In this section, three computational optimizations for the M N method will be detailed with results
168
showing the efficacy for each. The results were computed using one node of the supercomputer Before discussing the computational optimizations, it is necessary to know which functions 172 comprise the bulk of the computation time. Remark 1. For clarity in the remainder of the paper, we will use the term "optimization" to refer
179
to computational optimizations and the term "minimization" to refer to the minimization from 180 Equation (6). 
187
Algorithm 4: CPU flux algorithm for P N Input: u ijk for all spatial indices i, j, k Definition: Notes: Allocate all necessary memory on the GPU at the start of the program. Copy m q and w q from CPU to GPU at the start of the program. 1 Copy α ijk for all i, j, k from CPU to GPU 2 Set δ ijk = 0 for all i, j, k on GPU basis. However, when using spherical harmonics on the unit sphere, a similar scheme does not 216 appear to be possible.
217
The entries of the Hessian matrix H from Algorithm 1 are given by
where
T q (α) needs to be computed only once. Hence, evaluation of all the entries in H(α) using (16) 220 requires O(QM 2 ) flops (see Table 4 ).
221
The evaluation of H using Gaunt coefficients relies on the fact that the product of any two 222 spherical harmonics is given by [22]
Here β 1 2 3 are the real Gaunt coefficients,m is a vector of real spherical harmonics of degree up 224 to and including 2N , andM = (2N + 1) 2 . 7 Combining (16) and (17) gives
One can further optimize the calculation (18) using the fact that β is sparse. As shown in Table 4 gives the floating point operation counts for computing the Hessian using (16) and using
231
(18) with both full and sparse formats. For the cross-product quadrature (cf. Section 2.2), typically 232 Q M , and the use of the full/sparse Gaunt coefficients speeds up computations considerably.
233
In particular, evaluating the flux matrix ΩmE(u) exactly for
As a rule of thumb, we also use an even value of n g (see quadrature section of 236 Section 2.2) for symmetry concerns. We note that although the sparse Gaunt optimization always 237 uses many fewer flops to compute the Hessian, the sparsity requires indexing into memory in a 238 nonconsecutive way. Therefore, computational speedup is not always as large as the flop ratio.
239
7 If m 1 has degree d1 and m 2 has degree d2, then the index 3 in the sum need only go from 1 to (d1 + d2 + 1) 2 . To have one compact notation, we setM to the maximum possible value which occurs for degree N spherical harmonics.
No Gaunt Full Gaunt
Sparse Gaunt Table 4 : Floating point operation counts for the three methods of computing the Hessian H. "No Gaunt" means H is computed by (16); "Full Gaunt" means H is computed by (18) without using the sparsity of β; "Sparse Gaunt" means H is computed by (18) using the sparsity of β.
Gaunt coefficients results. In Table 5 , results are shown for the various Gaunt coefficients of moments, there is not enough work for the GPU per function call to achieve good performance.
256
An approach that yields good performance gains for both small and large moment orders is to 257 batch solve several Hessian calculations, associated to different moments u ijk of the mesh, at once 258 on the GPU.
259
To implement the batching strategy, we separate each Newton iteration into the evaluation of 260 the Hessian and the remainder of the iteration. We assemble a batch of independent minimization 261 problems-possibly in different iterations of the algorithm-that all require a Hessian evaluation.
262
The entire batch of Hessians is evaluated in parallel on the GPU and then moved to the CPU to enough to give the GPU enough work to do. In Table 6 , timing results are given for different batch Table 6 : Results using different batch sizes for calculating the Hessian on the GPU. GPU-B represents the time elapsed using the GPU with a batch size of B.
Statistics and scaling
272
In this section, we present overall program results including (i) convergence results confirming 
276
for P 3 and M 3 . All computations were performed on the supercomputer Titan.
277
Convergence. The convergence rate was tested using the smooth initial condition (14). The 278 reference solution was computed using a spatial resolution of n = 320, and the time step used for 279 all calculations was ∆t = 0.9 6 ∆x = 0.15∆x (see (13) and note ∆x = ∆y = ∆z).
280 Table 7 shows L 2 spatial convergence data at time t = 0.3. The table shows convergence data for 
where u r d,n is the degree d, order r moment of the numerical solution, computed on the spatial mesh 283 of size n. The results in Table 7 Table 7 : Convergence data for M 3 and smooth initial condition (14).
Algorithm acceleration. We next explore the combined improvement of the optimizations dis-285 cussed in Section 3. We use both the smooth (14) and Gaussian (15) initial conditions with a 20 3 286 spatial mesh and a batch size of 300 for the Hessian calculations. The results are given in Table 8 .
287
The overall speedups for both initial conditions increase from 1.8x to 13x, depending on the number 288 of moments and the number of quadrature points. As these increase, the optimizations become 289 more effective. The first row in Table 8 can be predicted given previous data in the paper. In Table 1 
312
To quantify this effect, we present timing data using the smooth initial condition (14) and a large into pairs: comm1/comm2, min1/min2, flux1/flux2, and euler1/euler2.
318
In Table 9 , we aggregate the timing data, first summing the elapsed time for each function 319 across time steps and then taking the mean and standard deviation of these elapsed times across 320 nodes. We also present a normalized standard deviation calculated as standard deviation divided 321 by mean.
322
Of particular importance is that the time for comm is not just the raw communication time; 323 rather, it also includes the time spent waiting for data to be received. This is why the time for 324 comm for M 3 is so much larger than for P 3 . The standard deviation in time to compute a solution 325 for M 3 is larger than for P 3 , which causes more waiting time for receipt of data in certain nodes.
326
A more detailed view of the timing data for M 3 with n = 100 is given in Figure 4, The most striking feature of the data is that comm1 takes longer than comm2, while min2 takes 329 longer than min1. We conjecture that there is a cause and effect relationship here in which the 330 second min function takes longer to compute and more importantly has a higher standard deviation.
331
This higher standard deviation then causes blocking of the communication to the first comm function.
332
From Figure 3 , we can see why min2 takes longer to compute than min1. The second Euler step 333 requires on average 2 iterations to converge whereas the first Euler step requires on average only 1 334 iteration to converge. This may occur because the initial guess used for the minimization algorithm 335 at the beginning of a Heun step uses the result of the previous Euler step (s = 1 from Algorithm 2),
336
which is an approximation of the solution at the current time step.
337
Weak scaling results. The overall goal of [2, 3] and the work presented here is to make M N 338 more competitive with P N in time to solution, specifically at scale. Therefore, we performed weak 339 scaling tests for P 3 and M 3 on Titan using the smooth initial condition (14). We ran the scaling 340 tests for 10 3 , 25 3 , 50 3 , and 100 3 spatial cells per node from 1 node to 26 3 = 17576 nodes. GPU 341 acceleration was used to speed up the M 3 calculations for both the flux mn and min functions. A 342 batch size of 300 was used for the Hessian computations, and sparse Gaunt coefficients were used.
343 Figure 5 shows the weak scaling results, and Table 10 gives the difference in time to solution for a 344 single node and for the largest scale computations. Table 11 compares the flop rates on one node Table 11 : The flux pn and flux mn flop rates for one node. Note the flop rates never reach peak performance because the computations are memory bandwidth limited.
We observe that the P 3 solution time does increase with the number of nodes, but only for a very In a larger context, the scaling results in Figure 5 and Table 10 give some insight into algorithm 381 development for emerging architectures at extreme scales. It is generally expected [37] that these 382 new systems will be increasingly limited-both in terms of speed and cost-by memory storage and data transfer. The Titan supercomputer is just the very beginning of this evolution. New 384 systems will lend themselves to algorithms that are arithmetically intensive, i.e., where the number 385 of floating point operations per unit of memory is large. Thus, in order to gain accuracy in a 386 simulation, it is natural to ask whether, at some point, it is more efficient to move from a simple, 387 linear model to a complicated, highly nonlinear model (where more floating point operations are 388 required) instead of simply increasing the number of unknowns (where more memory is required).
389
The choice between P N and M N exemplifies this choice, and the scaling results tell us two things. 
and P d is the degree d Legendre polynomial, normalized so that To solve for the real Gaunt coefficients β 1 2 3 , notice that (17) must be true for all points and in 411 particular the quadrature points on the sphere described in Section 2.2. Therefore, for q = 1 . . . Q,
Taking 1 and 2 to be constant in the above equation, this is just an overdetermined linear system (assuming Q >M ). Denote the left hand side vector of (25) as v ( 1 2 ) (has length Q), the matrix 414 given bym 3 q as A (has size Q ×M ), and the vector given by β 1 2 3 as b ( 1 2 ) (has lengthM ).
415
Still with 1 , 2 constant, this yields the linear system:
We solve the system as a least squares problem
using the method of computing a QR decomposition. Let A = U R, where U is an orthogonal 418 matrix and R is an upper triangular matrix. Then
where minimizing over the last expression is trivial. 
where the complex spherical harmonics are defined as 
andā denotes the complex conjugate of a.
433
Now, multiplying two real spherical harmonics and expanding yields R 
Each product of two complex spherical harmonics can be written as the following linear combination 434 of complex spherical harmonics using (complex) Gaunt coefficients [41] 435
In the sum (36), we use the notation 2|(d+d 1 +d 2 ) to represent d+d 1 +d 2 ≡ 0 (mod 2). Notice how we only have to sum over very few complex spherical harmonics. Now, putting together equations (35) and (36) yields 
