Abstract: Networks-on-Chip (NoC) design is a trade-off between cost and performance. To realize the best trade-off between these factors, researchers have recently proposed using network partitioning techniques to customize the NoC architecture according to the application requirements. In this paper, the impact of using partitioning on different NoC metrics; namely, power, area, and delay, is analyzed. We present a system-level methodology to evaluate the performance of using partitioning-based architecture customization techniques with NoC. Our methodology is applied onto synthetic traffic as well as a number of real NoC benchmarks with different number of cores. Finally, we mathematically formulate evaluation factors that could be used as measures of the enhancements achieved by using partitioning.
INTRODUCTION
Modern multicore systems encapsulate an impressive number of modules on a single chip. The performance of these multicore systems is limited by the communication among their modules. Networks-on-Chip (NoC) is proposed to efficiently handle the communication between these modules [1, 2] .
NoC designers tried to customize the design of the on-chip network to comply with the application requirements. The efficiency of an NoC design depends primarily on its architecture. Therefore, NoC designers were in need to different techniques that carefully customize the network architecture to meet the application requirements while minimizing both designtime and run-time costs. Run-time cost is dominated by the power consumption, whereas the design area is the key element in determining the design-time cost. Researchers proposed using network partitioning techniques to realize customized network architectures. The use of network partitioning with NoC is proposed on the system-level [3] , on the circuit-level [4, 5] , and for 3D NoCs [6, 7] . In this paper, we aim at fairly evaluating the performance of using network partitioning for NoC architecture customization at the system-level. More precisely, this paper presents three main contributions:
1) Analyzing the impact of network partitioning on different NoC metrics; namely, power consumption, area, and delay, 2) Presenting an evaluation methodology for partitioning-based topology customization techniques for NoC. Different comparative results are obtained by applying the proposed methodology onto real NoC benchmark applications, and 3) Mathematically formulating, based on the results obtained from our methodology, a set of system-level evaluation factors that approximate the enhancements that could be achieved by using partitioning.
This paper is organized as follows. Related work is discussed in Section 2. Section 3 gives some background from graph theory on how to represent different NoC applications. The power, area, and delay evaluation models, employed in this paper, are represented in Section 4. The analysis of the impact of using network partitioning on NoC area, power, and delay is investigated in Section 5. Section 6 presents the proposed http://dx.doi.org/10.12785/ijcds/040103
http://journals.uob.edu.bh evaluation methodology and discusses the tools and heuristics that could be used in its implementation. Section 7 represents our experimental results for both synthetic and real NoCs traffics. We draw conclusions and give ideas for future work in Section 8.
RELATED WORK
The advantages of using custom architectures over standard ones for NoC were discussed in [8] . In [9] , Ogras and Marculescu proposed a methodology for NoC custom architecture generation by adding some longrange links to the standard mesh topology. The longrange insertion methodology tried to connect distant nodes that communicate with each other frequently with direct links. Their methodology proved useful in reducing the average latency and improving the throughput. Other researchers tried to use optimization-based techniques, like linear programming, swarm intelligence, and genetic algorithms, to produce an optimum architecture for any NoC-based system [4, 10, 11, 12] .
Network partitioning techniques are widely used in many fields, such as parallel computing, power system analysis, and VLSI design to divide a large network into smaller partitions [13, 14] . These techniques could divide the network into exactly two subnets (two-way partitioning [15] ), or more than two subnets (multipleway partitioning [16, 17] ). In the literature, the network partitioning problem is usually presented as a graph partitioning one. Such a graph consists of a set of vertices (representing the nodes) and a set of weighted edges (representing the communications between these nodes). However, this graph partitioning problem is known to be an NP-hard one [18] . Therefore, many heuristics and optimization-based techniques were proposed to solve it. For example, an Artificial Intelligence (AI)-based method was used in [19] , a stochastic-based method was used in [20] , the geometric information of the graph was used in the inertial method in [21] , and the eigenvectors of the Laplacian matrix was used in the spectral method in [22] .
Simple heuristics, like linear, scattered, and random algorithms [23] were also used to quickly carry out the partitioning without considering the weights of the vertices or the edges. However, the most popular and widely used partitioning heuristic is the Kernighan-Lin (KL) [24] and its derivatives, like Fiduccia-Mattheyses (FM) [25] and Min-Cut [26] . These heuristics aimed at minimizing the total weights of the edges cut due to partitioning. In a nutshell, in [18] , Chamberlain surveyed and compared different partitioning techniques focusing on their application onto parallel computing. Finally, many public partitioning software packages, like Chaco [23] and PARMETIS [27] could be employed to carry out network partitioning.
The possibility of using network partitioning techniques for NoC architecture customization was highlighted in [3] . In that study, a tool, OIDIPUS, was proposed to map application cores onto a restricted architecture of two rings connected together, as two partitions. Although the work presented in [3] did not formulate or evaluate the use of network partitioning techniques with on-chip networks, it paved the road for using such techniques in NoC architecture generation. Therefore, different research groups started using network partitioning techniques with NoCs. First, for voltage and frequency islands NoC-based systems, network partitioning techniques were used to divide the whole systems into partitions that were implemented as separate islands [28, 29] . The use of partitioning with voltage and frequency island NoC-based systems was evaluated in [30] . Second, for multicast 2D NoCs routing, network partitioning techniques were used to enhance the bandwidth efficiency and the overall performance of NoC-based systems in [31, 32] . Similar adaptive unicast/multicast routing techniques were used to reduce the packet latency for 3D NoCs based on hamiltonian path partitioning in [6] .
For on-chip architecture realization, in parallel to our work, some research groups also advocated using network partitioning to customize the underlying NoC architecture. First, a latency-oriented greedy algorithm was presented in [33] to divide any NoC into subnets that were implemented as ordinary bus-based systems. These buses were then connected together as a mesh architecture to construct the whole network. Second, a circuit-level customization methodology was presented in [5] to reduce the power consumption of 2D NoC using network partitioning. Third, for 3D NoCs, an iterative algorithm was presented in [34] to divide a large network into smaller partitions. Each partition was then implemented on a separate layer. Layers were then connected together to construct the overall 3D network architecture. A tool, SunFloor 3D, was built on this algorithm and presented in [35] to generate and synthesize 3D architectures for NoC-based systems. Different partitioning schemes, which were presented for 3D NoC architecture generation, were surveyed and evaluated in [36] . Fourth, for multimedia and other bandwidth constrained applications, network partitioning techniques were used in [37] to build a low energy treebased architecture that is suitable for these applications. A similar study was presented in [38] that combines network partitioning with a Rectilinear Steiner Tree (RST) algorithm to reduce the power consumption of NoC-based systems.
The work presented in this paper carries out a fair cost and performance evaluations on using network partitioning techniques for NoC architecture generation at the system-level. The proposed evaluation methodology http://journals.uob.edu.bh is completely general and puts no restriction on the number, size, or architecture of partitions.
GRAPH THEORY REPRESENTATION OF APPLICATIONS
Graph theory concepts could be used to represent NoC applications at the system-level. Given the application description and traffic characteristics, any application could be described by a core graph [39, 40] . A core graph represents the processing elements in the application and the traffic between them. For example, Figure 1 shows sample core graphs of five real NoC benchmark applications. These are an Audio Video (AV) benchmark with 18 cores [41, 42] , a Video Object Plane Decoder (VOPD) benchmark with 16 cores [39, 43] , an MPEG-4 decoder with 12 cores [40] , a 263 decoder MP3 decoder (263DEC) with 14 cores [4] , and a MultiWindow Display (MWD) benchmark with 9 cores [41] . As shown in the figure, a core graph is a directed graph G(C, E), where each vertex c i ϵ C represents a core in the application, and the directed edge e ij ϵ E represents the communication between cores c i and c j . The weight λ ij of the edge e ij expresses the number of packets/time step sent from core c i to core c j . Using NoC terminology, a core graph is usually represented in the form of a traffic distribution matrix (Λ) [44, 45] . For N cores, the dimensions of the matrix is N×N. Any element λ ij in the matrix represents the weight of the edge e ij . That is, the number of packets sent from core c i to core c j per time step.
EVALUATION MODELS
In this section, we present the cost and performance models used in this paper.
A. PowerModel
NoC power requirements are mainly caused by its routers and links. To model the router power on the system-level, we implemented a library of output queuing routers with different number of ports and buffer sizes [46, 47] . Ports within the same routers have equal buffer sizes and each of them consists of two channels for packets reception and transmission, respectively. A round robin scheduler serves backlogged queues at the output one after another in a fixed order. For each of the routers we implemented, we carried out power simulations at various operating frequencies and target technologies. Power simulations are performed using Synopsys TM tools. Our approach for router power modeling is presented in details in [48] . For example, for 0.18 μm technology and with an operating frequency of 500 MHz, Table I From the experiments we conducted, for constant buffer size routers, we notice linear dependencies of both dynamic and leakage powers on the number of ports and the average flit arrival rate. Therefore, we used linear curve fitting to calculate both powers for routers with any number of ports and flit arrival rate. As a result, the power of router i is modeled on the system-level as
where P RiDynamic , P RiLeakage , and P Ri are the dynamic, leakage, and total power of router i, respectively. p i and α fi are the number of ports and the average flit arrival rate over all the ports of router i, respectively. For any architecture, the average flit injection rate could be calculated for each router by the knowledge of the NoC operating frequency, the employed routing strategy, and the traffic distribution matrix (Λ), discussed in Section 3. Finally, k Dp , k D , k Lp , and k L are the dynamic portdependent, the dynamic port-independent, the leakage port-dependent, and the leakage port-independent power constants, respectively. These constants are technologydependent and could be obtained by linear curve fitting of the power simulation results of the employed routers. The power simulation should be done once for each router in the designer library. The resultant power constants will then be used in evaluating and generating different NoC architectures. Consequently, for any architecture with N R routers, the total router power (P R ) is represented as
For link power modeling, NoC links are either global or local. Global links connect routers, whereas local links connect cores to routers. Global links are usually long and require driving circuits and repeaters [49] . Therefore, it is shown in [50, 51] that the overall link power, area, and delay are completely dominated by those of global links. Accordingly, throughout this paper, the link models proposed and the experimental results presented are to abstract these global links.
To send a certain traffic from core c i to core c j , the power consumed in links depends on the amount of traffic transferred, λ ij , the physical characteristics of the links, and the number of hops between the source and the destination cores. Link physical characteristics could be obtained from the corresponding technology library. Moreover, the number of hops between any two cores could be obtained from the architecture connectivity matrix (C) [52] . Any element c ij in the connectivity matrix represents the number of hops between routers R i and R j . The connectivity matrix, in turn, is calculated from the adjacency matrix (A) of the architecture [53] . For an architecture with N R routers, the adjacency matrix is a binary N R ×N R matrix, whereas a ij = 1 only if there is a direct link connecting between routers R i and R j . Figure 2 shows an example for the adjacency and the connectivity matrices of a 6-node ring architecture. In this paper, the connectivity matrix is calculated from the adjacency matrix using the Dijkstra shortest path algorithm [54] . Accordingly, given that every core is connected to exactly one router, NoC link power (P L ) is represented in the system-level as
where N is the number of cores in the application. λ ij is the traffic sent from core c i to core c j in packet/time step. c ij is the number of hops between the same two cores. P unit link is the power consumed by a single packet in one unit link. Previous models were proposed to represent this unit link power based on parameters from the targeted fabrication technology. In this paper, we employ the unit link model presented in [55]  P unit link = P switching + P short + P Leakage (6) P switching = 0.5.N W .V where P switching , P short , and P Leakage are the link switching, short circuit, and leakage power, respectively. The summation of P switching and P short represents the dynamic power consumed in a link. N w is the number of wires in a link, i.e., channel width, and V dd is the supply voltage. C S and C C represent self and coupling capacitance of a wire and with neighboring wires, respectively. Similarly, α S is the switching activity on a wire and α C is the switching activity from the adjacent wires. f op denotes the operating frequency and τ sc is the short circuit period during which I short flows between source and ground. Finally, I bias,wire represents the current flowing from the wire to its substrate and I leak is the leakage current flowing from the source to ground regardless of the gate's state and switching activity. All the parameters for link power calculation could be obtained from the Predictive Technology Model (PTM) [56] . Finally, the total NoC power consumption (P NoC ) is represented by P NoC = P R + P L (10) http://journals.uob.edu.bh 
B. Area Model
Similar to NoC power, NoC area consists of the area of its routers and links. As explained in Section 4.1, we are using a synthesized library of pre-designed routers with different number of ports. The area of each router in the library is calculated. Router area is found to be proportional to the number of ports and the buffering within these ports. The total router area (A R ), in μm 2 , is expressed as
where N R is the number of routers in the network and A Ri is the area of router i. The link area depends on the number of wires per each link (i.e., the channel width), the wire length and width, and the spacing between wires. In this paper, we assume a fixed channel width. The wire width and the spacing between wires are technology-dependent and could be obtained from the PTM [56] . As a result, the link area (A L ), in μm 2 , is expressed, as in [49] , as
(w w + s w ) + s w ) . l l (12) where N L is the number of links within the network, and N w is the channel width. w w , s w , and l l are the wire width, the inter-wires spacing, and the wire length for global interconnects, respectively.
Finally, the total NoC area (A NoC ), in μm 2 , is expressed as
C. Delay Model
The traffic from any source core experiences three types of delays in its way to the destination core. These delays are the arbitration and propagation delays through routers, the propagation delay through links, and the serialization and de-serialization delays through NIs. In this paper, we use the average zero-load delay model presented in [57] . The average zero-load delay model ignores any competition on NoC resources and assumes a contention-free network. It is a fast system-level model to check for the effect of different architectures on NoC delay. This delay model was originally proposed for 3D NoCs. However, it could also be adopted with 2D NoCs that we target in this paper. Accordingly, the overall NoC average delay (D NoC ), in seconds, is represented as (18) where μ is the average internode distance [9] (i.e., average number of routers between a source node and a destination node). t a and t r are the router arbitration and propagation delays, respectively. Similarly, t l is the link propagation delay. N b and N w are the number of bits per packet and the channel width, respectively. p avg is the average number of ports per router and τ is the delay of a minimum-size inverter of the target technology. r l(r) and c l(r) are the per unit length resistance and capacitance of the link (router) wires, respectively. l l(r) is the wire length for the link (router crossbar). R d0 and C g0 are the equivalent output resistance and the gate capacitance of a minimum-size inverter of the target technology, respectively. C 0 is the total input capacitance of a minimum-size inverter of the target technology, which is the summation of the gate and the drain capacitances. w r and s r are the wire width and the inter-wires spacing for router internal interconnects, respectively. V dd is the supply voltage and I d0 is the drain current when both the drain and the gate voltages are equal to the supply voltage. The values of all the technology-dependent parameters could be obtained from the PTM [56] . Finally, for an Ncores application, the average internode distance (μ), in hops, could be calculated using the connectivity matrix (C) of the architecture and the traffic distribution matrix (Λ) of the application as
NOC PARTITIONING: POWER, AREA, AND DELAY ANALYSIS
Applying network partitioning techniques on NoC affects different design variables, like the number of ports per router, the number of links, and the average internode distance. As a result, using network partitioning changes the values of NoC cost and performance metrics. In this section, we analyze the impact of applying network partitioning techniques on different NoC metrics. In a nutshell, we found that network partitioning always reduces the area, often reduces the power, and sometimes reduces the delay. Subsections 5.A, 5.B, and 5.C discuss the enhancement, or the deterioration, that results from using network partitioning techniques on NoC power consumption, area, and delay, respectively.
A. Power Analysis
The number of ports within a router constitutes the major factor of the router's power consumption. Routers with different configurations were studied in [58, 59] and http://journals.uob.edu.bh their power consumptions were proved to be dominated by the number of ports as well. We showed in Table I that the power of an output queuing router increases significantly as the number of ports increases. From the results in that table, we notice that, for any flit arrival rate, doubling the number of ports results in quadrupling the total router power consumption. Therefore, it is of great importance for any NoC architecture to check the total power consumed by routers that have low number of ports.
Network partitioning results in reducing the number of ports for the routers employed to generate the on-chip network, which in turn reduces the power consumption of the resultant NoC architecture. Furthermore, network partitioning reduces the link power by reducing the total number of links within the generated architecture. However, network partitioning increases the average internode distance taking some traffic through longer routes. For any traffic trace, taking more hops results in increasing the power consumption. Therefore, partitioning outcomes, with respect to power consumption, are indeed conflicting. Therefore, it is dependent on the application whether partitioning results in reducing the overall power consumption or not. By experimentation with many NoC benchmarks, as will be explained in Subsection 7.A, the advantages of reducing the number of ports and links often outperform the deterioration happened by increasing the average internode distance. However, to avoid performing time-consuming power simulation and application traffic routing and to mathematically decide at the system-level whether partitioning will be power beneficial or not, we present a partitioning power factor (η P ). Based on the power equations in Subsection 4.A, the power factor is an approximation of the ratio of the postpartitioning power consumption to the pre-partitioning one. The proposed power factor is proved by experimentation, as will be explained in Subsection 7.E, to be a good approximation to decide whether using partitioning results in reducing the overall NoC power or not. The proposed partitioning power factor is represented as (20) where P partitioned and P unpartitioned are the total NoC power consumptions with and without partitioning, respectively, according to (10) . p avgp and μ p are the average number of ports per router and the average internode distance when partitioning is carried out. Similarly, p avgn and μ n are the average number of ports per router and the average internode distance when partitioning is not carried out and all the nodes in the application are realized with one large non-partitioned network. Consequently, if the value of η P is less than 1, using network partitioning is useful with respect to the power metric. In other words, the power saved by removing ports and links using partitioning outperforms the power rise by increasing the average internode distance. In contrast, if η P is greater than 1, the average internode distance is more dominant for this application and partitioning will not result in any power saving. Finally, η P could be used to approximate the amount of power saving. The percentage of power saving by using partitioning is represented as % Power Savings = 100 . (1 -η P ) 
TABLE II. NUMBER OF ROUTERS AND TOTAL AREA BEFORE AND AFTER PARTITIONING OF A 16-NODE APPLICATION, MAPPED ONTO A MESH ARCHITECTURE, AS SHOWN IN FIGURE 3.

5-port router 4-port router
3-port router
B. Area Analysis
The ever-increasing on-chip communication requirements for modern applications force NoCs to replace ordinary shared buses. Nevertheless, NoC area is not supposed to exceed 10% of the whole design area [2] . The area of on-chip networks is mainly determined by routers area [43] . From the implementation results of our output queuing routers, we found that ports with their buffers constitute the major percentage of any router area. Similarly, the areas of routers with different configurations were shown in [43] to be directly proportional to the number of ports as well. Therefore, the less the number of ports of routers used in generating the architecture, the lower the NoC area.
Network partitioning divides a large network into smaller partitions connected together. Smaller partitions require routers with less number of ports than those used in a single unpartitioned network. As a result, partitioning reduces NoC router area. Using network partitioning also removes some of the links and reduces NoC link area. Therefore, using network partitioning techniques in generating NoC architecture guarantees a certain ratio of area reduction.
http://journals.uob.edu.bh
As an example on the area reduction resulting from using network partitioning, Figure 3 shows a mesh implementation of a 16-node application before and after partitioning. The two partitions are separated by the dotted line in Figure 3(b) . On one hand, partitioning results in removing three links in this example. On the other hand, Table II summarizes the total number of routers needed with different number of ports before and after partitioning and the total NoC area. As a conclusion, using network partitioning reduces the NoC area by 9.16% in this example.
As the number of nodes becomes larger, the number of links removed by partitioning increases. By removing a link, the number of ports of the two routers that were connected by this link decreases by one. Consequently, the router area decreases in a nearly linear proportion with the number of ports removed. Therefore, the more cores existing in the application, the more links removed by partitioning, and the more routers area saved. As a result, partitioning becomes more useful in reducing the area cost as the number of cores in the application increases.
C. Delay Analysis
The effect of using network partitioning on NoC delay represents a similar trade-off like that of the power consumption. On one hand, partitioning reduces the routers arbitration and propagation delays by reducing the number of ports. On the other hand, the traffic from some nodes, other than those on the boundary, in a specific partition needs more hops to reach the destination nodes in other partitions. This rise in the average internode distance increases the NoC delay. Accordingly, it is first required to formulate the partitioning problem to minimize the traffic exchanged between different partitions. We decided to use the FM algorithm in building our partitioning methodology (lets call our methodlogy NoC-FM), as it is mainly used to minimize the inter-partition traffic. The advantages of using the FM algorithm with NoC are threefold. First, it mitigates the effect of partitioning on the average internode distance. Second, it avoids creating bottlenecks in the NoC through inter-partition links. Third, it reduces the buffering required at those nodes located at the boundary of partitions.
The trade-off between conflicting design variables makes the use of partitioning an application-dependent with respect to the delay metric. Therefore, we propose our partitioning delay factor (η D ) to approximately quantify the advantage, if any, of using partitioning on NoC delay. Similar to the power factor, the partitioning delay factor is based on the delay equations in Subsection 4.C and decides quickly at the system-level whether the use of partitioning with a specific application will be useful with respect to the delay or not. It is proved by experimentation, as will be represented in Subsection 7.E, to be a good approximation of the ratio between postpartitioning and pre-partitioning delays. Our partitioning delay factor is represented as (22) where Dpartitioned and Dunpartitioned are the overall NoC delay with and without partitioning according to (14) . p avgp and μ p are the average number of ports per router and the average internode distance when partitioning is carried out. Similarly, p avgn and μ n are the average number of ports per router and the average internode distance when partitioning is not carried out and all the nodes in the application are realized with one large non-partitioned network. If the value of the partitioning delay factor is less than 1, using network partitioning is performance-efficient. In other words, the delay reduction by lowering the arbitration and propagation delays resulted from reducing the number of ports per router outperforms the delay rise by increasing the average internode distance. In contrast, if η D is greater than 1, the average internode distance is more dominant for this application and partitioning will not result in any delay enhancement. Finally, the delay factor could be used to approximate the amount of delay reduction. The percentage delay reduction by using partitioning is represented as
PROPOSED METHODOLOGY
In this section, we present our cost-efficient methodology for NoC custom architecture generation using network partitioning. The proposed methodology is shown in Figure 4 . The methodology aims at comparing the partitioned and unpartitioned architectures to decide which one is better for the given application. The methodology consists of seven main steps. In the first step, the supply voltage (V dd ), frequency of operation (f op ), the application core graph, and the targeted fabrication technology are entered to the methodology. Moreover, the required number of partitions, the standard architecture for each partition, and the mapping technique should also be provided in the first step. (The optimum selection of the number of partitions is left for the future work.) In the second step, the core graph is divided into smaller partitions according to our NoC-FM algorithm. Other partitioning schemes could also be used without loss of generality. Public partitioning software packages, like Chaco [23] and PARMETIS [27] could be employed in this step. Simultaneously, in the second step, an unpartitioned standard architecture is constructed. In the third step, all application cores are mapped onto that unpartitioned architecture. In parallel, cores in each partition are also mapped onto the architecture corresponding to that partition. Similar to the partitioning step, any mapping technique could be used with our methodology. Nevertheless, NMAP is proved to outperform PMAP, GMAP, and PBB in [39] . Moreover, NMAP is a general technique that could map cores onto any architecture. In the fourth step, partitions are connected in a one-by-one fashion to construct the whole custom architecture for the application. To establish the connection between any two partitions, cores in each partition are ranked according to the amount of traffic exchanged with cores in the other partition. The router connected to the core with the highest rank is selected as the connecting node. Similar to the previous two steps, other connection schemes maybe used to construct a network of partitions. In the fifth step, the average number of ports per routers and the average internode distance are calculated for the partitioned and unpartitioned architectures. In the sixth step, the partitioning power factor is calculated according to (20) to check for the usefulness of using network partitioning with respect to the power of the application in-hand. As our methodology is proposed as a cost-efficient one, we only consider the power factor. However, the delay factor could also be included according to design requirements and application needs. If the power factor is less than 1, the partitioning is useful for the application and the partitioned architecture is outputted in the seventh step.
Nevertheless, if the factor is greater than 1, partitioning only enhances the area not the power of that application and the single unpartitioned architecture is outputted.
EXPERIMENTAL RESULTS
The proposed methodology is applied to four of the real benchmark applications shown in Figure 1 : VOPD benchmark with 16 cores, 263DEC benchmark with 14 cores, MPEG-4 benchmark with 12 cores, and MWD benchmark with 9 cores. The performance metrics of the architecture resulting from our network partitioning methodology (NP) are compared to that of a standard unpartitioned mesh architecture (MSH). The performance of the custom architecture generated by the long-range link insertion methodology (LR), proposed in [9] and discussed in Section 2, is also considered for the comparison. The three architectures are represented throughout the comparison as NP, MSH, and LR, respectively. As the number of cores in the considered benchmarks is not large, the number of partitions is chosen to be two. NMAP is employed for the mapping and a mesh architecture is used for all partitions. The reason behind the mesh topology selection is twofold. First, grid-based architectures, like mesh, could be easily implemented inside chips. Second, most of practical NoC implementations are done with mesh architectures [60] . Table III shows the results of evaluating the three architectures in the study with respect to the power metric in values that are absolute and normalized to those of our methodology. Using our methodology, NoC power is reduced by 9.38%, 1.86%, 6.34%, and 1.9% with respect to the standard architecture for the VOPD, 263DEC, MPEG-4, and MWD benchmarks, respectively. Similarly, our architectures are more power-efficient than those of the custom long-range methodology by 11.5%, 4.1%, and 6.46% for the VOPD, MPEG-4, and MWD benchmarks, respectively. For the 263DEC benchmark, our methodology results in the same power consumption like the custom long-range one. Although the two customization methodologies end up with the same power consumption, the power reduction mechanism for both is different. Our methodology mainly reduces the router power with a slight increase on the link power, whereas, the custom long-range methodology mainly reduces the link power with a slight increase on the router power. The total power for both is the same, which is 1.86% less than that of a standard mesh architecture. Finally, on average over the four benchmarks, the power of the architecture resulted from our methodology is less than that of the standard mesh architecture by 4.87% and that of the custom long-range architecture by 5.52%. These results show that our partitioning-based methodology often outperforms other standard and http://journals.uob.edu.bh custom architecture realization techniques with respect to the power metric. As network partitioning certainly reduces the area cost of any application, it is an efficient way to reduce the two NoC cost metrics: power and area. Table IV shows the results of evaluating the three architectures in the study with respect to the area reduction efficiency in values that are absolute and normalized to those of our methodology. Using our methodology, NoC area is reduced by 9.16%, 7.33%, 8.4%, and 12.04% with respect to the standard architecture and by 15.26%, 10.99%, 16.79%, and 24.07% with respect to custom long-range architecture for the VOPD, 263DEC, MPEG-4, and MWD benchmarks, respectively. On average over the four benchmarks, the area resulted from our methodology is less than that of the standard mesh architecture by 9.23% and that of the custom long-range architecture by 16.78%. These results prove that our partitioning-based methodology always outperforms other standard and custom architecture generation techniques with respect to the area metric. Table V shows the results of evaluating the three architectures in the study with respect to the delay efficiency in values that are absolute and normalized to those of our methodology. The delay of the architectures generated by our methodology is found to be slightly better than that of standard mesh architectures by 1.88%, 1.97%, and 1.79% for the VOPD, 263DEC, and MPEG-4 benchmarks, respectively. However, for the MWD benchmark, the standard mesh architecture is more delayefficient than that generated by our methodology by 4.53%. As previously explained in Subsection 5.C, the delay enhancement resulted from our methodology is application-dependent. For our methodology to achieve some delay enhancement, the inter-partition traffic should be low with respect to the total application traffic. Keeping the inter-partition traffic low allows the gains in reducing the router arbitration and propagation delays to overcome the deterioration happened by taking the interpartition traffic through long routes. In the literature, the traffic locality factor is used to express the ratio of the intra-partition traffic to the total application traffic [61] . As the value of this traffic locality factor goes close to 1, the traffic becomes highly localized and the effect of partitioning on the average internode distance becomes more insignificant. For the MWD benchmark, unlike other benchmarks, this traffic locality factor is found to be 0.784, which means that the inter-partition traffic is 21.6% of the total traffic. This high inter-partition traffic explains why our partitioning-based methodology could not achieve any delay enhancement for the MWD benchmark. In a nutshell, our methodology is expected to enhance the delay only for those applications that exhibit some tarffic locality. Finally, on average over the four benchmarks, the delay resulted from the architecture generated by our methodology is 0.28% less than that of the standard mesh architecture. The architectures generated by our methodology achieve some delay enhancement over standard mesh architectures for three of the benchmarks. However, they could not outperform those of the custom long-range methodology, except for the 263DEC benchmark and by only 0.62%. The latter methodology is mainly proposed to customize NoC architecture with respect to the delay. Therefore, it outperforms our methodology by 1.18%, 8.39%, and 8.81% for the VOPD, MPEG-4, and the MWD benchmarks, respectively. An analysis of the interpartition traffic and the traffic locality factor of the 263DEC benchmark explains why our methodology outperforms the custom long-range one. For this benchmark, the traffic locality factor is found to be 0.998, and hence, the inter-partition traffic constitutes only 0.25% of the total traffic. Therefore, the advantages of reducing the arbitration and propagation delays by our methodology dominate the overall delay and allow it to achieve a better delay performance for this benchmark.
A. Power Evaluation
B. Area Evaluation
C. Delay Evaluation
http://journals.uob.edu.bh Finally, on average over the four benchmarks, the custom long-range methodology outperforms ours by 4.44%. The above delay discussion expresses a typical tradeoff between performance and cost. On one hand, our methodology is proposed as a cost-efficient one, and hence, it enhances power and area costs more than the delay performance. On the other hand, the custom longrange methodology is a performance-efficient one, and hence, it enhances the delay performance on the expense of more power and area costs of the on-chip network.
D. Partitioning Scheme Evaluation
In this subsection, we verify the efficiency of using the FM [25] partitioning technique in our NoC-FM methodology relative to the heuristic-based scattered and random algorithms [23] , as well as the spectral method in [22] . Tables VI and VII compare the power and the delay results, respectively, of our NoC-FM methodology with those of other partitioning schemes in values that are absolute and normalized to those of our methodology. As all schemes result in approximately the same area reduction, area comparison is not included in this subsection. From one hand, the tables show that NoC-FM significantly outperforms random and scattered partitioning schemes with respect to both power and delay. On average over the four benchmarks, our technique is 75.36% and 37.09% more power-efficient than the scattered and random techniques, respectively. It is also 68.35% and 34.44% more delay-efficient than the same two techniques, respectively. On the other hand, NoC-FM is slightly better than the spectral scheme by 3.56% and 3.79% from the power and the delay perspectives, respectively. These results emphasize the efficiency of using NoC-FM with respect to on-chip network power and delay. Tables VI and VII also show that the power and the delay resulted from partitioning techniques other than NoC-FM are worse than those of the standard unpartitioned mesh architecture, shown in Tables III and V, respectively. This clarifies that the advantages of using network partitioning with NoC is completely dominated by the best selection of the employed partitioning technique. It further emphasizes the efficiency of using NoC-FM in enhancing NoC power and delay.
E. Power and Delay Factors Evaluation
In this subsection, we evaluate the accuracy of the proposed partitioning power (η P ) and delay (η D ) factors represented in (20) and (22), respectively. These factors are used to approximate the ratios of the partitioned power and delay to the unpartitioned ones, respectively. We compare the values of these factors to the exact power and delay ratios. For the four benchmarks, TableVIII shows the percentage of error in the two factors. The table shows that the error resulted from using our approximated factors never exceeds 4%. On average over the four benchmarks, the percentage of error in the power factor is 2.13% and in the delay factor is 2.88%. The use of these factors saves a large amount of time in architecture generation. This time corresponds to simulating the router library, deriving the power constants, and routing all packets from sources to destinations. Since the architecture generation time is a crucial factor for NoC design, the use of these factors is indeed very helpful in the quick evaluation of the efficiency of using partitioning for NoC architecture generation. 
CONCLUSION AND FUTURE WORK
This paper evaluated the efficiency of using network partitioning on NoC power, area, and delay. A methodology was presented to reduce the power and area costs of NoC using network partitioning techniques. Smaller partitions require less number of ports and buffering, which constitute the main parts of on-chip power and area. The FM partitioning algorithm was adopted with modification to formulate the partitioning problem. Results prove that network partitioning is an effective way to reduce the NoC power and area, especially for large applications that exhibit locality.
We plan to extend this work in different directions. First, we are going to investigate the optimum number of partitions, the optimum number of cores per partition, and the optimum topology for each partition. Second, we will try to build an integrated tool to carry out the whole topology generation steps. Third, we will address the reliability issues resulting from using network partitioning.
