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P H Y S I C S
Femtosecond quantification of void evolution during 
rapid material failure
James Coakley1*, Andrew Higginbotham2, David McGonegle3, Jan Ilavsky4,  
Thomas D. Swinburne5, Justin S. Wark3, Khandaker M. Rahman6,  
Vassili A. Vorontsov7, David Dye6, Thomas J. Lane8, Sébastien Boutet8,  
Jason Koglin8†, Joseph Robinson8, Despina Milathianaki8
Understanding high-velocity impact, and the subsequent high strain rate material deformation and potential 
catastrophic failure, is of critical importance across a range of scientific and engineering disciplines that include 
astrophysics, materials science, and aerospace engineering. The deformation and failure mechanisms are not 
thoroughly understood, given the challenges of experimentally quantifying material evolution at extremely short 
time scales. Here, copper foils are rapidly strained via picosecond laser ablation and probed in situ with femtosecond 
x-ray free electron (XFEL) pulses. Small-angle x-ray scattering (SAXS) monitors the void distribution evolution, 
while wide-angle scattering (WAXS) simultaneously determines the strain evolution. The ability to quantifiably 
characterize the nanoscale during high strain rate failure with ultrafast SAXS, complementing WAXS, represents a 
broadening in the range of science that can be performed with XFEL. It is shown that ultimate failure occurs via 
void nucleation, growth, and coalescence, and the data agree well with molecular dynamics simulations.
INTRODUCTION
Material failure mechanisms are rate dependent (1), and dynamic 
material failure occurring at the speed of sound is of broad interest, 
e.g., from planetary to jet engine debris impacts to laser-driven shocks 
and their applications in femtosecond machining and laser shock 
peening. Extremely high tensile strain rates can occur when a decay-
ing shock wave reaches a free surface or an interface of lower shock 
impedance, generating a counter-propagating rarefaction wave that 
interacts with the decaying portion of the forward-traveling shock 
to produce a region of tension in the material. Depending on the 
magnitude and duration of this tensile stress, the material may fail, 
and this dynamic phenomenon is termed spallation.
The void formation that leads to high strain rate failure was first ex-
amined by incipient spallation experiments performed by Seaman et al. 
(2). In these experiments, the applied stresses were below the spall 
strength of the material, and an incipient spallation zone formed, as 
opposed to total material failure. The samples were then examined 
with microscopy, and the microscale voids and cracks were quanti-
fied. While these experiments were seminal to our understanding of 
spallation, the degree of precision from a two-dimensional image 
may be inaccurate (3) and, by definition, does not capture the void 
distribution at the point of failure itself. Furthermore, the deforma-
tion mechanisms at these lower stresses and strain rates may not be 
representative of the deformation mechanisms under the more ex-
treme conditions and strain rates. Accurate quantification of damage 
evolution is essential to understanding material failure and is nec-
essary to develop and validate constitutive material failure models.
The recent concurrent advancements in both bright x-ray sources 
and powerful short-wavelength lasers have made it possible to probe 
the crystal lattice response with in situ wide-angle x-ray scattering 
(WAXS) during high strain rate deformation. This technique has 
been used to examine initial compression after an applied shock, at 
time scales and length scales that have previously been limited to 
modeling predictions (4–11), and has also been used to show that 
very high transient tensile strains can be sustained by materials at 
high strain rates (12, 13).
In the current work, polycrystalline copper foils are subjected to 
rapid straining at ∼0.5 × 109 s−1 via picosecond laser ablation and 
probed in situ with 30-fs ultrafast x-ray free electron (XFEL) pulses 
emitted by the Linac Coherent Light Source (LCLS) (14). WAXS and 
small-angle x-ray scattering (SAXS) data were simultaneously re-
corded using two Cornell-SLAC Pixel Array Detectors (CSPAD), each 
with 2.3 megapixels, as shown schematically in Fig. 1A (15). SAXS 
provides scattering patterns from nano- to micrometer differences 
in composition or density. With this length scale and a two-phase 
approximation, the technique is of broad importance to the study of 
material defects (16), degradation (17), precipitation (18), biological 
studies (19), and porosity analysis (20–23). Thus, the current setup 
allows high strain rate void evolution to be monitored in the rear 
SAXS detector and correlated to the lattice strain response (i.e., Bragg 
diffraction) monitored in the front WAXS detector, and previous 
experiments have indicated that such measurements should be 
feasible (24–26).
The experiment represents the first in situ study of spallation and 
failure at the ultrahigh strain rates that occur following the initial 
lattice compression. The spall strength is determined to be approx-
imately 8.5 GPa, measured at a strain rate that is an order of magnitude 
higher than has been previously reported (27–29). The SAXS model 
fits to the in situ experimental data allow quantifiable determina-
tion of the failure mechanism, confirming that spallation occurs by 
the nucleation, growth, and coalescence of voids or cracks (30–32). 
1Department of Mechanical and Aerospace Engineering, University of Miami, Coral 
Gables, FL 33146, USA. 2York Plasma Institute, Department of Physics, University of 
York, Heslington, York YO10 5DD, UK. 3Department of Physics, Clarendon Labora-
tory, University of Oxford, Parks Road, Oxford OX1 3PU, UK. 4Advanced Photon Source, 
Argonne National Laboratory, Lemont, IL 60439, USA. 5Aix-Marseille Université, CNRS, 
CINaM UMR 7325, Campus de Luminy, 13288 Marseille, France. 6Department of 
Materials, Imperial College, South Kensington, London SW7 2AZ, UK. 7DMEM, Uni-
versity of Strathclyde, Glasgow G1 1XQ, UK. 8SLAC National Accelerator Laboratory, 
Menlo Park, CA 94025, USA.
*Corresponding author. Email: jcoakley@miami.edu
†Present address: Los Alamos National Laboratory, Los Alamos, NM 87545, USA.
Copyright © 2020 




for the Advancement 
of Science. No claim to 
original U.S. Government 
Works. Distributed 
under a Creative 
Commons Attribution 
















































Coakley et al., Sci. Adv. 2020; 6 : eabb4434     16 December 2020
S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E
2 of 10
This view is supported in the literature by multimillion-atom mo-
lecular dynamics (MD) simulations (33–35).
Multimillion-atom MD simulations were performed in the cur-
rent work to further develop interpretation and to provide additional 
confidence in the experimental data. The wide range of spatial and 
temporal scales of relevance to this work makes a single comprehen-
sive simulation impossible. However, a representative simulation with 
simplifying assumptions provides good agreement between simula-
tion and microstructure evolution, illustrating a spheroidal void nu-
cleation and growth process.
RESULTS
Sample characterization by electron microscopy
The experimental details are presented in Materials and Methods. 
One-micrometer-thick polycrystalline Cu films were vacuum-deposited 
on <100>-oriented 500-nm-thick amorphous Si3N4 substrates. High 
strain rate material properties are dependent on microstructure (36); 
thus, the samples were characterized in detail with electron micros-
copy. Sample thicknesses were confirmed, and grains were columnar 
(Fig. 1D). The mean grain width at the sample surface was ∼80 ± 
20 nm with SD (Fig. 1C). Electron backscatter diffraction (EBSD) 
confirmed a (111) fiber grain texture in the sample growth direction 
(Fig. 1B).
Validation of the LCLS SAXS experimental arrangement
The response of the LCLS SAXS detector setup was evaluated with a 
known standard glassy carbon sample and further cross-calibrated 
by comparing measurements of the Cu-with-substrate foil that were 
recorded at the LCLS with measurements that were recorded at the 
9-ID SAXS beamline at the Advanced Photon Source (APS).
Glassy carbon standard samples were mounted in the LCLS sample 
chamber, and scattering measurements were recorded. The azimuth-
ally averaged SAXS data from the glassy carbon sample determined 
at LCLS were rescaled to match the standard reference measurement, 
as part of the absolute scattering intensity reduction process. The 
sample measured at LCLS shows good agreement to the reference 
measurement between 0.01 and 0.1 Å−1, as shown in fig. S1A.
Sputtered Cu with substrate samples were mounted in the beam-
lines at LCLS and at the 9-ID SAXS/USAXS (ultra-SAXS) instrument 
at the APS, and scattering measurements were recorded. The pro-
cessed SAXS data from these samples in the initial condition are in 
excellent agreement between the LCLS and calibrated APS in-
struments, shown in fig. S1B. In this figure, for the purpose of data 
comparison between instruments, the LCLS data for Cu have been 
multiplied by the ratio in scattering length density contrast at 21 keV 
(used at the APS) and 8.8 keV (used at LCLS) to account for the 
difference in x-ray photon energies used between instruments.
High strain rate scattering data
Sputtered Cu-with-substrate samples were sequentially mounted at 
the LCLS beamline for in situ simultaneous SAXS/WAXS measure-
ments during high strain rate deformation. The experimental ar-
rangement is shown in Fig. 1A. Shocks were driven through the Cu 
surface via laser ablation and were simultaneously probed by the 
XFEL pulses with scattering data recorded in the front (WAXS) and 
rear (SAXS) detectors. The leading edge of the laser pulse that pro-
duced the shock was “clipped” to produce a sharp shock rise time. 
The pump-probe time delay was increased at picosecond time in-
crements for each sequential measurement, producing a sequence of 
femtosecond snapshots of the high strain rate deformation process. 
The front detector recorded WAXS from the {111} reflections, map-
ping the lattice-level strain response within the material, while evo-
lution of the small-angle scattering spectra was monitored by the 
rear SAXS detector. Further experimental details are provided in 
Materials and Methods.
Processed and azimuthally averaged scattering data are presented 
in Fig. 2 (bi to bvi) and (ci to cvi) at six different pump-probe time 
delays to illustrate the relationship between pump-probe time delay 
and the evolution in scattering data. The {111} peak at ∼2.086 Å 
[determined by a Voigt peak fitting routine (37)], which corresponds 
to the material that has yet to be compressed by the shock, is ob-
served to decrease in intensity as time proceeds, whereas a diffrac-
tion peak at ∼1.941 Å, associated with the material compressed by 
the shock, develops with increasing pump-probe time delays (Fig. 2, 
bi to biii). Eventually, the peak at ∼2.086 Å reaches zero intensity 
(Fig. 2, biii), which we interpret as the time where all the Cu has been 
subject to compression, and the shock wave has reached the rear sur-
face of the Cu layer. We define this point to be the time zero refer-
ence, t0. By this definition, an increasingly negative time means a 
shorter lag between the probe and pump, and the initial shock wave 
has progressed less through the foil. An increasingly positive time 
corresponds to the rarefaction wave returning back through the foil.
The SAXS data shown in Fig. 2 (ci to ciii) correspond to the WAXS 
data of (bi) to (biii). The SAXS intensity decreases, and the scatter-
ing profile flattens with increasing time lag between the pump and 
probe (ci to ciii). It remains flattened (civ) until a time of 170 ps (cv), 


























Fig. 1. Experimental arrangement at the LCLS and details of the initial Cu foil 
microstructure. (A) Experimental arrangement at LCLS. The XFEL beam impinges 
the Cu with substrate sample shortly after a laser shock pulse with a “clipped” leading 
edge. The WAXS data are recorded in the front detector and small angle (SAXS) data 
recorded in the rear detector. (B) (111) pole figure from EBSD; the intensity in the 
center of the pole figure refers to the foil normal (growth) direction. (C) Secondary 
electron scanning electron microscopy (SEM) imaged normal to the sputtered Cu 
surface, illustrating the nanoscale planar pores between grains, and (D) backscattered 
electron SEM imaged at a 70° tilt angle, highlighting the columnar grain micro-
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profile is observed (cv and cvi). The corresponding WAXS data show 
the diffraction peak shifting to higher d-spacing (biii to bvi).
DISCUSSION
SAXS analysis—Initial conditions
The SAXS data collected on the unshocked Cu foils indicate that, 
owing to the deposition method by which they were made, they al-
ready contained voids. The APS SAXS/USAXS instrument records 
a broader low-angle Q range than the LCLS instrument (fig. S1B) and 
thus can give more information on the initial void distribution, al-
though we stress that the LCLS data are totally consistent with the 
analysis based on that collected at APS. The azimuthally averaged APS 
SAXS/USAXS data recorded for the initial condition Cu with sub-
strate samples were iteratively fitted with an oblate spheroid SAXS 
model by a least-squares refinement. The oblate spheroid model de-
termines a major and minor diameter of approximately 85 and 13 nm, 
respectively. This shape is a reasonable approximation for grain 
boundary porosity between grains. The dimensions correspond to 
the length scales of the grain boundary pore width and length ob-
served in Fig. 1 (C and D); thus, we conclude that the small-angle 
scattering arises from the scattering length density contrast between 
the Cu material and voids. Given the void dimensions, grain bound-
aries that contain these pores are incoherent. The major grain bound-
ary diameter of 85 nm determined by USAXS is in good agreement 
with the mean grain width of approximately 80 nm determined by 
image analysis from electron microscopy.
The scattering feature associated with the major dimension lies 
outside the LCLS low Q detector range and could only be observed 
at the APS USAXS/SAXS instrument. The USAXS low Q detector 
range at the APS beamline is obtained by inserting an advanced-design 
Bonse-Hart USAXS camera to complement a fixed-length SAXS 
detector. A Bonse-Hart detector is not suitable for in situ record-
ing of rapid evolution processes and was only used for this initial 
characterization.
Direct observation of material response during compression
A two-dimensional simplified cartoon illustrates our results at dif-
ferent stages of shock-induced strain propagation through a foil 
(Fig. 2, ai to avi), with corresponding WAXS (bi to bvi) and SAXS 
data (ci to cvi) for each stage of deformation. The cartoon (Fig. 2, ai to 
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Fig. 2. Evolution of scattering data as a shock wave propagates through a Cu foil and illustrative cartoon to aid interpretation. (ai to avi) From left to right: 
Sequential illustrations of the longitudinal strain profile and corresponding void distribution in the Cu foils, describing the shock loading cycle to failure as a shock wave 
propagates through the foil. (bi to bvi) From left to right: Azimuthally averaged scattering data illustrating the evolution of WAXS as the shock wave propagates through 
the foil and (ci to cvi) the corresponding SAXS profiles. The scattering data (bi) to (bvi) and (ci) to (cvi) correspond to the schematic of (ai) to (avi). t = 0 ps is defined at full 
material compression. An increasingly negative time means a shorter lag between the probe and pump, and the initial shock wave has progressed less through the foil. 
An increasingly positive time corresponds to the rarefaction wave returning through the foil. The peaks labeled 1 and 2 in (bii) correspond to diffraction from the un-
strained region ahead of the shock front and strained region behind the shock front, respectively. The dashed vertical lines in (bi) to (bvi) are a reference for the initial {111} peak 
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propagates through the foil, while the x-ray scattering data (Fig. 2, 
bi to bvi) are an overall averaged microstructure snapshot through 
the bulk of the material as deformation occurs. The different stages 
of shock wave propagation represented in the cartoon that lead to 
material failure can be categorized as (ai) uncompressed material 
before shock; (aii) a combination of shock-compressed material be-
hind the shock front and uncompressed material ahead of the shock 
front, as the shock wave propagates through the sample; (aiii) all the 
Cu-layer material being compressed when the shock wave reaches 
the rear surface of that layer; (aiv) relaxation of the compressive strain 
and subsequent material expansion by a counterpropagating rare-
faction wave; (av) a region of tension develops within the foil beyond 
the yield strength, nucleating voids and representing the onset of fail-
ure; (avi) growth and coalescence of the voids causing material fracture.
From the WAXS, we see that, initially, the sample is strain free 
(Fig. 2, ai) with a {111} peak at 2.086 Å (Fig. 2, bi). This corresponds 
to a lattice constant of about 3.613 Å, in agreement with literature 
values (3.6149 Å) (38). The preexisting voids discussed above are 
evident in the LCLS SAXS data, as shown in Fig. 2 (ci). As the shock 
wave starts to progress through the foil (Fig. 2, aii), a distinct {111} 
diffraction peak at lower d-spacing (∼1.941 Å) develops, which is 
associated with the compressed region, and grows in intensity as the 
shock wave passes deeper into the sample. Conversely, the original 
{111} peak at 2.086 Å (associated with the uncompressed lattice that 
lies ahead of the shock front) decreases in intensity as the shock wave 
passes deeper into the sample. This stage of high strain rate defor-
mation is observed in Fig. 2 (bii), where the {111} peaks from the 
uncompressed and compressed regions are labeled as 1 and 2, re-
spectively, and correspond to a 19% volumetric compression of the 
material assuming an ideal hydrostatic response. A rapid approach 
to hydrostatic compression owing to plastic flow is suggested by the 
lack of a distinct elastic response, as seen in previous experiments 
(9), and is supported by the subsequent MD simulations.
The schematic of Fig. 2 (aii) also illustrates the closure of pre-
existing pores in the compressed foil region. These voids are closed in 
the compressed region behind the compression wavefront but unaltered 
ahead of it. This conclusion is consistent with the subsequent SAXS 
modeling results and MD simulation. The scattering length density 
contrast between Cu and vacuum is large (Dr2 ∼ 3630 × 1020 cm−4 
at 8.8 keV); therefore, a small change in void fraction causes a clear 
intensity change in the SAXS profile. While the material compression 
is observed by the diffraction data (Fig. 2, bii), the closure of pores 
in the compressed region and therefore the reduction in pore volume 
fraction in the material bulk are simultaneously observed by the 
decrease in SAXS intensity (Fig. 2, cii).
The point when the shock reaches the rear surface of the Cu, and 
thus all of the Cu sample is under compression, is illustrated in Fig. 2 
(aiii) and is identified by the WAXS profile shown in Fig. 2 (biii), 
where the {111} peak corresponding to the uncompressed Cu lattice 
is no longer seen in the diffraction pattern, and the {111} peak inten-
sity at lower d-spacing corresponding to the compressed Cu lattice 
is at a maximum. A lower limit on the strain rate of  e ̇ ∼ 0.5 ×  10 9 s−1 
is approximated from this change in lattice spacing and time taken 
to achieve compression of all of the sample.
It can be seen from the SAXS data in Fig. 2 (ciii) that, at this time, the 
scattering curve has been flattened, and the intensity is at a minimum, 
indicating full closure of pores, i.e., approaching zero volume frac-
tion. Figure S2 shows additional WAXS and SAXS data to highlight 
the dynamic nature of the shock propagation process.
Quantification of void evolution during compression
The evolution of the microstructural parameters deduced from the 
SAXS model fits to the data during shock compression are presented 
in Fig. 3, while model fits to data are presented in Fig. 2 (ci to cvi) 
and fig. S2 (C and D). The scattering length density contrast during 
compression arises from the unaltered voids ahead of the shock 
front. Therefore, it is reasonable to fit the SAXS data during com-
pression with the same oblate spheroid model that was established 
with the USAXS data from the initial sample condition and assume a 
constant aspect ratio. The void volume fraction decreases during com-
pression (Fig. 3A), corresponding to the decrease in SAXS intensity 
observed in Fig. 2 (ci to ciii). The average void size is unchanged during 
the compression phase, as shown in Fig. 3B, reaffirming that the voids 
in the compressed region are closed, while those ahead of the wavefront 
remain unaltered, and that using the same SAXS model for the 
compression data as the nonshocked measurement is reasonable.
Direct observation of material response during rarefaction
Following the shock reaching the rear surface of the Cu, a rarefaction 
waves travel back through the foil releasing the compressive strain, 
illustrated in Fig. 2 (aiv), and a region of tension develops as the 
rarefaction wave traveling back from the rear surface interacts with 
the decaying region of the shock. The lattice response during this ex-
pansion is very different to that during compression because of the 
complex interaction of these two waves; however, the averaged dif-
fraction is still very informative, as shown in Fig. 2 (bi to bvi). In the 





Fig. 3. Evolution of microstructure as a shock wave propagates through a Cu 
foil, deduced from SAXS model fits to experimental data. (A) Void volume frac-
tion, (B) void minor dimension, and (C) void number density with increasing pump-
probe delay times, deduced from SAXS model fits to the experimental data. t0 at 
0 ps refers to the time in the shock event at which the sample was fully compressed. 
Exponential fits to the deduced parameters are included, as well as error bars of 
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apparent as the {111} peak moves to higher d-spacing. At a time of 
120 ps, a large region of the foil reaches net tension, observed in the 
data as a broad peak width of the {111} peak beyond 2.086 Å (Fig. 2, biv). 
During the release of the compressive strain and development of net 
tensile strain, the intensity of the SAXS pattern remains flat, up to 
120 ps (Fig. 2, civ). This indicates that, up until this time, no region 
of the foil has reached the threshold strain required for void formation. 
Again, fig. S2 shows additional WAXS and SAXS data to highlight 
the dynamic nature of the rarefaction process.
Spall strength at high strain rate
The tensile strain continues to increase with increasing pump-probe 
time delays as shown in Fig. 2bv and fig. S2B. The maximum volu-
metric expansion is approximately 6% based on the shift in the {111} 
peak position under isotropic expansion. This is reached between 
170 and 320 ps (Fig. 2, bv and bvi). This corresponds to a spall 
strength of approximately 8.5 GPa calculated for a room temperature 
bulk modulus [140 GPa (39)]. To our knowledge, this is the first 
determination of polycrystal Cu spall strength based on experiment 
with a strain rate greater than ∼107 s−1. Published Cu spall strengths 
based on experiments at high strain rates are presented alongside the 
present data in Fig. 4. Buchar et al. (40) determined spall strengths 
between 1.2 and 3.4 GPa for strain rates of  10 4 <  e ̇ <  10 6   s −1 in Cu 
polycrystals with average grain sizes of 94 mm (red data points), 
139 mm (black data points), and 185 mm (green data points). They 
concluded that (i) a critical strain rate existed where the spall strength 
plateaus and this corresponds to a fracture mode transition from inter-
granular to intragranular, and (ii) the spall strength is dependent on grain 
size, with finer grains showing superior spall strength. In contrast, 
Escobedo et al. (41) concluded the opposite—that at a strain rate 
of e ∼ 0.8 × 105 s−1, the spall strength remained ∼1.35 GPa for aver-
age grain sizes between 30 and 200 mm. Most recently, Remington et al. 
(36) examined the spall strength dependency on grain size and strain 
rate in Ta in an effort to isolate these two variables. They concluded 
that the spall strength increases with grain size, between 0.1 and 200 mm 
at  6 ×  10 6 <  e ̇ < 5 ×  10 7   s −1 .
It is clear from the plotted data (Fig. 4) that the spall strength of 
Cu is strain rate dependent, as also concluded by Remington et al. 
(36) for Ta. Moshe et al. (27) concluded that the spall strength var-
ies slowly with the strain rate, but a critical phenomenon occurs at 
strain rates of about 107 s−1, observed as a sudden approach to the 
theoretical value of the spall strength. Kanel et al. (28) assembled data 
of Razorenov, Tonks, and Paisley (42–44) and showed that the data 
are well fitted by a straight line on a log-log plot (spall strength = 
 e ̇m ·  10 b , where m is the slope and b is the intercept point on the log 
plot). In Fig. 4, the same fit to data is performed for the data assem-
bled by Kanel et al., who find a value of m ≈ 5, and also including 
the high strain rate spall strength determined here. It is seen that 
our measurement of spall strength at the highest strain rate recorded 
is in agreement to the data presented by Kanel et al. (28), and not to 
the theory presented by Moshe et al. (27). It can be argued that three 
of the four data points of Moshe et al.’s results are fitted by the curve 
presented here and that the fourth measurement may be outlying data. 
The spall strength determined by Eliezer et al. (29) at e ∼ 3 × 107 s−1 
is also in good agreement to the fit. Kanel et al. (28), Eliezer et al. 
(29), and Moshe et al. (27) do not discuss sample grain size, so it is 
not possible to compare a grain size effect in the experimental data.
Direct observation of material response during spall
As the material is pulled into tension (see the data in Fig. 2, cv, taken 
at 170 ps), there is an order of magnitude increase in the SAXS in-
tensity, signifying pore formation, with the associated tensile strain 
shown in Fig. 2 (bv). This is illustrated in the schematic in Fig. 2 (av). 
The SAXS intensity continues to increase with increasing pump-probe 
time delays due to an increase in void volume fraction, and the ob-
served scattering profile shifts to lower Q corresponding to void 
growth, as seen in Fig. 2 (cvi) and fig. S2D. A region of tension has 
developed beyond the spallation strength, subsequent material de-
formation requires spallation, and thus a high number density of voids 
nucleate and grow. This is supported by SAXS modeling and MD 
simulations presented in the subsequent sections. Complexities such 
as the strain relief around void growth (33, 45) are not incorporated 
into the simplified schematic of Fig. 2 (av and avi), nor can such a lo-
calized region of strain relief be isolated from the averaged WAXS 
data where the accumulation of net tensile strain dominates the data.
It was necessary to reduce the beam intensity for measurement 
times greater than 170 ps to avoid SAXS detector saturation in the 
low Q range. The absolute scattering intensity calibration process 
includes a rescaling of the measured SAXS data, and the rescaling 
factor is determined from the glassy carbon standards. Thus, if the 
incident beam intensity is reduced, then the necessary rescaling fac-
tor for absolute scattering data is correspondingly increased by the 
same ratio, and the final data presented remain as absolute scatter-
ing intensity (Fig. 2, cvi, and fig. S2D). The SAXS measurements are 
composed of x-ray counts scattered from the interaction of the beam 
with the sample but are also composed of some remaining back-
ground noise that is not fully removed by the data correction pro-
cess. For the absolute scattering calibration, this background noise 
contribution is also rescaled when a lower incident beam intensity 
is used. This is why a higher background is observed at high Q in 
Fig. 2 (cvi) and fig. S2D. Any background and change to background 
are easily accounted for in the SAXS modeling process with a flat 
background variable.
Quantification of void evolution during spall
The SAXS measurements recorded during spallation, at long pump-
probe time delays, were well fitted by a sphere model, rather than an 
oblate spheroid model. This is consistent with the subsequent MD 
simulations. The SAXS model fits to data at long pump-probe time 
delays are shown in Fig. 2 (cv and cvi) and fig. S2D. Although a sphere 
Fig. 4. Comparison of experimentally determined high strain rate spall strengths 
for polycrystalline Cu samples. Buchar et al. (40) measured three different grain 
sizes: 94 mm (red data points), 139 mm (black data points), and 185 mm (green data 
points). Escobedo et al. (41) also determined the spall strength for samples with 
average grain size between 30 and 200 mm. The data of Kanel et al. (28) and the cur-
rent work are fitted by a straight line on a log-log plot (spall strength =  e ̇ m ·  10  b , 
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model may not be a unique solution, it indicates that the voids formed 
are more uniform in geometry than before shock and that a sphere 
model can reasonably approximate the observed scattering in the de-
tector range that arises from voids. It has previously been concluded 
that as the tensile stress field during spallation is almost entirely iso-
tropic, the voids in ductile materials tend to become almost perfectly 
spherical (3, 31, 46). However, the opposite has also been suggested 
by Remington et al. (36) for nanocrystalline Ta—that spall-induced 
voids would have an oblate spheroid shape as spall is primarily inter-
granular in nanocrystalline Ta samples.
An exponential relationship is observed between the shock prop-
agation and void volume fraction (Fig. 3A) and with void size (Fig. 3B) 
during damage accumulation. The void volume fraction increases to 
0.4% between 120 and 170 ps, ∼1.6% at 220 ps, ∼5.3% at 270 ps, and 
∼19.5% at 320 ps. For comparison, Johnson (46) presented the mea-
sured microporosity in Cu through the sample thickness with a max-
imum of 30% measured on the spall fracture plane. The measurements 
presented here are at a greater strain rate and finer grain size and 
averaged through the foil thickness.
Between 120 and 220 ps, the number density of voids increases 
to a maximum value of ∼1.5 × 1021 m−3 (Fig. 3C) compared to ∼5 × 
1020 m−3 initially. The void volume fraction and size both increase 
rapidly during spallation; therefore, a decrease in void number density 
at times >220 ps (Fig. 3C) corresponds to coalescence. This is illus-
trated in the schematic in Fig. 2 (avi), with the corresponding WAXS 
and SAXS shown in Fig. 2 (bvi and cvi, respectively). This represents 
the first in situ quantification of all stages of high strain rate damage 
accumulation by cavitation: nucleation, growth, and coalescence 
leading to ultimate failure (32). Considering the material structure 
as the sample approaches failure at 320 ps, the void volume fraction 
is ∼19.5%, the void diameter is ∼72 nm, and the interpore distance 
is ∼100 nm. Therefore, the foil increasingly resembles a foam-like 
structure toward the point of failure.
MD simulation
To understand the microstructural response contributing to the WAXS 
and SAXS signals, we present results of multimillion-atom MD sim-
ulations of ramp-compressed porous copper. Given that a compre-
hensive simulation is not possible, considering the wide range of 
relevant temporal and spatial scales, a simplified simulation was per-
formed to provide a qualitative physical understanding of aspects of 
the key experimental results. The simulation is further described in 
Materials and Methods.
A sample of size 21 × 20 × 1000 nm was simulated in the LAMMPS 
code (47) using the Mishin Cu potential (48). This potential has been 
widely used to study shock-compressed material due to its recreation 
of Hugoniot (49). The sample comprised four columnar grains with 
the ⟨111⟩ oriented along the compression direction, with the grains 
separated by planar voids. The sample was driven by a variable force 
piston using a temporal pulse (9) with the front of the pulse steep-
ened by clipping the leading edge as per the experiment. A peak stress 
of 65 GPa with a rise time of 180 ps approximately matched experi-
mental data. The simulated Cu foil was freestanding, and the under-
lying Si3N4 substrate was not taken into account. This simplification 
was motivated by both a lack of suitable Si3N4 potential (and a Cu-Si3N4 
interaction potential) and the need to moderate computational cost. 
However, as for the pressures of interest, the shock impedance of 
Si3N4 (50) is lower than that of Cu (51), and the Cu layer will under-
go release when the compression wave reaches the interface, but the 
degree of release (and hence rate of tensile strain) will be somewhat 
overestimated by this approximation of ignoring the Si3N4 substrate.
Representative selective region snapshots of the simulated micro-
structure during deformation (from the MD simulations) are shown 
in Fig. 5 (ai to av), and the color coding is by centrosymmetry param-
eter (52). Corresponding averaged longitudinal stress in the direc-
tion of compression and the averaged transverse stress normal to the 
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Fig. 5. MD simulated evolution of microstructure, internal stresses, and scattering profiles as a shock wave propagates through a Cu foil. (ai to av) Representative 
snapshot images of selected foil regions (i.e., not the full foil) for the MD simulation foils at five sequential times of shock wave propagation, illustrating (i) initial compression, 
(ii) full compression, (iii) expansion, (iv) void nucleation, and (v) void coalescence. The closure of a grain boundary void (white) is shown in (ai), and void nucleation and 
expansion are also shown in (aiv) and (av). (bi to bv) The corresponding simulated internal longitudinal stress along the shock direction and the transverse stress averaged 
for the two normal directions along the full simulated foil, with a positive stress corresponding to compression. (ci to cv) The corresponding predicted WAXS profiles 
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in Fig. 5 (bi to bv). Corresponding simulated WAXS profiles through 
the bulk are shown in Fig. 5 (ci to cv). The WAXS profiles are gen-
erated using a discrete Fourier transform over the atomic positions 
(53). Note that the relatively narrow cross section of the simulation 
prohibits meaningful generation of SAXS data.
For the simulated results, the time zero is again defined to be when 
the compression wave reaches the rear surface so that the results 
can be compared with the experimental data presented in Fig. 2. The 
compression phase of the simulation lasts 205 ps, whereupon the 
compression wave reaches the rear surface. During this time, the lon-
gitudinal voids seen in Fig. 5 (ai) are closed by the passage of the 
compression wave as material relaxes transverse to the loading di-
rection (Fig. 5, aii). A combination of this relaxation and subsequent 
plastic flow leads to a near hydrostatic compression pathway, with 
just 1.5 GPa of strength observed at peak compression. The predicted 
WAXS signal illustrates the development of the (111) peak at 1.94 Å 
arising from the compressed region and labeled peak 2 in Fig. 5 (ci), 
in agreement with the experimental data and initial interpretation. 
The predicted release of compressive strain differs from the observed 
experimental data (Fig. 5, biv), and this is expected; as discussed 
above, the influence of the Cu-Si3N4 interaction was not taken into 
consideration. The model predicts that a region of tension is developed 
more rapidly than experimentally observed, within 30 ps following 
full compression. This region of tension is shown in the predicted 
averaged longitudinal and transverse stresses in Fig. 5 (biii) and the 
corresponding WAXS data (Fig. 5, ciii) with a peak position greater 
than 2.09 Å, and is generated due to a sequence of the decreasing 
pressure applied at the piston leading to lower stress states and later, 
more profoundly, as release starts due to wave interaction with the 
rear surface.
Figure 5 (aiv) highlights that voids are predicted to open within 
the material between 150 and 190 ps after rear surface release has 
initiated, driving void fraction to 2.5%. As discussed above, this growth 
in porosity is somewhat faster than observed in experiment because 
of the absence of a tamper in the simulations leading to high-amplitude 
(and rate) release wave formation. These voids are observed to form 
throughout a large fraction of the material, originating from an 
ideal crystal sample. It should be noted that the coherent nature of 
the grain boundaries formed by closure of the initial planar voids 
and the lack of resolved tensile stress across these boundaries mean 
that we expect no preferential intergrain void nucleation in these 
simulations. The voids in this initial void growth phase are approx-
imately spheroidal with eccentricities of 0.4 ± 0.3. The lack of elon-
gation can be understood by noting the highly disordered environment 
surrounding the voids caused by the appreciable elastic energy re-
leased upon rapid void formation. This negates the usual elastic and 
plastic anisotropy seen in copper leading to near isotropic growth. 
This supports the conclusion from SAXS modeling that the voids 
generated during spallation are quite uniform in geometry. From 
190 ps onward, voids coalesce, evidenced as an increasing pore fraction 
with decreased void number. Voids on the verge of coalescence are 
shown in Fig. 5 (av). Although void growth and increased void fraction 
are observed to continue beyond 250 ps, wave interactions with the 
artificially rigid piston lead to a pathological recompression, limiting 
the time scale over which void growth can be quantitatively studied.
Toward the end of the simulation, a modest tensile strain of 2.5% 
is inferred from the WAXS pattern. At this stage, in the simulation, 
the sample is experiencing a range of states. Within the failed mate-
rial region toward the middle of the sample, stress is close to fully 
relaxed (<1 GPa), but the sample is partly molten because of the ener-
gy released during void formation. This region has an average tem-
perature of 1250 K, close to the melt temperature of 1350 K. Nearer 
the piston, where sample has not failed by void formation, the sample 
is slightly cooler, with temperatures ranging from 1100 up to 1250 K, 
where mixed phase solid and disordered regions are observed. Again, 
these complexities are not incorporated into the simplified cartoon 
of Fig. 2 (ai to vi). Note that in both the experimental and simulated 
WAXS data, the material is seen to return not to its ambient lattice 
spacing of 2.09 Å but to a value of around 2.09 Å, which is consist-
ent with thermal expansion of the material at around 1300 K.
Summary
In situ ultrafast-SAXS has enabled direct quantitative determination 
of material failure during spallation in the sequence of void nucle-
ation, growth, coalescence, and ultimate failure. The elastic strain state 
was simultaneously determined from Bragg diffraction. The exper-
imental time scales are directly comparable to those that are achievable 
within MD simulations. The experimentally deduced spall strength 
is compared with values found in the literature and agrees well with 
the power-law relationship between spall strength and strain rate 
proposed by Kanel et al. (28); however, the effect of grain size is not 
accounted for in the work presented throughout much of the literature. 
The voids that nucleate and grow at the onset of failure are deter-
mined to be spheroidal, and this is supported with MD simulations.
The development and application of in situ ultrafast-SAXS with 
femtosecond resolution to quantitatively characterize high strain rate 
spallation failure, complementing WAXS, is of significance to mul-
tiple fields. This work demonstrates a broadening in the range of science 
that can be performed at XFEL sources and offers the first quantita-
tive determination of the dynamic high strain rate failure process.
MATERIALS AND METHODS
Experimental design
LCLS has previously been used to probe crystallographic evolution 
during high strain rate material compression with a WAXS detector 
(9, 11). The aim of the current experiment was to quantitatively de-
termine the role of voids throughout the high strain rate shock pro-
cess at the LCLS with a SAXS detector while simultaneously collecting 
crystallographic data in the WAXS detector. Sputter-deposited, {111}- 
oriented polycrystalline Cu samples were chosen to give stronger 
diffraction peaks in the WAXS detector, and the lattice strain response 
of Cu at high strain rates is relatively well understood (9).
This was a first-of-kind SAXS experiment performed at the LCLS. 
Therefore, it was particularly important to validate the beamline by 
measuring known glassy carbon standards and by also comparing 
SAXS measurements of the Cu samples to those of a calibrated syn-
chrotron beamline (beamline 9-ID at the APS). Complementary 
microscopy and materials modeling were performed to validate the 
in situ scattering measurements and to conclude the high strain rate 
failure mode.
Electron microscopy
One-micrometer-thick polycrystalline Cu films were vacuum-deposited 
on <100>-oriented 10-mm-thick Si3N4 amorphous substrates. Sample 
texture was measured using EBSD on an Oxford Instruments HKL 
Nordlys detector with an accelerating voltage of 20 kV. A 50-nm step 
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were plotted using the MATLAB Toolbox MTEX. The EBSD con-
firmed a (111) grain texture in the sample growth direction (Fig. 1B). 
Secondary electron imaging was conducted using a Zeiss Sigma 
300 FESEM operating at an accelerating voltage of 5 kV, and ImageJ 
software was used for image analysis. The mean grain width was cal-
culated from traced areas using square equivalence from approxi-
mately 200 grains.
Ex situ SAXS
While in situ WAXS measurements during shock at the LCLS Co-
herent X-ray Imaging (CXI) instrument are now routine [e.g., (9)], 
the SAXS measurements required the development of procedure and 
validation for the beamline. SAXS measurements of glassy carbon 
standards (54, 55) were measured on the CXI SAXS/WAXS instru-
ment at LCLS (56) with 8.8-keV x-ray energy (fig. S1A).
The Cu deposited films on substrates were characterized on both 
the LCLS instrument with 8.8-keV x-ray energy and the USAXS in-
strument at APS with 21-keV x-rays (fig. S1B) (57, 58). The APS 
USAXS data were processed with the instrument software package 
Indra (57), correcting for sample transmissions, backgrounds, and 
dark current background in the detectors, and calibrated to absolute 
scattering intensities with glassy carbon standards (54, 55). A mea-
surement of just the substrate was used for the background measure-
ment. The LCLS raw SAXS data were processed in a similar manner 
to the USAXS data, using the Nika software package (59), with ad-
ditional corrections for dead pixels.
Ex situ SAXS modeling
From the microscopy (Fig. 1C), we conclude that SAXS arises from 
the scattering contrast between Cu and internal nanoscale voids pre-
sent at grain boundaries. The USAXS data of the unshocked sample 
were fitted by an oblate spheroid using a least-squares refinement 
with volume fraction, spheroid size, and a flat background as fitting 
variables. The fit is shown in fig. S1B. The scattering length density 
contrast Dr2 between Cu and air is ∼3630 × 1020 cm−4 (60). The 
determined volume fraction is essentially independent of the SAXS 
model implemented.
SAXS modeling requires simplifying assumptions, and in this case, 
full three-dimensional averaging is included in the model. A more 
complicated SAXS model could, in principle, be developed to account 
for void and grain anisotropy; however, such a model would require 
model fitting to scattering data from multiple foil orientations, which 
was not feasible given the beam time available, and thus for simplicity, 
and given that an oblate spheroid morphology and the microstructural 
parameters deduced both agree reasonably well with the microscopy, 
a three-dimensional averaged model was deemed satisfactory.
Pump-probe method
In situ simultaneous SAXS/WAXS measurements during high strain 
rate deformation were conducted on the LCLS instrument as shown 
in Fig. 1. Arrays of sputtered Cu-with-substrate samples were placed 
on cassettes, allowing sequential mounting. Shocks were driven through 
the Cu surface along the <111> directions via laser ablation of each 
Cu with substrate sample using 17-mJ output from the CXI Ti:sapphire 
picosecond laser. The samples were simultaneously probed by 8.8-keV 
XFEL pulses with bandwidth DE/E = 0.2 to 0.5%, 30-fs pulse length, 
and focused to a 20-mm spot aligned to the center of the driven re-
gion where the laser uniformity is maximized. Scattering data were 
simultaneously recorded in the front detector (WAXS) and rear de-
tector (SAXS). The pump-probe time delay was increased for each 
sequential measurement, producing a sequence of femtosecond snap-
shots at pump-probe time delay intervals of 5 to 10 ps (correspond-
ing to an incremental shock propagation of 20 to 55 nm) during 
material compression and 50 ps (275 nm) during material expansion. 
A number of repeated measurements at the same pump-probe time 
delays confirmed that the scattering was consistent from sample to 
sample. The x-ray intensity was decreased at long pump-probe time 
delays to avoid SAXS detector saturation. In total, measurements 
were taken at 35 different pump-probe time delays within a 480-ps 
range. Pulses were focused onto the sample with a spatially Gaussian 
profile with 260-mm 1/e2 diameter and a temporally clipped leading 
edge to ensure a sharper shock rise time and thus a higher strain 
rate release.
Note that the sample is impinged upon directly by the laser, rather 
than via an intermediate ablation layer. Given the laser intensity 
I < 1012 W cm−2, we expect mass ablation rates of less than 105 g cm−2 s 
and thus minimal loss of material to ablation of order 10 nm (61). 
There is also no clear evidence of extensive loss of sample thickness 
through ablation in the SAXS data. The SAXS intensity remains 
constant for a period of time during full compression, and this could 
not be the case if a considerable loss of sample thickness was occur-
ring. In addition, despite copper’s relatively high thermal diffusivity 
of 1.1 cm2 s−1 (62), conduction of heat through the full foil thickness 
would take approximately 9 ns, an order of magnitude longer than 
the time scale of the experiment.
In situ SAXS modeling
The SAXS data during compression were fitted with the same oblate 
spheroid model that was established for the initial sample condition 
(ex situ measurement), and a constant aspect ratio was assumed. This 
is reasonable, as the scattering length density contrast during com-
pression is arising from the unaltered voids ahead of the shock front.
At full compression (0 ps), the low-intensity scattering observed 
at low Q and the flat background at high Q are well fitted by the 
spheroid model. Because of the large scattering length density con-
trast between the Cu material and voids, the model fit to data with a 
pore volume fraction of just 0.01% describes the observed profile 
(Fig. 2, ciii). This is termed the fully compressed state with full clo-
sure of pores.
The SAXS measurements recorded during spallation, at long 
pump-probe time delays, were well fitted by a sphere model, and 
not by an oblate spheroid model. Model fits to data are shown in 
Fig. 2 (ci to cvi).
MD simulation
A sample of size 21 × 20 × 1000 nm was simulated in the LAMMPS 
code (47) using the Mishin EAM1 potential (48), with periodic bound-
aries applied along x and y. As with the experimental samples, [111] 
was oriented along z, the compression direction, with  [1 1 ̄0] along x 
and  [11 2 ]̄ along y. This sample comprised four columnar grains, each 
running the full length of the sample along z (excluding the piston 
region, which was full density), separated by planar voids in the xz 
and yz planes with widths of 1 supercell (5.1 Å in x and 8.9 Å in y). 
This leads to a total number of simulated atoms of 30,660,080.
The sample was equilibrated to 300 K for 5 ps under an NVE 
integrator, where the NVE ensemble refers to the number of particles 
in the system (symbol: N), the system’s volume (symbol: V), as well as 
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at the void surfaces, which leads to a porosity before compression of 
9%, somewhat above the ∼1% in the experimental samples.
The sample was driven by a variable force piston using a temporal 
pulse related to that assumed by Milathianaki et al. (9), where lon-
gitudinal drive stress as a function of time, t, is given by s(t) ∝ t2e−gt. 
A peak stress of 65 GPa with g chosen to achieve a rise time to max-
imum pressure of 180 ps was used to approximately match experi-
mental data. The front of this pulse was steepened by cropping the 
first 50 ps of the leading edge, leading to an initial shock of pressure 
23 GPa, below the elastic limit of Cu under similar loading condi-
tions in the absence of voids (9, 63). No constraint is applied at the 
rear surface of the sample, corresponding to a freestanding foil.
The simulation was allowed to run for 420 ps, at which point the 
release wave reflects from the piston, leading to a nonphysical re-
compression of the sample, and closure of voids. Void regions were 
monitored by mapping atoms into a discrete grid of cell size 5 Å and 
defining void region to be any cell with zero atoms to be within a 
void region. This leads to an underestimate of void size and porosi-
ty in smaller voids (dimension, ∼5Å) and sets a minimum size of void, 
which can be detected. However, for the voids seen on release of the 
sample, typically growing to dimensions of more than 50 Å within 
20 ps, this is a relatively small (∼5%) error.
Simulated scattering was calculated by taking discrete samples of 
reciprocal space intensity via a Fourier transform (53). The intensity 
is summed around spherical shells, each corresponding to a unique 
momentum transfer,  q =  2p _
d
 , where d is the spacing of the diffracting 
planes. Samples were quasi-uniformly distributed over the sphere sur-
face, and only those corresponding to a scattering angle 65∘ ≤ 2q ≤ 75∘ 
are included in the sum, which corresponds to a scattering geome-
try equivalent to the experimental WAXS signal from the subset of 
{111} planes orientated appropriately to meet the Bragg condition.
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/51/eabb4434/DC1
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