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algoritmos de punto fijo usando
subdivisiones simpliciales1
Carlos E. Azofeifa2
Resumen
Se estudiara´ un algoritmo para aproximar puntos fijos usando subdivisiones sim-
pliciales de un simplex S, el cual sera´ comparado con un algoritmo del mismo tipo
pero basado en conjuntos primitivos.
Abstract
In this paper we study an algorithm for approximating fixed points using simplicial
subdivisions of the simplex. Furthermore, it is compared with algorithms of primitive
sets.
1 Introduccio´n
En la determinacio´n de un punto fijo de una funcio´n continua y particularmente en su
aproximacio´n nume´rica, se han utilizado conjuntos primitivos; siendo uno de los precur-
sores Scarf el cual utiliza por primera vez un me´todo general para hacer expl´ıcita una
solucio´n nume´rica del modelo neocla´sico del equilibrio econo´mico.
Scarf analiza y demuestra la manera en la cual esta discusio´n abstracta se puede
transformar en una herramienta pra´ctica para la evaluacio´n de la pol´ıtica econo´mica. Este
me´todo computacional, el cual es de considerable intere´s matema´tico en si mismo, es
elaborado en detalle y aplicado a una variedad de ejemplos espec´ıficos.
La demostracio´n de la existencia de equilibrio de precios para un modelo general wal-
rasiano 3 hace uso de algunas variantes del teorema de punto fijo de Brouwer como un
paso sumamente importante en el argumento.
Se quiere ahora estudiar otro algoritmo con el mismo fin, pero haciendo uso de las
subdivisiones simpliciales. Estos algoritmos son muy importantes en la computacio´n de
1Este trabajo se realizo´ dentro del Proyecto No 114-93-335: “Teor´ıa matema´tica del punto fijo y sus
aplicaciones”, inscrito en la Vicerrector´ıa de Investigacio´n de la Universidad de Costa Rica.
2Escuela de Matema´tica, Universidad de Costa Rica, 2060 San Jose´, Costa Rica.
3Es interesante observar en [1] Acun˜a-Ulate, una introduccio´n de la teor´ıa del equilibrio general, as´ı como
el concepto de economı´a regular y la prueba de la existencia de equilibrio walrasiano para tal economı´a.
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equilibrio de precios. La estrategia a seguir es muy simple: pedimos que cada paso con-
structivo por una aproximacio´n nume´rica del punto fijo sea consecuencia del Teorema de
Brouwer o por algunas de sus implicaciones, es importante resaltar el hecho de que el
paso al l´ımite es el aspecto no constructivo del Teorema de Brouwer y por lo tanto no es
posible asegurar que el subsimplex determinado por una red fina de vectores en el simplex
S contenga o este´ muy cerca del verdadero punto fijo de la funcio´n.
Ahora bien, en la mayor´ıa de las aplicaciones de este teorema que nos son familiares, por
lo general no es necesario determinar vectores que este´n cerca de su propia imagen. Pues,
cuando la red es suficientemente fina, todos los vectores en el subsimplex con distintas
etiquetas tendra´n esta propiedad de acuerdo al siguiente argumento fa´cilmente de probar:
Como la funcio´n f es continua y el simplex es cerrado y acotado, para todo  > 0,
existe δ > 0 tal que si ‖x−x′‖ ≤ δ, entonces ‖f(x)− f(x′‖ ≤ , aqu´ı la norma es dad por:
‖x‖ = max{|x1|, · · · , |xn|}. De aqu´ı se dedude fa´cilmente que ‖f(x)− x‖ ≤ (n− 1)(+ δ).
En la pra´ctica resulta que esta cota es de´bil y por tanto la diferencia entre un vector
en el simplex y su imagen es muy pequen˜a, sin embargo el grado de aproximacio´n puede
obtenerse usando las te´cnicas esta´ndar del ana´lisis nume´rico. El lector interesado en una
revisio´n de los modelos competitivos puede consultar ([3],[9],[18]).
2 Computando puntos fijos
Presentaremos un algoritmo para aproximar un punto fijo de una funcio´n continua de el
simplex unitario S en si mismo. Un simplex se define como el casco convexo de sus n
ve´rtices v1, · · · , vn, es decir, es el conjunto de puntos de la forma
x =
∑
αjv
j con αj ≥ 0 y
∑
αj = 1
con esta notacio´n un simplex de dimensio´n n− 1, tiene n caras de dimensio´n n− 2 y
la cara opuesta al ve´rtice vj consiste de aquellos vectores cuya representacio´n como una
combinacio´n convexa de los ve´rtices tiene αj = 0.
As´ı por ejemplo en el caso de dimensio´n tres, geome´tricamente el simplex se representa
como:
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Para nuestros propo´sitos consideraremos una coleccio´n especial de simplices, a saber:
S1, S2, · · · , Sk contenidos en un simplex ma´s grande S, esta coleccio´n se llama una subdi-
visio´n simplicial de acuerdo a la siguiente definicio´n:
Definicio´n 1
La coleccio´n de simplices S1, · · · , Sk se llama una subdivisio´n simplicial de S si S esta´
contenido en la unio´n de los simplices S1, · · · , Sk, y adema´s la interseccio´n de cualesquiera
dos simplices es vac´ıa o bien una cara llena de ambos. Un ejemplo de una subdivisio´n
simplicial del simplex es dada en la siguiente figura:
Figura 2
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Como el concepto de subdivisio´n simplicial sera´ comparado con el de conjunto prim-
itivo, por tanto se hace necesario tener a mano dicha definicio´n, sin embargo para ello
necesitamos un resultado previo.
Definicio´n 2
Sea S un simplex, decimos que un subsimplex de S tiene la misma orientacio´n de S si
el subsimplex es definido por un sistema de inecuaciones de la forma :
x1 ≥ b1
x2 ≥ b2
...
xn ≥ bn
donde bi ≥ 0 ∀i y
∑n
i=1 bi < 1 , para algunos b1, · · · , bn.
Observamos en esta definicio´n, que los subsimples que tienen la misma orientacio´n de
S, son aquellos cuyos lados son paralelos a los de S. El algoritmo de conjuntos primitivos se
fundamenta en el estudio de subconjuntos formados por n vectores, para ello primeramente
se selecciona una lista grande de vectores xn+1, · · · , xk los cuales estara´n localizados
arbitrariamente en el simplex S. El iniciar con el vector xn+1 en lugar de x1 se debe
solamente a razones de conveniencia. La escogencia de estos vectores se hara´ de acuerdo
a la siguiente hipo´tesis no degenerativa:
Hipo´tesis
Vectores que tengan componentes nulas no pueden estar en la lista, as´ı mismo dos
vectores en la lista no pueden tener ide´nticas su i−e´sima componente para todo i.
Ahora bien, una vez que tenemos la lista de vectores ¿co´mo sabemos que dado un
subconjunto de estos vectores forman un subsimplex con la misma orientacio´n de S ?
Para ello utilizamos el siguiente lema.
Lema 1
Consideremos la lista de vectores xn+1, · · · , xk con la hipo´tesis anterior y un subcon-
junto suyo de vectores xj1 , · · · , xjn ; para que estos vectores formen un subsimplex con
la misma orientacio´n de S y que cada lado contenga uno y solo uno de estos vectores
es necesario y suficiente que en la matriz A los elementos ma´s pequen˜os de cada fila se
localicen en columnas diferentes. La matriz A es la matriz n× n cuyas columnas son los
componentes de los vectores xj1 , · · · , xjn .
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Definicio´n 3 [18]
Los vectores xj1 , · · · , xjn definen un conjunto primitivo de vectores si:
1. Es posible obtener un subsimplex que satisfaga el lema 1, y
2. Ningu´n vector en la lista xn+1, · · · , xk es interior a este subsimplex.
Ejemplo de un conjunto primitivo
El siguiente ejemplo nos permitira´ entender mejor el concepto de conjunto primitivo.
Supongamos que tenemos los vectores x7, · · · , x13 en la lista y sus componentes dados por
las columnas de la siguiente matriz:

.1 .2 .4 .3 .39 .01 .15
.1 .11 .2 .19 .09 .3 .4
.7 .6 .2 .1 .21 .5 .3
.1 .09 .2 .41 .31 .19 .15

Ahora consideramos los vectores x8, x9, x11, x13, cuya matriz asociada es

.2 .4 .39 .15
.11 .2 .09 .4
.6 .2 .21 .3
.09 .2 .31 .15

Observamos que los elementos mı´nimos de cada fila, los cuales aparecen subrayados, se
encuentran en columnas diferentes. Por otra parte el subsimplex formado por el conjunto
de vectores, es dado por:
x1 ≥ .09, x2 ≥ .2, x3 ≥ .09, x4 ≥ .15
y ninguna columna de la primera matriz posee un vector estrictamente interior a este
simplex puesto que no hay ninguna columna con sus cuatro coordenadas estrictamente
ma´s grandes que los cuatro nu´meros del simplex. Por lo tanto el conjunto x8, x9, x11, x13
es un conjunto primitivo.
Analizando la definicio´n 3 se observa que cualquier subsimplex de S , es interior a S,
por lo tanto si queremos incorporar los lados del simplex S a formar parte de los subsimplex
sera´ necesario extender la definicio´n anterior, en efecto :
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Extensio´n de la definicio´n 3
Si consideramos los n−m vectores xj1 , · · · , xjn−m junto con los m lados Si1 , · · · , Sim
entonces estos n vectores forman un conjunto primitivo de vectores si ningu´n vector
en la lista xn+1, · · · , xk es interior al simplex definido por
xi1 ≥ 0, · · · , xim ≥ 0
xi ≥ min[xj1i , · · · , xjn−mi ], con i 6= i1, · · · , im.
Con esta convencio´n podemos resumir as´ı el criterio para encontrar conjuntos primi-
tivos:
{xj1 , · · · , xjn } forma un conjunto primitivo de vectores ⇐⇒ en la lista de vectores
xn+1, · · · , xk no existen vectores interiores al subsimplex:
x1 ≥ min[xj11 , · · · , xjn1 ]
...
xn ≥ min[xj1n , · · · , xjnn ]
Ahora bien, volviendo a las subdivisiones simpliciales la siguiente definicio´n nos per-
mitira´ asociar luego etiquetas de manera u´nica en la aplicacio´n del algoritmo:
Definicio´n 4
Consideremos el simplex
S = {x = (x1, · · · , xn) | xi ≥ 0,
∑
xj = 1}
S se llama restringido si no hay ve´rtices de la subdivisio´n, aparte de los n vectores
unitarios, en la frontera de S.
La siguiente figura nos proporciona un ejemplo de subdivisio´n simplicial restringida:
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v2 = (0, 1, 0)v1 = (1, 0, 0)
Figura 3
v3 = (0, 0, 1)
De hecho podemos observar que la orientacio´n de un simplex definido en este estilo
es mucho ma´s general que aquellos considerados en el estudio de los conjuntos primitivos,
por ejemplo, se observa que los lados del simplex no necesariamente deben ser paralelos a
los hiperplanos coordenados como ocurr´ıa en el caso de los conjuntos primitivos.
Para nuestros propo´sitos consideraremos una subdivisio´n restringida del simplex S,
donde v1, v2, · · · , vn representan los n vectores unitarios, conjuntamente con los ve´rtices
vn+1, · · · , vk. Cada ve´rtice de la subdivisio´n tendra´ asociado una etiqueta entera e(vi) ∈
{1, 2, · · · , n}, por el momento la asignacio´n de etiquetas sera´ arbitraria, con excepcio´n de
los primeros n vectores cuyas etiquetas estan dadas por e(vi) = i ∀i = 1, 2, · · · , n. Esta
u´ltima asignacio´n de etiquetas a los n vectores unitarios es similar al caso de los conjuntos
primitivos.
Teorema 1 [18]
Consideremos la subdivisio´n simplicial restringida con la condicio´n e(vi) = i ∀i =
1, 2, · · · , n. Luego existe al menos un simplex en la subdivisio´n simplicial cuyas etiquetas
son todas distintas.
Demostracio´n
En la demostracio´n probaremos la existencia de un simplex con las caracter´ısticas
anteriores basados en un procedimiento computacional, y, donde resaltaremos adema´s las
analog´ıas con el teorema paralelo desarrollado para conjuntos primitivos, en efecto:
1. Se usara´ el argumento que aparece primero en Lemke y Howson (1964) [16].
2. El algoritmo comienza al considerar el u´nico simplex en la subdivisio´n cuyos ve´rtices
esta´n dados por los n − 1 vectores unitarios v2, v3, · · · , vn ma´s otro ve´rtice, al cual
llamaremos vj. Los primeros n − 1 vectores tienen etiquetas 2, 3, · · · , n. El paso
siguiente es parecido al de conjuntos primitivos, si el ve´rtice vj tiene etiqueta 1,
entonces el algoritmo termina con un simplex cuyas etiquetas son todas diferentes.
Por el contrario si e(vj) ∈ {2, 3, · · · , n}, entonces se procede a eliminar el ve´rtice que
tiene la etiqueta e(vj) y por tanto llegamos a un nuevo simplex en la subdiviso´n.
Como se ha introducido un nuevo ve´rtice procedemos otra vez a examinar su etiqueta,
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si e´sta es 1, terminamos; en caso contrario tratamos de eliminar aquel ve´rtice en el
simplex que tenga la misma etiqueta del ve´rtice anteriormente introducido y as´ı
sucesivamente.
3. El algoritmo nunca regresa a un simplex previamente alcanzado y que termina en un
nu´mero finito de iteraciones. Demostraremos esto u´ltimo, es decir, que el algoritmo
termina en un nu´mero finito de iteraciones, con un simplex cuyas etiquetas son todas
distintas, para ello es suficiente mostrar que el algoritmo nunca retorna al mismo
simplex. En efecto consideremos un primer simplex que es revisitado (figura 4),
3
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v3 = (0, 0, 1)
Figura 4
v1 = (1, 0, 0) v2 = (0, 1, 0)
si e´l no es el simplex inicial, entonces se puede alcanzar en una o dos maneras a
trave´s de uno u otro de los simplices adyacentes con n− 1 etiquetas diferentes. Pero
de hecho algunos de estos simplices adyacentes se pueden encontrar en la primera
visita, y, por tanto nuestro simplex considerado no es el primero en ser revisitado.
Utilizando un argumento similar se demuestra que el simplex inicial considerado
v2, · · · , vn ma´s otro ve´rtice no es el primer simplex revisitado, concluyendo as´ı la
demostracio´n del teorema 1.
Otro objetivo que se persigue al comparar la demostracio´n del teorema 1 con el teorema
ana´logo a conjuntos primitivos dado por Scarf ([1],[18]) es el de estudiar el Lema de Sperner
el cual es un lema combinatorio muy usado en la demostracio´n del Teorema de Brouwer,
este lema es en realidad una generalizacio´n del Teorema 1 a subdivisiones simpliciales
arbitrarias del simplex en lugar de conjuntos primitivos.
Antes de enunciar el Lema de Sperner pondremos las condiciones necesarias para ello,
en efecto: Consideremos una subdivisio´n simplicial de S, donde muchos de sus ve´rtices
esta´n en su frontera. Como siempre los ve´rtices vj tendra´n etiquetas e(vj) ∈ {1, · · · , n}, en
particular los ve´rtices del interior tendra´n etiquetas arbitrarias (figura 5). Para garantizar
la existencia del simplex con todas las etiquetas diferentes los ve´rtices en las caras frontera
del simplex debera´n cumplir:
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Lema de Sperner [18]4
Consideremos un ve´rtice arbitrario v en la subdivisio´n y supongamos que su etiqueta
e(v) es uno de los ı´ndices i tales que vi > 0. Luego existe un simplex en la subdivisio´n con
etiquetas diferentes.
Demostracio´n
La hipo´tesis de este lema se puede observar en la figura 5.
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Ahora se demostrara´ el Lema de Sperner por medio del procedimiento computacional.
Para ello encajamos el simplex unitario en un simplex S
′
que tiene a S1, S2, · · · , Sn como
ve´rtices. Es claro que la subdivisio´n simplicial de S se debera´ extender a una subdivisio´n
simplicial restringida a S′, para ello introducimos un nu´mero de simplices obtenidos de la
siguiente manera: Sea P ⊂ {1, 2, · · · , n} formado por t < n miembros.
Los n − t ve´rtices tomados en la cara de S son definidos por xj = 0 para j ∈ P , y
perteneciendo adema´s a un u´nico simplex de la subdivisio´n de S. Para definir un simplex
en la subdivisio´n larga se aumentan los n− t ve´rtices en S como se nota en la figura 6 por
los t ve´rtices si con i ∈ P .
Definimos e(si) = i + 1 (mo´dulo n), es decir e(s1) = 2, e(s2) = 3, · · · , e(sn) = 1, un
4Histo´ricamente este lema formo´ la base para los teoremas de punto fijo.
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simplex completamente etiquetado es posible que contenga los ve´rtices si, para i ∈ P , y los
otros n− t ve´rtices en la cara xi = 0, i ∈ P . Para este resto de ve´rtices por la hipo´tesis
del Lema tendra´n etiquetas diferentes de los miembros de P , por tanto la coleccio´n de
ve´rtices Si en el simplex completamente etiquetado deben llevar todas las etiquetas de P .
Pero esto es una contradiccio´n al hecho de que e(si) = i+ 1 (mo´dulo n), a menos que
P = ∅ y el simplex completamente etiquetado es un miembro de la subdivisio´n simplicial
de S. Con esto completamos la demostracio´n del Lema de Sperner.
Figura 6
1
1 1 1 2
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3 Conclusiones
Como complemento a este teorema podemos resaltar los siguientes hechos:
1. Usando las divisiones simpliciales y el Lema de Sperner se puede demostrar fa´cil-
mente el Teorema de Brouwer [18].
2. Sabemos que el algoritmo descrito anteriormente aproxima un punto fijo de una
funcio´n continua movie´ndose sistema´ticamente a trave´s de una sucesio´n de simplices
en la subdivisio´n simplicial, si el me´todo va a ser implementado en un computador de
manera efectiva, la operacio´n de reemplazo debe resultar facil de obtener; au´n ma´s,
los ve´rtices de la subdivisio´n deben de estar dispersos con alguna regularidad a trave´s
del simplex unitario, de tal manera que el grado de aproximacio´n sea independiente
de la regio´n en el simplex en el cual el punto fijo estara´.
En este sentido Hansen (1968) [11] y Kun (1968) [14] resuelven satisfactoriamente
los problemas anteriores. De hecho hay otras subdivisiones donde la operacio´n reem-
plazo tiene una forma realmente simple y facil de obtener, en particular nos referimos
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a los algoritmos de Merry (1972) [17], Eaves (1972) [7], van der Laan y Talman
(1979) [15]. Sin embargo, es posible introducir mejoras en estos algoritmos, Michael
Todd en [22], usa el punto de vista homoto´pico para tal propo´sito.
En efecto, en lugar de asignar vectores etiquetados a los ve´rtices de alguna sub-
divisio´n simplicial, Todd considera puntos fijos o ceros de funciones continuas de
correspondencias semicontinuas superiomente, por supuesto, estas mejoras de los
algoritmos citados se realizan cuando son aplicados a problemas de equilibrio. De
hecho estos algoritmos homoto´picos lineales por partes pueden proveer aproxima-
ciones bastantes exactas en equilibrio econo´mico, au´n con una razonable cantidad
de tiempo de computador. El u´nico inconveniente es que para lograr una excelente
efectividad estos algoritmos se pueden volver sofisticados y complicados, y, por lo
tanto pueden terminar sirviendo de cajas negras para “modeladores econo´micos” y
perder su fin original.
3. Las te´cnicas descritas anteriormente para la solucio´n nume´rica se pueden emplear
con gran efectividad en una variedad de problemas, por ejemplo, en la aproximacio´n
de equilibrio de precios en un modelo general walrasiano, con o sin produccio´n; en
la resolucio´n de problemas no lineales, ma´s recientemente en ana´lisis de energ´ıa y
modelos generales de equilibrio, etc.
4. Estudiando en detalle los dos algoritmos anteriores, observamos que formalmente
son equivalentes, pero cuando se imponen condiciones a las subdivisiones simpliciales
para economizar almacenamiento y bu´squeda, el algoritmo puede ser ma´s o menos
eficaz con respecto al algoritmo basado en conjuntos primitivos.
5. Otros me´todos computacionales alternativos los encontramos con: Kellog, Li, y
Yorke (1977) [13], y Smale (1976) [19], los cuales evitan totalmente las subdivisiones
simpliciales para usar en su lugar me´todos de la topolog´ıa diferencial.
6. En [9] se encuentran trabajos interesantes al respecto, en programacio´n lineal y no
lineal, as´ı como otra demostracio´n del Lema de Sperner pero usando coordenadas
barice´ntricas.
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