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CHAPTER 1. INTRODUCTION 
The term technology transfer is ambiguous. Under this general heading, different 
writers employ different concepts to arrive at different and sometimes conflicting 
conclusions. Transfer literally means movement from one position to another. 
There are at least four concepts of technology transfer. According to the first, 
technology is considered to have been transferred when it is moved into and used 
effectively in the new environment. No attention is paid to the origin of inputs 
of production. As long as a new technology is employed efficiently, even if run by 
foreigners, technology has been transferred. This type of transfer often is called single 
track transfer (Solow, 1966) or technological enclave (Frame, 1982). . 
According to the second concept, technology is transferred when the local work 
force is able to take charge of it and use it efficiently. For example, when local 
workers have acquired the skill to operate machines correctly, to keep a meticulous 
maintenance schedule, and to fix and repair machines, and when local managers are 
able to prepare input-output schedules, marketing plans, and so on. 
According to the third concept, technology is transferred when it spreads to 
other local production units in the recipient economy. This diffusion can take place 
in a number of ways, for example, through active dissemination efforts of the initial 
recipient enterprises, through sublicensing agreements, and through demonstration 
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effects (Abdullah, 1988). 
According to the fourth concept, technology is transferred when it is fully under­
stood by local workers and when they begin to adopt it to the specific needs of the lo­
cal environment or to modify it so that they can discover and develop new but related 
techniques. Capable local technicians and engineers may be able to copy machinery 
by dismantling imported equipment, an act commonly known as reverse engineering 
(Solow, 1966; Baranson, 1978). 
These four concepts are not mutually exclusive, nor do they necessarily occur 
sequentially. For instance, technology need not be efficiently utilized before being 
transferred to local workers. 
Technology is an essential input to production and as such is bought and sold 
on the world market as a commodity in one of the following forms (UNCTAD, 1972; 
Abdullah, 1988): 
1. in the form of capital, and sometimes intermediary goods bought and sold in 
markets, particularly in connection with investment decisions; 
2. in the form of human labor, usually skilled and sometimes highly skilled and 
specialized, with the capacity to make correct use of equipment and techniques; 
or 
3. in the form of information, technological or commercial in nature, either readily 
available in markets or subject to proprietary rights and sold under restrictive 
conditions. 
A sizable literature, most of which is qualitative, has been produced on the 
subject of technology transfer (e.g., Balasubramanian, 1973; Easter, 1972; Wallender 
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and Driscoll, 1974; Dunning, 1988; Gurber and Vernon, 1969; Hall and Johnson, 1970; 
Hawthorne, 1970; Joshi, 1977; Mclntyre and Papp, 1986; Pianto, 1987; Reynolds, 
1984; Robinson, 1988; Seurat, 1979; Spencer and Woroniak, 1967; Stewart and Nihei, 
1987). The primary goals of these descriptive studies have been to identify the 
nature, needs, problems, and prospects of the transfer of technology among developed 
countries as well as between developed and developing countries. The merits and the 
demerits of different transfer mechanisms have also been discussed from the viewpoint 
of developing countries. 
Statement of the Problem 
A technology transferred to one country from another will not contribute to na­
tional development unless it is efficiently and effectively diffused. Thus, successful 
technology transfer depends upon the technological capability of the recipient. In 
most instances, developing countries look towards developed countries for the tech­
nology they require, whether or not they are capable of absorbing and adapting the 
technology. The degree of effective absorption depends upon the technological poten­
tial between donor and recipient, but the literature lacks any study making a rigorous 
mathematical attempt to model technology transfer potential. This study is designed 
to investigate mathematical models potentially useful in enhancing the probability 
of successful technology transfer. 
Purposes of the Study 
The main purposes of this study are (1) to develop a mathematical model incor­
porating a functional relationship between the degree of technology and a number of 
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factors: socio-economic condition, manufacturing condition, educational condition, 
and research and development infrastructure (R&D); (2) to develop a model measur­
ing the technological gap between donor and recipient; and (3) to provide case studies 
demonstrating the model's applicability and usefulness. The schematic diagram of 
technology transfer model is presented in Figure 1.1. 
Hypotheses 
The degree of technology in a country can be predicted by its socio-economic 
condition, manufacturing condition, educational condition, and R&D infrastructure. 
The flow of technology from donor to recipient countries is predictable on the 
basis of the degree to which the recipient lags behind the donor in terms of technology. 
Basic Assumptions of the Study 
The researcher made certain assumptions that served as the basis for the study: 
1. The mathematical model is logical. 
2. A particular technology can be imported from many countries that have differ­
ing levels of technological advancement. 
3. There must be a donor and a recipient of technology. 
4. The recipient lags behind the donor in terms of knowledge about the technology. 
5. The recipient needs to adopt the technology. 
6. Assimilation by the recipient is the result of effective technology transfer. 
DONOR 
TECHNOLOGY 
INDEX 
R & D  
Infrastructuie 
Educational 
condition 
Socio-economic 
condition 
Manufacturing 
condition 
TECHNOLOGICAL 
STATUS 
FLOW 
TECHNOLOGICAL 
GAP 
Figure 1.1: Schematic diagram of technology transfer model 
RECIPIENT 
TECHNOLOGY 
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Socio-economic 
condition 
R & D  
Infrastructure 
Manufacturing 
condition 
Educational 
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TECHNOLOGICAL 
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7. Technology flows between countries, institutions, and industrial sectors because 
of differences in technological potential (other factors such as politics and reli­
gion are not taken into consideration). 
8. The capacity of a country of an industrial sector to exploit a certain technology 
is determined by level of technological potential. 
Limitations of the Study 
The study is restricted by certain constraints: 
1. Reliable data with which to test the model are unavailable. 
2. The state of technological development or the technological potential of a coun­
try is reflected in a number of economic, educational, and technological vari­
ables. The greater the number of variables considered in formulating the func­
tional relationship (measure of technological level), the more accurate will be 
the representation. 
3. The nonavailability of suflilcient data imposes a constraint on the use of the 
model. 
4. This study was limited to manufacturing industries. 
Definition of Terms 
The terms used in the study are defined as follows: 
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• Technology: The systematic application of knowledge permitting a task to 
be accomplished, service rendered, or product produced to meet the needs 
and desires of human beings (Hall and Johnson, 1970) 
• Transfer: Movement from one position to another 
• Technology transfer; Process resulting in the knowledge generated in one 
place being utilized elsewhere (Davidson, Cetron, and Golghar, 1973) 
• Technological gap: The difference in technological level between donor and 
recipient 
• Technological transfer potential: The degree of technology, or the sum of 
per capita expenditure for value added manufacturing 
• Diffusion: The process by which an innovation is communicated through 
certain channels over time among the members of a social system (Rogers, 
1983) 
• Communication: A process through which participants create and share 
information with one another to reach a mutual understanding (Rogers, 
1983) 
• Developed industrial countries: Industrial countries, especially noncom-
munist countries, most of them located in the North part of the world 
except Australia and New Zealand. These countries are mainly character­
ized by high per capita income, high literate rate, high R&D expenditure, 
high developed technologically, and so on. For example, European coun­
tries, Canada, the USA, and Japan. 
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Developing Countries: Sometimes called Third World Countries, most of 
which are relatively underdeveloped technologically. The developing coun­
tries is no longer a single economic unit but rather is subdivided into at 
least three easily distinguishable groups: Newly Industrializing Countries, 
Middle Income Countries, and Less Developed Countries. 
Newly Industrializing Countries; A small group of countries at a relatively 
advanced level of economic development with a substantial and dynamic 
industrial sector and with close links to the international trade, finance, 
and investment system. These countries are Argentina, Brazil, Greece, 
Hong Kong, South Korea, Mexico, Portugal, Singapore, Spain, Taiwan, 
and Yugoslavia (Todaro, 1989, p. 638). 
Middle Income Countries: A large group of countries locate in Asia, Mid­
dle East, Africa, and Latin America. These countries are mainly charac­
terized by relatively high income per capita, relatively high literate rate, 
relatively high industrial output. These countries have not yet reached 
what economist Walt Rostow describes as the 'take-off-stage,' but have, 
nevertheless, a successful track record in economic development. For ex­
ample, Malaysia, Thailand, Turkey, Jordan, Tunisia, Algeria, Mauritius, 
Venezuela, Colombia, Peru, Nicaragua. 
Less Developed Countries; A large group of countries located in Asia, 
Africa and Latin America. These countries are mainly characterized by 
low levels of living, high rates of population growth, low levels of per 
capita income, and general economic and technological dependence on 
first and seccond world economics. For example: India, Indonesia, China, 
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Bangladesh, Ethiopia, Tanzania, Kenya, Nigeria, Gabon, Cuba, Haiti, Bo­
livia. 
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CHAPTER 2. REVIEW OF LITERATURE 
The literature reviewed was organized with the primary goal of preserving infor­
mation relevant to this study of technology transfer. 
Technology and Global Competition 
Technology has become a driving force behind global competition and the re­
structuring of production and markets. The issues surrounding technology in both 
industrial and developing countries have recently generated much debate in policy­
making as well as scholarly circles. This debate has serious consequence because 
advances in technology in one country are often critical to another country's ability 
to attain national goals such as economic growth and political power on the global 
scene. For example, the Federation of American Scientists has asked the USSR to 
halt a planned sale of a 400 megawatt nuclear reactor to Libya because of the fear 
that Libya is trying to develop or to acquire nuclear weapons technology (Science 
Magazine, 1978). 
If technology is so important, then the logical question becomes "What is tech­
nology?" Assuming that technology cannot be focused solely on machines and tools, 
this research embraces a comprehensive concept of the term. Although it is true that 
some elements of technology include knowledge embodied in machines or tools, other 
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elements are evident elsewhere, in the brains and hands of people, or in techniques, 
or in organizational structure. 
Technology is best understood by contrasting it with science; likewise, and so 
it remains a part the of research and development (R&D) process. According to 
Granger (1979), "Science is a body of verifiable knowledge and associated conceptual 
framework that attempt to structure the observable features of the natural world 
and to predict the outcome of observations and experiments yet to be conducted" (p. 
9). Technology, on the other hand, is "the sum of knowledge-of received information 
which allows things to be done, a role which frequently requires the use of machines, 
and the information they incorporate, but conceivably may not" (MacDonald, 1983, 
p. 27). Additionally, technology is action-oriented, concerned with the creation of 
goods and services that are commercially marketable and that can help to fulfill the 
needs of a country. 
Technology is the major factor contributing to the economic growth of all coun­
tries. The US, Japan, Germany, Canada, Sweden, and France have obtained a high 
degree of technological advancement through high quality education and R&D. But 
in developing countries such as Indonesia, Nigeria, and Guatemala, the degree of 
technological advancement is still quite low. This is mainly because of poor educa­
tional systems and R&D infrastructures, both of which may in turn be attributed 
to factors such as limited industrialization and inadequate scientific manpower to 
identify problems and carry out research. 
The global economy is characterized by oligopolistic competition, which means 
that a small number of sellers or buyers dominate the market (Soete, 1985). Competi­
tion is about internationalizing on a world scale key assets such as knowledge, market 
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access, finance, information, and production experience. The country having these 
assets has a good chance to dictate the rules of global competition. In the end, global 
competition is more than just rivalry among firms. It signifies competition between 
production systems and instructional schemes, as well as the widespread integration 
of social organizations linked to educational systems, technological infrastructures, 
relations between public and private sectors, management systems, and finally, finan­
cial systems. 
As a result, governments in the industrial countries are playing an increasingly 
important role in global competition. The case of the Indonesian telecommunication 
contract (or STDI-II, as the project is known in Indonesia) provides a good example 
of this type of government involvement. The telephone contract was awarded in 
November 1990 after more than two years of deliberation and at least two tendering 
processes. It went not to one foreign supplier, as originally intended, but to two. The 
winners were Nippon Electric Company (NEC) of Japan and American Telephone 
and Telegraph (AT&T) of the US. Each will supply digital switching equipment 
for 350,000 lines (again, the original aim was 350,000 lines, total). The STDI-II 
contract, in it final form, is worth only about U.S. $100 million to each of the two 
bidders, but future orders and spare parts may boost the ultimate value of the deal 
to several billion dollars (Schwarz, 1991). The Indonesian government made this 
decision because both NEC and AT&T asked their governments to lobby for the 
contract, thus complicating the Indonesian government decision (Schwarz, 1991). 
Until recent years, there were at least three countries (the US, the UK, and 
Germany) dominant in global competition. In the late 1970s, however, Japan joined 
this club. These are the countries dictating product standards, technology types. 
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organizational innovation, and, thus, the rules of competition. 
A study by the OECD (1970) identified 110 significant innovations in the twen­
tieth century and found that 85 percent of these innovations were concentrated in 
just three countries (The US was responsible for 60 percent, the UK for 14 percent, 
and Germany for 11 percent). As these figures indicate, innovation is not evenly 
spread among developed countries, but is concentrated in a very few (Stewart, 1985). 
The developed countries are responsible for 97 percent of world R&D expenditure 
(Annerstadt, 1978). Six nations (the US, the USSR, Japan, Germany, France, and 
the UK) employ nearly 70 percent of the world's R&D manpower and spend nearly 
85 percent of its R&D funds; only 6 percent of an estimated 3.5 million patents is­
sued in 1972 were granted by other developed countries, and less than one sixth of 
those issued by developing countries were owned by their nationals (UNTAD, 1975b). 
Moreover, 90 percent of the developing countries' plant and machinery imports come 
from industrial countries (Stewart, 1977). 
The technology controlled by industrial countries is known as high technology, 
which is characterized by both highly skilled labor requirements and heavy invest­
ments in R&D. The concentration on high technology is not without consequences. 
Technology not categorized as high technology has been transferred to developing 
countries. Example of labor-intensive technological systems that have been trans­
ferred include steel, textiles, garments, shipbuilding, and consumer electronics man­
ufacturing (Ernst and O'Connor, 1989). Because of this type of technology transfer, 
the rest of the world has opportunities to learn and to begin building manufacturing 
industries in their countries, as we see today. 
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International Technology Transfer 
The international transfer of technology can occur in many ways. For example, 
technical knowledge developed in one country or acquired from somewhere else is 
applied by people in another country. The transfer may occur freely outside the 
market or may be a commercial transaction. Therefore, manufacturing, marketing, 
distributing, and consumer services are among the factors included in technology 
transfer. Effective transfer of knowledge for economic activity normally not only is 
a matter of transfer of design sheets and formulae, but also involves an essential 
software element, i.e., the transfer of how to use the information, which may require 
the transfer of skills, managerial knowhow, and so on (Baranson, 1978). 
International technology transfer takes place when at least two conditions occur. 
First, decision makers in one country wish to use a certain technology; secondly, they 
believe it is cheaper for them to transfer the technology than to reproduce it locally 
(Posner, 1961, 1970; Hufbaner, 1966; Vernon, 1966; Hirsch, 1967, 1976). 
The reason decision makers wish to use a certain technology is that they believe 
they will benefit. They believe that it will increase their stock of useful knowledge 
and that the extension of its application is essential to modern economic growth. 
But there are three reasons why one might question or at least qualify this view. 
First, there are biases in the development of technology: the characteristics of any 
technology are influenced heavily by economic and social conditions in the economy 
in which it is developed (Gerschenkron, 1962; Spencer 1970). Second, there are sig­
nificant learning effects. The Japanese case (Stewart, 1977) illustrates how restricted 
import of technology permits the local development of technological capacity. Third, 
technology transfer involves more than the most recent technological advances; it also 
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involves the transfer of marketing rights. Whereas the knowledge itself may be worth 
acquiring from a national point of view, the marketing rights may not. 
Decision makers believe that it is cheaper to import technology than to repro­
duce it locally. Despite the real cost involved in technology transfer, cost of local 
reproduction- particularly at the level of the individual Arm- is likely to be greater. 
This is in part the result of limited technical sophistication and R&D capacity of 
developing countries and in part the result of economies of scale associated with 
R&D, particularly with use of technology. Moreover, given that many investors wish 
to acquire marketing rights as well as knowledge and that local R&D agencies can­
not generate either, foreign technology may be bought even when local reproduction 
would be as cheap. The second condition necessary for international transfer of tech­
nology is very often present in investment decisions in developing countries. This is 
particularly so when foreign trademarks enhance profitability and when governments 
adopt a passive policy towards technology imports (Stewart, 1985). 
Channels for International Technology Transfer 
In the eighteenth and nineteenth centuries, the innovation of new technology 
began in a few major industrial countries, such as Britain, France, Germany and, 
later, the United States and Japan. The transmission of these innovations from 
industrial centers to other countries of the world usually occurred in several ways. 
According to Myllyntans (1990), there are six channels through which technologies 
can be transferred: 
• importing foreign machinery and equipment; 
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• receiving direct foreign investment; 
• acquiring foreign licenses and patents; 
• recruiting skilled workers, artisans, engineers, teachers, and consultants from 
abroad or permitting mass immigration; 
• encouraging and supporting journeys abroad by nationals for studying at for­
eign schools and universities, training in factory and offices, or visiting trade 
fairs, congresses, seminars, and other places where technological knowledge is 
exchanged; and 
• utilizing natural and low-cost diffusion: acquiring know-how through trade 
and scientific publications, analyzing foreign products, establishing research 
and educational institutes to spread modern technological expertise, etc. 
How these channels have been used by various countries will next be considered. 
First, in the case of the United States, mass immigration played the most 
significant role in the transfer of European technology in the nineteenth century. It 
was only at the end of the last century that machinery imports, natural diffusion, and 
license and patent imports developed into important transfer channels of technology 
(Jeremy, 1982). In addition, the United States saved approximately $883 million by 
permitting the immigration of 16,012 skilled immigrants in 1972. The gain from 5,560 
skilled Indian immigrants and from 2,371 Philippine immigrants alone amounted to 
$279 and $123 million, respectively (Mandi, 1981, p. 42-43). 
Second, because of its high quality education system and its highly developed 
R&D and industrial base, Germany has been able to exploit, legally, or illegally, 
foreign innovations and patents (Myllyntans, 1990). Thus, Germany has exercised 
the world's most effective and efficient transfer of technology (p. 626). In addition, 
private German firms and individuals have actively adopted foreign technological 
know-how (Jorberg, 1976). 
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Third, the Russian Empire invited direct and portfolio investments in railroad 
construction, mining, and manufacturing (Myllyntans, 1990). As a result of this 
open-door policy for direct foreign investment, many skilled laborers from neighboring 
European countries migrated to Russia during the nineteenth century. 
Fourth, technology was transferred from European countries to Japan first 
through natural diffusion and later through machinery imports. Finally, the gov­
ernment selectively recruited foreign technical specialists and sent nationals on study 
tours abroad. The most important agents of technology transfer into Japan were 
"man, machine and written information" (Paure, 1984). This model allows the cen­
tral government to play an important role and leads to success in technology transfer. 
Fifth, in the case of the Newly Industrializing Countries (NICs), as well as 
in that of the developing countries, technology transfer was embodied in direct foreign 
investment and in purchased technology from abroad (Kim, 1988). Traditionally, the 
advantages of NICs have been presumed to lie in their ability to utilize relatively 
advanced technologies developed in the previously industrialized countries. In the 
early stage of the industrialization of NICs, indigenous technological capabilities are 
weak in any event, and heavy reliance is placed upon imported equipment. Copy­
ing, reverse engineering, and adaptively imitating are the major means of absorbing 
foreign technologies (Ernst and O'Connor, 1989). 
Multinational Corporations and International Technology IVansfer 
A multinational corporation (MNC) may be simply defined as a corporation or 
enterprise owning and controlling production activities in more than one country 
(Todaro, 1989; Frame, 1982; UNCTC, 1978, p. 158; Sarkovic, 1986). These huge 
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Table 2.1: Comparison between 15 countries' GNPs and 15 MNCs' annual sales in 
1988 
GNP® Gross sales ^  
Country in millions of $ Company in millions of $ 
Denmark 103,400 General Motors 121,085.4 
Saudi Arabia 86,530 Ford Motors 92,445.6 
Indonesia 71,920 Exxon 79,557.0 
Turkey 56,330 IBM 59,681.0 
Thailand 40,160 General Electric 49,414.0 
New Zealand 39,900 Mobil 48,198.0 
Pakistan 34,920 Chrysler 35,472.7 
Nigeria 31,770 Texaco 33,544.0 
Colombia 31,220 E.I. Du Pont De Nemours 32,514.0 
Malaysia 25,780 Philip Morris 25,860.0 
Libya 23,000 Chevron 25,196.0 
Singapore 18,000 Amoco 21,150.0 
Syria 17,310 Shell Oil 21,070.0 
Chile 14,940 Occidental Petroleum 19,417.0 
Morocco 14,070 Procter & Gamble 19,336.0 
®GNP: Development Cooperation (OECD), 1990, pp. 270-272, 
^Fortune Magazine, "The Fortune 500" April 24, 1989. 
business firms are primarily from the US, Canada, the UK, Germany, and- since the 
late 1970s- Japan, the newest parent country of the MNCs. 
Many MNCs have annual sales in excess of the entire gross national products 
(GNPs) of not only some NICs and developing countries but also some industrialized 
countries in which they operate. Table 2.1 shows, for example, that in 1988, General 
Motors had a sales value greater then the GNP of Denmark. The GNP of New 
Zealand in 1988 was smaller than the annual sales of the Mobil company. The GNPs of 
Saudi Arabia, Indonesia, Turkey, Thailand, and Pakistan are smaller than the annual 
sales of Ford Motors, Exxon, IBM, General Electric, and Chrysler, respectively. 
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The huge size of some MNCs confers upon them economic power as well, as 
political influence. The MNCs often have power not only to dictate price and profits, 
but also to collude with other firms in the area of control. Additionally, the MNCs can 
restrict the entry of potential competition by dominating new technologies, special 
skills, and, through product differentiation and advertising, consumer tastes (Guile 
and Brooks, 1987). 
Historically, MNCs, especially those operating in developing countries, have fo­
cused on mining, banking, petroleum, plantation, and agribusiness activities. At 
present, MNCs are also involved in manufacturing, which accounts for almost 28 
percent of their foreign direct investment in developing countries, whereas petroleum 
and mining represent 40 percent and of 9 percent of their investment, respectively 
(Todaro, 1989). 
The manufacturing fields of these firms are frequently fast moving, technology-
based areas, such as computers, electronics equipment, and pharmaceuticals. For 
example, in the 1970s, MNC private direct investment represented about 16 percent 
of the total flow of resources to less developed countries. Moreover, this flow increased 
at an annual average rate 9 percent during the 1960s and 1970s (Todaro, 1989). 
In many respects, the last twenty five years (1965 - 1990) have been the most 
interesting regarding the evolution of MNCs, especially of firms from the US and 
from Europe, and regarding the position of NICs in the world economy. The rapid 
growth of the technological ability of countries such as Korea, Taiwan, and many 
other NICs with the extended sphere of government fiat, has forced the European 
MNCs to share their technological monopoly. 
The main events of this period have been acceleration of technological creation 
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and dissemination. By the late 1970s, new industrial leaders such as Japan were 
generating their own advances, for example, in the fields of computers and robotics, 
consumer electronics, and optics (Dunning, 1988). 
The secondary events of the period were technological advancements resulting 
in the replacement of older with more efficient technologies. Plants and equipment 
are now being discarded even before they are worn out, because of technical obsoles­
cence brought about by inventions in the R&D laboratories of many parent MNCs 
(Dandeker, 1987). 
This situation has at least three consequences. First, the mature technology of 
parent countries is transferred by MNCs to the rest of the world, as can be seen 
in Latin America and in the rapidly industrializing Asian countries. Second, the 
sources of commercial information have expanded while the capabilities of developing 
countries to use new technology have improved dramatically. Third, the transaction 
costs for technology transfer have been reduced (Dunning, 1988). 
The competitiveness of individual MNCs can be maintained only if they retain 
their technological advantages, either through company-internal R&D or through li­
censing, crosslicensing, and various forms of technology-pooling arrangements (Mar-
ton, 1986). The scope and magnitude of such arrangements have increased con­
siderably in recent years, with the rapid expansion of both R&D and technology 
trade. Just for US companies, income from technology fees and royalties increased 
from $2,787 million in 1971 to $6,275 million in 1983 (US Department of Commerce, 
1985). Of this, $1,594 million and $4,056 million, respectively, comprised receipts 
from developed market economies, whereas $537 million in 1971 and $1,278 million 
in 1983 comprised receipts from developing countries. Figures on technology in­
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come and payments in the form of fees and royalties in other industrializing market 
economies indicate a similar pattern, with a much greater proportion of technology 
trade taking place among MNCs from industrialized countries, and with only 15 to 
20 percent of such trade taking place among MNCs and companies from developing 
countries (Marton, 1986). 
Clearly, MNCs have a strong position as well as a changing role in the world 
economy. Attention will now be turned to technology transfer through MNCs, which 
follows at least two models, namely, licensing and crosslicensing, and joint ventures. 
Licensing and crosslicensing: Licensing is the primary alternative to in­
vestment as a mechanism for the direct transfer of technology. Frequently, the two 
approaches are continuous, in that a license agreement is often drawn up not so much 
to cover the grant of patent rights as to provide a vehicle for the control of the transfer 
of trade mark, design, and know-how (Hawthorne, 1971; Frame, 1982). 
The extent of both licensing and crosslicensing has been much greater in MNCs 
based countries than in recipient mainly because of the size of operations. Studies 
in the late 1970s in the US show, for example, that crosslicensing agreements have 
been used most frequently in chemical and pharmaceutical industries (Marton, 1986). 
With increased research costs, corporations in the same field have tended to acquire 
user rights to technological developments by other companies through licensing. For 
example, major manufacture's in Japan have a crosslicensing linkages with US corpo­
rations, which, in turn, have number of licensing agreements with Western European 
countries (United Nations, 1982). 
Joint ventures; Joint ventures can be defined as a business association set 
up by two or more parties that is created to run an enterprise and is subject to the 
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sharing o£organizational control, profits, losses, risks, and liabilities (Sarkovic, 1986). 
The purpose of joint ventures between MNCs and other parties is to secure technology 
as well as to create a product or service with that permits MNCs to take advantage 
of the strength of their positions. Therefore, MNCs never undertake joint ventures in 
countries without investment protection agreements, because such agreements have 
proved safe for both donor and recipient of technology. For example, China has 
adopted the Law on Patents and the Law on Trademarks and has joined the Paris 
Convention for International Protection of Industrial Property. Moreover, it has a 
record of protecting technical industrial property and of abiding by its international 
commitments. Thus, foreign investors most of which are MNCs, have a sense of 
security when making investments in China (Robinson, 1987). 
Developed Industrial Countries and Technology Transfer 
The industrial countries of the warld can be readily identified. They have high 
per capita incomes, high literacy rates, high per capita spending on public educa­
tion, high quality manpower engaged in R&D, high R&D expenditure, and so on. 
They belong to the "rich and powerful nations club," known as the Organization for 
Economic Cooperation and Development (OECD). They command nearly 75 percent 
of the world's purchasing power and marketing opportunities in international trade 
(Apter and Goodman, 1976). The 25 members of this club are located in North 
America, Western Europe, Japan, and Australia. 
The correlation between scientific effort and size of a country's economy and its 
level of affluence (as measure by GNP per capita) has been one of the characteristics 
of industrial countries (Frame, Narin, and Carpenter, 1977). That is, a country with 
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Table 2.2: Indicators for level of technology in selected industrial countries 
GNP Scientists and Total R&D Total Manufac­
per capita engineers expenditure education turing 
in US dollars® engaged as % expenditure as % 
in R&D of GNP& as % of GDPC 
Country 1987 programs^ 1985 of GNP® 1987 
Canada 15,160 56,120(1986) 1,5/ 7.4(1986) 19 
France 12,790 105,000(1986) 2.67 6.7(1984) 22 
Germany 14,400 143,627(1985) 2. 74 4.6(1985) 33 
Japan 15,760 590,680(1987) 2.77 5.1(1985) 29 
U.K. 10,420 33,732(1987) 2.42 5.2(1984) 25 
U.S.A. 18,530 787,400(1986) 2.69 6.7(1983) 20 
^World Bank: World Development Report, 1989, pp. 164-165. 
^The total R&D expenditure was taken from National Science Board, Science and 
Engineering indicators, 1987, p. 236. 
'^World Bank: World Development Report, 1989. 
^UNESCO, Statistical Yearbook, 1989, pp. 5-47 and pp. 5-53. 
^UNESCO, Statistical Yearbook, 1988, pp. 4-5 and pp. 4-12. 
UNESCO, Statistical Yearbook, 1988. 
a large economy (measured in terms of GNP) will generally be active in scientific 
and technological activities. All countries in Table 2.2 are quite actively conducting 
scientific and technological activities although their levels of GNP per capita differ. 
The US has far by the highest GNP per capita, followed by Japan, Canada, and 
France; the UK has the lowest. The differing levels of technological capability among 
industrial countries can be seen by looking at manpower data, R&D spending, edu­
cational spending, and manufacturing contribution to gross domestic product (GDP) 
indicators. As we can see, however, the US manpower devoted to R&D is far greater 
than the manpower devoted to R&D by any other country and is follow by Japan, 
Germany, and France. The UK devotes the least manpower to R&D. 
24 
The R&D manpower data should be interpreted with caution. For one thing, 
they are primarily body counts and tell us nothing about the quality of technolog­
ical workers. To illustrate the pitfalls of relying too heavily on manpower counts 
for assessing a country's scientific and technological capabilities, consider UNESCO 
figures stating that Egypt has roughly 250,000 scientists and engineers in contrast 
with Israel's 30,000. Yet, any one familiar with science and technology in the Middle 
East would agree that Israeli efforts are vastly superior to Egypt's (Frame, 1982). 
Despite their limitations, these manpower data give us a rough idea of the num­
ber of individuals working in the areas of science and technology in different countries. 
Because this in turn gives us an idea of the national commitment to technological 
development, it is an important technological transfer indicator. 
In column four of Table 2.2, we can see that Japan made by far the greatest R&D 
expenditure in terms of percentage GNP in 1985. Next came Germany, followed by 
the US, France, the UK, and Canada. In terms of current expenditure, however, the 
US makes the greatest investment in R&D of any industrial country in the world 
(National Science Board, 1987). 
Inasmuch as the educational system is the primary institution of human resource 
development, educational expenditures have been considered a key element in tech­
nological capabilities. For example. Table 2.2 shows total educational expenditure in 
terms of percentage GNP. From this table, we see that Canada ranks first, followed 
by the US, France, the UK, Japan, and Germany. 
The last column of Table 2.2 shows the manufacturing contribution to GDP in 
1987. Germany was the most productive, followed by Japan, the UK, France, the 
US, and Canada. One of the reasons that manufacturing contribution to GDP was 
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small in the US compared to that, in other industrial countries was the shift from 
structural manufacturing to industrial services. For example, among the five selected 
industrial countries, the contribution of service sectors to GDP in the US economy 
was the greatest - about 68 percent in 1987 (World Bank, 1989, p. 168). 
Foreign direct investment was the primary means of technology transfer in both 
industrial and developing countries, including NICs. Foreign direct investment can 
be classified according to both the foreign donor and the host country or recipient. 
From the point of view of the donor, the expansion of the firm into another country 
through the transfer of equity capital, management, technology, or other knowledge 
can take the following forms: (a) horizontal investment, involving the production 
abroad of the same line of products as at home; (b) vertical investment, by moving 
abroad towards the sources of raw materials - either backward linkage (i.e., more 
stages in the firms' production process) or forward linkage (i.e., nearer the consumer 
through the acquiring of outlets) and (c) conglomerate diversification (Petrochilos, 
1989). 
From the point of view of the recipient country, foreign direct investment can 
be categorized as (a) import substituting, (b) export-increasing, and (c) government 
initiated investment (Reuber, Crookel, and Hamonno, 1973). Import substituting 
investment involves the production in the recipient country of previously imported 
products. One of its consequences is that exporting from the investing to the recipient 
country will be affected, with a reduction in final products but probably an increase 
in intermediate products and raw materials. The influential determinants of this type 
of foreign direct investment are likely to be size of recipient market, transportation 
costs, and tariffs. 
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Export-increasing foreign direct investment represents the search for new sources 
of inputs such as raw materials and the production of intermediate as well as final 
products. Investment in the extractive industries is of this nature. In manufacturing, 
export-increasing investment may refer either to components or to final product. The 
former can be shipped for assembly into final products either to the investing country 
or to a third country with a subsidiary of the parent company, whereas final products 
can also be exported to the investing country. 
The last type of direct investment mentioned is government initiated investment, 
which occurs as a result of host country government policy. To achieve its economic 
objectives, for example, improving the balance of payments or increasing employment, 
a government may offer foreign investors a number of concessions and privileges. 
These incentives are given to attract foreign investment by reducing uncertainty or 
by altering underlying deinand and cost conditions in the recipient country, when, in 
the absence of such incentives, foreign investment would not take place (Petrochilos, 
1989). Thus, the offering of these incentives is a sign that the recipient country suffers 
a comparative disadvantage. 
Newly Industrializing Countries and Technology Transfer 
Newly industrializing countries are a group of countries, a new class of world 
economies, that are in the great of change. According to the OECD, NICs are 
characterized by a GDP manufacturing share larger than 20 percent and by a share 
of manufactures in total exports larger than 30 percent (OECD, 1990, p. 39). 
Foreign technology has been the primary source of the industrial capabilities of 
almost all NICs. In the 1960, and 1970s, US and European MNCs decentralized 
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part of their manufacturing operations to low-cost labor in developing countries, 
especially in the Far East, Southeast Asia, and the Mexican border (Purcell, 1989). 
The MNCs transferred certain technology and manufacturing operations to avoid 
union control, high wages, and government regulation in parent countries (Gondolf, 
Marcus & Dougherly, 1986). 
The positive impact of these policies was improvement of the technological ca­
pabilities of both products and processes in NICs. For example, the assembly line 
industry in Mexico, or the maquiladoras, has continued to grow spectacularly both 
in the Border Region and in the rest of Mexico during the 1980s (Purcell, 1989). As 
a result, US automobile companies have intensified production in Mexico for export 
back to the United States. 
In the Far East and in Southeast Asia, foreign manufacturing companies have 
traditionally been in textiles or, later, in electronics. Since the middle of the 1980s, 
electronics investment has been the major source of increasing technological capabil­
ities, thanks to the Japanese firms providing these investments (Chen, 1985). For 
example, the technical levels of electronics firms in South Korea, Taiwan, Hong Kong, 
and Singapore have been upgraded. At present, the R&D centers that design com­
puter chips are located in these four countries (Purcell, 1989). In fact, South Korea 
has become the only country outside of the US and Japan with its own design ca­
pability for 256K chips (Ernst, 1986). The massive push of the South Korean con­
glomerate in computer R&D memories (IMD-RAMs) is posing a challenge even to 
the Japanese producers dominating this largest segment of the semiconductor indus­
try (Ernst and O'connor, 1989). Moreover, as a result of their new competitiveness, 
domestic producers in the Asian NICs, Brazil (Purcell, 1989), and Mexico (Miller, 
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1986) are beginning to penetrate OECD markets. 
The improvement of manufacturing capabilities in the NICs resulted from the 
growing number of engineers and technicians in some NICs, which resulted from man­
power planning activities such as active training and educational and R&D spending 
on the part of those governments (Purcell, 1989). 
A study conducted by Shaiken and Hezenberg (1987), who observed and com­
pared labor productivities in three similarly automated factories (the company used 
advanced micro electronics-based equipment) in Canada and Mexico illustrates the 
quality of workers in NICs. Shaiken found that Mexican workers had productivity 
levels 80 percent that of their North American colleagues and received one-tenth of 
their salary. The reasons Mexican workers learned rapidly were because they were 
young with a good educational background, and because high quality engineers were 
brought into the plant to work on the shop-floor. Such phenomena are increasingly 
common not only in the NICs but also in the LDCs. 
The impressive performance of workers in NICs can be explained by these coun­
tries' relative affluence (measured in terms of GNP per capita) and total R&D and 
educational expenditures. Skilled manpower, especially quality engineers and tech­
nicians, facilitates technical capability and thus the flow of technology transfer. 
The data in Table 2.3 are among the indicators of technological capabilities of 
NICs. Hong Kong has by far the greatest number of scientists and engineers, followed 
by Singapore and South Korea. South Korea made the greatest outlay in terms of 
total R&D and educational expenditures, but Singapore scored high in terms of per 
capita GNP. 
The rapid growth of the NICs, especially of the East Asian countries, has been 
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Table 2.3: Basic indicators for level of technology in selected NICs 
GNP(^ Scientists and Total R&D Education 
per- engineers engaged expenditure expenditure 
capita in R&D per as % as % 
(1984) mill, popl'n of GNP of GNP 
Brazil 1720 390(1985) 0.40(1985) 3.3(1984) 
Hong Kong 6330 1150(1986) 0.99& -
Korea 2110 801(1983) 1.26C 4.8(1984) 
Mexico 2040 215(1984) 0.60^^ 2.5(1984) 
Singapore 7260 949(1984) 0.50® 3.8(1987) 
Taiwan-^ 3976(1986) 643 (1983) - 3.5(1984) 
Source: UNESCO Statistical Yearbook 1989. 
®OECD, 1990 pp. 270-272. 
^see Purcell, 1989, p. 83. 
^see Purcell, 1989, p. 85. 
^see Purcell, 1989, p. 85. 
®see Purcell, 1989, p. 85. 
f For Taiwan figures, which are taken from Educational Statistics at the Republic 
of China, Miniatsy of Education, Taiwan, 1989. 
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accompanied by greater changes in the structure of production and manufacturing, 
as shown in Table 2.4. In terms of broad production structures, the greatest change 
has occurred in South Korea and Taiwan, which between 1965 and 1986 experienced 
absolute changes of 51 and 40 percent, respectively, in the distribution of production 
among agriculture, industry, and services. Such significant changes were due primar­
ily to falls of 26 and 20 points in their respective shares of agriculture and to rises 
of 17 and 18 points in their respective shares of industry. The fall of agriculture's 
share of production relative to industry's has been one of the primary characteristics 
of the industrial development process. The smallest change occurred in Yugoslavia, 
where industry's share of GNP remained constant between 1965 and 1986. Taiwan is 
noteworthy as having the greatest industrial production (47 percent) among all the 
economies listed. In contrast, Greece had the smallest industrial production share 
(29 percent), lower even than that of the low income economies. 
In recent years, the development of technology in the NICs became more so­
phisticated, or "high tech," especially in the area of computers. Consequently, the 
labor intensive technology that had been used in the NICs over the last 20 years 
was moved to other developing countries such as Indonesia, Malaysia, Thailand, 
Guatemala, Chile, and Nigeria. This trend can be understood because the quality of 
engineers, as well as the extent of R&D expenditure, had increased dramatically in 
the NICs. Indication of the improved technology of NICs can be found in the quality 
of products manufactured in some. 
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Table 2.4: Production Structures, 1965 and 1986 
Percentage distribution of GDP 
Agriculture Industry Services Absolute 
value of 
Economy 1965 1986 1965 1986 1965 1986 charge® 
Low income 
economies 42 32 28 35 30 32 19 
Middle income 
economies 22 15 33 36 45 48 13 
Brazil 19 11 32 39 48 50 17 
Greece 24 17 26 29 49 54 15 
Hong Kong 02 00 40 29 58 71 26 
Korea 38 12 25 42 37 45 51 
Mexico 14 09 31 39 54 52 15 
Singapore 03 01 24 38 73 62 27 
Taiwan^ 27 07 29 47 44 46 40 
Yugoslavia 23 12 42 42 35 46 22 
Source: World Bank, World Development Report 1988, pp . 226-227. 
^This is the sum of the absolute value of the difference of the shares of agriculture, 
industry, and services between the two periods. 
^Taiwan figures, are taken from ROC, Council for Economic Planning and Devel­
opment, Taiwan Statistical Data Book, 1987. 
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Technology Transfer and Less Developed Countries 
Transfer of technology from developed to less developed countries (LDCs) is 
supposed to be the key factor in the industrialization and economic development of 
the latter. But the form developed for transfer of technology to LDCs has generally 
not been as successful as anticipated. Recently, there has been increasing concern 
with the problems of technology transfer to LDCs (UNCTD, 1975a; UNTAD, 1981; 
Bulfin and Greenwell 1977; Wallender and Driscoll, 1974; Teece, 1976; Vaitsos, 1974). 
Traditionally, the flow of technology to developing countries in general and to 
LDCs in particular has been an integral part of direct foreign investment. Foreign 
corporations have operated by and large through branches and wholly owned sub­
sidiaries. Often, especially during the early years of operation, this method was both 
workable and economical for the host country. 
But the issue of technology transfer is quite controversial in LDCs, especially in 
terms of the costs and the benefits of foreign investment. This controversy is due to 
the divergent interests of LDCs and foreign investors. On the one hand, host countries 
and firms want access to foreign technology. On the other, foreign firms employ their 
technologies in host countries with the purpose of maximizing returns (HiU, 1988). 
There is, however, a mutual interest in increasing the international dissemination of 
technology. Differences between LDCs and foreign firms arise only in terms of the 
distribution of the benefits of technology. 
But pattern of foreign investments in LDCs varies from country to country. For 
example, in consumer goods manufacturing, such as foods and beverages, textiles, 
pharmaceuticals, and durable goods, foreign investors-especially MNCs-have in­
vested in a great number of LDCs, including Indonesia, Malaysia, Thailand, Guatemala, 
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Chile, Turkey, Egypt, and Nigeria. In sectors involving large capital investments and 
complex technologies, however, such as the manufacture of chemicals and fertilizers or 
of heavy mechanical, electrical, and transport equipment, investments of the MNCs 
have been limited to countries with large internal market or to those from which 
products can be exported, either because of cheap labor or essential raw materials 
(Marton, 1986). 
Sometimes, NICs have also invested in LDCs. For example, Taiwan-based firms 
have become engaged overseas as foreign investors and/or as technology exporters 
(Lall, 1979). This is particularly true in the electronics and textiles industries. Many 
of these investments have been in Southeast Asia, where the local technological level 
tends to be well below that the technology level of the Taiwan-based firm (Simon, 
1988). 
Many LDCs have permitted industrialization to occur through choices made by 
the investors themselves, based on free-market signals or on company interests. But, 
since the recognition of Japan's success in the 1960s in developing technology with 
governmental guidance, many LDC governments have sought to follow the Japanese 
model, focusing on sectors previously supplied by imports. This import-substitution 
policy has been aimed at cutting off the drain on foreign exchange; it was used as a 
quick determination of those sectors in which there was a demand that local supply 
could not satisfy. According to these criteria, the investments of MNCs as well as of 
NICs were attracted to the LDCs when markets were large enough and sufficiently 
protected. 
One of the problems facing the LDCs concerning technology transfer is a lack of 
clearly defined government policies (Behrman, 1984). This is understandable because 
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Table 2.5: Comparison of indicators for level of technology in selected DICs, NICs 
and LDCs 
GNP Scientists and Total R&D Tot. education Manufac­
per capita engineers expenditure expenditure turing as 
in US dollar® engaged as % as % % 
in R&D of GNP^ of GNPC of GDP<* 
Country 1987 programs® 1987 
DICs. 
USA 18,530 787,400(1986) 2.69(1985) 6.7(1983) 20 
NICs 
Korea 2,690 47,042(1986) 1.8(1986) 4.8(1984) 28 
LDCs 
Egypt 680 20,893(1986) 0.2(1982) 6.3(1985) 18 
Indonesia 450 29,621(1986) 0.3(1986) 2.7(1985) 14 
Pakistan 350 9,325(1986) 0.4(1984) 2.2(1985) 20 
Rwanda 300 71(1985) 0.5(1985) 3.5(1985) 16 
®World Bank: World Development Report, 1989, pp. 164-165. 
^The total R&D expenditure was taken from National Science Board, Science & 
Engineering Indicators, 1987, p. 236. 
^UNESCO, Statistical Yearbook, 1988, pp. 4-5 and pp.4-12. 
^World Bank: World Development Report, 1989. 
^UNESCO, Statistical Yearbook, 1989, pp. 5-47 and pp. 5-53. 
GNP, R&D manpower, educational expenditure, and R&D development in most 
LDCs are quite low compared those in NICs and in DICs. Table 2.5 presents values 
for key indicators of technological capabilities in DICs, NICs, and LDCs. Clearly, in 
LDCs, almost all technological indicators are behind those in DICs and NICs. Only 
Pakistan has a GNP manufacturing share as high as that of the US; the rest of the 
LDCs are behind DICs and NICs in this regard. 
To overcome the problems of technological development, LDCs have decided that 
they need to expand the base of their domestic market by serving more consumers, 
to increase the per capita income of the people, and to increase their ability to 
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supply export markets. Industry criteria selection to accomplish these goals are not 
so unambiguous, because mass demand is uncertain and because demand abroad is 
served from many conipeting sources (Behrman, 1984). 
Whatever choices are made among the alternatives for industrialization in the 
LDCs, careful cost-benefit assessment should be undertaken to obtain full accep­
tance and support of these choices. At least four of the following criteria should be 
met by the foreign investor (both MNCs and NICs) in cooperative industrial poli­
cies: (1) an increase in LDC efficiency, through achieving least-cost operations under 
greater economies of scale (the extent of each depending upon the whether the market 
size is national, regional, or international); through a wider product range offering 
greater choice to consumers; through an increase in skills employed and supported 
by technology transfer; and through an expansion of exports and imports reflecting 
greater productivity; (2) an increase in LDC participation through greater oppor­
tunities for managers and laborer, and through closer dialogues among LDC, NIC, 
and OECD governments on integration approaches by MNCs; (3) an increase in cre­
ativities through the gradual development of indigenous R&D activities; and (4) an 
increase in LDC assessment capabilities in choosing an appropriate technology. 
This process is critical for LDCs because advanced technology may cost them 
dearly if the optimum utility is not met. For example, if the absorbtion capacity for 
technology in some LDCs is still quite low, it is not necessary to buy the advanced 
technology, because advanced technology requires a degree of knowledge to operate 
as well as to maintain. The recognition of national capacity to absorb an advanced 
technology will determine the course of industrialization in many LDCs. 
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CHAPTER 3. MODEL AND METHODOLOGY 
The model and methods used for this study are reported in five parts: 
1. Development of model; 
2. Definition of the variables of the study; 
3. Procedure of selection; 
4. Method of data collection; and 
5. Method of data analysis. 
Development of Model 
One purpose of this study is to build, empirically, a functional relation between 
the degree of technology in societies and the socio-economic condition, manufacturing 
condition, educational condition, and science and technology condition. The degree 
of technology in societies is measured as the per capita expenditure value added to 
the manufactured product. The term value-added is defined as the current value of 
gross output less current cost of (a) materials, fuels, and other supplies consumed, 
(b) contract and commission work done by others, (c) repair and maintenance work 
done by others, (d) and goods shipped in the same condition as received (World 
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Bank, 1989, p. 235). Therefore, the term industrial value added is the best money 
gauge of the relative economic importance of a manufacturing industry because it 
measures that industry's contribution to the economy rather than its gross sales 
(The McGraw-Hill Dictionary of Modern Economics, 1983, p. 488). 
The independent variable reflecting socio-economic conditions in terms of Gross 
National Product (GNP) is 
(i) JCj = Gross National Product (GNP) per capita. 
The independent variables reflecting industrial conditions in terms of Gross Do­
mestic Product (GDP) are 
(i) = Manufacturing contribution as percentage of GDP; 
(ii) = Industrial labor forces as percentage of total economy-active population; 
and 
(iii) = Foreign direct investment per capita. 
The independent variables reflecting the educational conditions in a country in 
terms of GNP are 
(i) = Total educational expenditure as percentage of GNP; and 
(ii) Xg = Enrollment in third level of education as a fraction of 100,000 population. 
The other independent variables reflecting science and technology conditions are 
(i) X'j  = Total R&D expenditure as percentage of GNP; and 
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(ii) Xg = Scientists and engineers engaged in R&D per 100,000 population. 
Simple correlation is employed to test the relationship between the dependent 
variable (technology in society) and all the independent variables. Because tech­
nological development is dynamic, more meaningful analysis is possible when more 
than one variable in time is considered. Therefore, multiple regression (All Possible 
Regression Procedure) was employed to provide an analysis of general relationships 
between the dependent variable (technology in society) and all the independent vari­
ables simultaneously; as explained by Rawlings (1988). The model for this multiple 
regression is 
Y = F(X i,X2,X3,  ,X8) . 
The second purpose of the study is to determine the gap of technological devel­
opment within group that is a requirement for technology transfer. To accomplish 
this second objective, a taxonomic method was employed. This method is based on 
the Wroclaw Taxonomy model, which was developed by a group of Polish mathe­
maticians in 1952 (Harbison, Maruhnic, and Resnick, 1970). The basic principle of 
the model is to rank, classify, and compare the technological level of countries on 
the basis of various combinations of technological development indicators. For the 
purpose of research, the variables used in simple and multiple regressions are used in 
the Taxonomic analysis except for the value of variable X4 which is replaced by the 
value of independent variable Y. A computer programs was written to meet the sec­
ond objectives (see Appendix A and B for taxonomic method and computer program 
respectively). 
The taxonomic method is a simple procedure. It is first necessary to convert 
indicator values into quantities which can be added together. This is done by a 
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process of standardization based upon the mean and standardization of each indicator 
(see Appendix A., equation [A.l]. These standardized values replace raw values and 
result in a new matrix. 
A ranked relationship can then be established by determining the difference be­
tween each country's and the highest country's standardized value for each variable. 
Typically no country will have the highest value for all variables composing a partic­
ular index. For example, a country may have the highest value for GNP per capita, 
while another has the highest value for R&D expenditure as percentage of its GNP. 
An 'ideal' (hypothetical) country is created, comprising the highest (or best) value for 
all variables within a particular index. A ranking of differences from this 'ideal' coun­
try is termed the 'pattern of technological development' (see Appendix A., equation 
[A.3]). 
Another way of ranking countries for a particular index, or group of indicators, 
using taxonomic technique, is called the 'measure of technological development'. The 
ideal country is designated as ('0') and a simulated percentage distribution from the 
ideal is discerned by a simple calculation (see Appendix A., equation [A.4]). The 
measure of technological development is a more recognizable way of showing relative 
technological development, since the range is definitely limited (0.00 to 1.00). 
A computer program was written to meet the second objective (see Appendix B.). 
This program was written in Interactive Matrix Language, known as IML language. 
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Definition of the Variables of the Study 
Dependent variable 
The dependent variable of this study is the degree of technology in society, 
which is represented by the share of industrial value added per capita. The mea­
sure of value added manufacturing per capita is value of gross output less current 
cost-related weight by population. The basic data for value added manufacturing 
are taken from the World Bank's national accounts series and are of current prices 
in the national currencies (World Bank, 1989). The data for distribution of value 
added among manufacturing industries are provided by the United Nations Indus­
trial Development Organization (UNIDO) and are of current prices in the national 
currencies. Classification of manufacturing industries is in accordance with the UN 
International Standard Industrial Classification of all economic activities (ISIC). 
Independent variables 
GNP per capita Gross national product (GNP) per capita, or income per 
capita, is the total GNP of a country divided by the total population. The term 
GNP is defined as the total domestic and foreign output claimed by residents of a 
country (Todaro, 1989, p.628). It comprises gross domestic product (GDP), as well 
as incomes accruing to residents from abroad, less the income earned in the domestic 
economy accruing to persons abroad (World Bank, 1989, p. 229). Income per capita 
is often used as an economic indicator of the levels of living and of development 
(Todaro, 1989, p. 630). 
Manufacturing contribution to GDP This independent variable is formed 
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from two terms, manufacturing industry and GDP. The first is a general term encom­
passing all plants, companies, and industries producing or assembling manufactured 
goods. Manufacturing industry is generally broken down into two major categories -
durable and nondurable goods (The McGraw-Hill Dictionary of Modern Economics, 
1983, p. 283). The gross domestic product, or GDP, means the total domestic output 
excluding foreign output. Manufacturing contribution to GDP means the share of 
manufacturing output contributing to GDP. The higher the share of manufacturing 
output to GDP, the more advanced the technology of the countries, because one of 
the indicators of a developed country is manufacturing output. 
Industrial labor force Labor force describes economically active people aged 
15 to 64 years. It includes members of the armed forces and the unemployed, but 
excludes housewives, students, and economically inactive groups. Thus, industrial la­
bor forces means the number of persons working in the industrial sector. Estimates of 
industrial labor forces are drawn from the International Labour Organization (ILO), 
which takes its figures from UN population estimates (World Bank, 1987, p. 282). 
Foreign direct investment This term signifies investment by foreign business 
firms or individuals in overseas business operations over which the investor has a 
considerable measure of control (The McGraw-Hill Dictionary of Modern Economics, 
1983, p. 135). 
Educational expenditure This category is divided into two main such cat­
egories, current expenditure and capital expenditure. Current expenditure includes 
expenditure on administration, emoluments of teachers and supporting teaching staff, 
school books and other teaching materials, scholarships, welfare services, and school 
building maintenance. Capital expenditure refers to expenditures on land, building. 
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construction, equipment, etc., and includes loan transactions. Educational expendi­
ture is expressed as a percentage of GNP and of total public expenditure. For almost 
all countries studied, data on GNP are supplied by the World Bank (UNESCO, 1989, 
p. 4-1). The total educational expenditure as a percentage of GNP is the proportion 
of education expenditure, including both current expenditure and capital expendi­
ture, to the country's GNP. This variable represents the commitment of governments 
to the development of skills, knowledge, and technological literacy. 
Enrollment in third level of education The definition of third level or higher 
educational age differs among countries. It is most commonly considered at least 20 
to 24 years. Enrollment in third level education signifies the total number of students 
in either private or public universities. For most countries and territories, the third 
level of education is characterized by institution type; (a) universities and equiva­
lent degree-granting institution; (b) distance-learning university institutions; and (c) 
other nonuniversity institutions such as teacher training colleges, technical colleges, 
etc., (UNESCO, 1989, p. 3.11). 
R&D expenditure In general, R&D is defined as any creative, systematic ac­
tivity undertaken to increase the stock of knowledge, including knowledge of man, 
culture, and society, and the use of this knowledge to devise new applications. It in­
cludes fundamental research, i.e., experimental or theoretical work undertaken with 
no immediate practical purpose in mind; applied research in such fields as agri­
culture, medicine, and industrial chemistry; and experimental development work 
leading to new devices, products, or processes. The measurement of R&D expen­
diture is calculated on the basis of intramural capital expenditure (UNESCO, 1989). 
The total R&D expenditure in this study will follow UNESCO definitions. Thus 
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total R&D expenditure as a percentage of GNP means the proportion of R&D ex­
penditure to the country's GNP. 
Scientists and Engineers This variable signifies the numbers of persons work­
ing in those capacities, i.e., as persons with scientific or technological training (usually 
having completed the third level of education) in any field of science. Therefore, sci­
entists and engineers engaged in R&D are those engaged in professional work or R&D 
activities, in administration, or in the execution of R&D activities (UNESCO, 1989). 
Procedure of Selection 
The model selected for this study is a linear model (in parameters). First, a sim­
ple linear regression procedure was employed to identify the independent variables 
showing the strongest relationships to the dependent variable. These variables were 
then used in controlled studies to investigate causal relationships, i.e., to identify 
the importance of the technological characteristics (represented by the independent 
variables) influencing the technological level (represented by the dependent variable). 
Second, the independent variables most influencing the dependent variable were se­
lected using the all Possible Regression Procedure described by Rawlings (1988). 
Third, taxonomic analysis was employed to rank and classify the levels of technolog­
ical development among countries. 
Method of Data Collection 
Several methods have been devised by which to classify a country. For example, 
after World War II, the nations of the world could readily be divided into three cat­
egories: First World, or the developed industrial noncommunist countries; Second 
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World, or the communist block; and Third World, or the developing countries. Ac­
cording to the UN classification system, the Third World can be divided into three 
subgroups: poorest countries, or least developed countries (Low and Howe, 1974); 
non-oil-exporting developing countries, and petroleum-rich OPEC (Organization of 
Petroleum Exporting Countries) nations, whose national incomes increased dramat­
ically during the 1970s. Others follow the classification system established by the 
OECD in Paris, which divides the Third World into 68 low-income countries (LICs), 
73 middle-income countries (MICs), 11 newly industrializing countries (NICs), and 
13 OPEC members. Finally, the International Bank for Reconstruction and Develop­
ment (IBRD), more commonly known as the World Bank, has its own classification 
system. It places all countries (both developed and developing) in one of six cate­
gories; low income, middle income, upper middle income, high-income oil exporting, 
industrial market economy, and East European nonmarket economy (Todaro, 1989). 
Data collected from a sample of 41 countries around the world for the period 
1980 to 1986 were drawn upon. The reasons for using a sample of this size are 
simplicity and availability of data. The countries in the world were divided into four 
categories: developed, or industrial countries (DIG); newly industrializing countries 
(NICs); middle-income countries (MIC); and less developed countries (LDC). There 
were 11 DICs, 10 NICs, 10 MICs,and 10 LDCs as can be seen in Table 3.1. 
The industrial countries such as Canada, France, Germany, Japan, the UK, the 
USA, and Sweden were among the developed nations in the world. Their GNPs per 
capita in 1985 were each above U.S.$10,000. Members of OPEC, such as Saudi Ara­
bia, Kuwait, and Bahrain have high per capita incomes (about the same as those of 
the DICs) but they are not considered developed countries because they are techno­
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logically underdeveloped (Frame, 1982). 
The NICs are experiencing swift change, and because of this they have become a 
new class in the world economy-not rich countries, but not poor ones either; not less 
industrialized, but not industrial either (Purcell, 1989). The GNPs per capita in the 
NICs were between $2000 to $7000 in 1985, except for Brazil and Portugal (World 
Bank, 1986). 
The middle income countries (MICs) have the greatest potential to duplicate 
the success of NICs. They have abundant natural resources and populations, and are 
eager to industrialize. In the MICs, average GNP per capita in 1985 was $1000 and 
$2000, except in Kuwait ($14,480). 
Finally, the less developed countries (LDC) are the countries with a small edu­
cated percentage of total population. On average their manufacturing products' share 
was 15 percent of GNP and their agriculture sector share was 20 percent (OECD, 
1990, p. 38). In LDCs, the GNP per capita in 1985 was between US $200 and $600 
(World Bank, 1986). 
Data were collected during a survey undertaken by UNESCO, World Bank, 
OECD, IMF, and many other related countries. These can be found in the UN­
ESCO Statistical Yearbooks, from 1985/1989; in World Bank: World Development 
Report, 1985/1989; in OECD, (1990), "Late information on national accounts," no. 
23; and in International Finance Statistics, IMF, (1990), vol. XLXXX, no. 12, and 
Vol. XLIV, nos. 1-2. 
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Table 3.1: A list of the 41 countries that were the source of data 
No. Country No. Country No. Country 
1 Argentina (NIC)® 15 Greece (NIC) 29 Peru (MIC) 
2 Australia (DIC)^ 16 Hong Kong (NIC) 30 Philippines (LDC) 
3 Austria (DIC) 17 India (LDC) 31 Portugal (MIC) 
4 Brazil (NIC) 18 Indonesia (LDC) 32 Rwanda (LDC) 
5 Burundi (LDC)^ 19 Ireland (MIC) 33 Singapore (NIC) 
6 Canada (DIC) 20 Italy (DIC) 34 Spain (MIC) 
7 Central Africa (LDC) 21 Japan (DIC) 35 Sri Lanka (LDC) 
8 Chili (MIC)^ . 22 Jordan (MIC) 36 Sweden (HIC) 
9 Colombia (MIC) 23 Korea (NIC) 37 Turkey (MIC) 
10 Denmark (DIC) 24 Kuwait (MIC) 38 U. Kingdom (DIC) 
11 Egypt (LDC) 25 Madagascar (LDC) 39 U.S.A (DIC) 
12 El Salvador (MIC) 26 Mauritius (MIC) 40 Venezuela (MIC) 
13 France (HIC) 27 Mexico (NIC) 41 Yugoslavia (NIC) 
14 Germany(HIC) 28 Pakistan (LDC) 
®Newly Industrializing Countries 
^Developed Industrial Countries 
^Less Developing Countries 
^Middle Income Countries 
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Method of Data Analysis 
The hypothesis was tested using all samples of the 41 countries. Simple regres­
sion, multiple regression, and taxonomic analysis were carried out for this purpose. 
To accomplish the objective. Statistical Analysis System (SAS) package was used. A 
description of the model of analysis in terms of the relationship between the depen­
dent variable and the independent variables is presented in Figure 3.1. 
48 
Manufacturing contribution 
as percentage of GDP 
GO) 
Industrial labor force as 
percentage of total economy 
active population 
(X3) 
Total educational 
expenditure as 
percentage of GNP 
(X5) 
Total R&D expenditure 
as percentage of GNP 
(X7) 
Foreign direct 
investment per capita 
(X4) 
Scientists and engineers 
engaged in R&D per 
100,000 population 
(X8) 
GNP per capita 
m  
Students enrolled 
in third level as fraction of 
100,000 population 
iX6) 
The degree of Technology in societies 
(measured by the per capita expenditure 
for value added in manufacturing) 
Figure 3.1: The dependent variable and the group of independent variables. 
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CHAPTER 4. FINDINGS AND DISCUSSION 
This chapter presents the study's major findings. The presentation focuses on 
results of (1) sample analysis of the general characteristics of groups of countries 
(DICs, NICs, MNCs, and LDCs); (2) statistical tests of the hypotheses relating to 
each group, including a simple linear regression as well as an all-possible regression 
analysis; and (3) rankings, classifications, and comparisons within groups as indicated 
by a taxonomic analysis. Combining these analyses should permit approximation of 
the countries' technology distance, or gap, from ideal countries within each group. 
Forty-one nations were selected to provide the data for this study. Composition 
of the sample is shown in Table 4.1, which indicates that 11 countries were DICs 
(26.83 %); 10 NICs (24.39 %); 10 MICs (24.39 %); and 10 LDCs (24.39 %). 
General Characteristics of the Sample 
Table 4.1: Distribution of the sample, by group 
Group No. % 
Die 
NIC 
MIC 
LDC 
11 
10 
10 
10 
26.83 
24.39 
24.39 
24.39 
Total 41 100 
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Before the statistical tests for hypotheses are considered, individual variables 
will be examined. Tests were applied to each variable in a group and to the group 
as a whole by means of the Statistical Analysis System, known as SAS. From SAS 
output, stem-leaf, box-plot, and graphical plot between the dependent variable, Y, 
and each independent variable, as well as the results of a homogeneity test, were 
analyzed. 
The stem-leaf displays for all individual variables show that the distribution of 
some variables is skewed somewhat positively. But except for a few extreme values, 
there is no disturbing trend. Each group seems to have a fair amount of variability. 
To examine the dispersion of data further, box plots have been made. As can 
be seen by checking the box plot for each variable, there are some mild outliers, but 
no data suggest an extreme outlier. In other words, it seems a relatively normal 
distribution. 
A graphical plot of each independent variable has been made against the de­
pendent variable. This method was applied to validate whether an observation may 
be an outlier with respect to either its independent variable value and/ or its de­
pendent variable value. As can be seen from the data plot, the pattern of random 
distribution of the sample tells of no correlation among variables. Thus, there is no 
extreme outlier to consider and no need to make a residual plot against the values of 
the independent variables. 
To determine whether a single regression equation would suffice for each of the 
four groups, an F-test for homogeneity was performed. This difference between the 
full model {R^ = .963146, with 3 degree of freedom of four groups and 8 degree of 
freedom for the 8 predictors) was F(24,5) = 3.58, p < .10. Thus reasonable evidence 
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was suggested for using separated regression equations for the four groups. 
Statistical Tests of Hypotheses 
Two hypotheses will be tested in this part of Chapter Four. 
Hypothesis 1 It was hypothesized that the degree of technology in society 
is predictable on the basis of socio-economic condition, manufacturing condition, 
educational condition, and science and technology infrastructure. 
Research hypotheses were tested for each group of countries, and analyses were 
presented separately. A simple regression analysis was employed to provide (1) the 
degree of association between variables and (2) the extent to which the independent 
variable explained the dependent variable. Second, multiple regression, particularly 
an all-possible regression procedure, was employed to clarify which variables should 
be included in the model (Rawlings, 1988). The variables remaining in the model 
will be considered the best variables for explaining the variability of the dependent 
variable, Y. 
Hypothesis 2 It was hypothesized that the flow of technology from donor to 
recipient country is predictable on the basis of the degree to which the recipient is 
lagging behind the donor in terms of technological level. This second hypothesis will 
be tested by means of a taxonomic method. To begin, let us turn to the results of 
both simple and multiple regressions of Hypothesis 1 for each group. 
Developed industrial countries 
Results of the simple regression analysis are presented in Table 4.2. The cor­
relation coefficients between the dependent variable and each independent variable 
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Table 4.2: Correlation coefficients between Y and each independent variable of DICs 
with n = 11 
Variables V x y  P 
^1 .63 .397 .04 
^2 .41 .168 .21 
^3 -.02 .000 .96 
X4 .19 .036 .58 
^5 .04 .002 .90 
^6 .36 .130 .28 
X j  .75 .563 .01 
^8 .70 .490 .02 
indicated that only Xj, X'j, and %g are highly correlated at the level of significance a 
= .05. All are correlated in the positive direction. The coefficient of determination, 
or of Xj is .40, indicating that 40 percent of the variation in the dependent 
variable, Y, about its mean is explained by the variation in X-^. For variable the 
coefficient of determination is .56, indicating that 56 percent of the variation in Y can 
be explained by this predictor. Finally, variable Xg has a coefficient of determination 
of .49, which indicates that 49 percent of the variation in Y can be explained by this 
predictor. 
With regard to the correlation between each independent variable, as shown in 
Table 4.3, the problem of multicollinearity does seem significant at a = .05. The 
variables collinear with Xj are and Xg. Variable X2 is collinear with both 
and X^, whereas variable Xj is collinear with %g. In short, certain predictors 
are clearly not independent. 
Table 4.4 shows the summary of the best predictors of the all-possible regression, 
which are indicated by size, or p'. Results for the subset of all-possible regression 
analysis are presented in Appendix C (p. 108). 
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Table 4.3: Correlation coefficients among independent variables for DICs, with n = 
11 
^1 ^2 ^3 X4 ^5 ^6 X7 ^8 
^1 1 -.437 -.682 -.095 .628 .805 .408 .511 
n .179 .021 .781 .039 .003 .213 .108 
X2 1 .794 .343 -.680 -.454 .346 .158 
P 2  .004 .302 .021 .160 .297 .642 
^3 1 .126 -.787 -.523 -.051 -.369 
P Z  .711 .004 .099 .881 .263 
X4 1 -.283 -.276 -.010 .166 
P4 .398 .412 .976 .624 
^5 1 .451 .064 .085 
P 5  .164 .852 .803 
^6 1 .042 .147 
P6 .903 .667 
X7 1 .768 
P 7  .006 
^8 1 
The full model, p' = 8, accounts for 100 = 99.5 percent variation in the 
dependent variable, Y. This value is the same as the value for size six (p' = 
6) and for size seven (p' = 7.) Nevertheless, those two sizes are not a full model, and 
thus model p' = 8 is considered as the maximum variation in the dependent variable. 
Of size one (p' = 1) the best, Xj, accounted for 56 percent of the variation in Y, 
42 percent less than the maximum. The R^jj value is 51 percent, and the Cp value is 
174.59. Of size two (p' = 2) variables Xi and JC3 accounted for 98 percent variation 
in Y - only 1.5 percent less than the maximum. The values of and of Cp are 
97.4 percent and 3.65, respectively. Of the size three (p' = 3) the best, %2, 
and Xg, accounted for 98.4 percent of the variation in Y - only 1.1 percent less than 
the maximum. The value is 97.8 percent, and the Cp value is 3.42. Because 
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Table 4.4: Summary statistics of the best model corresponding to the number of 
individual variables for DICs 
Size, p' Variable 
^adi C p  
1 .559 .510 174.59 
2 ^1,^2 .979 .974 3.65 
3 ^1, %2, ^8 .990 .985 1.30 
4 %2, %5, Xg .992 .986 2.39 
5 ^1, ^2' ^ 4> ^5' ^6 .994 .988 3.30 
6 
-^1, ^2) -^4' -^5' ^6' ^ 7  .995 .987 5.17 
7 X i ,  , X j  .995 .984 7.00 
8 .995 .976 9.00 
size three is the size evidencing greatest changes in R  ,  the stability of R^jj value 
is great, and the value of Cp is close to the size of p' = 3, I chose this the the best 
multiple linear regression model in terms of explaining technological development in 
DICs. The mathematical equation is 
Y = bo + biXi + 62^2 + %-^8' 
where 
bo = .221, 
61 = .261, 
62 = 92.57, and 
6g = .0059. 
The outcomes of the simple linear and of the multiple linear regressions are 
different. But both indicate that the GNP per capita, or and the manpower 
in R&D, or Xg are strongly correlated with the dependent variable. Because the 
independent variables X7 and %g, are highly collinear, Xj was dropped by the 
computer from the multiple regression analysis. 
Summary Simple correlation coefficients are useful in demonstrating the re­
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lationships between two indicators. Summarizing the simple regressions for DICs 
shows that independent variables such as Xj, and Xg are highly correlated with 
the dependent variable, Y, at a = .05. The coefficients of determination, or R^, of 
those variables are 40 percent, 56 percent, and 49 percent, respectively. This cor­
relation can be interpreted as indicating that the degree of technology in DICs has 
been predicted by the GNP per capita, which is denoted by Xi, by the level of R&D 
expenditure, which is denoted by Xj, and by the number of scientists and engineers 
engaged in R&D, which is denoted by Xg. 
As shown by the multiple linear regression, the degree of technology in DICs has 
been predicted by a combination of GNP per capita, as denoted by Xi, proportion 
of manufacturing output to GDP, as denoted by X2, and number of scientists and 
e n g i n e e r s  e n g a g e d  i n  R & D ,  a s  d e n o t e d  b y  X g .  
First, the model reflects the reality of the world's industrial countries, in which 
technological developments are characterized by the size of a country's economy and 
by its degree of affluence (as measured by GNP per capita). That is, a country with 
a large economy (as measured in terms of GNP) will generally be active in scientific 
and technological activities (Frame, 1977). 
Second, as long as the DICs maintain economic prosperity, they may continue 
to dominate the technology of the world, especially R&D-based technology, i.e., 
high technology, such as electronics, biotechnology, computers, communications, and 
medicine. 
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Table 4.5: Correlation coefficients between Y and each independent variable for 
NICs, with n = 10 
Variables T x y  r%.. am P 
^1 .90 .810 .00 
^2 .34 .120 .33 
^3 .72 .520 .02 
X4 .87 .760 .00 
A'5 -.06 .004 .86 
^6 -.23 .053 .52 
.Y7 .26 .066 .48 
^8 .71 .500 .02 
Newly industrializing countries 
Results of the simple regression analysis are presented in Table 4.5. The cor­
relation coefficients between the dependent variable and the independent variables 
show that Xi is strongly correlated with Y. The value of r^y is .81, which means 
that 81 percent of the variability in Y has been explained by the predictor The 
second strong correlation is between Y and X^. The r^y value is .78; thus, 78 percent 
of the variability in Y has been explained by this independent variable. The third 
strong correlation is between Y and X3. The r^y value is .52; thus, 52 percent of the 
variability in Y has been explained by this independent variable. Finally, Xg also 
has a strong correlation with Y : its r^y of .50 indicates that it explains 50 percent of 
the variability in Y. Level of significance is a= .05. 
With regard to the correlations between each independent variable, as shown in 
Table 4.6, the problem of collinearity does appear between X\ and X4, between X^ 
and X4, and between X4 and Xg. 
Table 4.7 shows the summary statistics of the best model from the all-possible 
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regression using eight independent variables concurrently. Appendix C (see p. 109) 
presents the result of the all-possible regression analysis. 
The full model, p' = 8, accounts for lOOil^ = 99.9 percent of the variation in 
the dependent variable, Y. The value of size seven, p' = 7, is the same as that 
of the full model. Of the size one (p' = 1) the best, Xj, accounted for 80.7 percent 
of the variation in Y, or 19.2 percent less than the maximum. The value is 
78.3 percent, and the Cp value is 117. Of the size two (p' = 2) the best, X-^ and 
JCg, together accounted for 87.2 percent of the variation in Y, which is 12.7 percent 
less than maximum. The value is 83.5 percent; the Cp value is 742. Of the 
size three (p' = 3), the best, Xj, and Xg, accounted for 90.3 percent of the 
variation in Y, which is 9.6 percent below maximum. The value is 85.5 percent, 
a n d  t h e  C p  v a l u e  i s  5 6 0 .  O f  t h e  s i z e  f o u r  ( p '  =  4 ) ,  t h e  b e s t .  A " a n d  % g ,  
together accounted for 92.4 percent of variation in Y, which is 7.5 percent less than 
maximum. The R^jj value is 86.4 percent, and the Cp value is 441. Of the size five 
(p'=5), the best, Xg, and %g, accounted for 96.3 percent of variation 
in Y, which is 3.7 percent below maximum. The value is 91.7 percent, and the 
C p  v a l u e  i s  2 1 7 .  O f  t h e  s i z e  s i x  ( p ' = 6 ) ,  t h e  b e s t ,  X q ,  X j ,  a n d  X g ,  
together accounted for 98.8 percent of the variation in Y, which is 1.1 percent less 
than maximum. The R^jj value is 96.4 percent, and the Cp value is 74. 
According to the results of the all-possible regression, the model selected has 
a small number of samples. This can be seen from the value of Cp. According to 
the theory, the best model should have a Cp value close to that of the subset size 
(Rawlings, 1988). It is therefore not advisable to use Cp as the selection criterion: 
instead, it is advisable to use or 
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Table 4.6; Correlation coefficients between the dependent variable and the indepen­
dent variables for NICs, with n = 10 
^1 ^2 ^3 X4 ^5 ^6 X7 Jf8 
^1 1 .249 .690 .936 -.201 -.222 .194 .560 
PI .487 .027 .000 .577 .537 .591 .092 
^2 1 .201 .224 .272 -.058 -.059 .014 
P 2  .577 .535 .447 .873 .872 .970 
X z  1 .758 -.319 -.286 .193 .631 
P3 .011 .369 .423 .592 .052 
X4 1 -.189 -.222 .378 .718 
P4 .600 .538 .281 .019 
^5 1 -.067 .387 -.287 
P5 .853 .269 .421 
^6 1 .370 -.401 
P6 .293 .251 
X j  1 .272 
V I  .449 
^8 1 
Because cannot decrease as independent variables are added to the model, 
the model yielding the maximum will necessarily be the model containing all the 
independent variables. In short, the full model itself. The use of the R^ criterion for 
model building requires a judgment as to whether the increase in R^ from additional 
variables justifies the increased complexity of the model. For this reason, it is better 
to look at the greatest changes in R^ for criterion selection. The choice should be 
size Ave (p' = 5), which indicates the best variables to be, JCj, X5, Xg, and %g. 
During criteria selection, using instead of is preferable because 
removes the impact of degree of freedom, thus yielding a quantity more comparable 
than that yielded by R^ for a model involving diiferent numbers of parameters. 
Unlike R^, tend to stabilize around some upper limit as variables are 
59 
added. The simplest model with near this upper limit is chosen as the "best" 
model (Rawlings, 1988, p. 183). 
From the data for NICs, the best R'^jj is .864; this value increases to .917, .964, 
and .997 for p'=4, 5,and 6, respectively. Because the R^^j value is .864, it is much 
more stable then the other R^jj values; therefore, I chose p'=4 as the best model 
building for the NICs. The mathematical equation is 
K = 6o + ^1-^1 "t" + 6g%g, 
where 
bo = -.483.7, 
= .238, 
64 = -.1.875, 
65 = 105, and 
6g = .046. 
The outcomes of both simple and multiple regression analysis are not quite the 
same, but, independent variables such as Xj, X4, and X3 did show strong correlation 
with the dependent variable Y. Variable is strongly correlated with Y when the 
simple regression procedure is used, whereas variable is strongly correlated when 
the multiple regression procedure is used. This difference is due to the effect of 
multicolliniearity among independent variables. 
Summary Simple linear regression The degree of technology in NICs has been 
predicted by GNP per capita which is denoted by Xj, industrial labor force which 
is denoted by foreign direct investment which is denoted by variable X4, and 
manpower in R&D which is denoted by Xq. The role of foreign direct investment in 
NICs has provided a means for technology transfer. Variable tells us that although 
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Table 4.7: Summary statistics of the best model corresponding to the number of 
individual variable for NICs 
Size p' Variable 
^adj. C p  
1 ^1 .807 .783 1117.00 
2 .872 .835 742.00 
3 .903 .855 560.00 
4 .924 .864 441.00 
5 ^1, -^5» ^6' ^7' ^ 8 .963 .917 217.00 
6 
-^3' ^5' ^6' ^ 7' -^8 .988 .964 74.45 
7 ^1, ^3' ^ 4'--^8 .999 .997 9.39 
8 X \ ^  ....Xg .999 .998 9.00 
labor-intensive technology still dominates in NICs, the degree of high technologies is 
beginning to rise, as indicated by the proportion of scientists and engineers engaged 
in R&D which is denoted by variable Xg. This change is due to MNCs, who export 
technology through foreign direct investment. 
Multiple linear regression The dynamics of technology in NICs has been pre­
dicted by GNP per capita, as denoted by by foreign direct investment as denoted 
by by total educational expenditure as percentage of GNP, as denoted by 
and by proportion of scientists and engineers engaged in R&D per 100,000 population 
denoted by Xg. Those combination predicted 86.4 percent of variability of degree of 
technology in NICs. 
Middle income countries 
The results of the simple regression analysis are presented in Table 4.8. The 
correlation coefficient between the dependent variable and each independent variable 
shows that X\ and have a strong correlation with the dependent variable, Y, at 
the level of a = .05. The value of r^y for X-^ is .78, which means that 78 percent 
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Table 4.8: Correlation coefficients between Y and each independent variable for 
MICs, with n = 10 
Variables T x y  r'i xy P 
^1 .88 .780 .00 
^2 -.50 .250 .14 
^3 .50 .250 .14 
X4 —.68 .460 .03 
^5 .07 .005 .84 
^6 .13 .017 .73 
A'7 .00 .000 .99 
^8 .26 .680 .48 
of the variability in the dependent variable, Y, has been explained by the predictor 
Xj. The value of r^y for X4 is .46, which means that 46 percent of variability in the 
dependent variable, Y, has been explained by predictor X4. 
With regard to the correlation between each independent variable, as shown 
in Table 4.9, the problem of multicollinearity does exist signijRcantly at a= .05. 
Variables evidencing multicollinearity are with X2 and X3 and X5. 
Table 4.10 summarizes the statistics of the best model from the all-possible 
regression output using 8 independent variables concurrently. Appendix C (p. 110) 
presents the results of the all-possible regression analysis. 
The full model, p' = 8, accounts for lOOA^ = 90.3 percent of the variation in 
the dependent variable Y. Of the size one (p' = 1) the best, accounted for 76.8 
percent of the variation in Y, which is 13.5 percent below the maximum. The 
value is 73.9 percent, and the Cp value is -3.62. Of the size two (p' = 2) the best, 
and X4 are responsible for 81.7 percent of the variation in Y, which is 8.6 percent 
below maximum. The value is 79.6 percent, and the Cp value is -2.06. Of 
the size three (p' = 3) the best, Xj, and accounted for 86.4 percent of 
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the variation in Y, which is 3.9 percent below maximum. The value is 79.6 
perce n t ,  a n d  t h e  C p  v a l u e  i s  - . 6 1 .  O f  t h e  s i z e  f o u r  ( p '  =  4 )  t h e  b e s t ,  X 3 ,  X 4 ,  X ^ ,  
and accounted for 88.1 percent of the variation in Y, which is 2.2 percent below 
maximum. The value is 78.6 percent, and the Cp value is 1.22. Of the size 
five (p'= 5) the best, X3, X4, X5, Xg, and X7, accounted for 88.6 percent of the 
variation in Y, which is 1.7 percent below maximum. The R^^j value is 74.3 percent, 
a n d  t h e  C p  v a l u e  i s  3 . 1 7 .  O f  t h e  s i z e  s i x  ( p '  =  6 )  t h e  b e s t ,  X 3 ,  X 4 ,  X 5 ,  X j ,  
and X^, accounted for 90.1 percent of the variation in Y, which is 0.2 percent below 
maximum. The R'^jj value is 70.4 percent and of Cp value is 0.01. Finally, the size 
seven are almost the same as those for the full model. 
R^^j is used as a criterion selection for model building. The best model is in the 
size three (p' = 3) because the maximum is value 79.6 percent. The mathematical 
equation is 
Y = i>o -ï" ^1-i^l + ^2-^4 ^7•^7' 
where 
bo = 264.1, 
bi = .0503, 
64 = -3.372, 
67 = -147.9. 
The outcomes of both simple and multiple linear regressions are similar except 
regarding variable X-jr, which is significant in multiple linear regression but not in 
simple linear regression. The negative direction of independent variable X4 in both 
regression is the same. 
Summary Simple linear regression The degree of technology in MICs has been 
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Table 4.9: Correlation coefficients among independent variables, for MICs, with 
n=10 
^2 X4 ^5 Jf6 X7 ^8 
1 -.652 .667 -.571 .214 .042 .233 .247 
Pi .041 .053 .085 .553 .909 .518 .491 
X2 1 -.405 .469 -.264 -.055 -.327 -.082 
P2 .246 .172 .460 .879 .356 .823 
^3 1 .064 .761 .216 .101 -.380 
PZ .861 .011 .549 .782 .279 
X4 1 .239 .092 -.167 -.549 
P4 .506 .800 .644 .101 
^5 1 .424 .155 -.494 
Pb .222 .669 .147 
^6 1 -.179 -.190 
P6 .623 .600 
X7 1 .538 
77 .109 
^8 1 
predicted by GNP per capita as denoted by Xj, and by the foreign direct investment, 
as denoted by X^. This summary finding tells us that the level of affluence of MICs 
(as measured by GNP per capita) has attracted foreign direct investment, or in other 
words, that the role of foreign direct investment has increased the GNP per capita of 
MICs. Because the role of direct foreign investment in MICs seems quite important, 
technology transfer must occur with some frequency in MNCs. 
Multiple linear regression The degree of technology in MICs has been predicted 
by GNP per capita as denoted by Xj, by foreign direct investment as denoted by 
X4, and by R&D expenditure as percentage of GNP as denoted by X7. Because the 
R&D expenditure has been significant, the MICs have a good chance of following the 
technological development pattern in NICs. 
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Table 4.10: Summary statistics of the best model corresponding to the number of 
individual variables for MICs 
Size,p' Variable 
^adj. O p  
1 ^1 .768 .739 -3.62 
2 ^1,^4 .817 .764 -2.06 
3 A"i,X4, X7 .864 .796 -.61 
4 
-^3» ^4' ^ 5' ^ 6 .881 .786 1.22 
5 ^3' ^ 4' ^ 5' ^ 6' ^ 7 .886 .743 3.17 
6 JÏ3, X4, X5, Xg, X7, Xg .901 .704 5.01 
7 Xi, %3, X ^ ,  . . ., Xg .902 .560 7.00 
8 ^1, ,^8 .903 .123 9.00 
Less-developed countries 
Results of simple linear regression analysis are presented in Table 4.11. The cor­
relation coefficient between dependent variable and each independent variable showed 
that Xi, -^3> Xg are highly correlated at the a = .05, except for whose 
a value is .07. The values are .723 for .706 for X2, .36 for and .923 for 
Xq. It means that 72.3 percent of variation in Y has been explained by X-^ alone, 
70.6 percent of variation in Y has been explained by X2 alone, 36 percent of variation 
in Y has been explained by ^3 alone, and 92.3 percent of variation in Y has been 
explained by Xg alone. 
With regard to the correlation among independent variables, as shown in Table 
4.12, the problem of multicollinearity does arise at a = .05. The variables that are 
collinear are Xj with X2, and %g. The variable X3 is collinear with X4, and 
variable X^ with 
Table 4.13 shows the summary statistics of the best model from the all-possible 
regression using the 8 independent variables concurrently. Appendix C (see p. Ill) 
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Table 4.11: Correlation coefficients between Y and each independent variable for 
LDCs, with n=10 
Variables Txy ~~~ ^ 
Xi .85 .723 .00 
%2 .84 .706 .00 
.60 .360 .07 
X4 .29 .084 .43 
X5 -.08 .006 .84 
Xq .96 .923 .00 
X7 -.37 .137 .29 
Xg .20 ^40 ^ 
presents the results of all possible regression analysis. 
The full model, p' = 8, accounts for lOOiZ^ = 99.9 percent of the variation in the 
dependent variable Y. From Table 4.13, we can see that the size seven, p'=7, gives 
the same effect of variation as the full model in Y. It is means that the addition of 
variable Xg has no effect on the variability in Y. 
Of the size one (p' = 1) the best, Xg, accounted for 92 percent of the variation 
in Y, which is 7.9 percent below maximum. The value is 91 percent, and the 
Cp value is 137.96. Of the size two (p' = 2) the best, Xi and Jfg, accounted for 96.2 
percent of the variation in Y, which is 3.7 percent below maximum. The value 
i s  9 5 . 1  p e r c e n t ,  a n d  t h e  C p  v a l u e  i s  6 3 . 9 9 .  O f  t h e  s i z e  t h r e e  ( p '  =  3 )  t h e  b e s t ,  X i ,  
X2, and %g, accounted for 97.6 percent of the variation Y, which is 2.3 percent below 
maximum. The R^jj value is 96.5 percent, and the Cp value is 39.82. Of the size 
four (p' = 4) the best, A*!, X2, and %g, accounted for 99 percent of variation in 
Y, which is .9 percent below maximum. The R^jj value is 98.1 percent, and the Cp 
value is '8.57. Of the size five, p' = 5, the best, Xi, ^2, Xg, Xg, and %g accounted 
for 99.3 percent of variation in Y, which is .6 percent below maximum. The R^^j 
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Table 4.12: Correlation coefficients among independent variables for LDCs, with 
n=10 
^2 ^4 ^5 ^6 X7 ^8 
^1 1 .650 .794 .574 .186 .743 -.441 .139 
PI .042 .006 .083 .608 .014 .203 .701 
X2 1 .564 .186 -.113 .774 -.002 .357 
P2 .090 .607 .757 .009 .996 .311 
^3 1 .805 .564 .564 -.203 .402 
P3 .005 .090 .089 .575 .249 
X4 1 .866 .246 -.225 .023 
P4 .001 .493 .532 .956 
^5 1 -.096 .039 -.099 
P5 .791 .915 .785 
^6 1 -.342 .283 
P6 .333 .428 
.Y7 1 .089 
P7 .808 
^8 1 
value is 98.4 percent, and the Cp value is 14.67. 
When as well as is used as the selection criterion for model building, 
the choice is on size four, p' = 4. The best results are with Xj, X2, and Xg. 
The mathematical equation is then 
V  =  b o  +  b i X i  +  6 2 ^ 2  +  +  ^ 6 X 6 ,  
where 
bo = -15.3, 
bi = 1,089, 
62 = 1.659, 
63 = -.78, and 
6g = .0198. 
The outcomes of both simple and multiple linear regressions are the same, except 
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Table 4.13: Summary statistics of the best model corresponding to the number of 
individual variables for LDCs 
Size p' Variable 
^adi.  Cp 
1 ^6 .920 .910 137.96 
2 ^1,^6 .962 .951 63.99 
3 X I , X 2 , X Q  .976 .965 39.82 
4 Xi,X2,X:^,XQ .990 .981 18.57 
5 ^1,-^2)^3'"^5)^6 .993 .984 14.67 
6 X1 >-^2 '^3 '^4 '^5 '^6 .996 .988 11.36 
7 ^l,^2'^3r • • '^7 .999 .997 7.17 
8 rf* .999 .995 9.00 
for the direction of predictor JC3. 
Summary Because the outcomes of both simple and multiple linear regressions 
are the same (except for the sign of variable X3), no summary separation of related 
findings is needed. 
The degree of technology in LDCs has been predicted by the GNP per capita as 
denoted by Xj, the manufacturing contribution as percentage of GDP as denoted by 
X2, industrial labor force as denoted by X3, and by enrollment in third level of educa­
tion as denoted by Xg. Because the role of foreign direct investment is not significant 
in LDCs, very little technology transfer has occurred in those countries. Therefore, 
LDCs lag behind many other countries in terms of technological development. 
Taxonomic analysis 
Simple linear regression analyses of 41 countries are used as the basis for tax­
onomic variables. All independent variables except X4 are strongly correlated with 
the dependent variable, Y, at a = .01. Consequently, X4 is replaced with Y. Un­
like regression analyses, taxonomic methods assume no precise relationship among 
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variables, but are instead based upon the average-value concept (Harbinson, Maruh-
nic, & Resnick, 1970). Thus, any variables that the researcher believes will facilitate 
accomplishment of his/her objective can be included. 
There are two important terms in taxonomic analyses: pattern of technological 
development and measure of technological gap. The first represents the synthetic 
distance of each country within a group from the "ideal" country, which is a hypo­
thetical country based upon the greatest (or best) value of each variable included 
in the technological index. Thus, the pattern of technological development will be 
employed as an indicator of technology distance. The second term, denotes a method 
of simulating the percentage of technology in a particular country. In other words, 
it is a function of the pattern of technological development in the "critical distance" 
from the "ideal" country. The closer the measure to 0 (zero), the more developed the 
technology; and the closer the measure to 1, the less developed the technology. 
Hypothesis 2 It was hypothesized that the flow of technology from donor to 
recipient country is predictable on the basis of the degree to which the recipient is 
lagging behind the donor in terms of technological level. To begin, the results of 
taxonomic analyses will be discussed. 
Developed industrial countries 
Results of taxonomic analyses are presented in Appendix D. Matrix 4 in that 
Appendix (see p. 114) represents the distance between cases or countries. The critical 
model distance of 3.96. The fact that no country exceeds the critical model distance 
indicates homogeneity. 
Table 4.14 shows the distance from each country to the ideal. The US has the 
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Table 4.14; Distance from each country to the ideal, based upon 8 variables of DICs 
with n = 11 
Country A ^2 ^3 Y  ^5 ^6 X j  ^8 
Australia -1.06 -2.03 -2.01 -0.87 -1.62 -2.31 -1.95 -0.40 
Austria -1.03 -0.55 -0.60 -1.44 -1.71 -0.19 -2.09 -1.45 
Canada -1.12 -1.66 -1.21 -1.66 —0.68 -0.02 -1.81 -1.02 
Denmark -0.92 -2.03 -2.01 -0.93 -1.28 -2.37 -2.09 -0.83 
France -1.54 -1.11 -1.81 -1.70 -1.71 -2.34 -0.98 -2.81 
Germany -0.134 0 0 0 -1.45 0 -0.42 -2.38 
Italy -1.74 -0.19 0 -1.22 -1.96 -0.23 -1.53 -0.92 
Japan -0.22 -0.19 -2.01 -0.06 —2.30 -0.50 0 0 
Sweden -1.78 -1.66 -1.61 -1.39 0 -2.45 -0.28 -2.21 
UK -1.27 -1.66 -1.21 -2.42 -2.47 -0.60 -0.70 -0.37 
USA 0 0 0 0 -1.02 0 0 0 
Critical model distance (c+) = 3.96 
best value in GNP per capita, which is denoted by Xj. Italy has the best value in 
manufacturing contribution as percentage of GDP, which is denoted by X2- Germany 
and Italy share the best value in industrial labor force, which is denoted by Xg. 
Germany and the US share the best value in industrial value added per capita, which 
is denoted by Y. Sweden has the best value in educational expenditure, which is 
denoted by Germany and the US share the best value of student population in 
the third level of education, which is denoted by Xg. Japan and the US have the 
best value both in expenditure as well in number of scientists and engineers in R&D, 
which are denoted by X'j and Xg, respectively. 
Table 4.15 presents to portray the pattern and measure of technological develop­
ment. The mean technological development pattern is 4.75, the standard deviation 
is 1.11, and the critical distance from the ideal country is 5.95. No ideal country 
is found, because no country has the best values for all indicators. Therefore, the 
hypothetical ideal country was created, and assigned the value '0'. Based upon these 
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data, the US is ranked 1, with a technological distance or pattern of 1.12, or only 
18.73 percent from the ideal country. Germany is ranked 2, with a technological 
distance or pattern of 2.82, or 47.4 percent from the ideal country. Japan is ranked 
3, with a technological distance or pattern of 3.11, or 52.28 percent from the ideal 
country. Italy is ranked 4, with a technological distance or pattern of 3.41, or 57.27 
percent below the ideal country. Canada is ranked 5, with a technological distance or 
pattern of 3.61, or 60.62 percent from the ideal country. Austria is ranked 6, with a 
technological distance or pattern of 3.64, or 61.1 percent from the ideal country. The 
UK is ranked 7, with a technological distance or pattern of 4.33, or 72.77 percent 
from the ideal country. Sweden is ranked 8, with a technological distance or pattern 
of 4.63, or 77.68 percent from the ideal country. Australia is ranked 9, with a techno­
logical distance or pattern of 4.69, or 78.73 percent from the ideal country. Denmark 
is ranked 10, with a technological distance or pattern of 4.71 or 79.1 percent from 
ideal country. Finally, France is ranked 11, with a technological distance or pattern 
of 5.19, or 87.22 percent from the ideal country. 
Summary No country in this group can be considered ideal in terms of all 
variables. Only the US, Germany, and Japan can be considered close to the ideal, 
but France is ranked last. From ranked and comparison analyses, technology flow can 
be predicted based on the distance of the existing level of technology from the ideal 
country. The closer the value of the measure to the ideal, the greater the potential to 
transfer technology; the closer the value of the measure to 1, the less is this potential 
for successful transfer. 
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Table 4.15: Index of technological development of DICs, with n = 11 
Country Pattern (c^^) Measure {d^) Ranking 
USA 1.1152 .1873 1 
Germany 2.8210 .4738 2 
Japan 3.1131 .5228 3 
Italy 3.4101 .5726 4 
Canada 3.6096 .6062 5 
Austria 3.6361 .6106 6 
UK 4.3333 .7277 7 
Sweden 4.6257 .7768 8 
Australia 4.6878 .7873 9 
Denmark 4.7126 .7914 10 
France 5.1935 .8722 11 
(W = 4.75; = 1.11 Co = 5.95 
Newly industrializing countries 
Results of taxpnomic analyses are presented in Appendix E. Matrix 4 in Ap­
pendix E. (see p. 119) represents the distance between cases or a countries. The 
critical model distance of 4.06. The fact that no country exceeds the critical model 
distance, indicating homogeneity. 
Table 4.16 illustrates the distance from each country to the ideal. Korea and 
Singapore share the best value in GNP per capita, which is denoted by Ko­
rea, Portugal, and Singapore share the best value in manufacturing contribution as 
percentage of GDP, which is denoted by %2' Singapore has the best value in indus­
trial labor force, which is denoted by Korea and Singapore share the best value 
in industrial value added per capita, which is denoted by Y. Korea, Portugal and 
Singapore share the best value in educational expenditure, which is denoted by 
Argentina and Korea share the best value in student enrollment in the third level of 
education, which is denoted by Hong Kong and Korea share the best value in 
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Table 4.16: Distance from each country to the ideal, based upon 8 variables of NICs, 
with n — 10 
Country ^1 ^2 ^3 Y  Jf5 ^^6 X j  ^8 
Argentina -1.68 -0.77 -0.42 -1.40 -3.10 0 -1.44 -1.44 
Brazil -1.31 -1.28 -1.38 -1.80 -1.07 -2.08 -2.09 -1.45 
Greece -0.37 -2.44 -1.11 -1.50 -2.03 -1.05 -1.64 -2.50 
Hong Kong -0.59 -1.67 0 -1.00 -1.19 -1.21 0 -0.37 
Korea 0 0 -0.28 0 0 0 0 -0.02 
Mexico -1.09 -2.18 -1.11 -1.85 -1.07 -2.42 -2.46 -2.37 
Portugal -1.147 0 0 -0.95 0 -2.11 -2.05 -0.46 
Singapore 0 0 -1.80 0 0 -1.52 -0.82 0 
Spain -1.55 -1.54 -1.93 -1.21 -1.55 -0.44 -1.64 -1.93 
Yugoslavia -2.07 -2.31 -2.49 -0.99 -0.60 -1.52 -0.41 0 
Critical model distance (c+) = 4.06 
R&D expenditure, which is denoted by X j .  Finally, Singapore and Yugoslavia share 
the best value in the number of personnel in R&D, which is denoted by %g. 
Table 4.17 presents the pattern and measure of technological development. The 
mean for technological development pattern is 3.59, the standard deviation is 1.45, 
and the critical distance from the ideal country is 6.48. No ideal country is found 
because no country is best in terms of all variables. Therefore, the hypothetical ideal 
country is given a value of '0'. As can be seen from the table, Korea is ranked 1, with 
a technological distance or pattern of 0.33, or 5.12 percent from the ideal country. 
Singapore is ranked 2, with a technological distance or pattern of 2.49, or 38.41 
percent from the ideal country. Portugal is ranked 3, with technological distance 
or pattern of 2.63, or 40.62 percent from the ideal country. Hong Kong is ranked 
4, with a technological distance or pattern of 2.67, or 41.25 percent from the ideal 
country. Argentina is ranked 5, with a technological distance or pattern of 4.20, or 
64.73 percent from the ideal country. Spain is ranked 6, with a technological distance 
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Table 4.17: Index of technological development of NICs, with n = 10 
Country Pattern (c,;*) Measure {c ^q) Ranking 
Korea .3319 .0512 1 
Singapore 2.4891 .3841 2 
Portugal 2.6325 .4062 3 
Hong Kong 2.6731 .4125 4 
Argentina 4.1951 .6473 5 
Spain 4.3581 .6725 6 
Yugoslavia 4.4232 .6825 7 
Brazil 4.4738 .6903 8 
Greece 4.8676 .7511 9 
Mexico 5.4096 .8347 10 
Cio = 3.59; sif, = 1.45; (co) = 6.48 
or pattern of 4.36, or 67.25 percent from the ideal country. Yugoslavia is ranked 
7, with a technological distance or pattern of 4.42, or 68.25 percent from the ideal 
country. Brazil is ranked 8, with a technological distance or pattern of 4.47, or 69.03 
percent from the ideal country. Greece is ranked 9, with a technological distance or 
pattern of 4.87, or 75.11 percent from the ideal country. Finally, Mexico is ranked 
10, or last, with a technological distance or pattern of 5.41, or 83.47 percent from the 
ideal country. 
Summary No country in this group can be considered ideal in terms of all 
variables. Only Korea, Singapore, Portugal, and Hong Kong can be considered close 
to the ideal, but Mexico is ranked last. From ranked and comparison analyses, the 
flow of technology can be predicted based on the distance and the level of technology 
to the ideal country. The closer the value of the measure to the ideal, the greater 
the potential to transfer technology; the closer the value of the measure to 1, the less 
that the potential to transfer technology exists. 
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Middle income countries 
Results of the taxonomic analyses are presented in Appendix F, Matrix 4 in 
Appendix F. (see p. 124) represents the distance between cases or a countries. The 
critical model distance is 4.28. Kuwait exceeds the critical distance model with a 
minimum distance of 4.91. Thus, Kuwait is far ahead of other countries in the MIC 
group in terms of technological status or level. The data selected for Kuwait were 
taken before Iraqis occupied the country in 1990. The status of technology in Kuwait 
now, of course, is considered worse. 
Table 4.18 illustrates the distance from each country to the ideal. Kuwait and 
Ireland share the best value in GNP per capita, which is denoted by Xj. Turkey and 
Kuwait share the best value in manufacturing contribution as percentage of GDP, 
which is denoted by %2' Ireland and Kuwait share the best value in industrial labor 
force, which is denoted by Turkey, Kuwait, and Venezuela share the best value 
in industrial value added per capita, which is denoted by Y. Ireland, Jordan and 
Kuwait share the best value in educational expenditure, which is denoted by X5. 
Kuwait and Venezuela share the best value in the student enrollment in the third 
level of education, which is denoted by El-Salvador, Ireland and Kuwait share 
the best value in R&D expenditure, which is denoted by Xj. Finally, Turkey and 
Kuwait share the best value in number of personnel in R&D, which is denoted by 
^8-
Table 4.19 presents the pattern and measure of technological development. The 
mean of pattern of technological development is 3.68, the standard deviation is 1.77, 
and the critical distance from the ideal country is 7.23. Kuwait is considered the 
"ideal" country because it is shown best in all variable indicators. Therefore, Kuwait 
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Table 4.18: Distance from each country to the ideal, based upon 8 variables of MICs, 
with n = 10 
Country ^1 ^2 ^3 Y  Jf5 ^6 X7 -^8 
Chile -0.85 -0.19 -1.59 -1.71 -1.49 -1.34 -2.40 -1.80 
Colombia -0.87 -1.34 -1.76 -1.51 -2.44 -1.73 -3.36 -2.47 
Elsalvador -0.18 -1.73 -1.23 -0.44 -2.32 -1.12 0 -0.43 
Ireland 0 -0.77 0 -1.52 0 -0.84 0 -0.74 
Jordan -0.82 -2.30 -1.41 -1.70 0 —0.82 -1.92 -1.95 
Turkey —0.08 0 -1.41 0 -1.25 -1.78 -1.92 0 
Kuwait 0 0 0 0 0 0 0 0 
Mauritius -0.93 -0.96 -1.76 -1.54 -1.84 -3.54 -2.16 -2.73 
Peru -0.49 -0.96 -1.76 -1.55 -2.50 -0.44 -3.12 -2.16 
Venezuela -0.45 -0.58 -1.06 0 —0.89 0 -1.68 -0.57 
Critical model distance, 04. = 4.28 
is ranked 1, followed by Ireland ranked as 2, with a technological distance or pattern 
of 2.03, or 28.11 percent from Kuwait. Venezuela is ranked 3, with a technological 
distance or pattern of 2.36, or 32.71 percent from Kuwait. Turkey is ranked 4, with a 
technological distance or pattern of 3.23, or 44.63 percent from Kuwait. Elsalvador is 
ranked 5, with a technological distance or pattern of 3.4, or 47 percent from Kuwait. 
Jordan is ranked 6, with a technological distance or pattern of 4.36, or 60.3 percent 
below Kuwait. Chile is ranked 7, with a technological distance or pattern of 4.38, or 
61 percent from Kuwait. Peru is ranked 8, with a technological distance or pattern of 
5.24, or 72.52 percent from Kuwait. Colombia is ranked 9, with technological distance 
or pattern of 5.24, or 80.92 percent from Kuwait. Finally, Mauritius is ranked 10, or 
last, with a technological distance or pattern of 5.94, or 82.22 percent from Kuwait. 
Summary Kuwait can be considered ideal in terms of all variables. It is followed 
by Ireland, Venezuela, Turkey, and Elsalvador. Mauritius is ranked last. Neverthe­
less, Kuwait's minimum distance to other countries (4.91) exceed the critical model 
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Table 4.19: Index of technological development of MICs, with n = 10 
Country Pattern (q^) Measure (cj^) Ranking 
Kuwait 0 0 1 
Ireland 2.0318 .2811 2 
Venezuela 2.3634 .3271 3 
Turkey 3.2258 .4463 4 
Elsalvador 3.3965 .4700 5 
Jordan 4.3593 .6031 6 
Chile 4.3805 .6061 7 
Peru 5.2415 .7252 8 
Colombia 5.8485 .8092 9 
Mauritius 5.9417 .8221 10 
cio = 3.68; si„ = 1.77; (co) = 7.23 
distance (4.28). From ranked and comparison analyses, the flow of technology can be 
predicted based on the distance from and the level of technology in the ideal country. 
The closer the value of the measure to the ideal, the greater the potential to transfer 
technology, and the closer the value of the measure to 1, the less that the potential 
to transfer technology exists. 
Less-developed countries 
Results of the taxonomic analyses are presented in Appendix G. Matrix 4 in 
Appendix G. (see p. 129) represents the distance between case or a country, with a 
critical model distance of 4.43. The fact that no country exceeds the critical model 
distance indicates homogeneity. 
Table 4.20 shows the distance from the ideal for each country. Egypt and the 
Philippines share the best value in GNP per capita, which is denoted by %%. The 
Philippines has the best value in manufacturing contribution as a percentage of GDP, 
which is denoted by %2' The Philippines and Egypt share the best value in industrial 
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Table 4.20: Distance from each country to the ideal, based upon 8 variables of LDCs, 
with n = 10 
Country ^1 ^2 ^3 Y  ^5 ^6 X j  ^8 
Burundi -2.15 -2.13 -1.51 -1.38 -0.69 -0.65 -2.16 -1.95 
Cent. Africa -1.94 -2.32 -1.08 -1.31 -0.69 -0.61 -3.02 -1.23 
Egypt 0 -0.39 0 0 0 0 -0.86 -1.32 
India -1.88 -0.58 -0.32 -0.64 -0.15 0 0 -0.48 
Indonesia -0.40 -1.16 -2.26 -0.53 -2.76 -1.04 -2.59 -2.69 
Madagascar -2.08 -1.74 -1.08 -0.84 0 -0.37 -3.02 —2.80 
Pakistan -1.54 -0.97 -1.94 -2.53 -3.14 -2.83 -2.16 -1.01 
Philippines 0 0 0 0 -0.69 0 -1.29 0 
Rwanda -1.81 -0.77 -1.40 -0.72 0 -0.68 -1.73 -2.82 
Sri Lanka -1.54 -0.97 -2.16 -1.05 -2.45 -1.30 -3.02 0 
Critical model distance, c_|_ = 4.43 
labor force and industrial value added per capita, which are denoted by and Y ,  
respectively. Egypt, Madagascar, and Rwanda share the best value in educational 
expenditure, which is denoted by X^. The Philippines, Egypt, and India share the 
best value in student enrollment in the third level of education, which is denoted by 
Xg. India has the best value in R&D expenditure as a percentage of GNP, which 
is denoted by Xj. Finally, Sri Lanka and the Philippines share the best value in 
number of personnel in R&D, which is denoted by %g. 
Table 4.21 presents the pattern and measure of technological development. The 
mean technological development pattern is 4.08, the standard deviation is 1.60, and 
the critical distance from the ideal country is 7.28. No ideal country is found because 
no country has the best values for all indicators. Therefore, the hypothetical ideal 
country is given a value of '0'. Subsequently, the Philippines is ranked 1, with a 
technological distance or pattern of 1.47, or 20 percent from the ideal country. Egypt 
is ranked 2, with a technological distance or pattern of 1.63, or 22.3 percent from 
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Table 4.21: Index of technological development of LDCs, with n = 10 
Country Pattern (c^-q) Measure (c^g) Ranking 
Philippines 1.4662 .2014 1 
Egypt 1.6253 .2232 2 
India 2.1488 .2951 3 
Rwanda 4.2128 .5785 4 
Burundi 4.7607 .6538 5 
Central Africa 5.0870 .6659 6 
Sri Lanka 5.0870 .6987 7 
Madagascar 5.1273 .7042 8 
Indonesia 5.4333 .7462 9 
Pakistan 6.0857 .8358 10 
ci„ = 4.08; si^ = 1.60; (co) = 7.28 
the ideal country. India is ranked 3, with a technological distance or pattern of 2.15, 
or 29.5 percent from the ideal country. Rwanda is ranked 4, with a technological 
distance or pattern of 4.21, or 57.9 percent from the ideal country. Burundi is ranked 
5, with a technological distance or pattern of 4.76, or 65.38 percent from the ideal 
country. Central Africa is ranked 6, with a technological distance or pattern of 4.85, 
or 66.6 percent from the ideal country. Sri Lanka is ranked 7, with a technological 
distance or pattern of 5.09, or 69.87 percent from the ideal country. Madagascar is 
ranked 8, with a technological distance or pattern of 5.13, or 70.42 percent from the 
ideal country. Indonesia is ranked 9, with a technological distance or pattern of 5.53, 
or 74.62 percent from the ideal country. Finally, Pakistan is ranked 10, or last, with 
a technological distance or pattern of 6.09, or 83.6 percent below the ideal country. 
Summary Again, no country in the group can be considered ideal in terms of all 
variables. Only the Philippines, Egypt, and India can be considered close to the ideal. 
On the other hand, Pakistan is ranked last. From ranked and comparison analyses, 
the flow of technology can be predicted based on the technology gap, between a 
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country and the ideal country. The closer the value of the measure to the ideal, the 
greater the potential to transfer technology, and the closer the value of the measure 
to 1, the less the potential to transfer. 
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS 
This study was designed to investigate mathematical models potentially useful in 
enhancing the probability of successful technology transfer. In the following sections, 
the findings reported in Chapter IV are summarized so that conclusions can be drawn. 
Ultimately, several recommendations for further study are made. 
Conclusions 
The conclusions of this study are presented in two parts: (1) conclusions related 
to Hypotheses 1 and 2, and (2) conclusions related to other aspects of technology 
transfer potential. Each hypothesis is restated and then followed by a conclusion 
based on the findings presented in Chapter IV. A brief discussion of each conclusion 
is included. 
Hypothesis 1 It was hypothesized that the degree of technology in society 
is predictable on the basis of socio-economic condition, manufacturing condition, 
educational condition, and science and technology infrastructure. 
Conclusion for DICs Based on the findings report in Tables 4.2 and 4.4 there 
is sufiicient evidence from simple linear regression analysis to conclude that the degree 
of technology in DICs can be predicted from the GNP per capita, level of R&D 
expenditure, and number of of scientists and engineers engaged in R&D per 100,000 
81 
population. Based on the multiple linear regression results, it was also concluded 
that degree of technology in DICs is predicted by combination of GNP per capita, 
proportion of manufacturing output to GDP, and scientists and engineers engaged in 
R&D. 
These conclusions reflect the reality of the world's industrialized countries, in 
which technological development is characterized by both economic size and degree 
of affluence (as measured by GNP per capita). Thus, as long as the DICs maintain 
economic prosperity, they will probably continue to dominate the world's technol­
ogy, especially R&D-based, or high, technology such as electronics, biotechnology, 
computers, communications, and medical technology. 
Conclusion for NICs Based on the findings reported in Tables 4.5 and 4.7 
there is sufficient evidence from simple linear regression analysis to conclude that 
the degree of technology in NICs is predicted by the GNP per capita, level of R&D 
expenditure, size of industrial labor force, foreign direct investment, and number of 
of scientists and engineers engaged in R&D. The results of multiple linear regres­
sion analysis also supports the conclusion that the degree of technology in DICs is 
predicted by a combination of GNP per capita, total educational expenditure, and 
proportion of scientist and engineers engaged in R&D per 100,000 population. 
These conclusions reflect the reality of the world's newly industrializing coun­
tries, in which technological development is characterized by foreign direct investment 
and improvement in quality of education, especially engineering schools and training 
programs, which are reflected in the number of scientists and engineers engaged in 
R&D per 100,000 population. 
Conclusion for MICs Based on the findings reported in Tables 4.8 and 4.10 
82 
there is sufficient evidence from simple linear regression analysis to conclude that the 
degree of technology in MICs is predicted by GNP per capita and by foreign direct 
investment. The result of multiple linear regression analysis also supports the con­
clusion that the degree of technology in MICs is predicted by a combination of GNP 
per capita, foreign direct investment, and level of R&D expenditure as percentage of 
the GNP. 
These conclusions reflect the fact that in middle income countries, increased 
technological development is characterized by foreign direct investment as well to in­
ternational aid, especially aid from the members of the OECD. This aid has improved 
government commitment to R&D investment and expenditure. 
Conclusion for LDCs Based on the findings reported in Tables 4.11 and 4.13 
there is sufficient evidence from the results of both simple and multiple linear regres­
sions to conclude that the degree of technology in LDCs is predicted by GNP per 
capita, manufacturing contribution to GDP, industrial labor force, and enrollment of ; 
students in the third level of education. 
These conclusions are defensible inasmuch as technological development is still 
in the earliest stage in less developed countries. The combination effects of GNP per 
capita, labor force, and education suggest that LDCs need to improve the income 
of society before they will be able attract foreign direct investment. If they cannot 
improve their income, the LDCs will continue to lag behind other countries in terms 
of technological development. 
Hypothesis 2 It was hypothesized that the flow of technology from donor to 
recipient country is predictable on the basis of the degree to which the recipient lags 
behind the donor in terms of technological level development. 
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Conclusion for PICs According to the findings reported in Tables 4.14 and 
4.15 there is sufficient evidence to conclude that ranking, classification, and compari­
son analyses done by the taxonomic method illustrate the possibility of technological 
flow from a country with high technological status (potential donor) to one with 
low status (potential recipient). The closer the value of measure to the ideal, the 
greater the potential to transfer the technology, and the closer to value of measure 
to 1, the smaller that potential to transfer prevails. Relative to other LDCs, the US, 
Germany, and Japan are considered countries with great potential to transfer tech­
nology, whereas Denmark and France are considered countries with little potential. 
Nonetheless, Denmark and France may have great potential to transfer technology 
to NICs, MICs, or LDCs. 
Conclusion for NIC s According to the findings reported in Tables 4.16 and 
4.17 there is sufficient evidence to conclude that ranking, classification, and compari­
son analyses done by the taxonomic method illustrate the possibility of technological 
flow from a country with a high technology status (potential donor) to one with a low 
status (potential recipient). The closer the value of measure to the ideal, the greater 
the potential to transfer technology, and the closer the value of measure to 1, the 
less that potential for technology transfer. In this case, Korea, Singapore, Portugal, 
and Hong Kong are considered to have great technology transfer potential to other 
NICs, whereas Greece and Mexico are considered to have little technology transfer 
potential. But Greece and Mexico might become successful donors to MICs or LDCs. 
Conclusion for MICs According to the findings reported in Tables 4.18 and 
4.19 there is sufficient evidence to conclude that ranking, classification, and compari­
son analyses done by the taxonomic method illustrate the possibility of technological 
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flow from a country with a high technology status (potential donor) to one with low 
technology status (potential recipient). The closer the value of the measure to the 
ideal, the greater the potential to transfer technology, and the closer the value of the 
measure to 1, the less the potential. Kuwait is an exception, however,because of oil 
production. Ireland and Venezuela are considered as countries with great potential to 
transfer technology to other MICs, whereas Colombia and Mauritius are considered 
countries with little transfer potential. 
Conclusion for LDCs According to the findings reported in Tables 4.20 and 
4.21 there is sufficient evidence to conclude that ranking, classification, and compari­
son analyses done by the taxonomic method illustrate the possibility of technological 
flow from a country with high technology status (potential donor) to one with low 
status (potential recipient). As before, the closer the value of the measure to the 
ideal, the greater the potential to transfer technology, and the closer the value of 
measure to 1, the less is this potential. The Philippines, Egypt, and India are con­
sidered countries with great technology transfer potential to other LDCs, whereas 
Indonesia and Pakistan have minimal potential for technology transfer. 
Recommendations 
Based on the results of this study, recommendations must be made cautiously, 
bearing in mind the limitations of the data selection process and of the outcomes 
of regression analyses and taxonomic method that were employed. Although the 
model contributed to the development of a mathematical approach to technology 
transfer, results may be limited because of politics, religion, culture, and/ or other 
social indicators excluded from this study. Such variables are often instrumental in 
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determining or influencing technology transfer. 
This mathematical model may be applicable not only in the measure of technol­
ogy potential, but also in the measure of other factors in other field of study such 
as education, public health, regional economic development, etc. For example, if one 
wants to determine the trend of education in one certain field or to compare the qual­
ity of education in that field to the quality of education in another field, a regression 
analysis incorporating a taxonomic analysis is an excellent instrument. On the other 
hand, model development was necessarily limited to a certain period of time and to 
comparison and ranking within individual groups. Further study is thus needed to 
carry out such an analysis over time by applying a time series method so that changes 
in terms of technological development can be observed. A more inclusive model in­
corporating other social indicators mentioned earlier should be considered in future 
research efforts to validate that such variables indeed add to the predictability of suc­
cessful technology transfer. Additionally, the intragroup comparison of technology 
transfer is a promising topic for further study. 
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APPENDIX A. TAXONOMIC METHOD 
In this appendix, application of the taxonomic method will be described in detail. 
Although relatively simple, the process is lengthy. Numerical values will be given for 
a group of countries on a number of variables. 
To start, denote a set Z of N points representing countries 1,2,3, . . . ,N, for a 
group of variables 1,2,3, . . .,m, 
where 
which can be represented by the matrix 
^11 ^12 
^21 ^22 
^1 
^2 
^N1 ^N2 ^NM 
Thus, every country is represented by a point or a vector in an m-dimensional 
space. To eliminate the influence of various units of measurement, certain variables 
are standardized according to the following formula: 
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were j = 1,2, . . .,m. 
N 
/ = 
1=1 
^i = 
N 
î=i 
(A.1) 
where X^j = indicator value for country i for the variable j, 
m = number of different indicators (variables), and 
N = number of countries. 
The standardized data result in a new matrix, whereby each country is repre­
sented by a standardized point or vector in an m-dimensional space. 
The standardized matrix is 
£>11 Di2  
D21 D22  
where 
Dn = i'12 = 
^2 
Dl  
D2 
^N\  ^N2  ^NM 
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The next step is to obtain the difference or 'distance' from each point to every 
other point (1,2,3, . . .,N) for each of the m variables, a process resulting in another 
interim matrix: 
^11 - ^ 21 
£>11 - £>31 
Di2  -  D22 
DI2  -  D^2 
^ Im ^2m 
^Im ~ ^3m 
. ^ (jV-1) - ^(iV-l)2 ~ ^N2 - •^(Ar-l)m ~ ^Nm . 
Finally, the distance between points Pa and for any set or subset of m variables 
is derived from the formula 
Ca6= Y. (D^k) -Dhk) '  
.fc=l 
in which these relationships are evident: 
m 
(A.2) 
cao = 0; and + cj;,. 
The above formula results in a symmetric matrix, termed the distance matrix: 
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0 ci2 
^2N C21 0 
c = 
<=iV2 0 
Within a given set of countries, this distance of each country to every other is a 
synthetic or composite distance. In other words, it is a mathematical expression of 
several distances on each of several dimensions with which countries can be compared. 
Once matrix C is given, the minimum distance, ca, from a country to all other 
countries in row can be found. This is the index of resemblance-that is, the closest 
point within a given frame of reference. Because the minimum distance between point 
Pa and all other points in the row is the number Ca, Pfy can be called the 'model' of 
Pa, and Pa the 'shadow' of Pj. Ambiguity may arise when there is more than one 
equal distance corresponding to the given point Pa. But the chance of such an event 
occurring is nearly zero, so the assumptions is that there is one and only one closest 
point (Harboson, Maruchnic, and Resnick, 1979). 
In technological planning, choice of goals is a prime factor. Pattern and measures 
of technological development can be developed from this taxonomic method. The 
purpose is to find a country or countries on higher technological level upon which to 
'model' oneself. For each variable in each set of N countries, there exists an 'ideal' 
value, which is simply the best value by a given country within the group. It may 
happen that a certain country has the 'best' value for all variables included in the 
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index, but this is unlikely, and a variety of countries may be used to simulate the ideal. 
Hence, you find the standardized value (from standardized Matrix) that is highest 
for variables with a stimulating effect on technological development and the highest 
negative value for those variables with depressing effect. The pattern of technological 
development (c^Q) is simply the distance of each country in the matrix to the ideal 
country (0). This pattern is expressed as 
~ distance between country i and ideal country for variable k. 
Measure of development, denoted by d^, is a method of simulating the percentage 
of technological development and the 'critical distance' from the 'ideal' country. The 
following formulae are applied: 
m 
1 
2 
(A.3) 
where 
(A.4) 
where 
Co = So + 
and 
and 
100 
^ io  =  
N 
jy Ho)  
i=l 
The measure of technological development (dj) is constructed so asto be non-
negative. It can exceed 1, but because the probability of such an event is small, in 
the majority of cases, 
0 < d < 1 
Additionally, the closer the value of measure to 0, the greater the potential to 
transfer technology; and the closer the value of measure to 1, the less this potential. 
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APPENDIX B. COMPUTER PROGRAM 
DATA SETl; 
INPUT COUNTRY $ X1-X8; 
LABEL XI = GNP/CAPITA 
X2 = MANUFACTURING CONTRIBUTION AS % OF GDP 
X3 = INDUSTRIAL LABOR FORCES/TOTAL ECON. OF ACTIVE POPULATION 
X4 = INDUSTRIAL VALUE ADDED PER CAPITA 
X5 = TOTAL EDUCATIONAL EXPENDITURE AS % OF GNP 
X6 = STUDENT ENROLLMENT IN THE THIRD LEVEL/100,000 POPULATION 
X7 = TOTAL R AND D EXPENDITURE AS % OF GNP 
X8 = SCIENTISTS AND ENG. ANGAGED IN R AND D/100,000 POPULATION; 
* Change sign on variables if necessary so that; 
* larger values correspond to better situations; 
CARDS; 
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PROC PRINT DATA=SET1; 
* Hake a file containing only values; 
* of the measured traits; 
DATA SET2; SET SET!; 
KEEP XI-X7; 
* Meike a file containing labels for the cases ; 
DATA SET3; SET SETl; 
KEEP COUNTRY; 
* Use IHL to compute distances and patterns; 
* and measures of development for the; 
* VORCLAW Taxonomy method ; 
PROC IML; 
START TOX; 
* Enter the data ; 
USE SETl; 
READ ALL VAR _NUM_ INTO X; 
* Put the case labels into the L matrix; 
READ ALL VAR _CHAR_ INTO L; 
* Print the data; 
PRINT,,,,,,"Matrix 1 : The Original Data ",,L X; 
* N is the number of cases; 
N = NROW(X); 
* P is the number of veuriables for each case; 
P = NCOL(X); 
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* Standardize the traits; 
MEAN = X[+, ]/N; 
Z = X-REPEAT(MEAN.N.l); 
SS = Z[##, ]; 
S = SqRT(SS/(N-l)); 
Z = Z*DIAG(1/S); 
* Print the standardized data 
PRINT,,,,."Matrix 2: Standardized data ,L Z; 
* Compute Distances; 
C = J(N.N); 
DO II = 1 TO N; 
DO 12 = II TO N; 
C[I1,I2] = SqRT(SSq(Z[Ii. ]-Z[I2. ])); 
CCI2.I1] = CCI1.I2]; 
END; 
END; 
* Print the distances; 
PRINT"Matrix 4: Distances between Cases ",,L 
* Compute minimum distances; 
CMAX = MAX(C) +1; 
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DMAX = CMAX*I(N); 
CT = C + DMAX; 
CMIN = CT[ ,><]; 
CMINI = CTC ,>:<]; 
CMEAN = SUM(CMIN)/N; 
CSTD = SqRT((SSQ(CMIN)-M*CMEAN»CMEAN)/N); 
CPLUS = CMEAN + 2*CSTD; 
PRINT,,,,,"Minimum distances",,L CMIN; 
PRINT,,."Critical model disteuice",,CPLUS; 
* If the distance between two countries exceeds ; 
* the critical minimum distance CPLUS then neither; 
* country can serve as an ideal for the other. 
* This is incorporated into the Wroclaw scheme ; 
* by creating a matrix containing 0 if the ; 
* disteuice between th two countries is less ; 
* than CPLUS, otherwise it contains a one ; 
* This matrix is called D and it is used to ; 
* establish a separate ideal for each country ; 
D = J(N,N,0); 
DO II = 1 TO N; 
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DO 12 = 1 TO N; 
IF( C[I1,I2] > CPLUS) THEN D[I1,I2] = 1; 
END; 
END; 
* Compute disteuices to the ideal ; 
* Different countries may have different ideals; 
ZMAX=Z; 
DO II = 1 TO N; 
Z2 = Z-(1000)*(D[ ,II]*J(1,P)); 
ZMAXCII, ] = Z2C<>. ]; 
END; 
DIDEAL = Z - ZMAX; 
PRINT,,,,,,"Matrix 5: Disteuice from each country to ideal",,L DIDEAL; 
* Confute development pattern and measure ; 
CO = SQRT(DIDEAL[ ,##]); 
COMEAN = SUN(CO)/N; 
COSTD = SQRTC(SSQ(CO)-N*COMEAN*COMEAN)/N); 
CCO = COMEAN + 2*C0STD; 
D = CO/CCO; 
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SDRT.CO = CO ; 
RANK.CO = RANK (CO) ; 
SORT.L = L ; 
SORT.CO [RANK.CO] = CO ; 
SORT.L [RANK.CO] = L ; 
SORT.D = D ; 
RANK.D = RANK (D) ; 
S0RT_L2 = L ; 
SORT.D [RANK.D] = D ; 
S0RT_L2 [RANK.D] = L ; 
PRINT,,,,,."Pattern of development",,L CO SORT.L SORT.CO 
(RANK (SORT.CO)); 
PRINT,,,,,,"Measure of Development",,L D S0RT.L2 SORT.D 
(RANK (SORT.D)); 
PRINT,,,,,,"Mean of the pattern development " COHEAN; 
PRINT,,,,,,"Stemdard deviation of the pattern development " COSTD; 
PRINT,,,,,,"Critical distance from the ideal country " CCO; 
FINISH; 
RUN TOX; 
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APPENDIX C. ALL-POSSIBLE REGRESSION ANALYSES 
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N « 10 Ragrcssion Models for Oepenoent Variable: Y All-possible Regression Analysis, for NICs 
Parameter 
R-square Adjusted C(p) MSE Estimates 
In R-square Intercept XI X2 X3 X4 X5 X6 X7 X8 
1 0.8072185 0 .7831208 1117 36326 1 215.8 0.1819 
1 0.7613060 0 7314693 1384 J4977 .4 610.2 2 .9183 
1 0.5197222 O .4596875 2791 90499 .4 -568.3 40 .7587 . 
1 0.5098069 0 .4485328 2849 92367 .7 440.8 0.0625 
1 0.1175203 0 .0072104 5133 166286 .8 357.3 18 .0128 
2 0.8719118 O 8353152 741 .9291 27583 .8 167.1 0.1470 0.0269 
2 0.8266258 0 7770903 1006 37336 1 -66.2532 0.1550 10 .8844 
2 0.8222646 0 7714830 1031 38275 3 64.2053 0.1755 6 .6554 
2 0.8213571 0 7703163 1036 38470 .7 -9.1977 0.1868 59.2109 
2 0.8151323 0 7623130 1073 39811 3 314.3 0.1338 0 .8478 
3 0.9034962 O 8552443 559 .9954 24245 8 -184.8 0.1493 90.6154 0.0310 
3 0.8990081 0 8485122 586 .1320 25373 4 -43.9360 0.1348 9 .0434 0.0296 
3 0 8834423 O 8251634 676 .7808 29284 2 -10.5036 0.2116 -1 .3703 0.0370 
3 0.8752723 0 8I2908S 724 .3589 31336 8 96.8331 0.1470 0.0309 0.0291 
3 0.8734173 O 8101259 735 .1618 31802 9 84.3357 0.1412 3 3212 
• 
0.0250 
4 0.9242965 0 8637337 440 .8637 22823 8 -483.7 0.2380 -1 .8754 105.0 0.0455 
4 0.9165214 0 8497385 486 .1425 25168 0 -263.5 0.1398 6 6115 71.1507 0.0321 
4 0.9145907 O 8462632 497 .3863 25750 1 -267.9 0.2093 9 7469 -1.6014 0.0416 
4 0.9129238 O 8432628 S07 0936 26252 6 -346.0 0.1494 101.2 0 0529 0.0353 
4 0.9088605 0.8359490 530 7560 27477 6 -371.3 0.1382 6 3813 97.7067 0.0278 
5 0.9629105 0 9165487 217 9927 13977 6 -1001.6 0.1578 236.6 0 2009 -357 1 0.0610 
5 0.9471943 0 8811872 309 5171 19900.5 -855.1 0.2698 -2 5415 127.5 0 0871 0.0577 
5 0.9388439 0 8623987 358 1464 23047 5 -578.0 0.2313 6 9939 -1 9448 84.9576 0.0472 
5 0.9387811 0 8622575 358 5117 2307I 1 -879.8 0.2415 10 9590 -2 3508 120.8 0.0437 
5 0.9385877 o 8618223 359 6381 23144 0 -602.2 0.2768 11 3229 
• 
-3 1324 171 .6 0.0492 
6 0 9879021 0 9637063 74 4528 6079 0 -1600.1 0.1346 14 5182 284.8 0 2430 -437 0 0.0602 
6 0.9715377 0 9146132 169 7517 14301 8 -1463.7 0.2816 14 5384 -3 3212 153.5 0 1066 0.0580 
6 0.9678639 0. 9035917 191 1465 16147. 9 -1094.2 0.2116 -1 1751 219.2 0 1844 -279 3 0.0658 
6 0.9629654 o. 8888961 219 6733 18609. 3 -995.5 0.1569 0 4887 232.7 0 1982 -350 7 0.0606 
6 0.9620800 O 8862399 224 8295 19054. 2 -953.2 0.2632 7 0751 -2 6165 107.3 0 0877 0.0595 
7 0 9994172 o 9973774 9 3940 439. 3 -1835.1 0.2151 16 7128 -1 8356 265.0 0 2236 -327 5 0.067S 
7 0.9916174 o 9622784 54 8164 6318. 2 -1755.8 0.1383 -4 3895 16 9627 327.9 0 2743 -508 4 0.0635 
7 O.9804793 o. 9121571 119 6797 14713. 2 -1471.1 0.2751 5 5815 12 8653 -3 2907 134.6 0 1048 0.0594 
7 0.9696880 0. 8635958 182 5239 22846. 9 -1082.4 0.2221 3 1384 -1 9243 189.1 0 1622 -214 7 0.0647 
7 0.9548365 0. 7967641 269 0124 34040. 9 -991.8 0.2692 7 9011 9 2461 -3 1619 70.2205 106 8 0.0480 
8 0.9998283 0.9984546 9.0000 258.9 -1872.4 0.2099 -1.5889 17.4196 -1.6868 282.2 0.2365 -362.3 0.0681 
N • 10 Rcgrassion Models for Dependant Variable; v All-possible Regressicm Analysis, for MICs 
Parameter 
R-square Adjusted C(p) MSE Estimates 
In R-square Intercept XI X2 X3 X4 X5 X6 X7 X8 
1 O 7677930 O.7387671 -3 6183 19803 .49 122 .2 0.0574 
1 O 4643792 O.3974266 -0 5063 45679 .76 357 .3 -8 1866 
1 0 2543302 0.1611215 1 6481 63593 .53 789 .6 -26 .6457 
1 0 2497571 O.1559767 1 6950 63983 .54 -299 .3 24 .2361 
1 0 0648696 -.0520217 3 5913 79751 44 227 2 0.0159 
2 0 8166476 0.76426I2 -2 1194 17870 84 176 1 0.0473 -3 .2332 
2 O 8110095 0.7570122 -2 0616 18420 37 203 9 0.0606 -141 1 
2 O 7816647 0.7192831 -1 7606 21280 52 200 7 0.0591 -19 .7344 
2 O 7807091 0.7180545 -1 7508 21373 66 284 4 0.0640 -7 .3972 
2 0 7760715 0.7120920 -1 7032 21825 67 65.8075 0.0571 
• 
0.0363 
• 
3 0 8640373 0.7960559 -0 6055 15460 55 264 1 0.0503 -3 .3717 -147 .9 
3 0 8395874 0.7593812 -O 3547 18240.78 196 1 0.05S9 -209 .2 0.0127 
3 0 8375015 0.7562522 -0 3333 18477 98 -391 2 42 .6951 -7 5768 -73 .2091 
3 O 8321224 0.7481836 -0 2781 19089 65 -2.4547 0.0535 8 7764 -3 5199 
3 0.8319110 0.7478664 -0 2760 19113 69 103 1 0.0462 -3 4919 0.0497 
• 
4 0 8809995 0.7857991 1 2206 16238 10 -510 4 45 .7277 -7 4557 -97 6852 0.0934 
4 O 8710794 0.7679430 1 3223 17591 73 207 0 0.0493 -3 5403 0.0344 -136 9 
4 O 8697292 0.7655126 1 3361 17775 97 145 3 0.0539 5 4755 -3 5390 -135 6 • 
4 0 86701I2 0.7606202 1 3640 18146 85 163 4 0.0430 5 1722 -4 2135 -145 6 
4 0 8661447 0.7590605 1 3729 18265 09 253 2 0.0512 -2 9049 -169 .5 0.00420 
5 O 8857239 0.7428788 3 1721 19491 79 -470 1 45 0295 -7 6751 -91 5850 0.0837 -49.4161 
S 0 8851600 0.7416099 3 1779 19587 98 -504 7 43 4182 -6 5138 -42 5385 -214 0 0.0215 
5 0 8838870 O.7387458 3 1909 19805 11 -151 4 0.0271 18 9579 -4 4751 -230 9 0.0178 
S 0 8823013 0.7351780 3 2072 20075 57 -423 6 0.00779 39 5519 -6 7065 -87 8028 0.0899 
5 0 8819578 0.7344050 3 2107 20134 17 -567 5 2 1425 46 3741 -7 7108 -96 6697 0.0929 
6 O 9013977 0.7041931 5 0113 22424 47 -561 2 45 3487 -6 6678 -67 3174 0.0633 -153 3 0.016I 
6 O 8915754 0.6747262 5 1121 24658 29 -239 1 0.0186 29 8611 -6 0113 -64 4231 0.0696 -78.0688 
6 0 8889242 0.6667725 5 1393 25261 24 -298 6 0.0157 30 8077 5 3331 -27 5577 -209 8 0.0176 
6 O 8875290 0.6625869 5 1536 25578 54 -415 5 -3 6471 42 3402 -5 9948 -41 2664 -234 0 O 0234 
6 0 8869649 0.6608946 5 1594 25706 83 -147 9 0.0291 16 9239 -4 3856 0.0235 -218 5 0.0167 
7 0 9022968 0.5603357 7 0021 33329 98 -453 6 0.00793 38 8575 -6 0616 58 2174 0.0594 -155 0 0.0145 
7 O 9022539 0.5601423 7 0026 33344 64 -504 9 -2 2194 44 6232 -6 3464 -65 6499 0.0610 -167 7 O 0175 
7 0 8937640 0.5219380 7. 0896 36240 82 -284 9 0.0233 3 6202 27 2585 -5 9800 -57 0226 0.0671 -75.8079 
7 0 8891397 0.5011285 7 1371 37818. 34 -302 1 0.0129 -1 3780 32 6771 -5 3501 -29 7817 -218 1 0.019Ô 
7 0 8875475 0.4939639 7 1534 38361 48 -160 7 0.0322 2 1577 15 3068 -4 4590 0.0257 -201 7 0.0144 
8 0 9025027 0.1225245 9 0000 66519 48 -456 9 0.00516 -1 3470 40 6820 -6 0781 -60 3804 0.0594 -163 1 0.0159 
All-possible Regression Anslysis, for LDCs 
Parai •a tar 
R-squar* âdjustad C(p) MSE Eattaatas 
In •-•quara Intarcapt - XI X2 X3 X4 X5 X6 X7 X8 
1 0.9t96104 0.90996I7 136 .9613 12* .477 30.6702 0.0331 
• O 7228767 0 6882363 4#6 #33# 446 .340 33 6334 0.2196 
1 O.7062354 O 6695149 516 417* 473 143 36 .3145 6 . 1563 
1 0.3602080 0.3803339 1133 1030 .463 27 .7591 2.4486 
1 O. 1359623 0.0279976 1531 13*1 .636 7# .3334 -60 1628 
2 0.9617703 0.9508475 63 *#60 70 .370 7 7178 0.0778 0.0252 
2 0.9438033 0.9377470 95 937# t03 443 « 5478 t .7980 O 0265 
2 O 9254100 O 9040*85 12# 6476 137 3*9 34 .8050 0.0339 -0.00726 
2 0.9247587 O.*033611 129 #05* 138 497 27 7003 0.3545 0 0314 
2 O.9221486 O ****054 134 4474 143 303 30.0II0 0 4432 0.0326 
3 O.9764819 O.*64723* 3* *336 50 505 -7 3835 O 06*6 1 .4243 O 0209 
3 0.*702455 O.*553683 50 *141 63 89# 1 4487 O 1042 - 1 0152 0.0236 
3 0.9701970 O.*553*55 51 0003 64 003 3 4213 O. 1100 -O 6171 0.0249 
3 0.9663*12 O.*4*436* 57 *463 72 3#9 11 3771 0.0885 -2 1248 0.0239 
3 0.964658* O.*46*884 60 #4#0 75 #95 11 3235 0.0756 0 0260 -O.00516 
4 O.*8*5579 0 *813043 1# 56*# 36 #09 -15 3000 0.108* 1 .6586 -O 7803 0.0198 
4 O.**40713 O *713383 2# 336* 41 04# -4 1671 0.0643 1 .6807 0.0213 -0.00864 
4 0 *8315*3 0 *678867 .31 7373 45 *75 -11 2001 0.0*23 , 1 .3953 -0 8397 O 0199 
4 0 97*3*74 O *637353 / * #167 53 351 -4 7680 O 0601 1 .8087 0.0196 -11 3348 
4 0.97*03*7 0.*633715 37 374# 54.014 -3 7016 0.0783 1 33*4 -1 6145 0.0301 
5 0 **38778 O #83*750 14 ##5# 33 *43 3# 8#0S 0.1173 1 *4** -1.24*0 3 8619 0.0304 
5 O.**07373 O #7#15#7 1# 4736 3* #3# -13 4537 0.0**6 1 73*3 -0.6443 0.0303 -0.00394 
S 0.#a04330 0.#7#44#4 1# 0331 30.853 -13 3743 0.1013 1 .8634 -0.7366 0.0191 -6 4266 
5 O *###331 O. •77336» 1# #303 33 460 -IS 3713 O. 107# 1 7563 -0 *358 0 3315 0.0199 
5 O.*#90537 0.#7S36#5 21 4##3 35 364 -7 #94# 0.0#57 1 5575 -O 7878 0.0304 -0.00824 
6 0.9*5*630 O ##75860 11 35#* 17 773 -43 *370 0 1353 1 8638 -1.1186 -1 7588 7 1049 0.0305 
6 0.**430*9 O *#3*3*6 14 11*1 34 43* -25 1353 0.10#1 2 2433 -1.3357 3 1280 0.0196 -a 356Ô 
6 0 **3*36* 0 .*7##10# 16 5606 30 336 2# *0*0 0.1341 1 9623 -1.3513 3 2285 0.0204 0.00122 
6 0.8#171#7 0.*751560 1# 7373 35 56# -10.3554 0.0910 1 9618 -0.5908 0 01*5 -6 8596 -O 00413 
6 O **10062 0.97301*5 19 **43 38 63# -33 3*35 0.1001 1 5465 -2 1045 4 0213 0.0207 -0.00759 
7 0 ***3435 O.**70411 7 16*3 4 336 -46 646* 0.1270 2 3156 -1.0479 -2 4174 9 1327 O 01*3 -13 7875 
7 0 9959043 0.9*156*5 13 3*36 26 386 -44 #547 0.1386 1 8744 -1.2055 -1 7542 7 4041 0.0205 0.00103 
7 0 9947657 0.9764456 15 30*5 33 732 -28 6732 0.0941 2 0299 -2 7791 6 3663 0.0194 14 3459 -0.00685 
7 0.99440*7 0.974S3#9 15 9434 36 022 -28 1167 O.1130 2 2638 -1.3679 3 6066 0.0196 -8 4856 0.00158 
7 O 9917437 O 9628466 20 6827 53 191 -9 8867 0.0902 1 9426 -0.5243 -0 1083 0.0195 -6 9817 0 00456 
8 0.99943T7 O.994939I 9.0000 7.245 -49.5761 0.1319 2.3357 -1.1777 -2.4166 9.6005 0 0192 -13.0128 O.00155 
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APPENDIX D. RESULTS OF TAXONOMIC ANALYSES FOR DICs 
Matrix 1 ; The Original Data 
L X 
AUSTRALl 10830 17 32 1945 5 9 2348 1 . 4 2 1 ISO 
AUSTRIA 9120 28 41 2408 5 8 2309 1 .3 10130 
CANADA 13680 16 29 2317 7 5100 1 .5 21930 
DENMARK 11200 17 32 1907 6 3 2271 1 . 3 16730 
FRANCE 9540 25 35 2246 5 8 2318 2 3 18980 
GERMANY 10940 31 44 3306 4 . 1 2540 2 7 23540 
ITALY 6520 27 42 1646 4 2074 1 2 1 1860 
JAPAN 1 1300 30 34 3271 5 . 1 1944 3 48530 
SWEDEN 11890 21 33 2486 7 .8 2200 2 8 25390 
U.K. 8460 22 38 1796 4 9 1824 2 . 3 21500 
U.S.A. 16690 20 31 3357 6 .6 5118 2 8 32650 
Matrix 2 :  Standardized data 
L Z 
AUSTRALl -0.03508 -1.125423 -O.713778 -0.769143 0.1240564 -O. 321686 -O.912328 -O.168289 
AUSTRIA -0.669552 0.9070571 1.0981205 -0.028643 0.0387676 -0. .354404 -1.051712 -1.22053 
CANADA 1.0223742 -1.310194 -1 .317745 -0.174184 1.0622326 1.9870111 -O.772945 -O.09687 
DENMARK 0.1022037 -1.125423 -0.713778 -0.829919 0.4652113 -0. 386283 -1.051712 -0.592042 
FRANCE -O.513717 O.3527444 -O.109812 -0.287738 0.0387676 -o. 346854 O.3421232 -O.377785 
GERMANY 0.0057342 1.4613698 1.7020867 1.4075757 -1 .41 1141 -o. .160614 0.8996572 0.0564427 
ITALY -1.634247 0.7222862 1.2994426 -1.24735 -1 .49643 -O. 551549 -1 .191095 - 1.05579 
JAPAN 0.1393073 1.2765989 -0.311134 1.3515984 -0.558254 -0. 660608 1 .3178078 2.4361258 
SWEDEN 0.3582189 -O.386339 -O.512456 0.0961066 1.7445425 -0. 445846 1.0390407 0.2326097 
U.K. -0.914436 -0.201568 O.4941542 -1.007447 -O.728831 -0. 761278 O.3421232 -0.137817 
U.S.A. 2.1391941 -0.57111 -0.9151 1.4891427 0.7210776 2.0021116 1.0390407 0.9239462 
Matrix 4: Distances between Cases 
AUSTRALI 
AUSTRIA 
CANADA 
DENMARK 
FRANCE 
GERMANY 
ITALY 
JAPAN 
SWEDEN 
U.K. 
U.S.A. 
C 
O 
3.0821796 
2.847084 
6.5848883 
2.1531472 
4.7941884 
3.7144698 
4.7745876 
2.846062 
2.3744263 
4.5751947 
3.0821796 
O 
4.6375026 
3.0380041 
2.1238717 
3.2816253 
2.2209947 
4.9109909 
3.8392186 
2.S459083 
5.6053104 
2.847084 
4.6375026 
O 
2.8262133 
3.7965287 
5.821292 
5.7684819 
5.5888961 
3.4339983 
4.5786075 
3.0272566 
O.5848883 
3.0380041 
2.8262133 
O 
2.322749 
5.0342414 
3.842712 
5.1574592 
2.8638044 
2.6632944 
4.723826 
2.1531472 
2.1238717 
3.7965287 
2.322749 
0 
3.2081559 
3.0835343 
3.6514154 
2.3224382 
1.4727982 
4.4565258 
4.794 1884 
3.2816253 
5.821292 
5.0342414 
3.2081559 
0 
4.0267788 
3.3050456 
4.5002871 
3.4754045 
5.0531849 
3.7144698 
2.2209947 
5.7684819 
3.842712 
3.0835343 
4.0267788 
O 
5.6728642 
5.2378793 
2.4298777 
6.9739308 
4.7745876 
4.9109909 
5.5888961 
5.1574592 
3.6514154 
3.3050456 
5.6728642 
O 
3.8356568 
4. 138274 
4.3460825 
2.8-16062 
3.839218G 
3.4339983 
2.8638044 
2.3224382 
4.5002871 
5.2378793 
3.8356568 
O 
3.2748849 
3.5814253 
2.374I2G3 
2,5459083 
4.5786075 
2.6632944 
1.4727982 
3,4754015 
2.4298777 
4.138274 
3.2748849 
O 
5.388114 
4 . 57;, 19-17 
b.G053 104 
3.0272566 
4.72382G 
4.4565258 
5.053 1849 
G.9739308 
4.3460825 
3.5814253 
5.388114 
O 
Minimum distances 
L CMIN 
AUSTRALI 0 .5848883 
AUSTRIA 2 . 1238717 
CANADA 2 8262133 
DENMARK 0 5848883 
FRANCE 1 .4727982 
GERMANY 3 , 2081559 
ITALY 2 .2209947 
JAPAN 3 .3050456 
SWEDEN 2 .3224382 
U.K. 1 .4727982 
U.S.A. 3 ,0272566 
Critical model distance 
CPLUS 
3.964075 
Matrix S: Distance from each country to ideal 
L DIDEAL 
AUSTRAL1 -1 .0574S4 -a .03248 -2 013221 -O.86525 -1 .620486 -2 .308697 -1 . 951369 -o .400899 
AUSTRIA -1 .027771 -O. 554313 -O .603966 -1 .436219 -1 .705775 -O.19379 -2 .090753 1 .45314 
CANADA 1.11682 -1. 662938 -1 .207933 -1 .663327 -0.68231 •0.0151 -1 .811986 -1 .020816 
DENMARK -o .920171 -2 1.03248 -2 .013221 -O .926025 -1 .279331 -2 .373294 -2 .090753 -o .824652 
FRANCE -1 .536091 -1 . 108625 -1 .811899 -1 .695314 -1 .705775 -2. .333865 -0. .975685 -2 .813911 
GERMANY -0 .133573 0 O 0 -1 .449909 0 -O. 418151 -2 .379683 
ITALY -1 .736451 -O. 184771 O -1 218707 -1 .961641 -O. . 229863 -1 .533219 -0 .917973 
JAPAN -0 .218912 -o. 184771 -2 .013221 -0 .055977 -2 .302796 -O. .499994 O 0 
SWEDEN -1 .780975 -1. 662938 -1 .610577 -1, .393036 0 -2. ,447957 -0 278767 -2 .203516 
U.K. -1 .272655 -1. 662938 -1 .207933 -2 .415022 -2 .473374 -O .600664 -O. .696918 -0 .370427 
U.S.A. O -0. 184771 -0 .402644 O -1 .023465 O O O 
Pattern of development 
L CO SORT L SORT CO //TEM1001 
AUSTRALI 4  .6878054 U.S.A. 1 . 1 152323 1 
AUSTRIA 3 .6360913 GERMANY 2 .8209606 2 
CANADA 3 .6096454 JAPAN 3 1130561 3 
DENMARK 4 ,7126191 ITALY 3 .4101253 4 
FRANCE 5 . 1934903 CANADA 3 6096454 5 
GERMANY 2 . 8209606 AUSTRIA 3. 6360913 6 
ITALY 3 4101253 U.K. 4 3333282 7 
JAPAN 3 .1130561 SWEDEN 4 .6257359 8 
SWEDEN 4 . 6257359 AUSTRAL I 4 . 6878054 9 
U.K. 4. .3333282 DENMARK 4. 7126191 10 
U.S.A. 1 .1152323 FRANCE 5. 1934903 11 
Measure of Development i—» Oi 
L 0 SORT L2 SORT D /fTEMIOOl 
AUSTRALI O.787267 U.S.A. 0 . 1872914 1 
AUSTRIA 0. .6106428 GERMANY 0 .4737503 2 
CANADA 0. 6062015 JAPAN 0 5228046 3 
DENMARK O 7914342 ITALY O 5726942 4 
FRANCE O 8721914 CANADA 0. .6062015 5 
GERMANY 0. 4737503 AUSTRIA O. 6106428 6 
ITALY O. 5726942 U.K. 0. 7277363 7 
JAPAN 0. 5228046 SWEDEN 0 7768431 8 
SWEDEN 0. 7768431 AUSTRALI O. 787267 9 
U.K. O. 7277363 DENMARK 0. 7914342 10 
U.S.A. 0. 1872914 FRANCE 0. 8721914 11 
standard deviation of the pattern development 1 . 1 0 1 8 9 7 5  
COMEAN 
Mean of the pattern development 3.7507355 
Critical distance from the ideal country 5 
CCD 
.9545305 
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APPENDIX E. RESULTS OF TAXONOMIC ANALYSES FOR NICs 
Matrix 1: The Original Data 
L 
ARGENTIN 
X 
2130 31 34 589 2 2790 O. .4 6520 
BRAZIL 1640 27 27 428 3 .7 1048 0. 4 3900 
GREECE 3550 18 29 550 2 9 1913 0. 3 1540 
HONG KON 6230 24 51 1248 2 8 1410 1 . 3 11500 
KOREA 2150 28 27 595 4 .8 3546 1 . 8 1290 
MEXICO ?080 20 29 406 3 .9 1522 0. 6 2150 
PORTUGAL 1970 37 37 774 4 .6 1020 0. 5 4390 
SINGAPOR 7420 37 38 1658 3, 8 1150 O. 9 12870 
SPAIN 4290 25 37 1163 3 3 2420 0. 5 4200 
YUGOSLAV 2070 13 33 845 3 4 1515 1. 1 13230 
Matrix 2; Standardized data 
L Z 
ARGENTIN -0.604891 0.6419407 -0.027629 -O.578115 -1.811579 1.1413968 -0.780017 0.0771845 
BRAZIL -O.847243 O.1283881 -O.994642 -0.971507 0.2145291 0.937124 -0.780017 -0.482991 
GREECE O.0974354 -1.027105 -0.718353 -0.673409 -0.738934 0.0949772 -0.985285 -0.987577 
HONG_KON 1.422952 -0.256776 2.3208316 1.0321044 -0.858116 -0.505193 1.0673921 1.141946 
KOREA -0.594999 0.2567763 -0.994642 -0.563455 1.5255401 2.0434416 2.0937306 -1.041029 
MEXICO -O.62962 -0.770329 -0.718353 -1.025263 0.4528947 -0.371557 -O.369482 -O.857154 
PORTUGAL -O.684026 1.4122696 0.3868053 -0.126081 1.2871745 -0.970533 -0.57475 -O.378226 
SINGAPOR 2.011521 1.4122696 0.52495 2.0339104 0.3337119 -0.81542 0.2463212 1.4348624 
SPAIN 0.4634362 -O.128388 0.3868053 O.824413 -0.262202 O.6999199 -0.57475 -O.418849 
YUGOSLAV -0.634566 -1.669046 -O.165774 0.0474025 -O.143019 -O.379909 O.6568567 1.5118331 
Matrix 4; Distances between Cases 
ARGENTIN 
BRAZIL 
GREECE 
HONG_KON 
KOREA 
MEXICO 
PORTUGAL 
SINGAPOR 
SPAIN 
YUGOSLAV 
C 
O 
3. 1861424 
2.6807779 
4.6037919 
4.7479106 
3.3362486 1 
3.9099635 2 
5.088723 5 
2.5994662 3 
3.8695195 3 
3. 
2 .  
5. 
4. 
1861424 
O 
1595939 
2630255 
4066964 
2725957 
3458323 
0914759 
1418108 
3887256 
6807779 
1595939 
O 
8598949 
5413424 
6591194 
7232309 
2776994 
3434405 
3611215 
4.6037919 
5.2630255 
4.8598949 
O 
5.9891688 
5.0738358 
4.7046028 
3.1044462 
3.4148014 
3.7700328 
4.7479106 
4.4066964 
4.5413424 
5.9891688 
O 
3.7986519 
4.488178 
6.0266971 
4.1966865 
4.6913703 
3 3362486 
1.2725957 
1.6591194 
5.0738358 
3.7986519 
O 
2.8500705 
5.3373664 
2.8536306 
3.0470194 
3.9099635 
2.3458323 
3.7232309 
4.7046028 
4 488178 
2.8500705 
0 
4.1042924 
3.128317 
4.1612329 
5.088723 
5.0914759 
5.2776994 
3.1044462 
6.0266971 
5.3373664 
4.1042924 
O 
3.6074828 
4.6379956 
2.5994662 
3.1418108 
2.3434405 
3.4148014 
4.1966865 
2.8536306 
3. 128317 
3.6074828 
O 
3.3034749 
3 .8695195 
3.3887256 
3.3611215 
3.7700328 
4.6913703 
3.0470ia4 
4. 1612329 
4 .6379956 
3.3034749 
O 
Minimum distances 
L CMIN 
ARGENTIN 2.5994662 
BRAZIL 1.2725957 
GREECE 1.6591194 
HONG_KON 3.1044462 
KOREA 3.7986519 
MEXICO 1.2725957 
PORTUGAL 2.3458323 
SINGAPOR 3.1044462 
SPAIN 2.3434405 
YUGOSLAV 3.0470194 
Critical model distance 
CPLUS 
4.0640179 
Matrix 5: Distance from each country to ideal 
ARGENTIN 
BRAZIL 
GREECE 
HONG_KON 
KOREA 
MEXICO 
PORTUGAL 
SINGAPOR 
SPAIN 
YUGOSLAV 
DIOEAL 
-1.OS8327 
-1.310679 
-0.366001 
-O.588569 
O 
-1.093057 
-1.147462 
O 
-1.548085 
-2.057518 
-0.770329 
-1.283881 
-2.439375 
-1.669046 
O 
-2.182599 
O 
O 
-1.540658 
2.310987 
-O.414434 
-1 .381447 
1.105158 
0 
0 276289 
-1.105158 
O 
-1.795882 
-1.934026 
-2.486605 
- 1.402528 
-1.79592 
-1.497822 
-1.001806 
O 
-1.849676 
-0.950494 
O 
-1.209497 
-O.984702 
3.098753 
1.072645 
2.026108 
1.191828 
O 
072645 
O 
O 
549377 
595914 
- 1  
O 
-2.078521 
-1.04642 
-1.205113 
O 
-2.414998 
-2.11193 
-1 .51534 
-0.441477 
1.521306 
1.436874 
-1.436874 
-1 .642142 
O 
O 
-2.463212 
-0.205268 
-0.821071 
-1 .642142 
-0.410535 
- 1 .434649 
- 1.994824 
-2.4994 1 
-O.369887 
-O. 183874 
-2.368987 
-0.45541 
O 
- 1.930682 
G 
to O 
Pattern of development 
L CO SORT L SORT CO //TEM1001 
ARGENTIN 4 .1950764 KOREA 0 3318821 1 
BRAZIL 4. 4737799 SINGAPOR 2. 4890968 2 
GREECE 4. .8675598 PORTUGAL 2. 6324685 3 
HONG KON 2 .6730713 HONG KON 2 .6730713 4 
KOREA 0 .3318821 ARGENTIN 4 .1950764 5 
MEXICO 5 .4095735 SPAIN 4 .3581151 6 
PORTUGAL 2 .6324685 YUGOSLAV 4 4232238 7 
SINGAPOR 2 . 4890968 BRAZIL 4 .4737799 8 
SPAIN 4 .3581151 GREECE 4 .8675598 9 
YUGOSLAV 4 .4232238 MEXICO 5 .4095735 10 
Measure of Development 
L 0 SORT L2 SORT D //TEMlOOl 
ARGENTIN 0 .6473042 KOREA 0 0512097 1 
BRAZIL O .6903084 SINGAPOR 0. 3840699 2 
GREECE 0.751069 PORTUGAL O. 4061923 3 
HONG KON 0. 4124574 HONG KON 0. 4124574 4 
KOREA O. 0512097 ARGENTIN 0. 6473042 5 
MEXICO O. .8347022 SPAIN 0. 6724612 6 
PORTUGAL 0 .4061923 YUGOSLAV 0. 6825076 7 
SINGAPOR 0.3840699 BRAZIL 0. 6903084 8 
SPAIN 0. .6724612 GREECE O. 751069 9 
YUGOSLAV 0. .6325076 MEXICO O. 8347022 10 
COSTD 
Standard deviation of the pattern development 1.4477288 
COMEAN 
Mean of the pattern development 3.5853847 
CCO 
Critical distance from the ideal country 6.4808423 
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APPENDIX F. RESULTS OF TAXONOMIC ANALYSES FOR MICs 
Matrix 1: The Original Data 
L X 
CHILE 1430 24 25 140 4 .4 1629 O .5 4320 
COLOMBIA 1320 18 24 196 2 .8 1363 0. 1 1400 
ELSALVAO 820 16 19 125 3 1479 1 . 5 10340 
IRELAND 4990 20 34 193 6 ,9 1979 1 1076 
JORDAN 1560 12 26 141 6 .9 1992 0. 7 1770 
TURKEY 1080 25 17 245 2 .3 1020 0. 7 I2240 
KUWAIT 14480 8 32 973 4 .2 1385 O. 9 9260 
MAURITIU 1090 20 24 185 3 .8 112 0. 6 220 
PERU 1010 20 18 185 2 .7 2252 0. 2 2730 
VENEZUEL 3080 21 28 610 5 .4 2558 0. 3 1830 
Matrix 2: Standardized data 
L Z 
CHILE -O.393876 1.0746293 0.0528407 
COLOMBIA -0.420039 -0.076759 -0.123295 
ELSALVAO -O.538963 -0.460555 -1.003973 
IRELAND O.4528617 0.3070369 1.638062 
JORDAN -O.362955 -1.228148 0.2289764 
TURKEY -O.477122 1.2665274 -1.356245 
KUWAIT 2.7100349 -1.99574 1.2857906 
MAURITIU -0.474744 0.3070369 -O.123295 
PERU -O.493771 0.3070369 -1.180109 
VENEZUEL -0.001427 0.498935 0.5812478 
-0.578574 0.0951213 0.075346 -O.359712 -0.045159 
-0.375183 -0.856092 -0.309338 -1.318945 -0.709126 
-0.633054 -0.73719 -0.141581 2.03837 1.3237042 
-0.386079 1.5813921 0.5815093 O.8393288 -O.782799 
-O.574942 1.5813921 O.6003097 0.1199041 -0.624993 
-O.197216 -1.153346 -O.805378 O.1199041 1.7557374 
2.4468629 -O.02378 -O.277522 0.5995206 1.0781275 
-0.415135 -0.261584 -2.11851 -0.119904 -O.977441 
-O.415135 -O.915543 O.9763167 -1.079137 -0.406702 
1.1284552 0.6896297 1.4188481 -0.839329 -O.61135 
Matrix 4: Distances between Cases 
L 
CHILE 
COLOMBIA 
ELSALVAO 
IRELAND 
JORDAN 
TURKEY 
KUWAIT 
MAURITIU 
PERU 
VENEZUEL 
C 
G 
1.9525727 
3.4441329 
2.88152 
2.8957905 
2.8252993 
5.6617502 
2.5535027 
2.1511696 
2.5273789 
1.9525727 
O 
4.0558324 
3.925591 
3.2154481 
3.4408964 
5.5675717 
2.2995925 
1.7540236 
2.9798395 
3.444 1329 
4.0558324 
O 
4.5153073 
3.9430796 
2.7895635 
5.5045173 
3.9375465 
3.8294144 
4.8292592 
2.88152 
3.925591 
4.5153073 
O 
2.3635501 
5.2106643 
5.0380886 
3.950741 
4.3648098 
2.8279916 
2.8957905 
3.2154481 
3.9430796 
2.3635501 
O 
4.9004765 
5.1728566 
3.6727636 
3.499483 
2.9197148 4 
8252993 
4408964 
7895635 
2106643 
9004765 
0 
0840451 
5405664 
2162469 
6036657 
5.6617502 
5.5675717 
5.5045173 
5.0380886 
5.1728566 
6.0840451 
0 
5.8147117 
6.101542 
4.9113395 
2.5535027 
2.2995925 
3.9375465 
3.950741 
3.6727636 
3.5405664 
5.8147117 
O 
3.5169171 
4. 1483986 
2. 1511696 
1.7540236 
3.8294144 
4.3648098 
3.499483 
3.2162469 
6.101542 
3.5169171 
O 
2.9387205 
.5273789 
.9798395 
.8292592 
.8279916 
.9197 148 
.6036657 
.9113395 
. 1483986 
.9387205 
0 
Minimum distances 
L 
CHILE 
COLOMBIA 
ELSALVAO 
IRELAND 
JORDAN 
TURKEY 
KUWAIT 
MAURITIU 
PERU 
VENEZUEL 
CMIN 
1.9525727 
1.7540236 
2.7895635 
2.3635501 
2.3635501 
2.7895635 
4.9113395 
2.2995925 
1.7540236 
2.5273789 
Critical model distance 
CPLUS 
4.2764963 
Matrix 5; Distance from each country to ideal 
L DIDEAL 
CHILE -0, .846737 -0.191898 -1 .585221 -1 .707029 -1 .486271 -1 .343502 -2 .398082 -1.800896 
COLOMBIA -0.8729 -1 .343287 -1 .761357 -1 .503638 -2 437484 -1 .728186 -3 .357315 -2.464863 
ELSALVAD -0. ,176007 -1 .727083 -1.23295 -O .435837 -2 .318582 -1 .117898 0 -0.432033 
IRELAND 0 -0.767592 0 -1 .514534 0 -0 .837339 O -0.73764 
JORDAN -0. ,815817 -2.302777 -1 .409086 -1 .703397 0 -o. .818538 -1 .918466 -1.948697 
TURKEY -o 083247 O -1 .409086 O -1 .248467 -1 .781695 -1 .918466 0 
KUWAIT 0 0 0 0 0 O 0 0 
MAURITIU -O. .927605 -O.95949 -1 .761357 -1.54359 -1 .842976 3 .537358 2 . 158274 -2.733178 
PERU -o. .492344 -0.95949 -.1 .761357 -1.54359 -2 .496935 -o. 442531 -3 .117507 -2. 16244 
VENEZUEL -0. 454289 -0.575694 -1 .056814 0 -0 .891762 0 -1 .678658 -O.566191 
Pattern of development 
L CO SORT L SORT CO CHILE 4 .3804896 KUWAIT O COLOMBIA 5.848483 IRELAND 2 0318123 ELSALVAO 3 .3964814 VENEZUEL 2. .3639717 
IRELAND 2 .0318123 TURKEY 3 .2258442 
JORDAN 4 .3592844 ELSALVAO 3 .3964814 
TURKEY 3 2258442 JORDAN 4 , .3592844 
KUWAIT O CHILE 4 .3804896 
MAURITIU 5 .9417168 PERU 5 .2415254 
PERU 5 .2415254 COLOMBIA 5.848483 
VENEZUEL 2 .3639717 MAURITIU 5 .9417168 
- 1 
2 
3  
4 
5 
6 
7 
8 
9 
10 
Measure of Development 
L D SORT L2 SORT D «TEM1001 
CHILE O. 6060613 KUWAIT 0 1 
COLOMBIA 0. 8091651 IRELAND 0. 2811108 2 
ELSALVAO O. .4699192 VENEZUEL O. 3270666 3 
IRELAND 0. 2811108 TURKEY 0. 4463107 4 
JORDAN O. 6031275 ELSALVAD O. 4699192 5 
TURKEY 0. 4463107 JORDAN 0 6031275 6 
KUWAIT 0 CHILE 0 6060613 7 
MAURITIU O. 8220644 PERU 0. 7251897 8 
PERU 0. 7251897 COLOMBIA 0 8091651 9 
VENEZUEL 0. 3270666 MAURITIU 0 8220644 10 
COSTD 
Standard deviation of the pattern development 1.7744193 
COMEAN 
Mean of the pattern development 3.6789609 
CCO 
Critical distance from the ideal country 7.2277995 
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APPENDIX G. RESULTS OF TAXONOMIC ANALYSES FOR LDCs 
Matrix 1: The Original Data 
L 
BURUNDI 
X 
230 9 2 18.51 2.6 59 0.4 480 
CENT. AF 260 8 6 21. 15 2.6 103 0.2 780 
EGYPT 610 18 34 90.47 6.3 1794 0.2 740 
INDIA 270 17 13 46.53 3.3 776 0.9 1090 
INOONESI 550 14 13 70.57 2.7 660 0.3 175 
MADAGASC 240 11 6 38.73 3.5 375 0.2 130 
PAKISTAN 380 20 16 51.45 2.2 475 0.4 870 
PHILIPPI 580 25 16 147. 13 1.3 3580 0.1 900 
RWANDA 280 16 3 43.34 3.5 33 0.5 120 
SRI_LANK 380 15 14 50.89 3. 1 369 0.2 1287 
Matrix 2: Standardized data 
L 
BURUNDI 
Z 
-O.991922 -1.219736 -1.110606 -1.040428 -O .391037 -o. . 696023 0.2587318 -0 1.428295 
CENT. AF -0.790857 -1.413345 -0.679303 -O.970656 -0 .391037 -0 .655907 -0.603708 0. 2968097 
EGYPT 1.5549045 0.5227439 2.33982 0.8613985 2 .445899 0.8858476 -0.603708 0 .200129 
INDIA -O.723835 0.329135 0.0754781 -0.299889 0. 1456805 -o. 042305 2.4148302 1. 0460851 
INDONESI 1.152774 -0.251691 0.0754781 0.3354625 -0 .314363 -0. .148067 -0.172488 -1 .165486 
MADAGASC -0.9249 -0.832518 -0.679303 -0.506035 O.2990284 -o 407913 -0.603708 -1 .274251 
PAKISTAN 0.0134043 O.9099615 O.3989555 -0.169859 -0 .697733 -o. .316739 0.2587318 0. 5143413 
PHILIPPI 1.3538393 1.8780057 0.3989555 2.3588622 -1 .387799 2.5142171 -1.034927 0. 5868518 
RWANDA -O.656813 O.1355262 -1.00278 -0.384198 O.2990284 -0. .719728 0.6899515 -1 .298422 
SRI LANK O.0134043 -0.058083 0.1833039 -0.184659 -0 .007667 -0 413383 -0.603708 1. 5222375 
Matrix 4: Distances between Cases 
L C 
BURUNDI O 1.2409637 6.0608731 3.4589067 3.1420113 1.6262439 3.1159974 6.5525415 1.952209 3.0889965 
CENT._AF 1.2409637 O 5.6707246 3.7944572 3.1608251 1.8913287 2.9746801 6.2445439 2.7502944 2.3564622 
EGYPT 6.0608731 5.6707246 O 5.261716 4.1114709 5.2371566 4.4190241 5.0567622 5.3732907 4.2325336 
INDIA 3.4589067 3.7944572 5.261716 O 4.0088375 4.0810258 2.5924118 5.9066412 3.1884262 3.1965403 
INOONESI 3.1420113 3.1608251 4.1114709 4.0088375 O 2.5638742 2.4881278 4.5639159 2.5631259 3.0318414 
MADAGASC 1.6262439 1.8913287 5.2371566 4.0810258 2.5638742 O 3.1838682 6.0781373 1.7028884 3.2003094 
PAKISTAN 3.1159974 2.9746801 4.4190241 2.5924118 2.4881278 3.1838682 O 4.3929055 2.7726772 1.7969478 
PHILIPPI 6.5525415 6.2445439 5.0567622 5.9066412 4.5639159 6.0781373 4.3929055 O 6.0333613 4.8577478 
RWANDA 1.952209 2 7502944 5.3732907 3.1884262 2.5631259 1.7028884 2.7726772 6.0333613 O 3.4279538 
SRI_LANK 3.0889965 2.3564622 4.2325336 3.1965403 3.0318414 3.2003094 1.7969478 4.8577478 3.4279538 O 
Minimum distances 
L 
BURUNDI 
CENT._AF 
EGYPT 
INDIA 
INOONESI 
'MADAGASC 
PAKISTAN 
PHILIPPI 
RWANDA 
SRI LANK 
CMIN 
1 .2409637 
1.2409637 
4.1114709 
2.5924118 
2.4881278 
1.6262439 
1.7969478 
4.3929055 
1.7028884 
1.7969478 
Critical model distance 
CPLUS 
4.4289914 
Matrix 5: Distance from each country to ideal 
L OIDEAL 
BURUNDI -2 . 144696 -2 .129697 -1 .509561 -1 375891 -0. .690066 -0 .653718 -2 .156098 -1 .950533 
CENT. AF -1 .943631 -2 .323306 -1 .078258 -1 .306118 -O .690066 -0 .613602 -3 .018538 -1 .225428 
EGYPT O -0 .387218 0 0 0 0 -O. .862439 -1 . 322 108 
INDIA -1 .876609 -0 .580827 -0 .323477 -0 .635352 -0. . 153348 0 0 -0 .476152 
INDONESI -1 0.40213 -1 .161653 -2 .264342 -0 525936 -2. .760262 -1 ,033914 -2 .587318 -2 .687723 
MADAGASC -2 .077674 -1.74248 -1 078258 -0 .841497 0 -0 . 365608 -3. .018538 -2 .796489 
PAKISTAN -1.5415 -o .968044 -1 .940865 -2 528721 -3 .143632 -2 .830956 -2 .156098 -1 .007896 
PHILIPPI O O 0 0 -O. .690066 0 -1 .293659 O 
RWANDA -1 .809587 -O .774435 -1 .401736 -0.71966 O -0. 677424 -1 .724879 -2 .820659 
SRI LANK -1.5415 -0 .968044 -2. .156516 -1 .046057 -2. .453566 -1 . 299231 -3. .018538 O 
Pattern of development 
L CO sbRT -L SORT CO //TEMIOOl 
BURUNDI 4 .7606783 PHILIPPI 1 . 4662006 1 
CENT. AF 4 .8487088 EGYPT 1 6253338 2 
EGYPT 1 .6253338 INDIA 2 . 1488524 3 
INDIA 2 .1488524 RWANDA 4 2127611 4 
INDONESI 5.433332 BURUNDI 4 .7606783 5 
MAOAGASC 5 .1273105 CENT. AF 4 . 8487088 6 
PAKISTAN 6 ,0857264 SRI LANK 5, 0870J1 9  7 
PHILIPPI 1 4662006 MADAGASC 5. 1273105 8 
RWANDA 4 .2127611 INDONESI 5.433332 9 
SRI_LANK 5 0870119 PAKISTAN 6. 0857264 10 
Measure of Development 
L D SORT L2 SORT D //TEM1001 
BURUNDI O .6538419 PHILIPPI 0. 2013712 1 
CENT. AF 0 .6659322 EGYPT O. 2232269 2 
EGYPT 0 2232269 INDIA O.295128 3 
INDIA O.295128 RWANDA O. 5785897 4 
INDONESI 0 .7462256 BURUNDI 0. 6538419 5 
MADAGASC 0 .7041959 CENT. AF 0. 6659322 6 
PAKISTAN O .8358268 SRI LANK O. 6986612 7 
PHILIPPI 0 .2013712 MADAGASC O. 7041959 8 
RWANDA 0 . 5785897 INDONESI 0. 7462256 9 
SRI LANK 0 .6986612 PAKISTAN 0. 8358268 10 
COSTD 
Standard deviation of the pattern development 1.6007468 
COMEAN 
Mean of the pattern development 4.0795916 
Critical distance from the ideal country 7.2810852 
