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Abstract—Inspired by the recent developments in computer
vision, low-rank and structured sparse matrix decomposition
can be potentially be used for extract moving objects in satellite
videos. This set of approaches seeks for rank minimization on
the background that typically requires batch-based optimization
over a sequence of frames, which causes delays in processing
and limits their applications. To remedy this delay, we propose
an Online Low-rank and Structured Sparse Decomposition (O-
LSD). O-LSD reformulates the batch-based low-rank matrix
decomposition with the structured sparse penalty to its equivalent
frame-wise separable counterpart, which then defines a stochas-
tic optimization problem for online subspace basis estimation.
In order to promote online processing, O-LSD conducts the
foreground and background separation and the subspace basis
update alternatingly for every frame in a video. We also show the
convergence of O-LSD theoretically. Experimental results on two
satellite videos demonstrate the performance of O-LSD in term
of accuracy and time consumption is comparable with the batch-
based approaches with significantly reduced delay in processing.
Index Terms—Satellite Video Processing, Moving Object De-
tection, Online Robust Principle Component Analysis, Structured
Sparsity-Inducing Norm, Background Subtraction
I. INTRODUCTION
OBJECT detection on high resolution aerial images hasbeen actively investigated in recent years [1], [2]. In-
spired by the state-of-the-art Deep Learning methods, such as
Regional Convolution Neural Network (R-CNN) [3], Fast R-
CNN [4], Faster R-CNN [5], You Only Look Once (YOLO) [6]
and Single Shot MultiBox Detector (SSD) [7], object detection
performance on these images has been improved significantly
[8], [9], [10], [11]. These approaches are mainly exploring the
spectral (or color) and spatial (texture or context) information
on objects of interest, they detect objects of interest image
by image, as none temporal information is available on those
images. Recently, with satellite videos captured by Jilin-1
[12] and Skybox [13], dense temporal information becomes
available, which benefits moving objects detection from space.
Target tracking becomes possible and can then be conducted
for various applications [14], [15], [16], [17].
Detecting moving objects in a video is achieved by separat-
ing the temporal varying foreground, which is associated with
the moving objects, and the background that lays in a low
dimensional subspace from a video [18], [19], [20]. Given
the moving objects account for a limited number of pixels
in the foreground, the foreground is assumed sparse. Robust
Principle Component Analysis (RPCA), as one fundamental
method in foreground extraction, defines a low-rank matrix
decomposition problem with a sparse penalty [21], which is
solved by Principle Component Pursuit (RPCA-PCP) [22],
[21], [23] and Fast Low Rank Approximation (GoDec) [24].
Based on the duality between sparsity and Laplace distribution,
Probabilistic Robust Matrix Factorization (PRMF) provides a
probabilistic interpretation to RPCA by combining Laplace
error and Gaussian prior [25].
As a moving object is commonly a set of neighboring
pixels, spatial prior on the foreground is considered in low-
rank matrix decomposition to improve moving object detection
performance. Total Variation (TV) regularization is introduced
to enforce smoothness on the foreground in the matrix decom-
position [26]. DEtecting Contiguous Outliers in the LOw-rank
Representation (DECOLOR) constrains the edges of moving
objects to be contiguous, then first-order Markov Random
Field (MRF) is integrated into low-rank matrix decomposition
[27]. Another possible spatial prior on the foreground is the
sparsity over groups of spatial neighboring pixels on the
foreground other than pixel-wise sparse, which is measured
by Structured Sparsity-Inducing Norm [28]. Low-rank and
Structured Sparse Decomposition (LSD) obeys this prior and
penalizes the low-rank matrix decomposition by the structured
sparsity-inducing norm of the foreground [29]. As moving
object detection in satellite video is more sensitive to random
noises, integrating spatial prior should improve the quality of
the estimated foreground, thus the moving object detection
performance. By integrating structured sparsity, LSD presents
boosted Moving Object Detection (MOD) performance in
satellite videos [30]. DECOLOR, however, has a limited
improvement in MOD performance for satellite videos, as the
introduced MRF constraint tends to merge neighboring targets
when the distance between them is too small.
Regardless of the detection performance of the algorithms
above, a pitfall of them is that their solutions are based on
optimization in a batch manner. These approaches use Sin-
gular Value Decomposition (SVD) for low-rank background
estimation, which couples all the samples in each iteration
of the optimization. The detection results are not available
until the optimization terminates, which results in delays in
processing. Another shortcoming of batch-based approaches
is the difficulty in handling a video with an incremental
length. Both issues of the batch-based algorithms limit their
application in various online systems.
In order to reduce the delay and to make MOD adaptable
to videos of incremental length, online method is expected
to sequentially estimate foreground and background for each
new incoming frame. By low-rank matrix decomposition,
the estimated Principal Component basis vectors represent a
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TABLE I
COMPARISON ON ONLINE LOW-RANK MATRIX DECOMPOSITION ALGORITHMS FOR MOVING OBJECT DETECTION
Method Objective Function Constraints Spatial Prior Optimization Scheme ProvenConvergence
OPRMF [25]
minλ ‖D− LR‖1
+λ1
2
‖L‖2F + λ22 ‖R‖2F
Lij |λ1 ∼ N(Lij |0, λ−11 ),
Rij |λ2 ∼ N(Rij |0, λ−12 )
- Online ExpectationMaximization No
GRASTA [31] min ‖s‖1
d = Lr+ s,
LTL = I
-
Incremental Gradient
Descent Method on
Grassmannian Manifold
No
OR-PCA [32]
min 1
2
‖D− LR− S‖2F
+λ1
2
‖L‖2F + λ12 ‖R‖2F
+λ2 ‖S‖1
- - StochasticOptimization Yes
COROLA [33]
min 1
2
‖PS⊥ (D− LR)‖2F
+α
2
‖PS⊥ (L)‖2F
+α
2
‖PS⊥ (R)‖2F
+β ‖S‖1 + γ ‖Avec(S)‖
Sij ∈ {0, 1} EdgeContiguousness
Stochastic
Optimization Yes
GOSUS [34] min
∑l
i=1 µi ‖Gs‖2
+λ
2
‖Lr+ s− d‖22
LTL = I
Structured Sparsity
of Foreground
Incremental Gradient
Descent Method on
Grassmannian Manifold
No
Proposed O-LSD
min 1
2
‖D− LR− S‖2F
+λ1
2
‖L‖2F + λ12 ‖R‖2F
+λ2
∑
s∈S ‖s‖`1/`∞
- Structured Sparsityof Foreground
Stochastic
Optimization Yes
∗There exist a variety of low-rank decomposition algorithm in the literature, however, we select the most related works here. Interested readers
may refer to [18], [19], [20], [35] for more comprehensive reviews in low-rank matrix decomposition and their applications in video processing.
subspace, where the background lays. This subspace can be
identified by a point on the Grassmannian manifold, and the
incremental gradient descent method on Grassmannian Mani-
fold is employed for online subspace tracking or updating [36],
[37], [38]. For moving object detection, Grassmannian Ro-
bust Adaptive Subspace Tracking Algorithm (GRASTA) [31]
and Grassmannian Online Subspace Updates with Structured-
sparsity (GOSUS) [34] are developed for online low-rank
matrix decomposition with the pixel-wise sparse penalty and
the structured sparse penalty, respectively. These set of ap-
proaches, however, provide no theoretical guarantee on their
convergence, and their performance is heavily sensitive to the
selection of the learning rate.
Another possibility for online low-rank matrix decomposi-
tion is the increasingly common matrix factorization approxi-
mation of nuclear norm, where rank-minimization is replaced
by the sum of square penalties of its factorization [39], [32],
[40], [33], [41]. With this reformulation, iterative optimization
scheme is then developed based on stochastic optimization
for solving low-rank decomposition problem online. Online
Robust Principle Component Analysis (OR-PCA) solves the
online low-rank matrix decomposition problem with pixel-
wise sparsity penalty, which, more importantly, proves that
iterative optimization algorithm converges to the global op-
timum of the original RPCA approach [32]. Utilizing first-
order Markov Random Field, spatial prior on contiguous edges
is also integrated with this reformulation for online low-rank
matrix decomposition [33].
It has been observed that, by introducing the structured
sparse penalty, LSD boosts the moving object detection perfor-
mance in satellite videos [30]. While GOSUS combines online
low-dimensional subspace tracking with structured sparsity,
no theoretical guarantee on its convergence is provided. To
the best of our knowledge, there exists a gap between online
algorithm with theoretically guaranteed convergence and the
one with the structured sparsity penalty, as demonstrated
in Table. I. In order to fill this gap, we present an on-
line low-rank matrix decomposition approach with structured
sparse penalty, named as Online Low-rank and Structured
Sparse Decomposition (O-LSD), which not only combines
the structured sparsity penalty but also provides theoretically
guaranteed convergence. We follow the matrix factorization
approximation of nuclear norm for online learning in [32],
[40], [33], [41], and decompose the background matrix to a set
of background frames that are reconstructed by the estimated
subspace basis and their associated coefficients. To promote
online processing, the proposed O-LSD algorithm is composed
of two building blocks. For each frame, its corresponding
foreground and background frames are reconstructed by the
current subspace basis, then the subspace basis is updated for
this new input. This procedure defines a stochastic optimiza-
tion problem, and we show that O-LSD algorithm converges
almost surely. Existing convergence analysis in [42], [32],
[41], [43] is built on necessary and sufficient conditions on
the unique solution in sparse encoding. In O-LSD, no such
conditions exist for structured sparsity encoding to the best
of our knowledge, and we show the convergence of O-LSD
based on the boundedness of the sub-gradients in structured
sparsity encoding, then a set of related properties of O-
LSD are demonstrated. Experimental evaluations and analysis
were performed on a satellite video dataset with two videos,
where we compared our algorithm with five state-of-the-art
algorithms.
In summary, the main contributions of this work are four-
fold:
1) We propose an Online Low-rank and Structured Sparse
Decomposition (O-LSD) for moving object detection in
satellite videos by reformulating batch-based LSD using
the matrix factorization approximation of nuclear norm.
2) To solve the new reformulated optimization problem,
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two iterating steps are designed and developed. For each
frame, the corresponding foreground and background
frames are first reconstructed by the current subspace
basis, then the subspace basis is updated by the given
frame.
3) We show that O-LSD converges almost surely. In con-
trary to most current online algorithms, we show that
O-LSD can converge without meeting the conditions
for the unique solution of structured sparsity encoding.
Due to the lack of these conditions, the solution of O-
LSD can converge to neither a stationary point nor the
global optimum of its batch-based counterpart LSD. This
finding and its corresponding proof are useful beyond
the scope of this paper.
4) Due to the better convergence characteristics of O-LSD,
it can further reduce its processing delay with negligible
effects on the detection performance, by down-sampling
in the temporal domain.
The remainder of this paper is organized as follows. The
proposed O-LSD is presented in Section II, where its conver-
gence analysis is provided in Section II-E. The experimental
parameter settings and performance comparison against state-
of-the-art approaches are presented in Section III. Finally,
conclusions and suggestions for future research are given in
Section IV.
II. PROPOSED METHOD
A. Matrix Factorization to LSD
Low-rank and Structured Sparse Decomposition (LSD)
seeks for a low-rank matrix decomposition of an observation
matrix, which at the same time imposes the structured sparse
penalty on the foreground. Given a fixed-length sequence
from n video frames and each frame contains p pixels, LSD
decomposes its corresponding matrix D ∈ Rp×n to a low-
rank background matrix B ∈ Rp×n plus a structured sparse
foreground matrix S ∈ Rp×n, and defines a batch-based
optimization problems as
(B∗,S∗) = arg min
B,S
‖B‖∗ + λΩ(S)
s. t.D = B+ S
, (1)
where Ω(S) refers to the structured sparsity-inducing norm
of S and λ is a scalar that assigns the weight of structured
sparsity. The structured sparsity-inducing norm [28], [44], [45]
indicates the sparsity over groups of neighboring pixels as
Ω(S) =
∑
s∈S
‖s‖`1/`∞ =
∑
s∈S
∑
g∈G
ηg
∥∥s|g∥∥∞, (2)
where G defines the set of groups of neighboring pixels, and
s|g ∈ Rp is a sparse vector with non-zero elements at the
indices represented in a group g ∈ G. ηg specifies the weight
for a group of the pixels. In this paper, we assume each group
contributes equally and assign 1.0 to it, ηg = 1.0,∀g ∈ G. In
LSD, no temporal prior or constraints on the foreground are
considered, thus the structured sparse penalty over a sequence
of frames is frame-wise separable. In this paper, the groups of
spatially related pixels G is constructed by 3×3 grid scanning
over the foreground, as the moving targets in satellite videos
are usually in small scales.
Inspired by [32], the equality constraint in Eq. (1) is
removed, and we obtain a reformulated optimization problem
(B∗,S∗) = arg min
B,S
λ1 ‖B‖∗ + λ2
∑
s∈S
‖s‖`1/`∞
+
1
2
‖D−B− S‖2F ,
(3)
in which λ1 > 0 and λ2 > 0 are the corresponding weights
for the low-rank penalty and the structured sparsity penalty.
Guided by the trending reformulation by matrix factoriza-
tion in [32], [40], [35], we replace the low-rank term ‖B‖∗ in
Eq. (3) by its approximation, which makes use of the following
lemma.
Lemma II.1. Given that B is factorized as B = LR, L ∈
Rp∗r,R ∈ Rr∗n, the nuclear norm of B is upper bounded by
the sum of Frobenius norms of L and R, as
‖B‖∗ = inf
L∈Rp×r,R∈Rr×n
{
1
2
‖L‖2F +
1
2
‖R‖2F : B = LR
}
(4)
When r > Rank(B), the jointly non-convex quadratic opti-
mization problem Eq. (4) is equivalent to minimize the nuclear
norm of B. 1
By substituting ‖B‖∗ with its factorized approximation, we
rewrite the optimization problem in Eq. (3) to
(L∗,R∗,S∗) = arg min
L,R,S
1
2
‖D− LR− S‖2F +
λ1
2
‖L‖2F
+
λ1
2
‖R‖2F + λ2
∑
s∈S
‖s‖`1/`∞ ,
(5)
where L ∈ Rp∗r is considered as the subspace basis of the
background matrix B, and R ∈ Rr∗n is the coefficients to
reconstruct B with given L. r is the estimated dimension of
the subspace that the background frames lay in.
With a pair of estimated L and R, each column vector in R
corresponds to an estimated background frame in B. Let dt, rt
and st refer to the t-th column of D, R and S respectively, this
optimization problem in Eq. (5) is equivalent to minimizing
an empirical cost function
fn(L) =
1
n
n∑
i=1
`(Di,L) +
λ1
2n
‖L‖2F , (6)
in which `(di,L) is the reconstruction cost evaluated with
fixed L by
`(d,L) = min
r,s
ˆ`(d,L, r, s),
ˆ`(d,L, r, s) =
1
2
‖d− Lr− s‖22 +
λ1
2
‖r‖22 + λ2 ‖s‖`1/`∞ .
(7)
Minimization of the empirical cost function in Eq. (6) asso-
ciates the sum of reconstruction costs `(·,L), where, for each
frame, (r, s) is optimized with the optimization target L as a
1Please refer to [39] for detailed proof.
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parameter, whose formulation fits to the max-min optimization
problem.
B. Online LSD
Through the above reformulation, it is still impossible to
update L without re-estimating all pairs of (r, s), which
obstructs processing in an online fashion. In order to promote
online processing, we propose an online algorithm, named
Online Low-Rank and Structured Sparse Decomposition (O-
LSD), where Foreground and Background Separation and
Subspace Basis Update are sequentially conducted for each
frame.
O-LSD is an online algorithm that processes an input frame
at each time instance in an online manner. At each time
instance t, we have obtained Lt−1 estimated from previous
time instance t − 1. The foreground frame and background
frame are separated by solving the following optimization
problem
(r∗t , s
∗
t ) = arg min
rt,st
ˆ`(dt,Lt−1, rt, st). (8)
We term this procedure as Foreground and Background Sep-
aration, which is detailed Section II-C.
Then subspace basis updating is performed with all pair of
ri and si, i ∈ {1, · · · , t−1}. Directly minimizing the empirical
cost function defined in Eq. (6) requires re-estimations on all
pairs of ri and si. Instead, the subspace basis Lt is updated by
minimizing a surrogate function of the empirical cost function
gt(Lt), which provides an upper bound for ft(Lt) so that
gt(Lt) > ft(Lt). We define the surrogate function as
gt(Lt) =
1
t
∞∑
t=1
ˆ`(dt,Lt, rt, st) +
λ1
2t
‖Lt‖2F
=
1
t
t∑
i=1
(
1
2
‖di − Ltri − si‖22 +
λ1
2
‖ri‖22
+ λ2 ‖si‖`1/`∞) +
λ1
2t
‖Lt‖2F .
(9)
The minimization of gt(Lt) with respect to Lt is termed
as Subspace Basis Update, which is then explained in Sec-
tion II-D. The entire O-LSD algorithm is summarized in
Algorithm 1.
C. Foreground and Background Separation
Foreground and Background Separation obtains a pair of r∗t
and s∗t by solving the optimization problem defined in Eq. (8),
where Lt−1 is provided by the previous time instance t − 1.
As [L I]T [L I] is always positive semi-definite, the objective
function of Eq. (8) is convex with respect to (rt, st). For
solving this convex optimization problem, instead of solving rt
and st together, we adopt a Block Coordinate Descent (BCD)
method [46], where rt and st are alternatingly updated by
fixing each other.
By fixing st, r∗t is obtained by solving
r∗t = arg min
rt
1
2
‖dt − Lt−1rt − st‖22 +
λ1
2
‖rt‖22 , (10)
Algorithm 1 Proposed O-LSD Algorithm for MOD
Input: dt ∈ Rp, Lt−1 ∈ Rp×r, At−1 and Bt−1
Output: bt, rt, st and Lt
1: Separate the foreground and background:
(r∗t , s
∗
t ) = arg min
rt,st
1
2
‖dt − Lt−1rt − st‖22
+
λ1
2
‖rt‖22 + λ2 ‖st‖`1/`∞ ,
which is solved by Algorithm 2.
2: Compute the background frame: bt = Lt−1rt.
3: Update the accumulation matrices At and Bt by Eq. (17).
4: Update the subspace basis Lt:
L∗t = arg min
Lt
Tr(LTt (λ1I+At)Lt)− 2 Tr(LTt Bt),
whose solution is presented in Algorithm 3.
5: return bt, rt, st and Lt.
which constructs a least-square problem, and its closed-form
solution is given by
r∗t = (L
T
t−1Lt−1 + λ1I)
−1(dt − st). (11)
Using fixed rt, let u = dt − Lt−1rt, then the sub-problem
for estimating the structured sparsity st is defined as
s∗t = arg min
st
1
2
‖u− st‖22 + λ2 ‖st‖`1/`∞ , (12)
whose solution is obtained by its dual problem that define a
Quadratic Min-Cost Flow problem [42], [47], [48] as
ξ∗ = arg min
ξ
1
2
∥∥∥∥∥∥u−
∑
g∈G
ξg
∥∥∥∥∥∥
2
2
s.t. ∀g ∈ G, ‖ξg‖1 ≤ λ2 and ξgj = 0 if j /∈ g
,
(13)
where ξg ∈ Rp,∀g ∈ G denotes the corresponding dual
variables for the group of variables in g, and ξ is the set of
all ξg,∀g ∈ G. The primal solution st is then obtained by
s∗t = u−
∑
g∈G
ξ∗g. (14)
The iteration of alternatingly estimation of rt and st con-
tinues until the stop criterion is reached:
max{‖r′t − r′′t ‖2 , ‖s′t − s′′t ‖2}
p
≤ τ, (15)
where (r′t, s
′
t) and (r
′′
t , s
′′
t ) are two pairs of estimation so-
lutions at two consecutive iterations. Similar to [33], [35],
the stop criterion is set as τ = 1.0e−5 in this paper. The
BCD algorithm for Foreground and Background Separation is
summarized in Algorithm 2.
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Algorithm 2 Block Coordinate Descent Method for Fore-
ground and Background Separation
Input: Lt−1 ∈ Rp∗r, λ1 > 0 and λ2 > 0
Output: rt and st
1: rt = 0, st = 0.
2: while not converged do
3: Estimate rt:
rt = (L
T
t−1Lt−1 + λ1I)
−1(dt − st).
4: Estimate st by solving its dual problem on ξ defined in
Eq. (13), then
st = dt − Lt−1rt −
∑
g∈G
ξ∗g.
5: Check the convergence using Eq. (15).
6: end while
7: return rt and st
D. Subspace Basis Update
After estimating (rt, st), the subspace basis Lt is updated by
minimizing the surrogate function of empirical cost function
gt(Lt), which defines a optimization problem as
L∗t = arg min
Lt
gt(Lt)
= arg min
Lt
Tr(LTt (λ1I+At)Lt)− 2 Tr(LTt Bt),
(16)
in which Tr(·) denotes the trace of a matrix, and At and Bt
are two auxiliary accumulation matrices that are introduced to
remove duplicated calculations at each time instance,{
At = At−1 + rtrTt
Bt = At−1 + (dt − st)rTt
. (17)
Similar to [32], [33], [41], the optimization problem defined in
Eq. (16) is solved by a Block Coordinate Descent Method for
avoiding matrix inverse of large matrix. The Subspace Basis
Update algorithm is illustrated in Algorithm 3 .
Algorithm 3 Block Coordinate Descent Method for Subspace
Basis Update
Input: Lt−1 = [l1, · · · , lr] ∈ Rp∗r, At = [a1, · · · ,ar] ∈
Rr∗r, Bt = [b1, · · · ,br] ∈ Rp∗r and λ1 > 0
Output: Lt
1: A˜ = At + λ1I.
2: for i = 1 to r do
3: li =
1
A˜i,i
(bi − Lt−1ai) + li.
4: end for
5: Lt = [l1, · · · , lr].
6: return Lt
The subspace basis L0 is initialized before starting O-LSD.
L0 can be initialized by either the first a few frames in the
given sequence or their Principal Components [35], [34] . In
satellite videos, moving objects move slowly, and choosing
these initialization scheme risks including the slow moving
foreground objects into the background, which thus influences
the detection performance, or a more extended sequence for
initialization is required. Such a satellite video with adequate
length is, however, not available technically yet. Therefore,
in satellite videos, we recommend initializing L0 by random
values instead, which performs pretty well in practice.
E. Convergence Analysis
One technical contribution of this paper is to present the
proposed O-LSD algorithm converges almost surely under
mild condition.
Assumption 1. The observed data are uniformly bounded, and
each data is independent.
As a widely-used assumption [42], [32], [41], this assump-
tion on the boundedness of observation data is quiet natural
for real videos. Based the above assumption, we present our
first conclusion on the convergence of the surrogate function
gt(Lt).
Theorem II.2. Let {Lt}∞t=1 be the sequence of solution ob-
tained by Algorithm 1, the surrogate function gt(Lt) converges
almost surely.
Similarly, we obtain the convergence of two solutions
obtained at two consecutive time instance by Algorithm 1.
Theorem II.3. For two solutions produced by Algorithm 1 at
two consecutive time instances, ‖Lt − Lt+1‖F = O( 1t ).
Then, we analyze the gap between the empirical cost
function ft(Lt) and its surrogate function gt(Lt) with the
estimated Lt.
Theorem II.4. Note ft(L) is the empirical cost function
defined in Eq. (6), and gt(L) is its surrogate function defined
in Eq. (9). Lt is the solution obtained by Algorithm 1, when t
tends to infinity, gt(Lt)−ft(Lt) converges to 0 almost surely.
In stochastic optimization, the expected cost function over
L is defined as
f(L) = Ed[`(d,L)] = lim
t→∞ ft(L), (18)
then we present the convergence of the gap between the expect
cost function f(Lt) and the surrogate function gt(Lt).
Theorem II.5. As t tends to infinity, given the Lt is obtained
by Algorithm 1, gt(Lt)− f(Lt) converges to 0 almost surely.
Furthermore, the solution Lt obtained by Algorithm 1 is
not a stationary point of expected cost function f(L), when
t tends to infinity, which on contrary is proved true in [42],
[32], [41]. Due to the existence of more than one solutions to
Eq. (8), ˆ`(d,L, r, s) is no longer strictly convex (or strongly
convex) with respect to (r, s), and the gradient of the expected
cost function ∇Lf(L) is no longer Lipschitz. Therefore, the
gradient of the expected cost function ∇Lf(L) would not
become zero when t tends to infinity, based on which we
conclude the solution Lt may not be the stationary point of
the expected cost function as t tends infinity.
Please refer to the appendices for detailed proofs of the
presented theorems.
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III. EXPERIMENTS
The detection performance of O-LSD was evaluated on a
dataset of two satellite videos. This dataset is constructed from
a satellite video captured over Las Vagas, USA on March
25, 2014, whose spatial resolution is 1.0 meter and the frame
rate is 30 frames per second. Both videos contains 700 frame
with boundary boxes for moving vehicles as groundtruth,
and details on both videos are listed in Table. II 2. In this
paper, we used the first 200 frames in each video for the
discussion on parameter selection, and the remaining frames
were utilized for performance evaluation against existing state-
of-the-art methods.
TABLE II
INFORMATION ON THE EVALUATION DATASETS
Video Frame Size Cross Validation Performance Evaluation#Frames #Vehicles #Frames #Vehicles
001 400× 400 200 9306 500 18167
002 600× 400 200 13443 500 39362
The detection performance on moving object detection is
evaluated on recall, precision and F1 scores given by
recall = TP/(TP + FN)
precision = TP/(TP + FP )
F1 =
2× recall× precision
recall + precision
, (19)
where TP denotes the number of correct detections, FN
and FP are the numbers of missed detections and false
alarms, respectively. In this paper, we define a correct de-
tection with maximum Intersection over Union (IoU) against
the groundtruth greater than a threshold. To complement the
vehicles in small size in satellite videos, the threshold is set as
0.3 3. In this paper, we refer 5-Frame detection performance
at each time instance to the metrics obtained from its 5 latest
frames, which is used for observing the convergence, and the
accumulated detection performance is measured on all frames
before current time instances, which is used for comparing the
overall performance over a sequence.
A. Parameter Setting
The performance of O-LSD is controlled by the dimension
of the estimated subspace r, and two weights for the low-
rank term and the structured sparsity penalty separably, λ1
and λ2. The following experiments are conducted on the cross-
validation sequence from Video 001.
The weight λ1 assigns the importance of the low-rank
subspace term. With the fixed λ2, a significantly small λ1
would encourage more information encoded in the low-rank
subspace factors and hurt the detection performance in both
terms of recall and precision. Increasing λ1 improves the
2Moving vehicles are manually labeled by the Computer Vision Annotation
Tool (CVAT), and a boundary box is provided for each moving object on each
frame.
3The estimated foreground is built by contiguous values rather than binary
value, so we deploy threshold segmentation as post-processing for extracting
the foreground mask and the moving objects [49].
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Fig. 1. Moving object detection performance with different λ1 and λ2.
detection performance by the increased emphasis on the low-
rank subspace modeling. After approaching the best detection
performance, continuing increasing λ1 would prevent the
information encoded into the background. As illustrated in
Fig. 1a, with the fixed λ2 = 0.025 and r = 5, as λ1 increases,
the F1 score gradually increases to about 75% from around
60%, then the detection performance starts dropping with
continuously increasing λ1.
Increasing λ2 with fixed λ1 would put more emphasis on
the structured sparsity of the extracted foreground, which
thus improves the precision of the detected moving objects
by restraining the random noises. When λ2 continuously
increases, the weight for the structured sparsity norm tends
too large to encode information into the foreground, which
then decreases the detection performance. As illustrated in
Fig. 1b, with fixed λ1 = 0.0025 and r = 5, the F1 score
first approaches to the highest point as λ2 increases, then the
same metric drops when λ2 tends too large.
Then we discuss the selection of the dimension of the
subspace r. With fixed λ1 and λ2, the O-LSD with smaller
r probably converges faster, however, it may fail in modeling
the permutation of the background for a long video sequence.
On the contrary, selecting a higher r would disadvantage the
updating of subspace basis and require more frames before
O-LSD converges. As presented in Fig. 2, for r ≤ 10, the
5-frame F1 scores increase faster than those with r ≥ 25.
As the sequence length increases, 5-frame F1 scores by the
O-LSD with r ≤ 10 show a trend of dropping. For r = 25,
this trend is negligible, and the same metric is still rising for
r > 25, which means the O-LSD requires a longer sequence
to converge. The highest F1 score at Frame-200 is achieved
by r = 25 in Fig. 2.
In the rest of the paper, based on cross-evaluation, we select
λ1 = 1/
√
p and λ1/λ2 = 0.1 with r = 25 for evaluation, and
further fine-tuning on the parameter selection would improve
the detection performance by O-LSD.
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Fig. 2. 5-Frame performance evaluation of O-LSD with different r on cross-validation sequence from Video 001.
TABLE III
DETECTION PERFORMANCE COMPARISON WITH ONLINE ALGORITHMS
Video 001 002 Avg(F1)Recall Precision F1 score Recall Precision F1 score
GRASTA 76.96% 31.76% 44.97% 72.22% 46.73% 56.75% 50.86%
OR-PCA 66.51% 41.50% 51.11% 71.94% 73.79% 72.86% 61.99%
GUSOS 59.35% 49.15% 53.77% 68.03% 62.61% 65.21% 59.49%
O-LSD 64.99% 63.75% 64.36% 73.00% 90.21% 80.69% 72.48%
B. Comparison with Online Approach
To verify the effectiveness of O-LSD, detection results by
O-LSD are compared against the state-of-the-art online ap-
proaches, GRASTA [31], OR-PCA [32] and GOSUS [34]. For
all methods, the subspace is initialized by the random scheme,
and their parameters are selected through cross-validation.
O-LSD boosts the detection performance in terms of the
precision and F1 scores. This improvement should be owned
to the structured sparsity penalty, which suppress the random
noises in estimated foreground frames. As present in Table. III,
the O-LSD achieves the highest precision and F1 scores on
both videos, although there is a little drop of recall score on
Video 001, compared with GRASTA and OR-PCA. In terms of
online methods employing structured sparsity penalty, O-LSD
outperforms GOSUS on both satellite videos. For common
moving object detection tasks GOSUS is proved effective,
however, it produces no improvement to OR-PCA on the
satellite videos.
Another advantage of O-LSD is its faster convergence
against other state-of-the-art online algorithms. As demon-
strated in Fig. 3, on both videos, the O-LSD achieves the
higher F1 scores earlier than GRASTA, OR-PCA and GOSUS,
implying that O-LSD converges faster by introducing the
structured sparsity penalty. Similar trends can also be observed
from the perspective of accumulated detection performance,
as the accumulated detection performance of O-LSD is always
better than the three existing methods as the length of sequence
increases, as illustrated in Fig. 4.
Besides, as more frames are processed by O-LSD algorithm,
the cleanness of the estimated background frame gradually
improves, as shown in Fig. 5.
C. Comparison with Batch-based Approach
Besides the comparison against the state-of-the-art online
algorithms, we also compare O-LSD with the batch-based
TABLE IV
DETECTION PERFORMANCE BY O-LSD WITH TEMPORALLY
DOWN-SAMPLING
Video T Recall Precision F1 Time per Frame
001
1 64.99% 63.75% 64.36% 6.57s
3 67.85% 59.79% 63.57% 12.74s
5 69.22% 62.02% 65.42% 14.62s
10 67.72% 62.14% 64.91% 14.26s
002
1 73.00% 90.21% 80.69% 10.75s
3 74.21% 88.46% 80.71% 14.48s
5 74.41% 87.72% 80.52% 17.86s
10 73.46% 88.68% 80.36% 21.12s
algorithms, which are RPCA [50] and LSD [29]. O-LSD
achieves slightly descent detection performance with signif-
icantly reduced delay in processing on both videos.
Compared with batch-based approaches, O-LSD achieves
comparable performance with the batch-based approach
RPCA, since it generates less false alarms, as visualized in
Fig. 6. O-LSD fails in matching the detection performance
by its batch-based counterpart, LSD, and Table. V presents a
drop of about 10% in F1 score by O-LSD. This little gap in
detection performance between LSD- and O-LSD implies that
O-LSD works pretty well, although it may not converge to the
global optimum of LSD.
In term of the processing time for each frame, O-LSD
significantly reduces this metric, compared with LSD. As
presented in Table. V, the time cost per frame for O-LSD is
ten times smaller than LSD. Compared with RPCA, O-LSD
improves the detection performance with moderately increased
time cost per frame. As the detection results by those batch-
based approaches are not available until the entire optimization
is completed, O-LSD significantly reduces the delay in moving
object detection by the O-LSD.
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Fig. 3. 5-Frame detection performance by different online algorithms.
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Fig. 4. Accumulated detection performance by different online algorithms.
TABLE V
DETECTION PERFORMANCE COMPARISON AGAINST BATCH-BASED ALGORITHMS
Video 001 002 Avg(F1)Recall Precision F1 score Time Per Frame Recall Precision F1 score Time Per Frame
RPCA 94.57% 40.65% 56.86% 3.16s 90.15% 78.06% 83.67% 5.45s 70.27%
LSD 86.80% 70.79% 77.98% 68.48s 82.19% 90.87% 86.31% 119.50s 82.15%
O-LSD 64.99% 63.75% 64.36% 6.57s 73.00% 90.21% 80.69% 10.75s 72.48%
D. Performance Evaluation with Temporally Down-sampling
Additionally, we evaluate the effects of temporally down-
sampling on detection performance. In this set of experiments,
one frame from every T frames, T ∈ {1, 3, 5, 10}, is fed to
O-LSD.
As shown in Table. IV, with increasing T from 1 to 10, the
F1 scores fluctuate negligible, which implies that detection
performance of O-LSD is almost not influenced by the tem-
porally down-sampling. At the same time, the time costs for
each frame are more or less the same with different temporally
down-sampling frequencies. Since fewer frames need to be
processed with large temporally down-sampling scales, the
delay for processing is reduced. However, considering that it
takes more than 1 second to obtain detection results for each
frame by O-LSD, it is still hard to directly apply O-LSD for
real-time applications without appropriate accelerations.
IV. CONCLUSION
The main contribution of this paper is a effective algorithm,
Online Low-rank and Structured Sparse Decomposition (O-
LSD), which combines the stochastic optimization and struc-
tured sparsity penalty to improve online subspace estimation
method for moving object detection in satellite videos. We
elaborate the model of O-LSD and its optimization method
that is proved to converge almost surely under mild condition.
The experiments on a dataset of two satellite videos validate
the improvement of O-LSD to the existing state-of-the-art
approaches. With temporal down-sampling scheme, O-LSD
also reduces the processing delay with almost unchanged
performance.
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APPENDIX A
TECHNICAL LEMMA
Lemma A.1 (Danskin’s Theorem from [51]). Let C ⊂ Rm
be a compact set. The function `(x,u) : Rn × C → R is
continuous, and `(·,u) is convex with regards to x for every
u ∈ C. Define `(x) = minu∈C `(x,u) and C(x) = {u∗|u∗ =
arg min u `(x,u)}.
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Frame-10 Frame-25 Frame-50 Frame-100 Frame-250 Frame-500
Fig. 5. Visualization of the estimated background and detection by O-LSD on Video 001. Images in the 1st row are the original input, and those in the 2nd
and 3rd rows are the estimated background frames and detection results, respectively.
Input( Frame-250) Ground Truth RPCA LSD
GRASTA OR-PCA GUSOS O-LSD
Fig. 6. Detection results obtained by different algorithms.
If `(x,u) is differentiable with respect to x for all u ∈ C,
and ∂`(x,u)∂x is continuous with respect to u for all x, then the
sub-gradient of `(x) is given by
∂x`(x) = conv{∂`(x,u)
∂x
|u ∈ C(x)} (20)
where conv{·} indicates the convex hull operator.
Lemma A.2 (Lemma 2.6 from [52]). Let f : X → R be a
convex function. Then, f is L-Lipschitz over X with respect
to a norm ‖·‖ if and only if for all ∀w ∈ X and z ∈ ∂f(w)
we have that ‖z‖∗ ≤ L, where ‖·‖∗ is the dual norm.
Lemma A.3 (Sufficient condition of convergence for a
stochastic optimization from [52]). Let (Ω,F , P ) be a mea-
surable probability space, µt, for t > 0, be the realization
of a stochastic process and Ft be the filtration by the past
information at time t. Let
δt =
{
1, if E[ut+1 − ut|Ft] > 0,
0, otherwise.
(21)
If for all t, µt ≥ 0 and
∑∞
t=1 E[δt(ut+1−ut)] <∞, then µt
is a quasi-martingale and converges almost surely. Moreover,
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∞∑
t=1
|E[ut+1 − ut|Ft]| < +∞ a.s. (22)
Lemma A.4 (Corollary of Donsker theorem from [53]). Let
F = {fθ : X → R, θ ∈ Θ} be a set of measurable functions
indexed by a bounded subset Θ of Rd. Suppose that there
exists a constant K such that
|fθ1 − fθ2 | ≤ K ‖θ1 − θ2‖2 , (23)
for every θ1 and θ2 in Θ and x in X . Then F is P-Donsker.
For any f in F , let us define Pnf , Pf and Gnf as
Pnf =
1
n
n∑
i=1
f(Xi),
Pf = E[f(X)],
Gnf =
√
n(Pnf − Pf).
(24)
Let us also suppose that for all Pf2 ≤ δ2 and ‖f‖∞ ≤M and
that the random variables X1,X2, · · · are Borel-measurable.
Then, we have
E |Gnf |F = O(1), (25)
where |Gnf |F = supf∈F |Gnf |.
Lemma A.5 (Positive converging sums from [42]). Let an,bn
be two real sequences such that for all n,an ≥ 0,bn ≥ 0,∑∞
n=1 an =∞,
∑∞
n=1 anbn <∞, ∃K > 0 s.t. |bn+1 − bn| <
Kan. Then, limn→∞ bn = 0.
APPENDIX B
PROPOSITION
Proposition B.1. Assume d ∈ D is uniformly bounded, and
(r∗, s∗) is the minimizers of the reconstruction cost function
ˆ`(d,L, r, s) obtained by Algorithm 2. Then,
1) r∗ and s∗ is uniformly bounded;
2) 1tAt and
1
tBt is uniformly bounded;
3) Lt is supported by a compact subset L,
Proof. Given (0,d) is a non-trivial feasible solution to Eq. (7),
for the optimal solution (r∗, s∗),
1
2
‖d− Lr∗ − s∗‖22 +
λ1
2
‖r∗‖22 + λ2 ‖s∗‖`1/`∞
≤ˆ`(d,L,0,d) ≤ λ2 ‖d‖`1/`∞ ,
(26)
thus, we obtain that
‖r∗‖22 ≤
2λ2
λ1
‖d‖`1/`∞ .
‖s∗‖`1/`∞ ≤ ‖d‖`1/`∞ .
(27)
Based on the assumption that d is uniformly bounded, then
r∗, s∗ is uniformly bounded.
Similarly, we show that the accumulation matrices At and
Bt are also uniformly bounded, as
1
t
At =
1
t
t∑
i=1
rir
T
i ,
1
t
Bt =
1
t
t∑
i=1
(di − si)riT .
(28)
The closed-from solution Lt is given as
Lt = Bt(At + λ1I)
−1
=
1
t
Bt(
1
t
At +
λ1
t
I)−1.
(29)
in which 1tAt and
1
tBt is uniformly bounded, therefore, Lt
is uniformly bounded.

Proposition B.2. Let r, s, Lt be the solution obtained by
Algorithm 1,
1) ˆ`(d,L, r, s) and `(d,L) are uniformly bounded;
2) The surrogate function gt(L) is uniformly bounded and
Lipschitz.
Proof. The first claim is proved by combining the definition
of ˆ`(d,L, r, s) and the uniform boundedness of d, L, r and
s.. Similarly, we can show gt(L) is uniformly bounded.
To proof gt(L) is Lipschitz, we show that the gradient of
gt(L) is uniformly bounded as
‖∇gt(L)‖F =
∥∥∥∥L(1tAt − 1t I)− 1tBt
∥∥∥∥
F
≤‖L‖F
(∥∥∥∥1tAt
∥∥∥∥
F
+
∥∥∥∥1t I
∥∥∥∥
F
)
+
∥∥∥∥1tBt
∥∥∥∥
F
(30)
where the terms on the right side of the inequality are uni-
formly bounded, ‖∇gt(L)‖F is uniformly bounded. According
to Lemma. A.2, gt(L) is convex with respect to L, the
boundedness of the gradient implies that gt(L) is Lipschitz.

Proposition B.3. X0(L) refers to the set of all minimizers to
ˆ`(d,L, r, s) as
X0(L) = {(r, s)|(r, s) = arg min
r,s
ˆ`(d,L, r, s)}. (31)
1) The sub-gradient of function `(d,L) with respect to L
is given as
∂L`(d,L) = conv{(Lr∗ + s∗ − d)r∗T
|(r∗, s∗) ∈ X0(L)},
(32)
where conv{·} is convex hull operator.
2) The subgradient ∂L`(d,L) is uniformly bounded, and
`(d,L) is uniformly Lipschitz.
Proof. To the best of our knowledge, there is no available
necessary and sufficient condition for uniqueness of minimizer
to the reconstruction cost function, which implies that more
than one minimizers of ˆ`(d,L, r, s) probably exist.
ˆ`(z,L, r, s) is convex and differentiable with respect to L
for every feasible (r∗, s∗). Given ∂
ˆ`(z,L,r,s)
∂L = (Lr+s−d)rT
is differentiable with respect to (r, s) for all L, according to
Lemma. A.1, the sub-gradient of `(d,L) is given as
∂L`(d,L) ∈ conv{(Lr∗ + s∗ − d)r∗T
|(r∗, s∗) ∈ Z0(L)}.
(33)
Then we proof that (Lr+ s− d)rT is uniformly bounded∥∥(Lr+ s− d)rT∥∥
2
≤ ‖r‖2 (‖L‖F ‖r‖2 + ‖s‖2 + ‖d‖2),
(34)
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in which every item on the right side of the inequality is
uniformly bounded. Therefore (Lr + s − d)rT is uniformly
bounded. The convex hull of the bounded set is also bounded,
thus the sub-gradient ∂L`(d,L) is bounded.
By Lemma. A.2, `(d,L) is convex with respect to L, and its
sub-gradient is is uniformly bounded, thus `(d,L) is uniformly
Lipschitz.

Proposition B.4. The empirical cost function ft(L) is uni-
formly bounded and Lipschitz.
Proof. By checking the definition of the empirical cost func-
tion fn(L), fn(L) is also uniformly bounded.
For gi ∈ ∂L`(di,L),the sub-gradient ‖∂L‖F is uniformly
bounded,
‖∂L‖F =
∥∥∥∥∥ 1n
n∑
i=1
gi +
λ1
2n
L
∥∥∥∥∥
F
≤ 1
n
n∑
i=1
‖gi‖F +
λ1
2n
‖L‖F .
(35)
Because fn(L) is convex with respect to L, and its sub-
gradient ‖∂L‖F is uniformly bounded, fn(L) is Lipschitz.

APPENDIX C
PROOF DETAILS
Theorem C.1. Let {Lt}∞t=1 be the sequence of solution ob-
tained by Algorithm 1, the surrogate function gt(Lt) converges
almost surely.
Proof. In stochastic optimization, the expected cost function
is defined all the samples,
f(L) = Ed[`(d,L)] = lim
n→∞ fn(L). (36)
gt(Lt) is analyzed as a stochastic positive process, since each
term in it is non-negative and samples are drawn randomly
(independent).
Note ut = gt(Lt), the difference between two consecutive
time instances is given as
ut+1 − ut
=gt+1(Lt+1)− gt(Lt)
=gt+1(Lt+1)− gt+1(Lt) + gt+1(Lt)− gt(Lt)
=gt+1(Lt+1)− gt+1(Lt)
+
`(dt+1,Lt)− ft(Lt)
t+ 1
+
ft(Lt)− gt(Lt)
t+ 1
.
(37)
The first two term satisfy gt+1(Lt+1) ≤ gt+1(Lt), and
ft(Lt)− gt(Lt) ≤ 0, therefore,
ut+1 − ut ≤`(dt+1,Lt)− ft(Lt)
t+ 1
≤`(dt+1,Lt)−
1
t
∑t
i=1 `(dt,Lt)
t+ 1
(38)
The expectation conditioned on past information Ft is given
as
E[ut+1 − ut|Ft] ≤
E[`(dt+1,Lt)|Ft]− 1t
∑t
i=1 `(dt,Lt)
t+ 1
≤f(Lt)−
1
t
∑t
i=1 `(dt,Lt)
t+ 1
≤‖f − ft‖∞
t+ 1
,
(39)
where we define ft = 1t
∑t
i=1 `(dt,Lt), f = Ed[`(d,Lt)],
and ‖f − ft‖∞ = supf∈F |f − ft|. F = {`(d,L) : D →
R,L ∈ L} defines a set of measurement function indexed by
Lt from a compact subset L, and P-Donsker. In addition, the
boundedness of `(d,L) implies that E[`(d,L)2] is uniformly
bounded. Then, the requirements of Lemma. A.4 are all
satisfied such that
E[
√
t ‖f − ft‖∞] ≤ κ, κ > 0. (40)
Therefore,
E[[E[ut+1 − ut|Ft]]+] =E[max{0,E[ut+1 − ut|Ft]}]
≤ κ
t
3
2
,
(41)
where [·]+ is the positive variation operator.
Then we deploy Lemma. A.3 to present the convergence of
gt(x). We define that
δt =
{
1, if E[ut+1 − ut|Ft] > 0
0, otherwise
. (42)
We have
∞∑
t=1
E[δt(ut+1 − ut)|Ft] =
∞∑
t=1
E[[E[ut+1 − ut|Ft]]+]
≤
∞∑
t=1
κ
t
3
2
< +∞.
(43)
Conclusively, gt(Lt) is quasi-martingale and converges almost
sure. Moreover,
∞∑
t=1
|E[ut+1 − ut|Ft]| < +∞ a.s. (44)

Theorem C.2. For two solutions produced by Algorithm 1 at
two consecutive time instances,
‖Lt − Lt+1‖F = O(
1
t
). (45)
Proof. The Hessian matrix of gt(L) is H = I⊗ (At + λ1I),
where ⊗ is the Kronecker production operator. By the defini-
tion of At, At is always semi-positive, therefore, the smallest
eigenvalue of H is greater than λ1, which implies that gt(L)
is strictly convex (perhaps strongly convex) with respect to L
and
gt(Lt+1)− gt(Lt) ≥ λ1 ‖Lt+1 − Lt‖2F (46)
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Because Lt+1 minimizes gt+1(L), gt+1(Lt+1) −
gt+1(Lt) < 0, which presents that
gt(Lt+1)− gt(Lt)
=gt(Lt+1)− gt+1(Lt+1) + gt+1(Lt+1)− gt(Lt)
≤gt(Lt+1)− gt+1(Lt+1) + gt+1(Lt)− gt(Lt)
≤(gt(Lt+1)− gt+1(Lt+1))− (gt(Lt)− gt+1(Lt))
(47)
We define Gt(L) = gt(L)−gt+1(L), then gradient of Gt(L)
is extracted as
∇Gt(L) =∇gt(L)−∇gt+1(L)
=
1
t
LAˆt +
1
t
Bt − 1
t+ 1
LAˆt+1 − 1
t+ 1
Bt+1
=
1
t
L(Aˆt − t
t+ 1
Aˆt+1) +
1
t
(Bˆt − t
t+ 1
Aˆt+1),
(48)
in which Aˆt = At + λ1I.
Given that At, Bt and L is uniformly bounded, the gradient
∇Gt(L) is also uniformly bounded,
‖∇Gt(L)‖F
≤1
t
(‖L‖F
∥∥∥∥Aˆt − tt+ 1Aˆt+1
∥∥∥∥
F
+
∥∥∥∥Bˆt − tt+ 1Aˆt+1
∥∥∥∥
F
).
(49)
Thus, we conclude that Gt(L) is uniformly Lipschitz with
respect to L, and there exist a positive constant κt =
1
t (‖L‖F
∥∥∥Aˆt − tt+1Aˆt+1∥∥∥
F
+
∥∥∥Bˆt − tt+1Aˆt+1∥∥∥
F
) that sat-
isfies
Gt(Lt)−Gt(Lt+1) ≤ κt ‖Lt+1 − Lt‖F . (50)
Combining Eqs. (46), (47) and (50), we conclude that
‖Lt+1 − Lt‖F ≤
κt
λ1
. (51)
and ‖Lt+1 − Lt‖F = O( 1t ).

Theorem C.3. Note ft(L) is the empirical cost function, and
gt(L) is its surrogate function. Lt is the solution obtained by
Algorithm 1, when t tends to infinity, gt(Lt)−ft(Lt) converges
to 0 almost surely.
Proof. This proof is originally presented by [32], for the
completeness of this proof, we introduce it here. Combining
Eq. (37) with gt+1(Lt+1)− gt+1(Lt) ≤ 0, we obtain
gt(Lt)− ft(Lt)
t+ 1
≤`(dt+1,Lt)− ft(Lt)
t+ 1
− (gt+1(Lt+1)− gt(Lt))
≤`(dt+1,Lt)− ft(Lt)
t+ 1
+ [gt+1(Lt+1)− gt(Lt)]−,
(52)
in which [·]− refers to the negative variation operator.
Similar to the proof of Theorem. C.1, we take the expecta-
tion conditioned on past information Ft
E[
gt(Lt)− ft(Lt)
t+ 1
|Ft] =gt(Lt)− ft(Lt)
t+ 1
≤E[`(dt+1,Lt)− ft(Lt)
t+ 1
|Ft]
+ E[[gt+1(Lt+1)− gt(Lt)]−|Ft].
(53)
Accumulating gt(Lt)−ft(Lt)t+1 with t tending to ∞, we have
∞∑
t=1
gt(Lt)− ft(Lt)
t+ 1
≤
∞∑
t=1
E[
`(dt+1,Lt)− 1t
∑t
i=1 `(dt,Lt)
t+ 1
|Ft]
+
∞∑
t=1
E[[gt+1(Lt+1)− gt(Lt)]−|Ft]
≤
∞∑
t=1
|f − ft|
t+ 1
+
∞∑
t=1
E[[gt+1(Lt+1)− gt(Lt)]−|Ft].
(54)
According to central limit theorem,
√
t|f − ft| converges
almost surely as t tends to infinity. From Theorem. C.1, we
also obtain that
∞∑
t=1
|E[[gt+1(Lt+1)− gt(Lt)]−|Ft]| < +∞. (55)
Hence, we have the almost sure convergence of the positive
sum
∞∑
t=1
gt(Lt)− ft(Lt)
t+ 1
≤
∞∑
t=1
|f − ft|
t+ 1
+
∞∑
t=1
E[[gt+1(Lt+1)− gt(Lt)]−|Ft]
<∞
(56)
As demonstrated in Propositions. B.2 and B.4, gt(L) and
ft(L) are both Lipschitz with respect to L, which implies there
exists κ2 such that
|gt+1(Lt+1)− ft+1(Lt+1)− (gt(Lt)− ft(Lt))|
= |gt+1(Lt+1)− gt(Lt)− (ft+1(Lt+1)− ft(Lt))|
≤ |gt+1(Lt+1)− gt(Lt)|+ |ft+1(Lt+1)− ft(Lt)|
≤ |gt+1(Lt+1)− gt+1(Lt)|+ |gt+1(Lt)− gt(Lt)|
+ |ft+1(Lt+1)− ft+1(Lt)|+ |ft+1(Lt)− ft(Lt)|
≤κ2 ‖Lt+1 − Lt‖F .
(57)
According to Lemma. A.5, combining with
∑∞
t=1
1
t+1 =∞,
we have that
lim
t→∞ gt(Lt)− ft(Lt) = 0, a.s.. (58)

Theorem C.4. As t tends to infinity, given the Lt is obtained
by Algorithm 1, gt(Lt)− f(Lt) converges to 0 almost surely.
Proof. From Theorem. C.2, we have ‖f − ft‖∞ converges to
0 almost surely, which implies
lim
t→∞ gt(Lt)− f(Lt) = 0, a.s.. (59)

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