Introduction
It seems there is no end to the growth of social media. Facebook, in particular, enjoys its hegemonic position as the leading social networking site, with more than one and a half billion global monthly active users throughout 2015 (Facebook Newsroom, 2015) . 71 per cent of all adult Internet users in the United States have used Facebook in 2014, which constitutes 58 per cent of the entire U.S. adult population (Duggan et al., 2015) . The website has permeated many aspects of social, cultural, and economic life. It has equipped its users with new ways of online social interaction, governments with new means of communicating policies with the public opinion, and businesses and advertisers with a platform for reaching consumers faster and on a broader-than-ever scale. David Lyon (Bauman and Lyon, 2013) , the leading scholar of international surveillance studies, observes: "Facebook has quickly become a basic means of communicating -of 'connecting', as Facebook itself rightly calls it -and is now a dimension of daily life for millions" (p. 35).
The effect of social networking and social media on mass popular culture of the modern world is undoubtedly immense. What is less clear, however, is the normative value and nature of Facebook. From its appearance on the Internet, the website has been an object of criticism pointing to the modern paradigm of individuals' lives being constantly exposed to the public gaze. The increasingly complex and decreasingly intelligible architecture of the globalising "technoscape" (Appadurai, 1990, p. 296) have created new means of surveillance. David Lyon (1994) has been at the forefront of this line of thinking, arguing together with Zygmunt Bauman that modernity brought about the rise of a new Panoptic "surveillance society". Lyon sees Facebook as an exemplary modern surveillance system, designed for the purpose of collecting data about its users and turning it into commercial profits. The revelations about the global surveillance of Facebook users by the U.S. National Security Agency, exposed by Edward Snowden in 2013, seem to be a case in point. The international uproar that followed inspired many to reflect critically on the nature of social networking sites and to question their safety.
Contrastingly, technology and Internet enthusiasts are a lot more eager to promote social media. In their optimist narrative, Facebook (and the Internet in general) is "an arena for interactive democracy, critical expression, as well as a site of new identity formation" (Koskela, 2006, p. 165). The question remains how to see the role of surveillance in all this.
Can surveillance have positive effects at all, and if so, what could they be?
One answer is to turn the concept of surveillance on its head. Jean-Gabriel Ganascia (2010), for instance, talks about a "generalised sousveillance", which gives the user the opportunity to reverse the gaze and point it at their overseer. Ganascia proposes a reconceptualisation of the Panopticon into a "Catopticon" that "allows everybody to communicate with everybody and removes surveyors from the watchtower" (p. Foucauldian toolbox is particularly useful here, since Foucault's reading of the Panopticon includes a reflection on the power dynamics within this mechanism. Surveillance is thus not only the condition of being watched, but also subjection to a certain power and discipline.
Following these lines, my focus does not shy away from a certain emphasis on power: surveillance and sousveillance both point to the concept of power and to (albeit divergent) power relations. I am interested not only in the content of the two analysed policy documents, but also in the implicit power relationships between Facebook and its users which may stem from their discourse. Power is defined by Foucault (1978) as a ubiquitous social relation: "Power is everywhere; not because it embraces everything, but because it comes from everywhere" (p. 93). It is not a "thing" which can be owned by individuals or the state, but rather a relation between people or groups in the social body (O'Farrell, 2005, p. 99) . Thus, if surveillance is understood as a hierarchical dependency between the observer and the observed, then the gaze results in subjugating the latter and empowering the former. But the perspective of sousveillance reverses this power relation, and empowers the user of social media vis-à-vis Facebook. There no longer is a clear-cut dependency, but rather the idea that everyone can observe everyone in an egalitarian setting. This reversal of power relations is perhaps the clearest conceptual difference between surveillance and sousveillance.
The answer to my central question, therefore, incorporates reflections on power within the concepts of surveillance and sousveillance.
The next chapter inspects Facebook's Terms of Service and Data
Policy. This analysis is followed by a more detailed discussion of the Panopticon in chapter three. Chapter four turns to the concept of sousveillance, in order to see if Facebook can also be used productively, e.g. to create new subjectivities, as argued by Ganascia (2010). My conclusion then attempts to theoretically reconcile the perspectives of surveillance and sousveillance, and discusses power relations inherent to these concepts.
Facebook's Terms of Service and Data Policy: Content Analysis
Privacy policies are certainly not amongst the most frequently read documents. They do, nevertheless, to a large extent determine the power relations between the user and the website, in particular by specifying what happens to user data and who retains control over them. When Facebook's terms hit media headlines, it is typically with an aura of intransparency and surveillance (cf. Vedantam, 2012; Smith, 2013; Lapowsky, 2014; Smith, 2015) . Concern often revolves around the issue of who owns and controls user data, and how it is used. These are also my guiding motifs here. I firstly look at the Terms of Service (Facebook, 2015a) , which specifically deal with the topics of privacy, data-sharing and safety. I then inspect the Data Policy (Facebook, 2015b), a de facto privacy policy intended to supplement the Terms of Service with a more detailed discussion of privacy.
Terms of Service
The Terms of Service analysed here have been last revised on January 30, 2015, and were the most recent, original U.S. English version in force at the time of my writing (Facebook, 2015a) . The document is divided into eighteen sections, of which the first four: (1) "Privacy", (2) "Sharing Your Content and Information", (3) "Safety", and (4) "Registration and Account
Security", prove to be most illuminating for a discussion of surveillance on Facebook. The "Privacy" section opens with an assertion: "Your privacy is very important to us" (para. 1). Another concern arises from reading paragraph four of section two:
When you publish content or information using the Public setting, it means that you are allowing everyone, including people off of Facebook [nonusers] , to access and use that information, and to associate it with you (i.e., your name and profile picture).
The Public setting is the default setting for all new user accounts, which needs to be changed with a conscious effort on the side of the user, should 
Data Policy
The Data Policy (Facebook, 2015b; last revised January 30, 2015) supplements Here, what is also being collected is the information about how users interact with Facebook, e.g. the types of content viewed or engaged with, or the frequency and duration of Facebook activities (Facebook, 2015b, para.
2). The company is interested in the behaviour of its users, which points to Foucault's (1995) disciplinary power and panopticism, with their emphasis on behaviour and means of controlling it. The more Facebook understands about the ways in which users interact with its services, the more potential it has to change and influence user behaviour. The aim is to maximise the amount of time spent on Facebook, since this increases user exposure to Facebook's advertising system. The purpose of surveillance is thus to discipline into a psychological state of social media dependency. For this to succeed, the user cannot realise just how much of their life they invest in the website. This is why such individual statistics, although evidently collected, are never disclosed.
Surveillance also targets non-users. Paragraph three of the Data Policy ("Things others do and information they provide") explains that Facebook collects data provided by other people using its services, including "information about you, such as when they share a photo of you, send a message to you, or upload, sync or import your contact information". Thus, one could be in Facebook databases without knowing and without consenting. Surveillance is no longer tied to the website itself, but permeates the offline reality. Facebook tracks the movements of users and non-users alike; specific geographic locations of devices used to access its services, data about one's phone operator or Internet service provider, and also about the movement of users across the Internet via the use of Facebook's social plugins (e.g. the ubiquitous "Like" button). Surveillance is a network where information is gathered not only through facebook.com, but also via third parties and companies owned by Facebook (Facebook, 2015b, para. 7-10), e.g. the photo-sharing platform Instagram and the instant messaging service WhatsApp.
What is the purpose of this network of data-collection? How is this information used by Facebook? The answer is found in paragraph seventeen of the Data Policy:
We use the information we have to improve our advertising and measurement systems so we can show you relevant ads on and off our Services and measure the effectiveness and reach of ads and services.
The aim is thus to rationalise with scientific precision the behaviours of Facebook users; to turn the user-body into a body of knowledge: studied, examined, tracked, surveilled, predictable, knowable. This process of "datafication" transforms the chaos of social action "into online quantified data, thus allowing for real-time tracking and predictive analysis" (van Dijck, 2014, p. 198) . The obsessive fixation on measurement and effectiveness demands an endless stream of data. The user becomes objectified into a source of information about themselves and others; information which is extracted with the use of panoptic gaze and examination (Foucault, 1995) .
Because for advertising to be seductive and efficient, Facebook needs to establish the truth about the user. Examination, defined by Foucault (1995) in terms of a "normalizing gaze, a surveillance that makes it possible to qualify, to classify and to punish" (p. 184), together with surveillance (or "hierarchical observation" if one is to stick strictly with Foucault's terminology), make users into describable, analysable, knowable "cases": If Facebook is a Panopticon, then each account is a cell designed to contain all the information about the user.
Thirdly, the space of Facebook is rationalised; divided into "functional sites" for the purpose of quick and easy navigation and control. Having logged in, the user is presented with a list of Favourites. Atop is the link to their News Feed, which allows the user to decide how to sort posts ("stories"): chronologically or by highest popularity (popularity is measured, e.g., by the number of "likes" and comments a post has received). This is followed by three other constants: Messages, Events, and Photos. The Is Facebook a system of panoptic surveillance? The permanency and totality of surveillance on Facebook suggests that it indeed is. The Data Policy showed how the gaze works continuously to gather all the available data about the user: their status updates, comments, private messages, "likes", political affiliations, hobbies, personal connections, photographs, videos, geographic locations, events attended, places visited, and many more. This totality of collected data allows to create a comprehensive behavioural profile of an individual, and to track its changes over time.
Who is then the surveillant in this setting? Bruno (2012) makes two arguments: (1) personal data is subject to corporate and police inspection, but also to a "lateral surveillance" by family members and friends (p. 344);
(2) the user is not only a subject of surveillance, but can also surveil others in a system of "collaborative surveillance" (p. 344). Thus, the users are at the same time subjects to and sources of surveillance. They are being surveilled, but can themselves watch others. This is a major difference between Facebook and the original Panopticon. The modern gaze works in more than one direction, which invites to consider the alternative perspective of sousveillance: Can users reverse the direction of surveillance and point it at Facebook, so as to make the once-inspector seen?
Sousveillance and the Catopticon
Whereas the previous chapter argued for a view of Facebook as a modern informational Panopticon, this one explores the alternative perspective of sousveillance and the Catopticon it is argued to create.
The notion of sousveillance, introduced by Mann (Mann et al., 2003) and further developed by Ganascia (2010) who applies it to the modern "Infosphere" of the Internet, is a reversed or inverted form of surveillance. If surveillance signified watching from above (the French prefix sur translates to "over"), sousveillance is an act of watching from below (sous) (p. 493). It is a situation where "anybody may take photos or videos of any person or event, and then diffuse the information freely all over the world" (Ganascia, 2010, p. 489) . Sousveillance is a recent theoretical development in contemporary technological societies; one which is argued to describe their reality better than the traditional conceptualisation of surveillance.
The sousveillance perspective hence challenges Lyon and Bauman's view of modern surveillance society. Postmodernity, it argues, has replaced the surveillance-governed state with a new, more fluid and flexible form of social organisation; with a new "sousveillance state" (Ganascia, 2010, p. 491), and a "sousveillance society" which is "equally distributed, strictly egalitarian and delocalized over the entire planet" (p. 496). This is not to say that surveillance has dissolved completely. Rather, surveillance and sousveillance coexist, although the latter now dominates. Sousveillance has led to the blurring of boundaries between public and private, and to the emergence of the Catopticon:
[W]hile the architecture of the Panopticon was designed to facilitate surveillance by prohibiting communication and by installing surveyors in a watchtower, the architecture of the 'Catopticon' allows everybody to communicate with everybody and removes surveyors from the watchtower. about events as they were unfolding. This sort of honest, first-hand insight was made possible by these social networking platforms, since Facebook allows its users to broadcast information on a larger scale. Ganascia (2010) observes:
In the past, only powerful institutions like states or rich companies had the ability to broadcast information on any scale. With the increasing abundance of information shared online, making sense of the world demands more initiative and responsibility on the side of the user than ever before. The power of Facebook, whether it lies in the hands of the company or its users, can be at once destructive and productive.
Conclusion
Returning Facebook from above at the user placed below. In this scenario, the gaze subjects users to a ceaseless observation and disallows them to see its source. Sousveillance, contrastingly, reversed the gaze's direction upwards and sideways. The user is now the one who subjects their surroundings to
oversight.
Yet, is this not ultimately a situation of surveillance, inverted or not? If surveillance is understood as watching someone without their knowledge or consent, then it can be said that Facebook surveils its users but the users similarly surveil Facebook. The only difference between surveillance and sousveillance is the direction at which the gaze is pointed. What is common to both is their infringement of the individual freedom to not be seen or gazed upon. Surveillance and sousveillance should hence be seen as two sides of the same coin. It makes less sense to speak of subjective empowerment or disempowerment here, since power becomes an overarching fluidity. Power, perceived as the ability to create knowledge -a Foucauldian "power-knowledge" -is not exercised by Facebook or the users alone. There is not a single subject of power here but multiple entities bound by mutual dependencies: Facebook needs users for its economic survival, and users need Facebook as the platform for social connectedness and online self-narration:
Social media depend for their existence on monitoring users and selling the data to others. The possibilities for social media resistance are attractive and in some ways fruitful, but they are also limited, both due to the lack of resources for binding relationships in a liquefying world and to the fact that surveillance power within social media is endemic and consequential. (Lyon in Bauman and Lyon, 2013, p. 12, original emphasis) Doubtless, sousveillance gives leeway for social media resistance, but these possibilities are not unlimited. Furthermore, it would seem that in the modern globalising world of increased pace and interconnectedness, services such as Facebook become essential for sustaining social relationships over geographic distance. The ultimate responsibility for how Facebook is employed, and what purposes it serves, is with the users themselves:
[I]t is the uses that we -Facebook's 'active users', all half-billion of usmake of those offers that render them, and their impact on our lives, good or bad, beneficial or harmful. It all depends on what we are after; technical gadgets just make our longings more or less realistic and our search faster or slower, more or less effective. (Bauman in Bauman and Lyon, 2013, pp. 27-28) This is why awareness and consciousness are crucial in the online realm. I hope to have equipped readers -users of social media -with basic insights needed to make informed choices about our online presences, and the risks involved therein.
