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Abstract
The thesis is related to laboratory astrophysics, and investigates with this tech-
nique, the launching mechanism for young stellar object jets and the interaction
of two supernovae remnant in the Sedov-Taylor regime. Recent experiments per-
formed at Imperial College on the pulsed-power magpie facility have successfully
shown the formation of magnetically driven radiatively cooled plasmas jets formed
from radial wire arrays, which are relevant to studying the launching mechanisms
of astrophysical jets [A. Ciardi, et al. Phys. Plasmas 14, p056501 (2007)]. The
experiments have been now extended to study episodic mass ejection ( 25 ns [F.
A. Suzuki-Vidal, et al. 49th Annual Meeting of the Division of Plasma Physics,
UO4.00007 (2007)]) and the interaction of jets and magnetic bubbles with an ambi-
ent gas. The dynamics of the interaction is investigated through three-dimensional
resistive magneto-hydrodynamic simulations using the code gorgon [A. Ciardi, et
al. Phys. Plasmas 14, p056501 (2007) – J.P. Chittenden, et al. Plasma Phys. Con-
trol. Fusion 46 B457 (2004)]. In particular ablation of the cathode is investigated
numerically to explain the periodicity and subsequent formation of multiple bub-
bles. Comparison with experiments is offered to validate the results. The complex
structure of the magnetic field is investigated, the conservation of the magnetic flux
is explained and the consequent confinement offered to the central jet. Furthermore
the interaction of the plasma outflows with an ambient gas is investigated. The for-
mation of shocks in the ambient gas, as well as the formation of three-dimensional
Mach stems is analyzed. In addition, recent experiment at Imperial College per-
formed by the QOLS group, by laser-heating a medium of atomic clusters [R. A.
Smith, et al. 2007 Plasma Phys. Control. Fusion 49 B117-B124 (2007)], shows the
4capability to create plasmas with sufficiently high energy densities to launch strong
shocks. Interactions between high-Mach number shock waves are believed to be
responsible for many of the complex, turbulent structures seen in astrophysical ob-
jects including supernova remnants. The experiment of two colliding Sedov-Taylor
regime blast-waves is modelled. Detailed 3D numerical modeling is performed in
order to study the importance of thermal conduction, rarefaction waves, refractive
shock waves and complex three-dimensional mach stem formation. The simulated
data are benchmark against a three-dimensional tomography image (newly devel-
oped experimental technique). The collision of two blast-waves should reproduce
the non uniform interstellar medium where supernovas normally expand.
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Chapter 1
General Introduction and
Motivations
The sky has represented for thousands of years an attraction for mankind; people
have always tried to explain and to interpret the underlying mechanisms of the
cosmos. Today, thanks to sophisticated technologies and techniques it is possible
to investigate the universe and its astrophysical objects at a very high definition.
The new technologies are however not enough to describe and to infer the cosmos‘
underlying mechanism; there are still lots of astrophysical objects whose evolution
is unclear, and are thus still under investigation. In particular, jets from young
stellar objects and supernova remnants are still ubiquitous phenomena occurring on
an astonishing variety of scales and in very different environments.
In this work we aim to clarify and possibly explain some of these unclear un-
derlying mechanisms via laboratory experiments. Laboratory experiments, because
of their similarity with some astrophysical scenarios, help to investigate phenomena
like: jet launching mechanisms, jet collimation/evolution and supernova remnant
(SNR) evolution. Despite the huge scale difference, the laboratory experiments are
calibrated to include the same physics and thus to be a scaled version of astrophysical
scenarios.
The ability to generate supersonic plasma jets has been successfully demon-
strated on laser and Z-pinch facilities. Plasma jets that are generated with pulsed
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power machines are, however, unique in several aspects. The use of pulsed power
machines and ablating wires allow the formation of a hydrodynamic continuous jet,
rather than the plasma bullets typically generated in laser experiments. Moreover,
jets generated with pulsed power machines are in a relevant cooling regime and
include a topologically relevant magnetic field, a scenario much more difficult to
achieve with lasers.
These scaled laboratory experiments allowed exploration of a range of topics
including jet bending via cross winds [1] and jet rotation [2].
Laser experiments, on the other hand, have demonstrated the ability to repro-
duce highly supersonic blast-waves [3]. Lasers focused on cluster-gas produce ex-
tremely high temperatures, with low energy (∼ 300 mJ) short-pulse laser (> 500
fs), being able to launch very energetic blast-waves in different gases. The relevance
of these kinds of experiments for astrophysics has already been discussed by a few
authors [4] [5] [6] [7] investigating the Sedov-Taylor regime and the possible cooling
effects.
Both the jet experiments and the blast wave experiments have attracted a con-
siderable interest from the astrophysical community. The reproducibility and short
time duration, for each single experiment, make these laboratory experiments suit-
able for validating theoretical models and to produce stringent tests for numerical
codes.
The key aspect of pulsed power and laser experiments is the capability to reach
particular physical regimes that are relevant to astrophysics. Due to the high energy
density (HED) the fluid is supersonic; diffusion phenomena are negligible; cooling
is important and cannot be neglected; and in the specific case of jets when mag-
netic fields are involved: magnetic diffusion is negligible. More technically, when
dimensionless parameters in the experiments are in a similar regime to those occur-
ring in astrophysical environments, then the dynamics of both lab and astrophysical
phenomena are said to be similar. Laboratory experiments become important since
they help in underlying some fundamental aspects not easily detectable within as-
trophysical objects.
This thesis concentrates on hydrodynamics (HD) and magneto-hydrodynamics
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(MHD) simulations of laboratory astrophysics experiments performed on magpie
pulsed power machine and using a short pulse laser focused into cluster-gas media,
at Imperial College London. Laboratory experiments have been accurately repro-
duced with the numerical code gorgon [8] [9], the good agreement between the
code and the experiments validates both the mathematical equations used to model
the experiments and the implemented numerical schemes. The numerical results are
fundamental since they permit the experimental work to be extended and to inves-
tigate with higher accuracy the underlying physics of the laboratory experiments.
Since laboratory experiments are designed to be similar to some astrophysical scenar-
ios, the results obtained in the laboratory are extended to clarify the astrophysical
mechanisms. gorgon has also been used with predictive capability to design future
experiments.
1.1 General Background
1.1.1 Astrophysical Jets
Jets and collimated outflows are ubiquitous phenomena in astrophysics occurring on
an astonishing variety of scales ranging from L ∼ 1012− 1019 m, in environments as
diverse as Young Stellar Objects (YSO) [10] (fig. 1.1), Planetary Nebulae (PN) [11]
(e.g. Crab Nebula [12]) and supermassive black holes at the center of Active Galactic
Nuclei (AGN) [13] (fig. 1.2). Jets also likely play a critical role in the formation of
Gamma Ray Bursts (GRB) [14] and maybe, by association, Supernovae (SN) [15] [16]
as well.
The presence of common outflow structures, from such a variety of scenarios,
suggests a common formation mechanism.
Magnetic fields have been identified as the principle (if not unique) cause for
creating collimated outflows. The interest is focused in understanding outflows from
YSO and the role played by the magnetic field in the launching and collimation jet
process.
The region of extension for a YSO magnetic field has been estimated to go from
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Figure 1.1: This image collects three Herbig-Haro objects: HH30 (in the Taurus
Constellation), HH34 (vicinity of Orion Nebula), HH47 (at the edge of
the Gum Nebula). All free images show very collimated outflows, and
in particular HH34 shows a different structure since the jet does not
appear as a continuum as for HH-30 instead the structure is knotty like
the jet is emitted through episodic emissions. This structure suggests the
star goes through episodic loops of construction and consequently emits
junks of material that lately will form the Herbig-Haro jet. A similar
knotty structure might be found, however not so evident, in HH47 as
well. HH47 has an easy detectable Bow-Shock; bow-shocks typically
occur in Herbig-Haro outflows.
1 to 10 AU. These estimations are both numerical and theoretical since there is no
yet known technique to measure the magnetic field so close to young stellar objects.
Since there is no experimental evidence of the magnetic field strength and struc-
ture, different models have been developed, in the last two decades, to explain the
possible magnetic field roles and effects.
The most studied, and probably most famous models are the magnetic tower by
Lynden-Bell [17] and the magneto-centrifugal by Blandford and Payne [18].
The two models have two completely different initial scenarios. The magnetic
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tower model supposes that the YSO generates a bipolar magnetic field. The bipolar
magnetic field is trapped in the accretion equatorial disk. An accretion disc is a
structure formed by diffuse material in orbital motion around the YSO and more in
general around a central body. The disk angular velocity is not constant, it decreases
with the radius. Because of the different angular velocity the magnetic field lines,
that are anchored to disk, get twisted generating a mainly toroidal magnetic field at
the YSO poles [19]. The magneto-centrifugal scenario is different: the magnetic field
lines are open, they are anchored to the disk with an angle lower than 60o and no
YSO magnetic field is considered; the YSO does not generate or have any significant
magnetic field. The fast disk rotation produces a centrifugal force that pushes mass
outward on the field line (beads on a wire), eventually the matter inertia bends the
magnetic field lines and a mainly toroidal magnetic field is wound up at the young
stellar object poles [20].
Different modifications to the classical Blandford and Payne magneto-centrifugal
model have been proposed. The most famous corrections are the stellar wind and the
X wind models [21]. The stellar wind adds to the classical magnetic field scenario a
bipolar magnetic field generated by the YSO, that extends only for few astronomical
units into the disk, and an open poloidal magnetic field that originates from the YSO
poles. Instead, the X wind has an open poloidal field that originates from the region
in between the star and the disk.
Although they start from different initial scenarios the two models evolve to
a similar configuration: a plasma column surrounded by a strong and confining
toroidal magnetic field. The plasma column eventually becomes unstable and breaks,
the toroidal configuration changes, the top part of the broken plasma column emerges
and a jet in launched.
While great progress has been made in understanding the magnetic tower sce-
nario and more generally the jet launching mechanism, many other fundamental
questions require further study. It remains unclear how the current, which supports
the magnetic field, is distributed in the outflow structure. Whether the current re-
turns along the bow shock structure swept-up by the magnetohydrodynamic winds
or it flows in the ambient medium to close at infinity is still unknown. The stability
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Figure 1.2: Streaming out from the center of the galaxy M87 is an AGN-jet. The
M87-AGN-jet is generated by a black-hole. The AGN jet is a possible
environment where jet/outflows might be uncounted, also in this case the
magnetic tower theory might be a possible explanation for this scenario.
(Credit: The Hubble Heritage Team STScI/AURA, and NASA/ESA)
properties of the outflows and jets also remain an open question. While analytic
studies and MHD simulations have made great progress there remains concerns
about the role of initial conditions and numerical resolution; the diameter, the tem-
perature and other variables across the jet and/or outflows can produce significant
differences in the stability properties.
A possible way to answer, or to find a reasonable answer, to these open questions
might come from laboratory astrophysics.
1.1.2 Supernova Remnants
A supernova is a stellar explosion, as shown in fig. 1.3. SN explosions are extremely
luminous and cause a burst of radiation that often briefly outshines an entire galaxy
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before fading from view over several weeks or months. During this short interval,
a supernova can radiate as much energy as the Sun emits over its life span. The
explosion expels much or all of a star’s material at a velocity of up to a tenth the
speed of light, driving a shock wave [22] into the surrounding interstellar medium.
This shock wave sweeps up an expanding shell of gas and dust called a Supernova
Remnant (SNR).
The typical energy involved in a SN explosion is estimated to be around 1043 J,
this energy is released in a variety of forms: X-rays, photons, kinetic energy of the
ejected material, gamma rays and neutrinos [23].
The SNR evolution can be subdivided into three broad parts [24] [25] [26]. The
first, occurring just after the explosion, is known as free expansion (or young rem-
nant) phase, during which the leading edge of the expanding ejecta drives a forward
shock into interstellar matter at 10000 km/s. A reverse shock starts propagating
from the contact discontinuity, where the supernova ejecta meets with the ambient
medium, back into the ejecta. In a frame fixed in the old star center, the reverse
shock at this phase still moves in the outward direction [27]. In this phase the mass
ejected is much greater than the snowploughed background gas. This phase is char-
acterized by constant temperature, expansion velocity and it lasts for about 90-100
years. Eventually the stellar ejecta ceases, the mass of the accumulated interstellar
matter has achieved enough inertia to drive an hypersonic shock in the interstellar
medium. This is the point in time in which the young remnant phase ends and the
SNR evolves in the Sedov-Taylor phase [28]. During this phase the shock that is
launched in the background interstellar medium slows down and the reverse shock
now runs toward the center where it is converted into thermal energy. This phase
last for something like 104 years.
The Sedov-Taylor is a self-similar model to describe blast-waves. The model as-
sumes that the entire mass of gas encompassed by the explosion wave is concentrated
in a thin layer behind the front surface; the density inside the layer is constant and
equal to the density behind the front. Since the total energy of the system is con-
served, it is possible to demonstrate that for a spherical explosion: R ∝ t2/5. The
Sedov-Taylor phase is characterized by high Mach numbers (super-sonic shocks),
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high Reynolds numbers (momentum advection is dominating over diffusion), high
Peclet numbers (thermal advection is dominating over diffusion) and a high cooling
efficiency.
Eventually the SNR enters the last phase, called the old remnant phase, corre-
sponding to an essentially pseudo spherical dense shell filled with a hot, low density
plasma (diffusion processes dominate at this time). This phase begins at the end of
the Sedov-Taylor phase (104 years) and lasts up to 105-106 years.
While lots of studies have been done to understand the general aspects for SNRs,
lots of open questions still do not have an answer. For example the remnants almost
universally reveal complex 3D structures, such as in the Cygnus Loop or the Crab
Nebulae (fig. 1.3). The origin of the structure can be related to the initial three
dimensional non uniformities of interstellar medium, to instabilities at the contact
discontinuity, to three dimensional features imprinted on the ejecta during the SN
explosion itself, or various combinations of these.
Laboratory astrophysics may help in selecting which hypotheses and models
better explain the complex nature of SNRs.
1.1.3 Scaling: from Astrophysical Objects to Laboratory
Experiments
The general idea of laboratory astrophysics is to perform laboratory experiments
which are scaled representations of astrophysical events, or parts of them. The
possibility to scale astrophysical events, that last for thousands of years and span
several AU (Astronomical Unit, 1AU = 1.496 1011m), in a laboratory, where mil-
limeter and second-time scales are involved, is possible thanks to common governing
equations. For both phenomena, despite the different scales involved, the physics of
the phenomena is the same.
In particular astrophysical jets are described in first approximation by ideal-
MHD, consequently laboratory experiments are designed to produce flows that can
be modelled with ideal-MHD. Similarly, SNRs are described by fluid Euler’s equa-
tions, experiments are thus designed to produce plasmas that can be modelled with
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Figure 1.3: The image on the left is one among the largest ever produced with
the Earth-orbiting observatory (Hubble Space Telescopes) and gives the
most detailed view so far of the entire Crab Nebula ever made (Credit:
NASA, ESA and Allison Loll/Jeff Hester (Arizona State University).
Acknowledgement: Davide De Martin (ESA/Hubble)). The image on
the right shows a portion of the still expanding supernova in the Cygnus
Loop (Credit: NASA, HST, WFPC2, Jeff Hester). Both images clearly
show the high SNR asymmetry, the spherical shape of the remnant is
barely detectable. The left image shows the Rayleigh-Taylor instability
spikes all around the remnant thin shell.
Euler’s equations as well.
In order to produce flows in the right astrophysical regimes: the fluid must
be predominantly advected, momentum diffusion needs to be negligible, similarly
thermal diffusion processes needs to be negligible as well as magnetic field diffusion.
These conditions are mathematically expressed as the requirement that the Reynolds
(Re), Peclet (Pe) and the Magnetic Reynolds number (ReM , only for astrophysical
outflows) are much greater than unity.
To fully and properly scale astrophysical objects in the laboratory boundary and
initial conditions must be the scaled version of the astrophysical conditions.
It is important to highlight that astrophysical jets and SNRs have values of
Reynolds, Peclet and magnetic Reynolds number that are many order of magnitude
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grater than those obtained not only in the laboratory [29], but also in numerical
simulations [30]. However, the order of magnitude difference does not compromise
the scalability, since in both cases the dimensionless parameters are much greater
than unity, thus the two phenomena are physically equivalent.
Numerical simulations, due to truncation errors, add implicitly unphysical dis-
sipation [31]. Severe numerical limitation also exists on the range of plasma-β (for
β  1: magnetic diffusivity due to grid dissipation), β is defined as the ratio of
thermal to magnetic pressure (see §2 and Appendix A), which can be modelled nu-
merically [32]. Numerical simulations offer a valid, but limited, tool to investigate
and to understand phenomena in these regimes (Re ∼ Pe ∼ ReM ∼ 10− 103).
1.2 Recent Developments in Laboratory Astro-
physics
1.2.1 Recent Laboratory Astrophysics Developments for Plasma-
Jets
The first laboratory hypersonic, radiative, hydrodynamical jets that were astrophys-
ically relevant were obtained by Farley [33] in 1999 focusing 5 nova laser beams (225
J in total) into a gold disk with a 120o included angle, conical section machined out
of one side. The lasers were focused perpendicularly onto the conical machined re-
gion producing a uniform and perpendicular ablation. The mass ablating from the
target enhances on axis, forming a jet which propagates axially away from the cone.
The jet formed is highly collimated, hypersonic and radiatively cooled.
Laboratory hypersonic, radiative, hydrodynamical jets relevant to astrophysics,
using a pulsed power machine, were obtained for the first time in 2001-2002. The
magpie pulsed power facility at Imperial College London using an innovative Z-
pinch configuration could obtain the first results relevant to laboratory astrophysics.
This set of experiments was performed using a conical wire array Z-pinch geom-
etry: using 16 thin metallic wires (Al or W , 16 µm thick).
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Figure 1.4: The image on the left is a cartoon illustrating the conical array set
up and sketching the system evolution. The image on the right is an
experimental shadowgram for a hydro jet [34] [35].
The continuum jet formed by this geometry does not have any significant mag-
netic field, however the Re, Pe and the cooling rate are in the relevant range to
study YSO-jet propagation and possible interaction with cross winds [34] [35].
One successful example of laboratory astrophysics using conical wire arrays is
the bending via a cross wind. A plastic foil, positioned close to the jet path, ablates
because of the radiation emitted by the jet. The radiation makes the foil ablate,
forming an expanding plasma which collides with the jet and bends it. In the
experiments the ram pressure was enough to bend the jet by approximately 30o [2].
The general goal for these experiments was to show the effects of the cross wind on
a cooled hydrodynamical jet, highlighting that the cross wind does not destroy the
jet but only bends it. It is worth discussing that the jet interaction with the cross
wind produces a knotty structures clearly visible from synthetic XUV images [2] [8].
The simulations by A. Ciardi and experiments by D. Ampleford suggest that these
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knotty structure are produced by a wind impacting on a jet and are a dynamical
observable feature and not on the jets periodical injection velocity profile. The
latter is often used [36] [37] [38] [39]in numerical modelling to reproduce the knotty
jet structure; the pulsed nature of the ejections arises from the way young stellar
objects eject mass.
More recent experiments [40] introduced angular momentum to the jet by twist-
ing the wires (by a few degrees) in a conical array. The given azimuthal angle intro-
duces a poloidal and radial magnetic field on the wires which in turn introduces an
azimuthal component of force acting on the plasma ablating from the wires. The
stagnation of the converging conical plasma flow with non zero angular momentum
resulted in the generation of a jet with Vrot/Vaxial ∼ 20%, similar to that reported
at the base of YSO-jets [41].
Due to the good agreement between experiments and gorgon code simulations,
and because of the scalability of the experiments (due to the dimensionless parame-
ters involved), gorgon has been used to investigate astrophysical jets [42]. The jet
bending, case with angular momentum, has been simulated in astrophysical regimes.
Laboratory units have been scaled to astrophysical units in order to investigate the
jet bending due to stellar cross winds. In this work carried out by A. Ciardi [8],
only the HD jet bending part has been simulated. Magnetic fields have been ignored
since there is no evidence of any relevant magnetic field at this stage.
This work shows the clumpy and knotty structure of the bent jet due to the
stellar cross wind. Moreover, the Rayleigh-Taylor instability (RT) is shown to play
a fundamental role in jet breakage. As pointed out in the work of Balsara et al. [43]
the jet is susceptible to the growth of the RT. It is found that at the interface be-
tween the jet and the shocked wind, density and pressure gradients are in opposite
directions, the effective acceleration experienced by the jet material is in the direc-
tion of the centrifugal force and is pointing into the density gradient, making the
interface unstable. This is where the RT instability can be seen to grow. The initial
perturbation develops the characteristic bubble and spike structure, with the tip of
the spikes rolling-up on the sides due to the Kelvin-Helmholtz instability. The RT
tends to split the jet into well defined filaments; in addition, as it penetrates deep
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Figure 1.5: The cartoon shows the radial array set-up highlighting the nature of the
Lorentz force. The current path as well as the toroidal magnetic field
produced by the central cathode are clearly marked.
into the jet the peak emission inside the jet shifts to the down-stream side, resulting
in a broadening of the emission across the whole diameter.
Building on experience gained in the hydrodynamic jets studies, new set-ups
have been studied in order to introduce topologically relevant magnetic fields and
consequently study magnetically driven supersonic plasma jets.
The introduction of a topologically relevant magnetic field is done via the wire-
array geometry: 16 Al wires (16 µm thick) are arranged radially and a 1 MA current
is driven through them. The Lorentz force, generated as the result of the current
carried by the wires and the global toroidal magnetic field produced by the central
cathode, pushes the ablated wires upward, generating a plasma pinch above the
cathode surrounded by a vacuum region with a strong toroidal magnetic field. Be-
cause of the pinch instabilities the pinch breaks. The top part of the pinch emerges
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from the magnetic cavity and a jet is launched. The magnetic field, in this Z-pinch
process, has the same topology as in the YSO jet launching scenario; and allows the
investigation of the jet launching mechanism [35] [44].
This particular configuration, already discussed in the literature will be further
analyzed in §3.
1.2.2 Recent Laboratory Astrophysics Developments for Blast-
Waves
Blast-Waves are shock waves generated by a local and instantaneous energetic point
source. While more classical HD shock waves have already been investigated for
more than a hundred years already, blast waves have not been investigated because
of the difficulty in creating strong energy source that could be deposited instan-
taneously in time. The invention of the Atomic Bomb gave the first experimental
platform to verify theoretical models and the very first numerical calculations. The
invention of the laser provided the opportunity to produce more interesting and
safe experiments where the laser energy could be deposited in very small volumes
over very short times. The first known experiment to produce blast waves using a
laser was performed by Grun [45] in 1991 by focusing a laser into a solid target and
studying the blast wave generated in the background gas (N , Ar at 666 Pa) by the
solid target’s ablation.
In recent years similar experiments have been performed, short pulse lasers (<
1 ns) are focused into a cluster-gas (absorption about 80%) target [3] [46]. The
energy deposited in the very small focal spot region produces a very strong pressure
gradient, thus generating a blast wave.
A cluster-gas is a intermediate state of matter in between solid and gas; while
it behaves as a gas, macroscopically, it is an agglomeration of thousands of atoms,
microscopically. More intuitively a cluster gas is defined as a rarefied gas formed
by liquid droplets. The cluster-gas material has a very high laser absorption effi-
ciency, around 80%. The high absorption efficiency is due to the combination of two
properties: the liquid/ solid cluster nature of the droplets which have a high level
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of absorption and the high transparency given by the sparse nature of the droplets,
that allows the laser to deeply penetrate into the cluster media.
Laser experiments with clusters have been successfully performed at Imperial
College of London with a 335 mJ laser (15 fs, 75 µm focal spot). Since the laser is
an university facility this leads to the opportunity to study different and complex
scenarios, like the three-dimensional collisions of two blast-waves that is important
in the process of understanding SNRs evolution and breakage of evolution symmetry.
A successful example obtained with the above mentioned facility is the inves-
tigation of the cooling effects on strong shock blast waves for different cluster-gas
materials, such as H, He, Ar, Xe [47]. A blast-wave is launched in different cluster-
gas materials and the radius is measured as a function of time. According to the self
similar Sedov-Taylor model [4] [5], for a cylindrical blast-wave, the radius increases
with time as R(t) ∝ t0.5. In reality the hot expanding shell cools down decreasing
the expansion velocity. For low atomic number (Z) materials, such as H or He val-
ues of the exponent approximately around 0.45 are measured, for highly radiative
materials (high Z) the expansion exponent, or Sedov-Taylor exponent, drops from
0.5 down to ∼0.35. The blast waves produced are supersonic (Mach number around
50), and both viscosity and thermal conduction can be neglected; these character-
istics make the experiments interesting from a laboratory astrophysics stand point
for SNRs scaling.
A second successful set of experiments, in this case conducted on the Omega
Laser at the Rochester University and at the Lawrence Livermore National Lab,
is the investigation of the radiative Rayleigh-Taylor (RRT), radiative Richtmyer-
Meshkov (RRM) instabilities and consequent gas mixing.
Stars with at least nine solar masses, supermassive stars, evolve in a complex
fashion. Supermassive stars just prior to core collapse have the well known onion-like
layers structure: lighter material are in the outer region (H, He), heavier materials
(Fe) in the stellar core. When the supermassive star core’s supply of Silicon is
exhausted, nuclear fusion ceases. With nuclear fusion ceasing, gravitational force
dominates with the consequent star collapsing. As a result, the iron core builds up
without producing any further outward pressure on a scale needed to support the
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rest of the structure, it can only support the overlaying mass of the star through
the degeneracy pressure of electrons in the core. If the star is sufficiently large, then
the iron core will eventually exceed the Chandrasekhar limit (1.38 solar masses)
[48], at which point the degeneracy pressure of electrons is not enough to support
the gravitational force anymore. The forces holding atomic nuclei apart in the
innermost layer of the core suddenly give way, the core implodes due to its own mass,
and no further fusion process can ignite or prevent collapse. Pressure, under the
gravitational collapse, raises enough to push electrons and protons so close together
that they merge to become neutrons. This atomic process releases energy in the
form of neutrinos. The energy conversion of the central core to neutrons releases
enough energy to produce a thermal explosion and to violently eject the outer layers
of the star into the interstellar medium. The shock that propagates from the star’s
core might reach the outer layers with some asymmetries, these asymmetries are the
cause for RRM instabilities and gas mixing, and for the high asymmetries visible at
later stages of the SNR.
RT instability is generated when an heavy fluid sits above a lighter fluid in a
gravitational field, the two fluids are immiscible and the interface between them is
perturbed. The flow behavior is described in terms of bubbles of light fluid rising into
the heavier medium and spikes of heavy fluid dropping into the lighter. More gen-
erally a material interface is said to be RT unstable whenever the fluid acceleration
has an opposite direction to the density gradient. Similarly the Richtmyer-Meshkov
(RM) instability occurs when a perturbed interface between two immiscible fluids of
different density is impulsively accelerated, e.g. by the passage of a shock wave; the
role of the gravity or of a volume force is substitute by an impulsive acceleration.
Laser-based experiments can generate strong shock initiated, non linear hydro-
dynamic mixing conditions similar to those found in SNR. In a set of experiments
scaled to reproduce the hydrodynamics of the He-H interface of SN1987A about an
hour after explosion, a strong shock was passed through an interface separating dense
core material (Cu) from the lower density outer envelope (CH2) [49] [50]. A sinu-
soidal perturbation was imposed at the interface of the two materials. The Cu spikes
penetrating upward into the less dense CH2 were observed as a consequence of the
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RT instability. The same experiment has been successfully numerically reproduced
using the prometheus code. [51]. Another example where laboratory experiments
can generate valuable insights relevant to stars is the comparison of RT instability
growth in 2D versus 3D. Numerical simulations performed with prometheus show
that 3D perturbations should penetrate 30%-50% further than those in 2d [52].
Most of the present laboratory astrophysics literature on SNRs is focused on
validating our understanding of the Sedov-Taylor expansion and the RT, RM insta-
bilities. The scientific literature is poor about possible conditions or configurations
that trigger the supernova to become highly non symmetric and to reach a complex
three dimensional structure.
The brief laboratory astrophysics literature review points out the importance of
laboratory experiments to investigate and understand the dynamics of astrophysical
processes. Since in astrophysics the events last for thousands of years, laboratory
experiments, that hold for few nanoseconds, supply the capability to observe the
totality of the event dynamics allowing a deeper understanding of both the dynamic
of the process and the relevant physics of the system.
1.3 GORGON
Due to the high complexity of the MHD-PDEs, only a few simple cases can be solved
analytically. Numerical methods allow us to solve these equations for a large number
of cases with different boundary and initial conditions.
For this purpose a Resistive-Magneto-Hydro-Dynamic (RMHD) code has been
written. The code is known as gorgon; it is a three dimensional, parallel, Eulerian,
radiative, resistive MHD code. The code is able to treat an artificial vacuum. The
code was originally developed for Z-pinch simulations [8] [9] but has lately been
adapted for laboratory astrophysics [44] [8] [53] and laser-plasma interactions [54].
The central design principle of gorgon is generality, which requires that it must be
based on robust numerical algorithms which can be easily applied to the full range
of processes listed above. Consequently the code has been developed with finite
difference methods, because these techniques are mature and well understood.
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The RMHD equations are solved in the single fluid approximation, however, the
ion and electron components of the plasma are allowed to be out of thermodynamic
equilibria with respect to each other, subsequently their relative energy equations
are solved separately.
The following set of equations is integrated
∂ρ
∂t
+∇ · (ρv) = 0
∂ρv
∂t
+∇ · (ρv ⊗ v) = −∇(pe + pI) + j×B
∂εe
∂t
+∇ · (εev) = −pe∇ · v −∇ · qe +∆eI − Λ + ηj2
∂εI
∂t
+∇ · (εIv) = −pI∇ · v −∇ · qI +∆Ie
j = 1
µ0
∇×B
∂B
∂t
= ∇× (v ×B)−∇× [η (∇×B)]
(1.1)
where ρ is the density, v is the velocity, B the magnetic field, while εe and εI
are the internal energy for electrons and ions respectively. Eq. 1.1 represents the
conservation of mass, momentum, internal energy, the Ampe´re’s law and magnetic
field induction equation respectively.
The internal energy density of the ions εI and the pressure pI are related by the
equation of state for an ideal gas
εi =
pI
γ − 1 (1.2)
For the electrons, the internal energy density εe is given by
εe =
pe
γ − 1 +Q(Z) (1.3)
where Q(Z) is the ionization potential energy and depends on the average ionization
charge Z of the plasma. The latter is calculated from an average-ion Thomas-Fermi
model. The adiabatic index is taken to be γ = 5/3. Radiation effects are included
through an optically thin radiation losses sink term Λ. Ohmic heating is given by
the source term η‖j‖2, where η is the resistivity.
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The ion and electron thermal fluxes are given by
qI = −κI∇TI
qe = −κe∇Te (1.4)
where κ is the thermal conductivity.
Braginskii-like transport coefficients are used for both κ and η [55].
Finally, ∆eI and ∆Ie are the energy exchange rates between ions and electrons
(∆eI = −∆Ie). These terms couple the two energy equations.
The magnetic field is solved using a the vector potential technique. The magnetic
induction B is only calculated as a diagnostic by B = ∇ × A, thus ensures the
constraints ∇ ·B = 0.
Since in Z-pinch experiments it is often the case that a large fraction of the
experimental volume is vacuum, the code incorporates an artificial vacuum. The
computational vacuum is defined for cells with a density below ρvac = 10
−4 Kg m−3,
and for those cells only the vacuum form of Maxwell’s equations is solved.
Substituting the vector potential and the simplified Ohm’s law into Faraday’s
law, eq. (1.5) is obtained. This is the mathematical form implemented in gorgon
necessary to propagate the EM-field both in vacuum and in the plasma.
∂2A
∂t2
= −c2∇× (∇×A)− µ0c
2
η
∂A
∂t
+
µ0c
2
η
v × (∇×A) (1.5)
In eq. (1.5), c is the speed of light, µ0 is the magnetic permeability of free space
and η is the resistivity. In vacuum only the wave form of eq. (1.5) is solved since
the resistivity may be approximated as infinity. In the plasma, on the other hand,
since the resistivity has a finite value, only the second and third term of eq. (1.5)
are computed.
1.4 Thesis Plan
The overall thesis work is organized into 7 chapters.
The second chapter introduces the concept of scaling. In this chapter both
Euler’s and the Ideal-MHD equations are introduced, discussed, and their validity
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for the analyzed case is demonstrated. In this chapter, it is demonstrated from a
pure mathematical point of view the scale invariance of Euler’s and the Ideal-MHD
equations, showing under which conditions it is possible to claim that laboratory
experiments are similar to astrophysical objects.
The third chapter introduces the radial array geometry. The chapter starting
from the results by Ciardi [8] investigates the magnetic field structure, the magnetic
tower scenario, the instabilities that break the central pinch and the jet launching
mechanism. The jet evolution is described as well as the dimensional parameters
that characterize the jet itself and allow astrophysical scaling.
In the fourth chapter the twisted radial array geometry is presented. This set up
adds a poloidal magnetic field. In this chapter a full comparison between the more
classical radial array and the newly twisted radial array is offered.
In the fifth chapter the physical set-up is changed in order to produce four
independent jet emissions in a single experiment. This set-up uses a thin metallic foil
instead of discrete wires. In this chapter the magnetic tower scenario, the magnetic
field structure, the magnetic field trapping and collimation are discussed.
In the sixth chapter the foil set up is modified adding some background gas. In
this chapter the effect of the ambient gas is discussed: the collimation effect as well
as the role played in the radiation emissions.
The seventh and last chapter changes laboratory astrophysics application, now
applied to blast-waves. In this chapter the atomic model used to calculate radiation
emissions is presented and the cooling effects for different material are shown. The
experiment with two colliding blast-wave is discussed as well as 3D Mach stems,
rarefaction waves and shock reflections.
A conclusion chapter finally summarizes the overall work and results. In this
chapter numerical improvements as well as new possible new set-ups are briefly
discussed.
Chapter 2
Dynamical Similarity and
Dimensionless Parameters
The general idea of experimental simulation of astrophysical phenomena is very at-
tractive for obvious reasons: both initial conditions and characteristic experimental
parameters can be easily changed and it is possible to follow the whole time evolu-
tion of the event. In astrophysics, events last for hundreds (or thousands) of years,
therefore just an extremely short period of time might be observed and consequently
analyzed.
Scaled experiments might help in providing deeper insights into astrophysical
problems, helping to make a selection between various theoretical models, and even
develop suggestions for the optimum observation strategy.
The most successful examples of laboratory astrophysics, so far, has been in the
area of astrophysical jets and supernova remnants.
In this thesis the attention is focused on two specific phenomena, YSO jets and
supernova remnants. These phenomena can be reasonably well described in the
framework of ideal-MHD, for jets, and Euler’s equations, for supernova remnants.
It is shown that if proper scaling conditions are applied, experiments performed in
the laboratory behave in exactly the same way as astrophysical objects despite the
huge temporal, density and scale differences.
Studies of scaling properties, and scaling analysis of physical systems, began
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in the XIX century with Reynolds. The most familiar achievement of that period
was establishing the role of the Reynolds number in the hydrodynamics of viscous
fluids. Dimensional analysis and similarity theory reached a formal and complete
formulation around 1910 when the Π theorem was introduced.
In plasma physics, the first dimensional analysis of basic equations were carried
out in the 1970s in the pioneering works of Lacina [56], Kadomtsev [57], Connor and
Taylor [58].
In more recent years scaling studies have been carried out by Ryutov [59] [60],
Drake [61] [62], Remington [63], Ciardi [8] [42] [44] and Lebedev [34] [35] [53]. While
the first three authors focus mostly on SNR scaling, the latter focus on YSO-jet
scaling.
It needs to be stressed out that laboratory astrophysics do not reproduce astro-
physical events in a whole, instead laboratory experiments are designed to reproduce
specific fraction, in time and space, in a scaled fashion, of an entire astrophysical
event.
Modern intense lasers, as well as pulsed power machines, produce energy densities
(HED, high energy densities, approximately ε > 108 − 109 J/m3) in sub-millimeter
scale volumes large enough to access phenomena that otherwise appear only in ener-
getic astrophysical systems. Astrophysical regimes are in fact characterized by very
large Reynolds, magnetic Reynolds, Peclet numbers and large cooling parameters.
HED is a possible vector that allows to achieve these astrophysical regimes in the
laboratory. Via HED it is possible to gain plasmas characterized by a very high
velocity, a cooled efficient regime, a very high density, a very low plasma diffusivity
and the high plasma viscosity. Specifically, these values, properly combined, give
Peclet, Reynolds and magnetic Reynolds number in the right astrophysical regimes.
It is highlight that the plasma viscosity, plasma diffusivity as well as cooling are
function of the temperature: it is thus necessary to work at very high temperature,
HED regimes, to achieve astrophysical regimes.
One of the most recent interesting achievements in laboratory astrophysics was
published by A. Ciardi [1]. This work gives an insight of the jet-bending phenomenon
starting from a Z-pinch experiment and scaling it to astrophysical units.
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Numerical simulations have been initially focused on reproducing the HD-jet
generated by a conical array geometry and then deflected by a side cross wind.
Since there was good agreement between simulations and experiments, the same
simulations have been re-run scaling them to an astrophysical jet: to investigate the
cross wind jet bending in an astrophysical environment. This achievement has been
possible using dimensional analysis and dimensionless parameters.
In this chapter a mathematical treatment of scaling is given. The Ideal-MHD
equations as well as the Euler’s equations are introduced, and it is shown how these
sets of equations are scale invariant. The typical dimensionless parameters (Re, Pe,
ReM) are derived and their physical meaning discussed.
2.1 Scaling
2.1.1 Introduction
The article by Ryutov et al. [59] is considered the first organized description of high
energy density laboratory astrophysics. The article reviews the dimensionless form
of Euler’s and ideal MHD equations, and under which conditions two phenomena
are mathematically equivalent.
Ryutov’s article gives the basic mathematical concepts for laboratory scaling.
However the most interesting challenge is to reproduce scaled experiments in the
lab.
It is pointed out that laboratory astrophysics can be reached via HED physics,
thus the necessity of using pulsed power facilities, or newly built laser facilities. In
particular, HED becomes the only way to reproduce parts of astrophysical events in
the laboratory when radiation cooling is considered.
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2.1.2 Scaling Theory
The Euler’s equations including magnetohydrodynamic effects are:
∂ρ
∂t
+∇ · (ρv) = 0
∂ρv
∂t
+∇ · (ρv ⊗ v) = −∇p+ 1
µ0
(∇×B)×B
∂p
∂t
+ v · ∇p = −γp∇ · v
∂B
∂t
= ∇× (v ×B)
(2.1)
where v,ρ,p,B and γ are the velocity, density, pressure, magnetic field and the
polytropic index, respectively. The S.I. system of units is used, but temperatures
are given in eV. Where this is not the case the units are states explicitly in brackets.
The first equation represents the mass conservation, the second vectorial equation
the momentum conservation, while the the last vectorial equation is the magnetic
field induction equation.
The third scalar equation is the energy equation, where the assumption for a
polytropic gas has been made. For a fully ionized non relativistic gas, γ is equal
5/3. This equation is also known as Entropy Equation, since there is no sink or
source term, thus the entropy is conserved.
Eq. (2.1) remains invariant under the following transformation of variables,
x = Lx̂
ρ = Rρ̂
p = P p̂
t = L
√
R
P
t̂
v =
√
R
P
v̂
B =
√
P B̂
(2.2)
where L (characteristic length), R (characteristic density), P (characteristic pres-
sure) are the characteristic dimensions independent variable.
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Different variables can be chose to write eq. (2.1) in a dimensionless form, the
Π theorem gives a practical receipt to the possible combination of values that can
be used. In particular this set of variables (L, R, P ) are chosen since they simplify
the overall calculations and especially since the coefficients that make dimensionless
the velocity and the magnetic field have a clear physical interpretation. (P/R)1/2 is
proportional to the sound speed, while P−1/2 is proportional to the Alfve´n speed.
When the set of eq. (2.1) is written in terms of dimensionless variables, it is
found that this particular set maintains its form with all the quantities getting
replaced by their analogs bearing the hat. In other words the Euler’s equation with
magnetohydrodynamic effects are scale invariant.
Two systems both described by eq.(2.1) evolve in the same way regardless of the
involved scaled. However the two systems would not give the same results (being
similar) unless the domain and the initial conditions are properly scaled. The initial
conditions written in a dimensionless fashion are
ρ̂(x̂, t̂ = 0) = f(x̂) : f(x̂) = R−1ρ˜(x
L
)
p̂(x̂, t̂ = 0) = g(x̂) : g(x̂) = P−1p˜(x
L
)
v̂(x̂, t̂ = 0) = V
√
R
P
h(x̂) : h(x̂) = V −1v˜(x
L
)
B̂(x̂, t̂ = 0) = B√
P
k(x̂) : k(x̂) = B−1v˜(x
L
)
(2.3)
where f ,g,h and k are dimensionless functions; while B and V are the characteristic
magnetic field and velocity magnitude for the initial conditions.
Two systems are identical if the dimensionless function f , g, h, k maintain their
form, and if
V1
R1
P1
= V2
R2
P2
B1√
P1
=
B2√
P2
(2.4)
The first quantity of eq.(2.4) recalls the Mach-number definition, while the second
the Alfve´n ratio; however these values are not locally calculated but calculated from
characteristic system dimensions, for this reason, in [64] it is suggested to refer to
these numbers as Euler number (Eu) and Magnetic Euler number (MEu).
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Boundary conditions should also be scaled in order to verify the similarity cri-
teria. However since astrophysical domains can be consider to extend to infinity,
compared to the small region where the event occurs; boundary conditions do not
affect the problem, thus are simply ignored in the scaling process.
In the specific case in which only the Euler’s equations are considered without
any magnetic field effect, i.e. for a SNR, B = 0 means that the second relation of
eq.(2.4) is still satisfied.
2.1.3 Scaling via Dimensional-Dimensionless Equations
The scaling theory, and the consequent conditions that verify that two systems are
equivalent, follows the traditional approach presented in Ryutov-Remington papers
[60] [65] [64].
One main result of the previous subsection is the definition of both the Eu-
number and the MEu number. These dimensionless numbers are found as a con-
sequence of initial condition scaling. It is recalled that when two systems have the
same Eu-number, and eventually the same MEu-number, the systems are equiva-
lent.
The same conditions however can be derived, in a more intuitive way, directly
from eq. (2.2). Two systems would be equivalent if they scale to the same di-
mensionless system, more mathematically: whether the two systems have gotten
equivalent hat variables. 
x1
L1
=
x2
L2
ρ1
R1
=
ρ2
R2
p1
P1
=
p2
P2√
R1
P1
v1 =
√
R2
P2
v2
B1√
P1
=
B2√
P2
(2.5)
where P ,L,R are always the characteristic dimensions, while the suffix 1 or 2 indi-
cates to which systems the variables are related.
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Eq. (2.5) states that when two systems are equivalent when, chosen a variable
and selected a point in space and time, the chosen variable multiplied by the charac-
teristic dimension/s that make dimensionless has exactly the same value of the same
dimensionless variable for the second system in the corresponding point in space and
time. It follows that if two systems scale for any point is space and time, they also
scale for the characteristic system dimensions. While the first three equations of
(2.5) give the trivial condition 1 = 1, the last two give respectively the Eu-number
and the MEu-number.
For the two systems to be fully equivalent scaled initial conditions are required,
or alternatively: the dimensionless initial conditions for the two systems need to be
the same. The derivation of the dimensionless initial conditions follow directly from
the above definitions
ρ̂(x̂, t̂ = 0) =
1
R
ρ
(
x
L
,
t
L
√
P
R
= 0
)
p̂(x̂, t̂ = 0) =
1
P
p
(
x
L
,
t
L
√
P
R
= 0
)
v̂(x̂, t̂ = 0) =
√
R
P
v
(
x
L
,
t
L
√
P
R
= 0
)
B̂(x̂, t̂ = 0) =
1√
P
B
(
x
L
,
t
L
√
P
R
= 0
)
(2.6)
It has been shown, using a different method that two system are equivalent if
they have the same Eu-number and eventually MEu-number.
It is important that Euler similarity covers not only smooth solutions, but also
solutions containing shock-waves.
Since Rankine-Hugoniot are a particular/specific formulation directly derived
from Euler’s equations, shock waves have already been implicitly treated when scal-
ing Euler’s equation.
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2.2 Dimensionless Parameters
2.2.1 Characteristic Numbers
In order to calculate dimensionless parameters, that will be introduced in the next
few subsections, characteristic dimensions for SNRs, Blast-Waves, YSO jets and
laboratory Z-pinches are needed. In the scientific literature there is no article that
reports statistics about typical/average YSO and SNRs characteristic parameters;
the following table reports value that are consistent with the analyzed literature.
Parameter SNR YSO Blast-Wave Z-pinch
L [m] 3× 1014 75× 1011 1× 10−3 2× 10−3
V [m/s] 9500× 103 200× 103 60× 103 200× 103
T [eV] 3× 104 0.1 30 200
Z 1.2 0.6 1.0 5
A 1.6 1.0 1.0 27
n [m−3] 40 50× 106 1025 1026
B [T] - 10−11 - 200
Table 2.1: Characteristic Parameters for SNRs, YSO jets, Laboratory Blast-Waves
and laboratory Z-pinches S.I. units have been used, temperatures are
expressed in eV. In the overall theses work this convention is used unless
specified. L: length; V: velocity; T: temperature; Z: ionization value; A:
atomic number; n: number density; B: magnetic field.
It is necessary to point out that SNRs dimensionless parameters, as well as Blast-
Wave dimensionless parameters, refers to the Sedov-Taylor stage. The Sedov-Taylor
stage is characterized by certain values of velocity, length and temperature that
are different from the values that characterize the young or old remnant stage. As
an example it is recalled that the young remnant (or early stage of a Blast-Wave)
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is characterized by higher velocity but much higher temperatures, thus very low
Re-numbers: around unity, or even smaller.
Dimensionless parameters are not objectively defined, but they are strongly de-
pendent of the length and time scale at which the phenomenon is observed/investigated.
Dimensionless parameters in conjunction with the particle mean free path are
also important to verify the applicability of Euler’s and ideal MHD equations to
model both the laboratory experiments and the astrophysical events.
2.2.2 Collisionality and Localization
The assumption of fluid like behavior requires that the particles in the system are
localized.
The localization must occur on spatial scales that are smaller compared to L, the
characteristic spatial length of the system. Two ways to achieve this are through col-
lisions or through magnetic fields. The requirements are mathematically expressed
as 
λmfp
L
 1
rL
L
 1
(2.7)
where λmfp is the average mean free path and rL is the Larmor radii. If one of the
two conditions is satisfied, then the fluid approximation is valid.
In the specific case of the SNR 1987A the λmfp is three orders of magnitude
bigger than the distance travelled by the remnant, moreover no global magnetic
field are involved, making the Larmor radii infinity. Still, hydrodynamic equations
are extensively used to model SNR, because it is believed that during the SNR
evolution random magnetic fields are generated. These magnetic fields, although
weak, make the gyroradius an order of magnitude smaller than the characteristic
length scale.
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
λmfp = 3× 1013 T [eV ]
2
ΛnI [cm−3]
[cm] if B ≈ 0
rL = 10
−4 vth[cm s
−1]
B[G]
[cm] if B 6= 0
(2.8)
where Λ is the Coulomb logarithm, vth is the particle thermal velocity and the ion-ion
mean free path definition has been used.
The following table summarizes the characteristic λmfp or rL for the objects of
interest
Astrophysics Laboratory
SNR rL ∼ 5× 103 (B=10−4G) λmfp ∼ 10−9 Blast-Wave
YSO-jet λmfp ∼ 5× 1011 λmfp ∼ 5× 10−9 Z-pinch
Recalling that LSNR ∼ 9 × 108 m, LBW ∼ 10−3 m, LY SO ∼ 75 × 1011 m, LZP ∼
2× 10−3 m the collisionality/localization hypotheses is well defined.
2.2.3 Heat Conduction
The dimensionless parameter that characterizes the role of heat transport is the
Peclet Number (Pe). In the case in which thermal conduction is included, the
energy equation is
∂T
∂t
+ v · ∇T = − p
ρcp
∇ · v + χ∇2T (2.9)
where χ [60] (supposed constant) is thermal diffusivity and χ∇2T models the thermal
diffusion process.
If eq. (2.9) is written in a dimensionless form (T made dimensionless as T = T0T̂ ;
also refer to Appendix A) it is found that the coefficient that pre-multiply the
thermal diffusion therm is χ/L
√
P/R. The Pe number is then defined as
Pe =
L
√
P/R
χ
(2.10)
or in other words, the Pe number is the ratio of heat convection to heat diffusion.
2.2 Dimensionless Parameters 51
For eq.(2.1) to be valid requires Pe 1, alternatively, the heat advection must
dominate over heat diffusion.
The total thermal diffusivity is the sum of electron thermal diffusivity and ion
thermal diffusivity (χ = χe + χI). However, electron thermal diffusivity makes
the main contribution, thus χ ∼ χe. Thermal diffusivity depends upon whether
the electrons are magnetized or not: if electrons are magnetized thermal diffusivity
for magnetized electrons is used, otherwise thermal diffusivity for collisional not
magnetized plasma is used. For the cases being analyzed only the SNR, due to the
local magnetic field fluctuations, might have magnetized electrons.
χ = 2× 1021 T [eV ]
5/2
ΛZ(Z + 1)nI [cm−3]
[cm2 s−1] if λmfp  rL
χ = 8.6× 109 α
√
A
Z
T [eV ]
B[G]
[cm2 s−1] if λmfp  rL
(2.11)
where T is the temperature, Λ the coulomb logarithm, Z the ionization fraction, nI
the ion number density, B the magnetic field, A the atomic mass and α is defined
as α = lmag/rL (lmag is the characteristic length at which the magnetic field lines
change direction. This length is used as a step size in a random walk that determines
electron heat transport).
In order to verify that Pe  1, for all the cases considered, thermal diffusivity
is calculated:
χ
Astrophysics Laboratory
SNR 3× 1018 4× 104 Blast-Wave
YSO-jet 1016 104 Z-pinch
thus for the value given in tab. 2.1 the Pe number result to be
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Pe
Astrophysics Laboratory
SNR 107 12 Blast-Wave
YSO-jet 106 102 Z-pinch
The Pe numbers are very large for astrophysical systems, thus thermal conduction
can be clearly neglected, in laboratory experiments however, numbers are greater
than unity, thus thermal conduction is also negligible, although not of many orders
of magnitude.
2.2.4 Viscosity
The dimensionless parameter that characterizes the role of viscosity is the Reynolds
Number (Re). In the case in which viscosity is included, the momentum equation is
∂v
∂t
+ v · ∇v = −1
ρ
∇p+ ν∇2v (2.12)
where ν (supposed constant) is the kinematic viscosity and ν∇2v models the mo-
mentum diffusion process.
If eq. (2.12) is written in a dimensionless form (also refer to Appendix A), it
is found that the coefficient that pre-multiply the momentum diffusion therm is
ν/L
√
P/R. The Re number is thus defined as
Re =
L
√
P/R
ν
(2.13)
or in other words, the Re number is the ratio of inertial forces to viscous forces. In
order for eq.(2.1) to apply is Re  1, alternatively, inertial forces are dominating
over viscous forces.
Both ions and electrons are source of viscosity (ν = νe+ νI), however due to the
low electron mass (compared with ions) ion viscosity dominates (ν ∼ νI). The ions
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viscosity is then defined as
ν = 2× 1019 T [eV ]
5/2
Λ
√
AZ4nI [cm−3]
[cm2 s−1] if λmfp  rL
ν = 2× 108 α T [eV ]
ZB[G]
[cm2 s−1] if λmfp  rL
(2.14)
In order to verify that the Re number is much greater, viscosity is calculated
ν
Astrophysics Laboratory
SNR 1016 (B=10−4G) 9 103 Blast-Wave
YSO-jet 1014 3 Z-pinch
thus for the value given in tab. 2.1 the Re numbers result to be
Re
Astrophysics Laboratory
SNR 108 6 103 Blast-Wave
YSO-jet 107 106 Z-pinch
The Re numbers are very large both for astrophysical systems and laboratory ex-
periments, thus momentum diffusion can be neglected.
In [66], Reynolds et al. point out that is customary to measure the importance
of viscosity in a fluid of density ρ through the Re number, eq. 2.13, where L, P and
R are the characteristic length scale, pressure and density respectively. Of course, in
complicated system such as astrophysical jets, there is no unique velocity or length
scale; consequently it is not possible to define a universal Reynolds numbers that
overall characterizes the system. However, provided one uses some consistent choice
for L, P , R and ν, the Reynolds number is still useful as a means to parameterize the
relative importance of viscosity between different astrophysical jets. It also allows
a means of matching the viscosity imposed in simulations with that expected in
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real systems. In [66] it is suggested to characterize the astrophysical jet using the
maximum dimension of the bubble, as the characteristic length scale, and half of
the adiabatic sound speed, as the characteristic speed.
However, always in [66], it is pointed out that the major uncertainty is the effect
that magnetic fields have on the macroscopic viscosity. The case of a uniform field
is readily analyzed [67]; however the effective macroscopic viscosity in the case of
a realistic magnetic field configuration (which is almost certainly tangled, and may
be chaotic) is still an open question.
2.2.5 Magnetic Diffusion
The last equation of (2.1) is the magnetic field induction equation for a perfectly
conducting plasma, i.e. the magnetic field lines are frozen into the plasma (frozen
in flow hypotheses, see later this section and [68]).
This equation applies only in the YSO-jet and Z-pinch case where magnetic
fields are relevant. The random fluctuating magnetic field generated during the
SNR evolution has a strong local relevance, but not a global one; this is why for the
SNR case no magnetic field induction equation is used to model the phenomenon.
The dimensionless parameter that characterizes the role of magnetic diffusivity
is the Magnetic Reynolds Number (ReM).
The magnetic field induction equation is
∂B
∂t
= ∇× (v ×B) + η
µ0
∇2B (2.15)
where η (supposed constant) is the plasma resistivity and η
µ0
∇2B models the mag-
netic field diffusion process.
If eq. (2.15) is written in a dimensionless form (also refer to Appendix A), it
is found that the coefficient that pre-multiply the magnetic field diffusion therm is
η/µ0L
√
P/R. The ReM number is thus defined as
ReM =
L
√
P/R
DM
(2.16)
where DM is the magnetic field diffusion coefficient and is related to the plasma
resistivity, η, by the relation DM = η/µ0. The ReM defines the ratio of magnetic
2.2 Dimensionless Parameters 55
field advection over magnetic field diffusion. In order for eq.(2.1) to apply, the
condition ReM  1 needs to be satisfied.
The plasma resistivity is defined as
η = 5 10−5
Λ
T 3/2
[Ω s−1] (2.17)
and consequently for the case under investigation the following values for DM are
calculated
DM
Astrophysics Laboratory
YSO-jet 104 0.14 Z-pinch
these numbers combined with characteristic velocity and length gives the ReM num-
bers,
ReM
Astrophysics Laboratory
YSO-jet 1018 107 Z-pinch
these numbers verify that ReM  1, ideal-MHD approximation is then correct.
2.2.6 Radiative Losses
In the situation where radiation losses are significant on the time scale of hydrody-
namic motion, the energy sink term needs to be included explicitly in the entropy
equation of eq. (2.1), which now becomes
∂p
∂t
+ v · ∇p = −γp∇ · v − (γ − 1)Λ (2.18)
where Λ = Λ(ρ, p) is the power radiated per unit volume. This approximation holds
in the case in which the plasma is optically thin; emitted radiation does not get
reabsorbed back into the plasma. If the plasma is optically thick, the heat transport
has to be described by a diffusion type equation.
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The difficulty in establishing similarity criteria for eq. (2.18) lies in the complex
nature of radiation emission and its microscopic nature. Two systems might emit
the same amount of energy via radiation, however, the frequency and the origin of
radiation could be completely different. For example in a SNR radiation, the main
contributions seem to come from bremsstrahlung and synchrotron radiation, while
for a laboratory blast wave radiation main contribution are bremsstrahlung and
bound-free radiation. The different nature of radiation depends upon very specific
temperature and density values, that cannot be scaled. Consequently the main
purpose of radiation scaling is to scale, as well as possible, energy emission: thus to
remove the same internal energy from the two systems.
In order to write eq. (2.18) in a dimensionless form one extra variable needs to
be add to eq. (2.2),
Λ = PR Λ̂ (2.19)
where PR is the characteristic power radiated per unit volume.
In a dimensionless fashion eq. (2.18) is not invariant but the radiation sink term
is multiplied by ζ−1; where ζ is the cooling efficiency and is defined as
ζ =
1
γ − 1
√
PP√
RL
1
PR
(2.20)
The cooling efficiency is the ratio of the characteristic cooling time (P/PR) to the
characteristic hydrodynamic time (L(R/P )1/2). Eq. (2.20) applies only for labo-
ratory cases, in astrophysics in fact plasma ca be so diluted that cooling is often
relatively independent of density [69] [70].
For the astrophysical systems being analyzed radiation is important, in fact they
are characterized by large cooling efficiency parameters. It is then required that
laboratory experiments have large cooling efficiency parameters as well. Since the
cooling efficiency parameter is bigger than unity, all terms in eq. (2.18) need to be
computed.
An easy way to estimate the characteristic cooling time is the following: the max-
imum possible energy loss from the surface of the plasma slab is the corresponding
black body radiation at that temperature, σT 4. On the other hand, plasma energy
content per unit area of the plasma surface is 3/2L(Z + 1)nIkbT . Dividing the
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second by the first, one finds a lower-bound estimate for the characteristic plasma
cooling time. For the systems under investigation the cooling times are collected in
the following table
τcooling
Astrophysics Laboratory
SNR 10−7 10−10 Blast-Wave
YSO-jet 10−11 10−9 Z-pinch
consequently the cooling efficiency values are
ζ
Astrophysics Laboratory
SNR 10−14 10−2 Blast-Waves
YSO-jet 10−4 10−1 Z-pinch
Both cooling efficiency and cooling time, for the YSO case, have been deduced from
tables [71]; while the laboratory cases have been calculated from table 2.1. Similarly
both cooling efficiency and cooling time, for the SNR case, have been deduced from
[72]. The cooling efficiencies, all smaller than one, verify the importance of cooling.
Since the cooling efficiencies are smaller than one the Λ term, power radiated per
unit volume, cannot be neglected and need to be taken into account.
2.3 Euler’s Scaling
Re, Pe, ReM and ζ numbers have been calculated and it has been shown that
the first three are much greater than unity while ζ much smaller than unity, thus
in a relevant astrophysical regime. Alternatively it has been shown the validity
of Euler’s or ideal MHD equations to describe such phenomena. However this is
not sufficient to prove that the laboratory experiment is a scaled version of the
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astrophysical phenomenon, two more conditions need to be matched: Euler’s and
magnetic Euler’s number 2.4 need to be, ideally, the same, practically very close.
Using the values organized in table 2.1; both Eu and MEu numbers are calcu-
lated. It is recalled that R = n × A ×mp where mp is the proton mass, and that
P = n× T .
Eu
Astrophysics Laboratory
SNR 189 111 Blast-Waves
YSO-jet 63 750 Z-pinch
For the magnetized events,
MEu
Astrophysics Laboratory
YSO-jet 1.5 3 Z-pinch
Both tables show the reasonable good agreement between astrophysical and lab-
oratory dimensionless Eu andMEu numbers. Laboratory experiments are designed
to have Eu and MEu numbers as close as possible to the correspondent astrophys-
ical dimensionless parameters. Mathematically, as it has been previously discussed,
the laboratory experiment is a scaled version of an astrophysical event only if both
the Eu andMEu numbers are exactly the same for both phenomena; however phys-
ically little discrepancies do not influence the system and leave it unchanged. There
is no proof that quantify how big the little discrepancies can be before the labo-
ratory experiment starts behaving in a complete different fashion. In particular it
is highlighted how the Eu-number for blast-wave experiments has the same order
of magnitude of the SNR astrophysical event. Similarly the MEu-number for both
the YSO-jet and Z-pinch laboratory experiments have the same order of magnitude,
instead the Eu-number for the laboratory experiment is one order of magnitude
larger than the correspondant astrophysical event.
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Since it has been verified that, also, the laboratory Eu number and the MEu
number are in line with the correspondent astrophysical values, this certifies that
the laboratory experiments are a proper scaled version of astrophysical phenomena.
2.3.1 Laboratory Astrophysics and Dimensionless Parame-
ters
Reaching astrophysical values for Re, Pe, ReM and ζ is very difficult if not impossi-
ble. However it is not necessary to reach these values, it is just necessary to ensure
that the performed experiments are in a regime where the the listed dimensionless
parameters are much greater than unity.
In the introduction it is stated that a possible way to reach relevant astrophysi-
cal regimes is via HED physics. It needs to be clarified that relevant astrophysical
regimes do not correspond to extreme HED conditions, i.e. extremely high temper-
atures; but instead to that right combination of temperature, characteristic length
and velocity scales that give as final value the desired dimensionless parameters. In
fact the following set of equations show the relation between dimensionless param-
eters and temperature, 
Pe ∝ T−5/2
Re ∝ T−5/2
ReM ∝ T 3/2
ζ ∝ T−3
(2.21)
From this set of equations it is even more cleat that achieving the desired regimes
it is not just simply reaching extreme plasma temperatures, but instead, working in
that specific temperature domain in which the Pe, Re, ReM are significantly bigger
than unity and ζ significantly smaller than one.
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2.4 Scaling Example
In the previous sections scaling mathematical theory has been introduced: starting
from Euler’s equations, and Euler’s equations plus the magnetic field induction
equation, the mathematical conditions for system similarity have been derived. In
this section three successful examples are reported in order to clarify, and to show
the validity, of the scaling theory.
The first and second example are related to engineering problems, such as air-
craft and long-light-bridge design. Hydrodynamic scaling in wind tunnels has been
successfully used for more then 50 years for aircraft design and testing. The same
technique has been successfully used, in last decade to test big engineering structures
like long-light-bridges and skyscrapers.
The complex geometry and flow physics in the configuration during aircraft take-
off and landing makes it extremely difficult to accurately predict the aerodynamic
force and flow pattern by computational or theoretical fluid dynamics. For these rea-
sons, most of the design work must still be performed by the conventional method
using wind tunnel scaled tests. Similarly, turbulence structure and aerodynamic
forces are still very difficult to be numerically predicted for long-light-bridges, thus
testing and final design process is still performed experimentally in wind-tunnels.
The third example illustrates how laboratory astrophysics scaling works. The
interaction of a jet with a cross-wind is discussed; the results show the presence
of oblique shocks and knots in curved jets, the formation of working surfaces, the
detachment and fragmentation of the bow shock.
2.4.1 Wind Tunnel Scaling Laws
By expressing the hydrodynamic equations in a dimensionless form, it is possible to
relate the behavior of small scale models typically tested in wind tunnels to full-scale
aircraft in flight.
Often not all relevant dimensionless parameters can be matched between tunnel
scale and flight scale due to the limitation of model fabrication and wind tunnel flow
conditions. However Re, Ma are normally matched with high accuracy.
2.4 Scaling Example 61
Figure 2.1: F-14 Tomcat wind tunnel experiment at the NASA laboratories in CA.
The final test for safety and security reason is tested on a (1:1) scale
model. NASA website source.
Wind tunnel tests are extraordinary valuable and often fill in gaps on our knowl-
edge where theory is unavailable or unreliable.
2.4.2 Aircraft F-14 Tomcat
A successful example scaling example is the F-14 Tomcat aircraft, fig. 2.1.
The basics aerodynamics has been theoretically studied, after that correction
and improvement have been obtained thanks to scaled model (1:5) tested in the
NASA super-sonic wind tunnel.
Thanks to the wind tunnel experiments it has been possible to complete a full flow
chart indicating the level of interaction among all aircraft components. Moreover
the drift and the drag have been optimized.
The flutter problem, in which quick wing fluctuation that can compromise sta-
bility and break the wings themselves, has been fully identified. Thanks to the wind
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Figure 2.2: Carquinez (CA, USA) Bridge studies. The left image shows the actual
bridge. The right one is the scaled laboratory version built to test the
aerodynamics of the bridge, (1:20) scale.
tunnel analysis the problem has been minimized making the aircraft particularly
stable in case of quick atmospheric turbulence.
The experiments have been carried on with (1:5) scaled model for costs reasons.
Only the final prototype has been tested in a real scale. Those experiments confirmed
the work previously done with an accuracy within 1% [73].
2.4.3 Bridge Studies
Bridge aeroelasticity is a non trivial problem. The number of variables involved
and the complex geometry make this science still very complex to be fully solved
numerically [74] [75]. Consequently only the basics aerodynamics is studied numer-
ically. All further developments and corrections are obtained thanks to wind tunnel
tests [76].
Since bridges cannot be directly tested in real scale, (1:10) or (1:20) scaled model
are used -fig. 2.2-, making sure that the dimensionless parameters, both for the
hydrodynamics and elastic equations, are the same for the real and scaled wind
tunnel bridge.
The scaled model then allow the reproduction of phenomena like turbulence,
flatter and bumping with high precision. These phenomena are totally real and
would occur, in a proper scaled fashion, in the real bridge.
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Figure 2.3: Time evolution of jet-wind interaction for astrophysical condition rele-
vant to YSOs jets. The plots show on a linear scale the column density
(g cm−2). The computational domain has a size 2004 x 4864 AU. Image
concession of A. Ciardi.
2.4.4 Curved Herbig-Haro Jets
The following example is obtained as a collaboration between the experimental mag-
pie team, that performed the laboratory experiments, and A. Ciardi, who numeri-
cally reproduce the laboratory jet (Ciardi et al. [8]).
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In this example a laboratory jet formed using a conical Z-pinch array is deviated
with ablating mass from a plastic foil. The experiment is investigated numerically
using gorgon: the underlying physics is investigated and in particular dimension-
less parameters are calculated (Pe ∼ 102, Re ∼ 102, Ma ∼ 20− 40, ε ∼ 1010). The
simulations are now scaled to astrophysical units in order to investigate the same
phenomenon, not in a laboratory case, but in an astrophysical case: a cross-wind
coming from a star or from a blast-wave is interacting and bending the YSO jet -fig.
2.3-.
Laboratory jets are produced on the magpie pulsed power generator using a
conical shaped array of 1.6 µm metallic wire (typically Al), which is subject to a 1
MA current for 240 ns rise-time (fig. 1.4). The ohmic-heated wires rapidly vaporize
and turn into streams of plasma accelerated by the global J × B force towards
the axis of the array. The collision of the streams forms a standing conical shock,
which redirects the plasma axially into a jet. Radiative cooling rapidly reduces the
temperature in the jet which attains high Mach number (Ma ∼20-40), and small
opening angles.
The interaction of the jet with a side-wind is replicated in the laboratory by
placing a plastic foil in the jet propagation region. XUV radiation from the standing
shock radiatively ablates the foil and generates a fast moving plasma (30-50 km/s),
providing the ram pressure to bend the jet.
In order to model an astrophysical-jet from a laboratory one requires the ability
to produce both an adequate representation of the dynamics of the astrophysical
system and obtaining dimensionless parameters in the proper astrophysical range;
for the present experiment these conditions are well satisfied.
Typical values for the laboratory jet are: vj ∼ 100− 200 km/s, nj ∼ 1018 − 1020
cm−3, T ∼ 15 eV. The wind has a constant velocity of 60 km/s and temperature
T ∼ 30 eV, the wind density, in one of the examples discussed in the paper, is chosen
to be constant nw ∼ 1.2× 1019 cm−3.
From the laboratory values, maintaining the correct length and density ratio,
with the absolute velocity, the system is scaled to reproduce a HH jet in a cross-
wind, but do not model a specific one. Specifically vj ∼ 100 km/s, nj ∼ 103 cm−3,
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while for the wind vw ∼ 25 km/s, nw ∼ 100 cm−3. The initial temperature in both
jet and wind is 5000 K.
The scaled phenomenon helps in illustrating the formation of a number of bow-
shaped shocks and knots in the resulting flow, as well as the Rayleigh-Taylor in-
stability. This simulations also suggests that the cross-wind is the cause of all the
internal shocks, with consequent detachment of the main working surface (about
200 years).
2.5 Conclusions
In this chapter the mathematical theory of similarity is derived. It is broadly dis-
cussed when two phenomena can be defined as similar : when one phenomenon is
a scaled version of another. Three successful examples are also given to show the
validity of scaling.
Hydrodynamic scaled laboratory tests have been successfully used for more than
50 years already. Scaling is a powerful tool that allows testing of analytical models
and verification of the validity/accuracy of numerical codes. In the last decade
since new high energy density facilities becomes available, i.e. short pulse lasers and
pulsed power machines, it has become possible to scale astrophysical objects in a
laboratory.
Astrophysical scaling is fundamental to test different hypotheses that otherwise
would not be possible to verify, to follow the entire time evolution of the astrophysical
object and to offer stringent tests for numerical codes.
In the following chapter the jet launching mechanism and SNR explosion are
investigates via scaled laboratory experiments.
Chapter 3
Radial Arrays
3.1 Radial Arrays and Laboratory Jets
In this chapter radial array Z-pinches are presented; the astrophysical relevance for
this particular pulsed power set up is also discussed.
Unresolved issues for YSO jets are the launching mechanism and collimation.
The mechanism that is able to remove mass from a YSO, or from its accretion disk,
is still not clear and the importance and the effects of the magnetic field (both in
the launching process and in the jet collimation) are also debated issues.
A plausible hypothesis for YSO jet launching mechanism is the magnetic tower
process. This model was initially developed by Lynden-Bell [17] [77] [78]. The YSO
has originally a bipolar magnetic field, the magnetic field that goes from one pole
to the other gets trapped in the disk that surrounds the YSO at its equator. The
disk does not have constant angular velocity, the velocity decreases for increasing
r (keplerian disk), in particular the YSO has higher angular velocity than the disk
(it is approximated that the YSO spins 4 times faster than the innermost part of
the disk). Since the magnetic field is trapped in the disk, the difference in angular
velocity twists the magnetic field. The twisting process wound the magnetic field up
at the YSO poles. At the poles the magnetic field assumes a structure that resemble
magnetic towers (fig. 3.1).
The magnetic tower scenario developed by Lynden-Bell is purely theoretical. The
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model explains how the magnetic tower forms and it can predict the magnetic field
strength and the magnetic tower hight, the stability of which is briefly considered
[17].
Similarly the magneto-centrifugal process is another model that describes the jet
launching and collimation [18] [79] [80]. However this model, and all its corrections,
are highly debated due to the non physical initial conditions. In its original form as
published by Blandford and Payne [18] in 1982, an open magnetic field is trapped
into the YSO’s keplerian disk. The magnetic field lines anchored at the disk have
an inclination of 60o to the disk. The fast disk rotation produces a centrifugal force
that pushes mass outward on the field line (beads on a wire). Eventually the mass
inertia bends the magnetic field lines and a mainly toroidal magnetic field is wound
up away from the stellar equator plane.
Generally speaking the magnetohydrodynamic jet models rely on rotation to
twist a large-scale poloidal magnetic field and producing a toroidal field Bθ that
drives and collimates the outflow. At some distance (∼ La) from the source, roughly
the distance where the flow becomes alfve´nic, the continuous amplification of the
poloidal magnetic field component, results in a region of wound-up field, where the
outflow is collimated into a jet by the magnetic tension and further accelerated
by gradients of the magnetic pressure [18] [81]. The radial array experiments are
designed to model the acceleration and collimation of astrophysical jets taking place
beyond La, where the magnetic field configuration is of the form Bθ  Bz. This
specific magnetic field topology is relevant both to magnetic tower scenario and to
magneto-centrifugal scenario.
The radial array set-up for a pulsed power machine is not the only way to investi-
gate, via laboratory astrophysics, the jet launching mechanism; Hsu and Bellan [82]
use a plasma gun that explicitly simulates the geometry and topology of a magnet-
ically linked stardisc system by using a coplanar discannulus electrode setup.
The radial array consists of 16 resistive wires, which have a star configuration
crossing in the center. The system evolves producing a central pinch, through which
the current flows, surrounded by a toroidal magnetic field: this is the relevant as-
trophysical scenario, Bθ  Bz. Moreover laboratory experiment dimensionless pa-
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rameters are in a relevant astrophysical regime.
The magnetic tower formation process is different for the laboratory and astro-
physical case. In the astrophysical case the different disk angular velocity is the
process that twists the magnetic field lines; in a wire array the toroidal magnetic
field is produced by the current flowing through the pinch: the fundamental aspect
is however that the final configuration is similar for both cases.
Figure 3.1: Magnetic tower structure, image from [83]
In the laboratory experiments the central pinch eventually becomes unstable, it
breaks, and a jet is launched.
Radial array laboratory experiments, properly diagnosed, allow theoretical mod-
els (both Z-pinch and astrophysical models) and computer simulation codes to be
tested under the extreme conditions relevant to HED regimes of astrophysics.
Astrophysical measurements have shown that a relatively high degree of collima-
tion is already achieved very close to the source [84], at about 10-20 AU far from
the YSO [41], consistently with MHD models and simulations. These observations,
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however, suffer of two major problems: measurements cannot be performed closer
than 10 AU from the YSO, secondly there is not yet clear measurement of the mag-
netic field intensity and topology around the jet. The importance of laboratory
experiments rely on the possibility to investigate the jet in a whole: both close to
the launching region and at greater distances, and the magnetic field topology; being
able to go beyond astrophysical constraints.
In this chapter the wire array Z-pinch set-up is introduced. The overall evolution
is described and the magnetic field structure is discussed, as well as the emerging
jet characteristics and its dimensionless parameters.
The chapter is a review of the work that has been carried out by A. Ciardi [8] [42]
[44] in the last years. The understanding of the underlaying physics for this pulsed
power machine set-up will make future set-up improvements easier to understand. In
the last section an original piece of work is presented: a new diagnostic technique is
numerically investigated to demonstrate the possibility of experimentally measuring
the current carried by the laboratory jet.
3.1.1 Experimental-Code Layout
The schematic of a typical radial array configuration is shown in fig. 3.2. The
typical set-up consists of 16 aluminium wires with a 13 µm diameter. The wires
have a star configuration crossing in the center. A solid cathode, 2 mm diameter,
is positioned to touch the wire crossing point. The wires are held in their position
by small weights previously added at the wire tails. The anode has a 10.5 mm
radius. The experiments are driven at the Imperial College, using magpie generator.
The magpie facility is capable of delivering 1 MA of current with a rise time of
240 ns. The current can be well approximated with a sinusoidal squared shape,
I[A] = 106 × sin2
(
2pi
t
τ0
)
, where τ0 = 960 ns.
gorgon allows us to reproduce a similar geometry although some details appear
to be different. Geometrically the wires do not lie on the anode, instead they touch
the return on the side. At the wire crossing point the mass of a single wire is
simulated. The electrodes are modelled as a thermally insulated region with high
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Figure 3.2: Two different views of a radial array configuration, 13 µm aluminium
wire array (wires are gray colored, cathode and anode yellow colored).
electrical conductivity. However this does not realistically model the electrodes, their
ablation and any effect they have on contact with wires. The wires are initialized
as a gas with the density of solid aluminium with a temperature of T = 0.125 eV.
Although the transition from solid wires to plasma is not modelled in the code, the
wire ablation rate is accurately reproduced by this artificial method.
3.1.2 Overall Description of Jet Formation - Evolution and
Magnetic Cavity Formation
In this section the overall wire array evolution is described.
The first wire array experiments were performed in 2002/2003 by S. V. Lebedev
[35] [85], and were initially simulated by A. Ciardi [8] [44].
In the radial array Z-pinch, because of the very high current driven by magpie,
the wires produce a distinct two-component structure consisting of a cold, dense,
resistive wire core, embedded in a high temperature, low density, highly conductive
coronal plasma [86]. Because of the lower resistivity offered by the plasma in the
corona, current flows preferentially in that region.
The coronal plasma is pushed upward by the Lorentz force (fig. 1.4), forming a
low density background, as shown in fig. 3.3a.
In the ablation process the mass released by the wires collides and accumulates
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Figure 3.3: Three diagrams showing the three different phases of jet formation. Fig.
a) represents the first stage: low density background ablated plasma
and vaporized wires. Fig. b) shows the magnetic cavity forming that
induces mass accumulation on axis. Fig. c) represents the last stage,
the magnetic cavity and the plasma precursor on axis have been formed,
the typical toroidal magnetic structure of the magnetic field is clearly
evident. Image from [87].
on axis, forming a region of higher density (approximately 3 times denser than the
background gas) with no relevant magnetic field (∼1T). The object is called hydro
jet since the magnetic field has no effect.
Close to the inner electrode, where higher mass ablation is observed, the cores
disappear at ∼ 180 ns (fig. 3.3b). At the same time the formation of the magnetic
bubble begins. The magnetic field behavior becomes very important from this point.
The magnetic field acts as a piston compressing the plasma into a shock-layer,
snowploughing it on axis; the plasma is compressed and accelerated into a central
pinch. The symmetry of the system, up to this this point, is still very high.
The current changes its path because of the wire breakage. The current now
flows through the central pinch and around the envelope of the magnetic cavity
(fig. 3.3b). The toroidal magnetic field collimates and confines the jet as clear from
fig.3.3c.
The pinch is in reality susceptible to the development of current driven instabil-
ities, both sausage and kink modes appear in the body of the jet. The system at
this point is no longer symmetric due to high instability modes. The growth of high
perturbation modes and further expansion of the magnetic cavity ultimately leads
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to the detachment of the jet and the break-up of the cavity (∼ 240 ns).
In general the overall evolution might be subdivided in two broad parts: forma-
tion of an ambient medium, jet formation and launching. In the following sections
the two parts in which the evolution is subdivided are discussed in greater details.
For each part all the physical key aspects are analyzed.
3.1.3 Formation of an Ambient Medium and a Magnetic
Cavity
The presence of an initial background plasma is essential for the evolution of the
magnetic tower. It provides mass to the central jet, confinement for the magnetic
field and supports currents circulating in and around the cavity.
In the previous section, it has been discussed how the wires develop a two com-
ponent structure very early on. The Lorentz force, acting on the coronal plasma,
pushes it upward producing a low density plasma background environment. The
Lorentz force has been estimated acting approximately for 2-3 mm [44], distance
over which the ablated plasma is accelerated to the characteristic velocity of ∼100
km/s.
Close to the wire (2-3 mm), resistive diffusion dominates (ReM < 1) over the
advection of the magnetic field and consequently the magnetic field remains in the
proximity of the wires.
In general the ambient plasma has a radial density distribution given approxi-
mately by ρ ∼ r−2 [8] [35]. This distribution is in agreement with simulations and
with several models proposed [85] [88].
At ∼ 180 ns the Lorentz force acts as a piston and starts snowploughing the
remaining wire mass in the z-direction, this is the beginning of the second phase:
the magnetic cavity and pinch formation.
3.1.4 Jet Formation and Evolution
The jet evolution can be divided into three broad parts. The first one is the jet
formation, which takes place between ∼ 180 and ∼ 210 ns. Between ∼ 210 and
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∼ 240 ns instabilities grow, this may be considered the second phase. In the third
phase the jet breaks and emerges from the magnetic cavity. This third part occurs
from ∼ 250 ns.
3.1.4.1 First Phase: Jet Formation
Once the wires have fully ablated the Lorentz force starts pushing the plasma up-
ward. Because of the current path and the symmetry of the system the plasma is
pushed on axis. This process is made possible by the fact that the current is con-
stant as a function of radius, while the magnetic field decreases as 1/r. In fact the
magnetic cavity shape assumes the form of an elongated bubble, and because of this
peculiar shape the magnetic cavity keeps on expanding while plasma is compressed
on axis. This process is clearly illustrate in fig. 3.3b.
The mass forming the jet is ∼ 4.1 × 10−5 g, that is approximately the mass
produced by a 1 mm gap for each wire. This mass has been calculated at 210 ns,
just before the instabilities occur.
Bennet’s relation,
kB (TI + ZTe) =
µ0I
2
8piN
(3.1)
might be used to estimate the pinch temperature. In eq. (3.1) kB is the Boltzmann
constant, I is the current flowing into the pinch, Te and TI the electron and ion
temperature respectively; while N is defined as N = 2pi
∫ R
0
n r dr with n number
density and R the pinch radius. If 75% (970 kA) of the total current at 210 ns flows
within a diameter of 0.5 mm, the calculated temperature is 176 eV, comparable to
the experimental estimates [35].
Cooling through radiation is important in the dynamics and energy balance of
the system. The cooling efficiency is defined as follows
ζ =
τcooling
τHD
(3.2)
where τcooling is the characteristic cooling time, while τHD is the characteristic hy-
drodynamic time. The characteristic cooling time (τcooling) is often written as the
ratio of the characteristic energy density (ε) and the radiation lost per unit time
(P ), τcooling = ε/P . In radiatively efficient regimes ζ < 1. Using the radiated power
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Figure 3.4: This picture is obtained using a mass tracer technique. The mass of the
wires laying between the crossing point, and a radius of a 1 mm outside
the cathode has been initially red colored, it is then evident that this
exact mass is the mass snowploughed on axis forming the central pinch.
Image at 240 ns.
calculated from the cooling tables given in [71], a cooling efficiency in the range
∼ 10−4-10−3 is estimated for the magnetic jets, while ζ ∼0.1-1 for the hydrody-
namic jet.
As final note, the simulated velocity for the head of the jet when launched is
∼200 km/s.
3.1.4.2 Second Phase: Jet Instabilities
The bubble closes up on top, elongating linearly the central pinch, until ∼ 250 ns
after which the jet becomes unstable and breaks. Instabilities are estimated to grow
up in few nano-seconds. Instability modes observed in simulations are the m = 0
(or sausage) and the m = 1 (or kink) instabilities. The presence of these instability
modes is visible from the early stage of the jet formation.
To mathematically verify that the pinch formed via a radial array set-up is highly
unstable for current driven instabilities, the Kruskal-Shafranov criterion [89] is used.
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The criterion states that
Φ(r) =
2pirBz
LBθ
(3.3)
and if Φ(r = r0) > 1, where r0 is the pinch radius and L the column height, the
system is considered stable.
For radial array Z-pinches the toroidal component is always two orders of magni-
tude bigger than the azimuthal component, while 2pir ∼ L, consequently the pinch
is highly unstable.
Typical numbers are: Bφ ∼ 250T and Bz ∼ 3T, values evaluated at the pinch
radius r = 0.25 mm. It is noticed that for an ideal Bennett’s pinch Bz = 0, however
due to some small asymmetries present in the axially converging shock a small
magnetic field axial component (Bz) is generated. For L = 5mm, φ ∼ 103 is found.
This is a particularly high value that denotes a very unstable system.
At 250 ns a high magnitude kink instability breaks the central pinch and a jet
detaches from the top part.
3.1.4.3 Third Phase: Jet Detachment
The third part occurs after the instabilities. The current driven instabilities break
the pinch and the top part of the jet is now launched at 200 km/s in the z direction.
The detachment and consequently the opening up of the cavity occurs at ∼250
ns. A high magnitude kink instability breaks the base of the pinch. Now the jet is
launched in the z-direction while the magnetic cavity is opening up, the jet still has
a high kinetic energy.
The part of the flow disrupted by instabilities is located approximately between
z ∼ 0-3 mm. Large variations in T , Vz and ρ are present.
At heights above 3-4 mm an emerging jet is found.
Overall the jet is non-uniform with large density variations up to 2 orders of
magnitude, but shows much smaller modulations in the axial velocity. The jet is
supersonic, its Mach number is about 8 (significant figure 101); while the Alfve´n
Mach number is 2. The latter value has been calculated using as reference density
and reference magnetic field: the pinch averaged density and the magnetic field at
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the pinch surface (maximum value) respectively.
The collimation, defined as follows
α = atan
[
vz (v
2
x + v
2
y)
− 1
2
]
(3.4)
attained by the flow is in fact very high (α < 20o everywhere) with most regions
collimated to within 10o. The high jet velocity (Ma ∼ 10) and its high collimation
mean that fast moving regions of the jet may overtake slower propagating parts.
The interaction between the fast emerging jet and the slow ambient medium
may develop into internal shocks. However this phenomenon is still not clear and is
under investigation.
3.2 Dimensionless Parameters
To fully characterize the laboratory jet, dimensionless parameters can be used.
Dimensionless parameters help, firstly, to define the physics of the problem,
identifying which piece of physics is playing a significant role and which is negligible.
Secondly, dimensionless parameters are fundamental for astrophysical scaling.
Dimensionless parameters are density averaged over the jet volume, the signifi-
cant figures corresponding to the calculated value are then taken.
Dimensionless parameters, plus the collimation angle, are organized in the fol-
lowing table:
DP Radial Array
ζ 10−3
α 10o
Ma 101
Re 104
ReM 10
2
Pe 103
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From the dimensionless parameters listed, it appears evident that thermal con-
duction and viscosity are totally negligible phenomena. On the other hand radiation
emission is fundamental. The jet is highly collimated and supersonic.
3.3 Jet Current Prediction
Experimentally the investigation of the current carried by the laboratory jet, thus
its induced magnetic field, is not a simple task. The Rogowski coil or the magnetic
coil, for example, cannot be used because the plasma temperatures are too high.
These high temperatures melt the thin metal used to build the coils and no proper
measurement can be performed. One may be able to investigate the magnetic field
measuring the Faraday rotation, but the precision required makes this technique
extremely difficult.
The magpie experimental group designed an innovative diagnostic-set-up that
aimed to measure the current carried by the central jet, using a complete different
technique. The technique, although very intrusive, consists of an extra thick wire
on top of the radial array set-up as shown in fig. 3.5. The thick wire (1.6 mm
Aluminium) is positioned 5 mm or 15 mm above the radial array and reconnects to
the ground far away from the array holder, so that any possible induced magnetic
field is too low to further influence the plasma. The current carried by the plasma
jet reconnects via the above thick wire; a Rogowski coil positioned at the ends of
this wire allows us to measure the current carried by the wire.
Simulations have been performed in order to predict the current behavior and
to understand the validity of this new diagnostic. Simulations showed that very
little current carried by the jet reconnects via the thick wire; most of the current
reconnects via the bubble edge since it is the lowest impendence path; some current
flows through the wire but just in the section that connects the jet to the bubble
edge. Consequently the current measured at the wire’s ends is just a small percentage
of the current that really flows through the jet. The experimental measure of the
current carried by this thick wire does not add any extra information about the jet.
The numerical demonstration of the difficulties related with this technique allowed
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Figure 3.5: The left hand side figure shows the layout of the system. The right side
shows a zoom version of the system.
experimentalists to focus on different and more reliable diagnostics.
The technique is intrusive, although simulations have shown that the jet, due to
its high Mach number, stays collimated. The jet just flows around the thick wire
without loosing its collimation and without being slowed down.
For this particular set-up some simulations are run in order to predict current
values carried by the thick wire. The thick wire height is chosen to be both at 5 mm
and at 15 mm. The two distances are used to investigate the jet at two different
regimes, at the very beginning when the jet forms, and later on when it has already
been launched and away from the cathode.
For the 5 mm case (fig. 3.6) the current starts flowing into the thick wire 5
mm above the wire array at approximately 107 ns. This current is carried by the
ablation plasma, that thus allows us to estimate its velocity, approximately 5× 104
m/s. The central pinch is approximately 5 mm height, at 250 ns the pinch itself
directly connects the central cathode with the wire on top (fig. 3.6). As generally
discussed at the beginning of the section the current mostly reconnects via the
bubble edge, the current measured at the wire’s ends it is just a small fraction of
the current carried by the jet. The jet crosses the thick metallic wire between 250
ns and 280 ns: the current that flows in the wire in that portion of time is about 45
kA, just about 5% of the total current.
In the 15 mm case (fig. 3.6) the jet crosses the thick metallic wire in between
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Figure 3.6: The first image shows the current measured at the ends of the extra wire
added above the array, for both distances at 5 mm and 15 mm. The
second image shows the density on a logarithmic scale at 245 ns.
270 ns and 290 ns. During this time the measured current is ∼30 kA, about 3%
of the total current. The completely disrupted pinch still carries some current that
flowing through the thick wire make it peak at 350 ns; eventually the central pinch
is totally disrupted and the current now flows via the ablated plasma.
3.4 Conclusion
The over all description and characterization of a radial array Z-pinch has been
given.
The opportunity to produce laboratory jets that have dimensionless parame-
ters in the relevant astrophysical regimes, results in a powerful tool to understand
astrophysical objects and their underlying physics.
Simulations of the radial array experiments have been performed to investigate
the evolution of magnetic tower jets in the laboratory. The overall evolution of the
laboratory jets shares a number of common physical processes with its astrophysical
counterpart. The observed structure consists of a jet accelerated and confined by
a toroidal field and embedded in a magnetic cavity. A shock envelope surrounds
the magnetic cavity that elongates in time, the tower expansion is driven by the
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magnetic pressure. However, the growth of the tower is transient, the jet is unstable
to current-driven modes which, combined with the expansion through a steeply
decreasing density background plasma, result in the breakup of the structure. A
jet, highly collimated (opening angle < 20o) and radiatively cooled is observed to
emerge out of the cavity; the kinetically dominated jet is everywhere hypersonic
(Ma ∼ 10).
Despite the radial array geometry represents an important evolution in labora-
tory astrophysics, this set up however does not fully reproduce a YSO scenario, some
aspects are still missing. A missing element is the presence of a poloidal magnetic
field into the jet, another aspect is the multiple ejections.
Mass ejection, from a YSO, is not an unique event, but it occurs several times
until the YSO gets exhausted. In order to reproduce in the laboratory multiple
ejections the initial set-up is changed. This new set-up is discussed in §5.
The importance and the effects of a poloidal magnetic field, trapped into the jet,
are discussed in the following chapter (§4).
Chapter 4
Twisted Radial Configuration
4.1 Layout and Motivations
In the previous chapter the evolution and general characteristic for a radial array
geometry has been discussed. The radial array geometry allow us to understand the
jet launching mechanism, the pinch instabilities and the role played by the magnetic
field.
However the radial array geometry does not exactly reproduce the initial YSO
jet launching scenario. The missing element is a poloidal magnetic field component
trapped in the jet (with poloidal, φ, is indicated the direction parallel to the pinch
while the direction around the pinch is indicated as toroidal, θ).
The nature of the poloidal magnetic field component may be retrieved from the
disk angular velocity distribution as suggested by Linden-Bell [17] [77] [78], or an as
initial condition in the stellar wind model.
In Linden-Bell’s model the astrophysical accretion disk has a decreasing angular
velocity for increasing r. Since the bipolar magnetic field originated by the YSO is
trapped in the disk, the different angular velocity would produce different magnetic
field line twisting: highly twisted for those lines that cross the disk at large r,
smaller twisting for small r. The same model however hypothesizes that the disk,
at very large r, is eventually so sparse that the magnetic field could freely diffuse
through. The magnetic field lines that cross the disk at such radii would not get
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Figure 4.1: The cartoon shows the stellar wind model magnetic field initial con-
dition. The bipolar magnetic field originated by the YSO is anchored
to the disk and only extends for few astronomical units. A poloidal
magnetic field exits from the YSO poles, this magnetic field is open.
twisted, consequently the magnetic field lines next to YSO poles would remain
mainly poloidal [20].
In the stellar wind model the poloidal magnetic field at the YSO’s poles is given
as an initial condition. The model hypothesizes a bipolar magnetic field produced
by the YSO that extends only for few astronomical units into the accretion disk,
and is anchored to it; and an open poloidal magnetic field coming out from the YSO
poles.
The poloidal magnetic field strength is a highly debated issue; depending on the
model and on the initial conditions used, the ratio Bθ/Bz changes a lot.
In order to introduce a poloidal magnetic field component into the jet, the return
cathode shape is changed. The return cathode is now a three dimensional twisted
structure, changing from a simple ring geometry to a series of thick wires with given
incident angles [90]. The new geometry has been named twisted radial array.
The twisted radial array produces an extra magnetic field component on axis
that aims to stabilize the central pinch [91].
The maximum external static magnetic field that it is possible to generate, for the
peak current, it is about 3.5 T, while the self consistent toroidal field can easily reach
values of 50-200 T. How can the new geometry with such a weak additional field
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influence the overall evolution of the system? The explanation of the importance
of the new geometry lays in the evolution of the system itself. When the ablation
is over, the plasma starts pinching on axis. Because of the high value of the ReM -
number this phenomenon may be modelled with an ideal magnetohydrodynamic
approximation.
One major result of magnetohydrodynamics is the frozen-in-flow approximation;
using this approximation, when the plasma is snowploughed on axis, it carries and
squeezes the trapped magnetic field in the pinch. The compression of the field
lines will greatly increase the magnetic field in the plasma pinch. The resulting
magnetic field has a magnitude comparable with the toroidal component filling the
magnetic cavity. Theoretical predictions estimate the poloidal field into the pinch
to be approximately 150-200 T.
The system evolution and the validity of the frozen-in-flow approximation can
be tested numerically using gorgon. Since the physical domain is too large to
be entirely reproduced, just the innermost part will be simulated using appropriate
boundary conditions given by theoretical formula [90].
Simulations show that the frozen-in-flow approximation does not hold; the tem-
perature stays low for most of the pinching process, consequently the magnetic field
can easily diffuse outwards without being trapped. Only in the last few nanoseconds
the magnetic resistivity becomes big enough to validate the frozen-in-flow hypoth-
esis, but the resulting magnetic field is much lower, about 20 T, than the toroidal
component at the pinch radius. Both experiments and simulations show, unfortu-
nately, that the externally added magnetic field is not strong enough to produce any
significant difference in the overall evolution of the system.
In this chapter analytical integrals of the Biot-Savart law are given for the twisted
radial thick-added-wires. The results of this theoretical integration is compared with
numerical results obtained by gorgon. Full 3D simulations for this geometry are
discussed; comparison with radial array geometry is offered, also in the form of
dimensionless parameters.
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Figure 4.2: Two views of the twisted radial array. In gray the 13 µm Al resistive
wire, in yellow the highly three dimensional cathode.
4.2 Twisted Radial Array
A Twisted Radial Array is a configuration in which thick wires (1.6 mm diameter
– Aluminium) connect the radial array to the cathode. These wires are at a 52o
azimuthal angle. The radial extent of these wires is 7 cm, after which they are bent
down towards magpie built-in cathode. Fig. 4.2 helps in visualizing this particular
geometry.
As discussed, this new geometry has been studied in order to externally add a
poloidal magnetic field, with a consequent enhancement of the jet stability [91].
4.2.1 Twisted Radial Magnetic Field
In order to get the total magnetic field the Biot-Savart law (4.1) is integrated for
the discussed geometry.
B(r) =
µ0
4pi
∫
j(r′)× ‖r− r′‖
‖r− r′‖3 dr
′ (4.1)
In eq. (4.1) j(r′) is the current density at r′, ‖r − r′‖ is a vector from this current
element’s position to the observation point, where the magnetic field is calculated.
For the twisted radial configuration the current flows inward, both with a ra-
dial and azimuthal component. Since the interest is focused in the magnetic field
produced by the outward thick wires, in this calculations the contribution of the
central wires is not considered. The thick wires lay between R1 and R2, they have
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an azimuthal angle θj (θj = 2pij/Nw) and have a twisting angle ψ. The ψ range
is −arccos(R1/R2) ≤ ψ ≤ arccos(R1/R2). The arccos value corresponds to the
twisted spokes tangent to the innermost ring.
Integrating the Biot-Savart formula in a cylindrical-polar coordinates:
Br(r, θ, z) = Γ z
Nw−1∑
j=0
(−R2 sin(θj + ψ − φ) +R1 sin(θj − φ))Sj
Bθ(r, θ, z) = Γ z
Nw−1∑
j=0
(R2 sin(θj + ψ − φ)−R1 sin(θj − φ))Sj
Bz(r, θ, z) = Γ
Nw−1∑
j=0
(rR2 sin(θj + ψ − φ)− rR1 sin(θj − φ)−R1R2 sinψ)Sj
(4.2)
where Nw is the number of wires in our system, and
Γ =
µ0I
4piNw (R21 +R
2
2 − 2R1R2 cos(ψ))3/2
Sj =
1
ν2
[
ζ + 1√
ν2 + (ζ + 1)2
− ζ√
ν2 + ζ2
]
ζ =
−rR2 cos(θj + ψ − φ) + rR1 cos(θj − φ) +R1R2 cosψ −R21
R21 +R
2
2 − 2R1R2 cos(ψ)
ν2 =
r2 +R21 − 2rR1 cos(θj − φ) + z2
R21 +R
2
2 − 2R1R2 cos(ψ)
− ζ2
(4.3)
This integration gives us the magnetic field in three components.
4.2.1.1 Magnetic Field Structure
The global magnetic field structure can be understood and visualized using a 3D
plot as is fig. 4.3. The 3D plot shows the complex B-field structure at peak current
(at 240 ns, 1 MA): mainly poloidal in the central region, mainly toroidal in the
region below the thick wire plane, while both poloidal and toroidal component are
visible in the region above the thick wire plane.
4.2.1.2 Bz, Br, Bθ Components
The relevant externally added magnetic field lays just above the thick wire plane
and within R1; in fact this region contains the magnetic field that is trapped during
the plasma snowplough and thus compressed into the pinch.
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Figure 4.3: The image shows the magnetic field lines for a twisted radial geometry
at peak current (1 MA, at 240 ns). The magnetic field lines show the
highly three dimensional magnetic field structure. The magnetic field is
mainly toroidal behind the thick wire plane, while above the thick wire
plane, the magnetic field is characterized by a non negligible poloidal
component. The magnetic field lines have been chosen of three different
colors to help visualizing the convoluted magnetic field structure, the
colors (red, green, yellow) do not correspond to magnetic field magni-
tude but to three different spatial regions in which the field lines are
computationally originated.
Among the three components only Bz is significantly bigger than zero, it peaks
on axis at the thick wire plane with an intensity of 3.2 T. The other two components
are smaller than 1 T, they do not give any meaningful contribution.
4.2.1.3 GORGON Validation
In order to verify the accuracy of gorgon to solve Maxwell’s equations in vacuum,
some tests have been performed. The twisted radial geometry, bereft both of the
central cathode and central radial-array wires, has been tested against the theoretical
integral showing less than a 2% error.
Fig. 4.4 shows the Bz(r = 0) component on axis, the agreement also in this
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Figure 4.4: The image shows the comparison between the theoretical (Blue) and
simulated (Yellow) results for the z component of the magnetic field on
axis for a twisted radial geometry.
specific case is less than 2%.
The good agreement shows the validity of the numerical schemes used to solve
Maxwell’s equations, and allows us to substitute the numerical calculated thick wire
magnetic field with the theoretical calculated. In fact for a standard twisted radial
array simulation, since the overall domain including the twisted return is numerically
too big, only the innermost part of the system is simulated (region with the thin
Al resistive wire, 2 cm radius): the effect of the twisted radial return is added as
boundary conditions. The boundary conditions are calculated via the theoretical
Biot-Savart integrals, eq. (4.2).
Eq. (4.2) do not take into account the effect of the central electrode that would
change the B-field structure and magnitude in the proximity of the cathode itself.
To clarify and understand the effect given by the central cylindrical cathode, the
entire set-up is now simulated (central cathode, radial array, thick external wires via
boundary conditions). Since the interest is focused on the magnetic field configura-
tion the resistive wires are treated as an electrode extension. From the previous set
up, where the central cathode was neglected, two main differences are found. The
region of space below the wires has only a toroidal magnetic field, produced by the
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Figure 4.5: The left figure shows the z component of the B-field on axis for the
geometry without L-shaped bending. The right shows the geometry
with a 5 mm L-shaped bending to easily accommodate the wires.
central cathode. The second disagreement is just above the cathode. Theoretically
we observe that Bz peaks at r = 0 (on axis), z = 0 (on the thick wire plane). Ex-
perimentally the wire plane is occupied by the cathode, which consequently blocks
the magnetic field and does not allow the B-field to peak. The peak, for the physical
layout, is found slightly above at 8.57 mm after a transition region. The intensity
of the magnetic field is the same, and if the theoretical curve is right shifted of 5
mm the two curves overlap surprisingly well. The left panel of fig. 4.5 shows these
results.
The experiments performed on magpie facility used a thick wire L-shaped bend-
ing in order to support the thin wires. This L-shaped bending geometry requires
moving the cathode slightly upwards (∼ 5 mm), with the consequent effect of de-
creasing the peak by a half, as shown in the right panel of fig. 4.5.
4.3 Twisted Radial Array Evolution
In this section the twisted radial array evolution is presented.
Since the radial array geometry is a modification of the more standard radial
array, a direct comparison between the two geometries is given. The comparison
highlights the negligible effect given by the externally added magnetic field.
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4.3.1 Experimental-Simulation Layout
gorgon allows us to reproduce a similar geometry although a few details appear
to be different. Only the innermost part is simulated, as in the more classical radial
array, at the wire crossing point the mass of a single wire is simulated. The electrodes
are modelled as a thermally insulated region with high electrical conductivity. The
wires are initialized as a high density gas with a temperature of T = 0.125 eV.
Fundamental in these simulations are the boundary conditions. Since the exter-
nal thick wires are excluded from the simulation domain, the B-field contribution is
added as a boundary condition. The B-field, at each time-step, is calculated using
eq. (4.2).
4.3.2 Overall Description of Jet Evolution
The typical laboratory jet evolution for a twisted radial array set up is presented.
In the twisted radial array set-up, as for a radial array set-up, the wires produce
a distinct two-component structure, the current preferentially flows in the corona
and the J×B acting on this component pushes the plasma upward producing a low
density background plasma.
In a radial array configuration the magnetic field produced by central cathode
and the radial current result in a J×B directed along z, force that drives the ablated
plasma upward. In the twisted radial configuration the plasma moves upward via
the same process, however, because of the extra Bz component, the ablated plasma
gets a clockwise momentum. In fact, computing the J×B force for the θ̂ direction:
(J×B) · θ̂ = JrBz θ̂.
The Bz component is weaker than the toroidal component, the poloidal velocity
is thus not more than 20-50 m/s. Such lower poloidal velocities do not have any
retrievable effects on the evolution.
In the ablated plasma a magnetic field with an average intensity of 4-5 T is
calculated, about 0.7-1 T is the contribution given by the axial component Bz. In
the case with no twisted radial return, the magnetic field that diffuses in the ablation
plasma is only toroidal and has an average intensity of 3-4 T.
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Figure 4.6: The image shows the comparison between the axial magnetic field com-
ponent for the twisted radial array (Magenta) and the axial magnetic
field component for a standard radial array (Blue). Bz is detected both
on axis (r = 0) and at r = 2.7 mm off axis.
At this stage (80-200 ns) the ablation plasma is characterized by values of ReM ∼
1 (τDiff ∼ 10−9 s). This Reynolds magnetic number indicates that the magnetic
field can easily diffuse into the plasma.
Close to the inner electrode, where higher mass ablation is observed, the cores
disappear at ∼ 215 ns. At approximately the same time the formation of the
magnetic bubble begins.
In an ideal scenario while the plasma is snowploughed on axis carries with it the
magnetic field, compressing it into the central pinch. This scenario is correct only
if the frozen-in-flow approximation can be used (ReM  1). The poloidal magnetic
field into the pinch, in the approximation of ReM  1, is estimated around 200
T. This value is obtained by assuming a uniform axial magnetic field component of
0.5 T, for a cylindrical region whose radius extend far as 1 mm beyond the cathode
radius (r=4.1 mm) for a hight of 1 cm; and this plasma volume is compressed in a
region whose radius is 200 µm at approximately the same height. The Biot-Savart
law, eq. (4.1), can be used to estimate the toroidal component of the magnetic field
at the pinch radius, it is calculated ∼ 250 T at 240 ns for 1 MA current.
However numerical simulations show a different scenario. The ReM tends to
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stay low (1-5) for most of the snowploughing process, and values of ReM ∼ 100
(τDiff ∼ 10−7 s) are obtained only at maximum pinch compression. Due to the low
magnetic Reynolds number the magnetic field is not trapped into the plasma, and
during the snowplough process the B-field easily diffuses out. Only in the last few
pinching nanoseconds the electron temperature rises enough to fully trap the B-field
and thus to validate the frozen-in-flow hypotheses. The magnetic field trapped on
axis peaks with a value of ∼ 12 T (fig. 4.6), much lower than the corresponding
toroidal component.
From this point on, the system evolves as a classical radial array; in particular,
there is no specific behavior that distinguishes the two. Current driven instabilities
break the central pinch and a jet emerges from the central bubble. A laboratory jet
is consequently formed and launched.
4.3.3 β-maps
β-maps are an useful tool to understand the predominance of the magnetic pressure
over the thermal one, or vice versa. The comparison of β-maps for the twisted
radial geometry and the classical radial array geometry identifies the presence and
the effect of significant magnetic fields trapped in the pinch. β is defined as the ratio
of thermal pressure over magnetic pressure: β = nkbT/(B
2/2µ0), with n number
density, kb Boltzmann constant, T plasma temperature, B the magnetic field and
µ0 the magnetic permeability.
In the magnetic cavity the β values are lower that 0.01; the magnetic cavity is
characterized by artificial vacuum, and the toroidal magnetic field, around 200 T,
fills the entire vacuum region.
In the ablated plasma which is on axis, just above the pinch, and in a thin layer
(∼500 µm) on the interface vacuum-plasma, a major difference is found in between
the two geometries. In the case in which the magnetic field is added, the plasma β
drops from 150 for a classical radial array, to 35 for the twisted radial array geometry.
This indicates that during the ablation process the magnetic field produced by the
twisted radial geometry diffuses into the ablation plasma.
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Figure 4.7: β and density maps at 255 ns for a classical radial array (right panels)
and for a twisted radial array (left panels).
From fig. 4.7 it is evident that for both geometries the β value in the pinch is
around 50. The same β values for both set ups is a further proof that the externally
added magnetic field does not influence the pinch evolution.
The twisted radial array pinch is highly unstable, it is subject to current driven
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Figure 4.8: Twisted radial array evolution diagnosed with XUV-images. The top
4 images are experimental XUV-frames for the times: 240ns, 255ns,
265ns, 275ns. The 4 bottom images are the corresponding synthetic
XUV images at the same times (scales in mm). The experimental XUV-
images are not calibrated, consequently the scale for the synthetic images
has been properly adjusted for each single frame.
instabilities as the radial array produced pinch. The high level of instability is
mathematically verified by the Kruskal-Shafranov (eq. (3.3)) criteria.
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4.3.4 Radiation Emissions
Simulated and experimental X-ray self-emission images are shown in fig. 4.8. The
synthetic images are obtained by integration of the plasma emission along either
the x or y direction. Only optically thin radiation losses are considered and neither
opacity effects nor the re-emission of absorbed radiation is taken into account. Al-
though the synthetic images simply serve for a qualitative comparison, the emission
structures seen in the experiments are well reproduced. Visible in the images is the
early development of perturbations in the jet body and the more pronounced kink
like structures that develop at later times. The emission from the magnetic tower
is dominated at all times by the jet. There is also relatively strong emission at the
head of the magnetic tower where a bow shock propagates into the ambient medium.
In the present case, however, cooling in the shocked plasma reduces significantly the
pressure and a relatively cold, dense region of material forms at the head of the
magnetic tower. Finally, the shock envelope produces, in general, weaker emission,
especially in the lower part of the cavity where the lateral expansion is relatively
slow and shock-heating is negligible.
X-ray emission is also a good diagnostic for the implosion time. When the
plasma precursor pinches on axis, an emission peak is produced. Experimental data
suggests that the implosion occurs at 272 ns, numerically the emission peak is found
at 269 ns. In particular, in the simulations, there is little difference between the
total radiation emission produced by a twisted radial array and a standard radial
array. The twisted radial array has lower emission, around, but no exceeding, 20%
of the total radiation emitted by a standard radial array. In the experiments a
more remarkable difference has been diagnosed. Experimentally the twisted radial
array emits up to 50% less than a standard radial array. However it needs to be
pointed out that in the experiments filters are used in front of X-ray diagnostics.
The difference between synthetic emission maps and experimental emission maps
might rise to the filters that have been used during the experiments.
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Figure 4.9: The graphs show the total radiation emitted for both a radial array and
a twisted radial array. The left panel shows the experimental measure-
ments in arbitrary units; the right panel shows the numerical compari-
son.
4.3.5 Dimensionless Parameters Characterization
Dimensionless parameters that characterize the jet launched by a twisted radial
array geometry are studied.
Using dimensionless parameters the physics of the jet can be fully characterized.
Dimensionless parameters are an extra verification of the equivalence of the jets
launched by the two set-ups; in both cases dimensionless parameters are in the
same range.
Consistently, as previously done for a radial array, dimensionless parameters are
density averaged over the jet volume, the significant figures corresponding to the
calculated value are then taken.
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DP Classical Twisted Radial
ε 10−3 10−2
α 10o 10o
Ma 101 101
Re 104 104
ReM 10
2 102
Pe 103 103
4.4 Conclusions
The description and characterization of a twisted radial array Z-pinch has been
given.
The twisted-radial return does not provide the expected poloidal field, leaving
the overall evolution and magnetic field structure unchanged. This set-up, however,
helped in understanding time and spatial domains in which ideal-MHD equations
hold: during the snowplough effect the magnetic field diffusion time is low, only in
the last few nanoseconds before the plasma pinches on axis the resistivity becomes
low enough to validate the frozen-in-flow approximation.
Astrophysical jets are characterized by multiple ejections, the magnetic-tower
scenario is not an unique event but occurs periodically. In laboratory, multiple
ejections are produced via the foil array set-up which represents a step forward in
laboratory astrophysics. The importance of this new set-up, the underlying physics
and the astrophysical relevance for the foil array set-up is discussed in the following
chapter.
Chapter 5
Foil Array and Episodic Jet
Emissions
5.1 Foil Array and YSO Multi Bubble Formation
The HH 34 and HH 111 are among the best studied of all HH outflows. Since
their first observation ( [92] and [93], respectively, fig. 5.1), detailed spectroscopic
imaging and proper motion studies of these objects have been carried out at optical
wavelengths, infrared and radio wavelengths.
The popularity of both HH 34 and HH 111 arises from the fact that the southern
lobe of the HH 34 outflow and the western lobe of HH 111 represent the best example
of jet-like HH outflows. These two jets have quite remarkable similarities. Both of
the objects show a chain of well aligned knots close to the source (i.e., at distances
of up to 50
′′
), and have well defined heads. This typical knot structure, visible
along the jet, could be interpreted as due to a time dependent ejection from the
YSO [94] [37].
In the past few years, several authors have studied numerically the effect of the
magnetic field on the dynamical evolution for HH objects [39] [95]. The experimental
measurements of a magnetic field in the outflows would represent a critical test
for standard magnetohydrodynamic jet models. In particular, the detection of a
dynamically important toroidal component of the magnetic field would represent
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Figure 5.1: On top an infrared spectrum range image of HH34. On the bottom a
combined images of HH111. The piece of frame next to the source is
obtained in the infrared spectrum range, the knots jet part is obtained
with observation in the visible spectrum range. Images by NASA and
B. Reipurth (CASA, University of Colorado), Hubble Space Telescope.
an indirect proof for the magnetohydrodynamic models, i.e. the magnetic tower
scenario. In the specific case in which the toroidal magnetic field is measured to
extend from the YSO poles that would be the final verification for the magnetic
tower model. However, direct observations of magnetic fields in jets are very difficult,
and there is yet no clear observational determination of a possible relevant magnetic
field.
Since HH jets are characterized by a knotty structure, the magnetic tower mech-
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anism cannot be considered as a unique event, but instead it is a mechanism that
may repeat itself several times.
In §2 it is reported the work by A. Ciardi [1] [42] and D. J. Ampleford [40], it is
discussed how the jet knotty structure can arise from a cross wind impacting on a
continuous collimated jet. The work, conducted by A. Ciardi and D. J. Ampleford,
regards a possible model to explain the jet fragmented structure and in particular
applies at distances far away from the launching source, several jet radii away from
the YSO. Instead, the following chapter focuses on the importance of the magnetic
field in the jet launching mechanism and how the knotty structure arises from the
repetition of a magnetic tower scenario. The distances investigated in this chapter
are just a few jet radii, approximately up to 20 AU.
However, since astrophysical measurements have not yet achieved the precision
necessary to be directly compared with mathematical models and simulations, lab-
oratory astrophysics might help in understanding the evolution and role played by
the magnetic field.
5.2 Laboratory Set-Up and General Evolution
Multi bubble structures and multiple mass ejections are reproduce in the laboratory
via foil array set-up for a pulsed power generator.
The foil array consists of an Al disk, 8 µm thick, of 5 cm radius. A cylindrical
cathode, 3.1 mm diameter, touches the foil in the very center; the foil is clamped by
the anode thus to remain flat and stretched. The experiment is driven at Imperial
College London on the magpie pulsed power generator. 1 MA current, for 240 ns
rise time, is driven through the 8 µm Al foil.
The foil array set-up produces four independent ejections which are in a relevant
astrophysical regime and have a topologically relevant magnetic field structure.
In this section the general overview of the foil array dynamics is presented. Fig.
5.2 shows the system evolution via four time resolved experimental XUV frames,
while fig. 5.3 is a four sequence diagram that helps in easily visualizing the overall
system evolution.
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Figure 5.2: Experimental time resolved XUV images taken at four different times
(230, 255, 285 and 305 ns).
The current initially flows from the cathode to the anode via the vaporizing Al
foil; the foil ablates due to Ohmic heating and thermal conduction, developing a
two-component structure consisting of a dense, cold and high-resistivity foil core
with a hotter, low resistivity plasma above and below the cold core (top and bottom
corona plasma).
This particular scenario develops very early in time, in about 20 ns. Because of
the marked differences in the resistivity, the current preferentially flows in the hot,
low resistivity plasma; just a small percentage flows through the cold central core.
Since the circuit formed with the hot, low resistivity plasma underneath the foil
is also the path with lowest impendence, the majority of the current flows through
this path. The J × B force acting on this plasma squeezes it against the dense
foil core. The hot plasma on top is accelerated in the axial direction also by the
Lorentz force, the hot corona carries some current and some magnetic field can
diffuse through the cold core. The cold core is stationary and during the current
pulse acts as a continuous source of plasma, feeding the flow above the foil and
producing a background plasma environment. This process corresponds to cartoon
a in fig. 5.3.
The ablation continues until ∼ 190ns, when the Lorentz force (fig. 5.4) is now
strong enough to accelerate in the axial direction the still stationary foil in the
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Figure 5.3: These four cartoons illustrate the overall evolution for a foil array. Frame
a refers the to early ablation process. Frame b shows the pinch formation
and Lorentz force direction. Frame c shows the cathode ablation and
current path swapping. In the last frame, d, the formation of the second
bubble is shown. The current path is also drawn highlighting magnetic
field trapping.
cathode proximity (cartoon b, fig. 5.3).
As in the case of a radial array the particular round plasma shape is the cause of
plasma collimation and compression on axis. The foil geometry has a higher degree
of symmetry than a wire array in which discrete wires were used. The formation of
the first bubble is visible from experimental XUV images, fig. 5.5.
The plasma compression on axis produces X-rays, some of these X-rays would
then hit the central electrode thus making it ablate. The cathode ablation releases
enough mass to fill the vacuum gap (cartoon c in fig. 5.3) and thus offering an
alternative path for the current. The cathode ablation is an hypotheses and does
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Figure 5.4: Overlapping of a 3D gorgon output with a cartoon to highlight the
nature and direction of the Lorentz force. The same cartoon also helps
in visualizing the foil array set up.
not have any experimental evidence due to experimental diagnostic access limitations
[96]. Immediately after the X-ray emission, the central pinch becomes unstable and
breaks. In fig. 5.2 no broken pinch is visible in between bubbles; the pinch may be
either totally broken or emitting in a spectrum non detectable by the film. The first
pinch, thus cathode ablation, occurs at about ∼ 240 ns, as detectable from the total
X-ray map, fig. 5.6. Moreover the generator current swaps path, from the central
(broken) pinch to the least inductive path offered by the ablated mass.
Since there are no direct current path measurements, it is plausible to hypothesize
that the current that flows through the central pinch and the bubble edge forms a
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closed loop using the cathode ablated mass. The current coming from the generator
instead flows via the stationary foil, through the bottom part of the cathode ablated
mass, and finally reaches the central cathode. Although this scenario is physically
plausible, numerical simulations highlights a different scenario in which no loop is
formed and the current simply swaps from the central pinch path to the path formed
with the cathode ablated mass, as illustrated in diagram d of fig. 5.3.
While the first jet is now launched, the cathode ablated mass is accelerated on
axis by the Lorentz force (cartoon d - fig. 5.3). The formation of the second bubble
is clearly visible from experimental XUV, second frame of fig. 5.2. It is also clear
that the second bubble formes within the first one. In the 255 ns frame of fig. 5.2
the second pinch is detectable on axis.
The newly formed pinch will undergo a similar evolution, the scenario presented
in the cartoons b-c-d is then repeated for the second bubble.
Every time the central pinch is compressed, X-rays are emitted, the cathode
ablates some mass, the vacuum gap is filled with plasma, the ablated plasma is
accelerated by the Lorentz force and a new pinch is formed. This process repeats 4
times, with constant periodicity (about 25 ns). When the current becomes too low
the magnetic field produced by the central cylindrical cathode is not strong enough
to compress the plasma, and the process stops.
Some magnetic field is trapped in between bubbles (d fig. 5.3). The magnetic
field generated by the central pinch does not vanish instantaneously with pinch
breakage, but instead is trapped in between bubble and decays with bubble expan-
sion.
From experimental XUV images, fig. 5.2, it is also observed that newly born
magnetic bubble catch the previous bubble and merge together.
5.3 Computational Model
gorgon allows us to reproduce a similar configuration although few elements appear
to be different. In order to have enough resolution (150 µm) only the innermost part
of the foil is simulated (1.2 cm radius). The simulations are run with a uniform grid
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Figure 5.5: This image offers a full comparison between experimental data and simu-
lated data. In the first row four experimental XUV frames are presented.
In the second row, at the same times, synthetic XUV are shown; the gray
scale for this image has been adjusted for each single frame in order to
best match the experimental image, since the experimental XUV image
are not calibrated. The last row shows density section maps in the XZ
plane.
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Figure 5.6: Total X-ray emission map: in red the experimental data from the shot
s0301 07 is displayed, in black the synthetic emission modelled with
gorgon, using a full atomic model.
of 160× 160× 220 nodes.
The foil is initialized as a high density gas with a temperature of T = 0.125 eV.
Although equation of states are not included in the code, the foil ablation process
is accurately reproduced by this artificial method.
The electrodes are modelled as a thermally insulated region with high electrical
conductivity. This does not realistically model the electrodes, their ablation and any
effect they have on contact with wires. Since electrode ablation is not reproduce by
the code, the central radiative cathode ablation is modelled by artificially injecting
some mass.
The injected mass density is approximately 1/15 (180 kg/m3) of the original foil
mass density, with a temperature of 1 eV, in a region that spans from the central
cathode to a disk with radius 1.55 + 0.42 mm, where 1.55 is the central cathode
radius. The cathode ablated mass and its temperature are chosen to match both
the experimental X-ray pulse (fig. 5.6) and the experimental XUV images (fig. 5.5).
Sensitivity tests show that the system evolves similarly if the injected mass density
stays with the range 180 kg/m3 ± 20%; in fact if the the injected mass is heavier or
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equal to 215 kg/m3, the mass is too heavy and the Lorentz force takes too long to
compress it on axis. If the mass is equal or lower than 145 kg/m3 the Lorentz force
per unit mass is too strong and the compression is too fast. Similarly if cathode
ablated mass is introduced with a temperature higher than 5 eV the compression
is too fast, the synthetic X-ray pulse does not agree with the experimental one.
The mass is instantaneously injected at pinch maximum compression, thus at the
emission peak. If the mass is gradually injected, the Lorentz force is not able to
snowplough the entire mass into a pinch but instead it is spread around fulfilling
the magnetic cavity.
Parametric studies on resolution have been conducted on a very limited number
of runs due to simulation dimensions. It has been verified that simulations with
resolution lower than 200 µm, up to 150 µm (best resolution), show no evident
differences.
5.4 Ablation Process
The rocket model proposed in [85] (Appendix G), is a general formulation to model
plasma ablation for Z-pinches. The model is quite general and has been applied
to wire array, radial array and exploder array Z-pinches. The same model, with
geometrical corrections, might be applied also to the foil array.
The rocket model is a ballistic model, initially accelerated (before moving ballis-
tically) by the Lorentz force.
For a wire array it is shown that for sufficiently large inter-wire gaps the wire
cores are stationary until 80% of the implosion time [8]. This is only possible when
a J×B force is not applied to the cores; instead only some fraction of the mass is
continuously ablated from the cores and accelerated towards the array axis. This
particular process, whose simulations results have been presented in §4, is also ac-
curately reproduced by gorgon.
The rocket model hypotheses are: almost the entire current flows on the top
corona and the global magnetic field generated by the central cathode instanta-
neously diffuses through the foil thus instantaneously acting as a piston on the top
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Figure 5.7: Rocket model contour map at 200 ns for magpie generator. V = 105
m/s [85] is used as constant ablation velocity. (ρ is expressed in kg/m3
coronal plasma. These hypotheses apply for wire array Z-pinches since they have
a discrete numbers of wires. The same hypotheses do not apply to foil array Z-
pinches: since the current that flows on the top corona is just a small fraction and
the magnetic field does not instantaneously diffuses through the foil.
The rocket model formulation for the foil array set-up, derived in Appendix G,
is
ρ(r, z; t) =
µ0I
2
(
t− z
v
)
8pi2r2v2
(5.1)
where ρ is the mass density, v the ablation velocity and I, the current, is properly
specified for magpie generator, being I ∼ 106 sin2 (pit/480 10−9).
5.4.0.1 Interferometry Comparison
The analytical model is compared with interferometry measurement, consequently
the model needs to be integrated along a line of sight. Eq. (G.6) is integrated along
y without losing generality.
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Rewriting r2 = x2 + y2 the integral becomes
neL = Z
µ0I
2
(
t− z
v
)
8piv2
1
Ampmx
[
ArcTan
y
x
]ymax
ymin
(5.2)
where Am is the atomic mass, pm is the proton mass and Z is the ionization value.
Because of the particular geometry the integration maximum and minimum can be
written as a function of the disk radius (R) and x,
ymax = R sin acos
x
R
(5.3)
while ymin = −ymax.
It is evident from fig. 5.8 that the rocket model differs both from gorgon results
and from experimental measurements.
In a wire array Z-pinches the inter wire gaps allow the magnetic field to penetrate
among the wires and thus to uniformly accelerate the coronal plasma; instead for
a foil array the magnetic field needs to diffuse through the bottom coronal plasma,
first, and through the cold dense core, secondly, before acting as a piston on the top
corona.
The diffusion time, calculated from Drake [97], for the cold core is of the order
of 0.5-1 ns (L∼250 µm, T∼0.5-1 eV, Z∼1-2, time range:100-190 ns), while for the
bottom corona the characteristic diffusion time, due to the higher temperature, is
about 10 ns (L∼250 µm, T∼30 eV, Z∼10, time range:100-190 ns). The magnetic
field is mainly prevented from diffusing upward by the hot, low resistivity, bottom
corona.
It is numerically calculated, in fact, that only 25% of the current flows on the
top corona. Since the magnetic field needs to diffuse through the vaporized foil Al
plasma, this results in a less effective force acting on the top corona, consequently
the ablated plasma is just a small percentage (40%) of the foil mass and it is mostly
concentrated (85% of the total ablated mass) in the first centimeter above the foil.
Simulations and experiments, as seen from fig. 5.8, agree in the region that spans
from 4 mm to 1 cm (distances measured from the cathode).
The discrepancies between gorgon and the experimental interferometry are lo-
calized in a region of very high density (0.2 mm to 4 mm); measurements in this
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Figure 5.8: Experimental interferometry image layout comparison with both theo-
retical model (Rocket model) and numerical simulations (gorgon). The
left image corresponds to a line-out taken at 0.57 mm off axis, while the
right image to a line-out taken at 3.44 mm off-axis.
region are more difficult and more prone to errors. Considering also this experimen-
tal aspect, gorgon is able to reproduce the ablation process fairly well.
5.5 First Bubble Evolution
At approximately 200 ns the Lorentz force becomes strong enough to accelerate the
remaining plasma in the foil in the region close to the cathode. The Lorentz force
acceleration-length extends to ∼0.45 mm (calculated from the central cathode).
The accelerated region assumes the characteristic shape of an elongated round
bubble. This particular shape expands until a central pinch is formed (∼ 240 ns).
The bubble round shape is the consequence of a 1/r decreasing Lorentz force (per
unit area of an annulus) and to an increasing mass as a function of radius.
The pinch is now compressed by the magnetic pressure with the consequent
emission of X-rays. The plasma β (defined as the ratio of the thermal to the magnetic
pressure) in the cavity is always low and the magnetic pressure dominates over the
thermal pressure.
The magnetic field at pinch edge is about 250-300 T; before the pinch breaks
the magnetic field is mainly poloidal (Bθ  Bz), after the pinch breakage Bz dras-
tically increases reaching twice the value of the poloidal component in some regions
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(Bz ∼ 2× Bθ). Additionally, although much less than Bθ, there is initially a radial
component of the field Br (Bθ/Br ∼ 28) produced by the asymmetries present in
the axially converging shock.
While the cathode is ablating both sausage (m=0) and kink (m=1) instabilities
grow in the central pinch. The instabilities develops in 2-3 ns, break the central pinch
and a jet emerges from the magnetic cavity. The Alfve´n speed is of the order of
1.4×105 m/s, so that the characteristic evolution time for instabilities is about 2 ns,
consistent to numerical simulation. The Alfve´n speed is calculated for the average
pinch density (5 kg/m3) and maximum magnetic field (at pinch radius, 300 T). The
resolution (150 µm) is not enough to resolve the typical instability wavelength that
can be much smaller.
The launched jet is nonuniform with large density variations up to two orders in
magnitude, a high collimation angle (< 10o), and with a velocity of approximately
150 km/s. The bubble expands with a radial velocity of 50 km/s. The jet is sur-
rounded by a mainly toroidal magnetic field (fig. 5.9) that via Lorentz force still
offers a collimation effect.
Dimensionless parameters for this jet are calculated: Pe ∼ 102, Re ∼ 102,
M ∼ 12 and ReM ∼ 103.
5.6 More Bubble Evolution
The pinching of the first jet produces X-rays that hit the cathode causing ablation.
The ablated mass fills the gap at the bottom of the magnetic cavity offering an
alternative and less inductive path for the current.
The third phase begins (fig. 5.3-c). The mass ablated from the central cathode
undergoes the same process already discussed. The ablated mass is accelerated by
the Lorentz force on axis and there compressed: a second pinch is generated.
It is highlight that also in the case of a classical radial array, X-ray emitted from
the central pinch causes central cathode ablation. However because of the sparse
nature of the wires and the wider region of action of the Lorentz force the ablated
mass is not able to offer a reconnection path and thus a second ejection.
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Figure 5.9: The image shows the three-dimensional structure of the magnetic field
after the first cathode ablation at 240 ns. The structure is still mainly
toroidal, especially around the detached jet, however the presence of
both a poloidal and axial component are easily detectable.
The magnetic field plays a fundamental role, it accelerates, collimates and com-
presses the plasma to the axis. Moreover the magnetic field is the cause of pinch
instabilities and subsequent breaking.
More importantly the magnetic field changes its configuration because of the
central cathode ablation. Initially the magnetic field lines extend all the way from
the central cathode, where they originate, to the central pinch, wrapping and con-
fining it. The ablated plasma from the central cathode has a low magnetic Reynolds
numbers (ReM ∼ 0.5-2), most of the magnetic field can diffuse through the plasma;
some would break and thus close up generating close magnetic field line loops.
The low magnetic Reynolds number for the reconnection mass is a consequence
of the temperature and density at which the plasma is artificially injected to model
the radiative cathode ablation.
The mass ablation changes the current path, this process is referred as current
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Figure 5.10: The figure on the left side shows the current path for the central XZ
plane at 265 ns a few nanoseconds after the first current reconnection.
The arrows length is normalized to one in order to clearly highlight
the current path on the bubble edge. The right image is the resistivity
contour plot for the central XZ plane.
reconnection. The current may now flow through the central pinch or via the ablated
cathode mass. Since the resistivity is very low for both circuits, the current flows via
the circuit that minimize the inductance (path with lowest impendence). The circuit
with lowest inductance is via the the ablated cathode mass. The current cannot
instantaneously swap circuit since the added mass initially offers higher resistivity
than the path via the central pinch. The current takes a few nanoseconds (2-3 ns)
to swap from the original path to the new least inductive path. The 2-3 ns is the
time necessary for the system to heat up the reconnection mass and thus reduces its
resistivity to a value comparable with the pinch resistivity (10−4.5 Ωm). The vast
majority of the current now flows via the ablated cathode mass (∼ 85%), diagram
c fig. 5.3.
A simple way to understand the current route is via an equivalent circuit. The
pinch is characterized by an inductance Zp (Zp = Rp + jwLp, where j is the imag-
inary unit), and similarly the central cathode ablated mass is characterized by an
inductance Za (Za = Ra + jwLa). In the equivalent circuit the two inductances
are in parallel. The circuit model solutions calculate a Ip current into the pinch
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Figure 5.11: This 3D image shows the current path few nanoseconds after the first
current reconnection. The frame is taken at 265 ns. The left part on the
image is a glyph plot, highlighting the intensity and the reverse path in
the bubble edge. The right part of the image, always with a shadowed
density on the background, shows the current-lines, highlighting in a
different way the current path both in the central pinch and on the
bubble edge.
(Ip = Vmagpie/Zp); and a current Ia for the ablated mass (Ia = Vmagpie/Za). The
complexity of the circuit is due to the fact that both Rp and Ra depend on the tem-
perature, consequently the current distribution into the circuit changes in function
of temperature and thus in function of time. Initially, just after the cathode mass
ablation, the pinch is very hot (800 eV) so that its resistivity, Rp, can be neglected.
The cathode ablated mass is cold (1 eV), consequently resistivity still plays an im-
portant role and cannot be ignored. Summarizing in formulas: Zp = jwLp and
Za = Ra + jwLa. Since Zp < Za the current preferentially flows through the pinch.
The little current that flows through the reconnection mass circuit heats the plasma
up until it is hot enough to assume also that Za ∼ 0. In this case what determines
the circuit path is the only value of impendence La and Lp. Since L is proportional
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to the surface encompassed by the current path, Lp  La, consequently Zp  Za,
thus the current now flows, in vast majority, via the ablated cathode mass. A good
estimate to predict the time necessary for the current to swap path is given by the
time-constant of the circuit: Rp/Lp that is approximately 1-2 ns.
As soon as the mass ablated from the cathode starts being accelerated on axis
(about 15 ns after mass injection), the current path changes. Approximately 15 ns
after cathode ablation the electron current configuration is the following: both the
current flowing through the central pinch and through the bubble edge have the
same upward direction, the vast majority of the current flows through the cathode
ablated mass; this scenario is pictured in diagram d of fig. 5.3. The current is said
to undergo a current reversion path; the current was originally flowing through the
pinch (upward direction) and reconnecting through the bubble edge (the current
flows in the downward direction); now the current both in the pinch and in the
bubble edge flows in the upward direction and reconnects via the ablation plasma.
The complex current path is also shown in the arrow plot (left plot) of fig. 5.10,
and three dimensionally in fig. 5.11.
The bubble edge and the reconnection mass, at this stage, have approximately
the same resistivity 10−4.5 Ωm, as shown on the right panel of fig. 5.10. The bubble
edge offers a low resistance reconnection path; the low path resistivity and the not
much greater inductance, compared to the path formed with the reconnection mass,
allow a fraction of the current (10-15%) to flow upward via the bubble edge.
The current scenario, diagram d of fig. 5.3, is the following: 10% of the current
flows via the broken pinch, the remaining 90% flows via the ablated reconnection
mass. Part of this current, about 15%, splits and flows upward on the bubble edge,
reconnecting via the ablated plasma. The remaining current uses as return path the
melted foil.
Due to the current path reversion; the bubble edge slows down, now expanding
radially with a velocity of ∼ 10 km/s, and expands only in the z direction. This
particular current path generates the typical elongated/squared shape clearly visible
from experimental XUV at 285 ns and at 305 ns of fig. 5.5.
The current inversion process occurs for each bubble and the dynamic of the
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inversion is always the same.
The second bubble is fully formed at 255 ns. At this point the configuration
is the one illustrates in fig. 5.3-d, the first jet has been launched, the first plasma
bubble is forming an expanding cocoon, the second pinch is formed on axis. Some
magnetic field has been trapped in between the two bubbles.
The central pinch now radiates and the system undergoes an identical evolution
another 2 times.
Experimentally the formation of four pinches, and the consequent cathode abla-
tion, is observed both from fig. 5.6 and from fig. 5.5. In particular from fig. 5.6 it
is clear that the pinching-emission-ablation process is very regular and repeats itself
with constant periodicity of 25 ns. In fig. 5.6, the red line represents the experimen-
tal filtered total emission. The line has four independent peaks that corresponds to
four independent pinch emission. For each emission some mass is ablated from the
cathode to form a new bubble (as possible to verify from fig. 5.5).
At about 342 ns the current becomes too weak so that the magnetic field gener-
ated by the central cylindrical cathode can accelerate upward the artificially added
mass, but is not strong enough to compress it. The lack of compression results in
little radiation emissions and consequently the process stops.
5.7 Knots Collimation
At approximately∼ 320 ns, all four jets have been launched, and are moving upwards
along the z-direction.
The magnetic field structure at this stage is highly convoluted and 3D.
The simulations highlight how the magnetic field is fundamental to explain knots
collimation only in the early stage of jet evolution, at later stages (distances greater
than 30-35 jet radii) the magnetic field effects become negligible and the jet evolves
in a pure hydrodynamic fashion. The magnetic field decreases from 250-300 T at
240 ns, at pinch surface, to 8-10 T just 100 ns later, around the jet that corresponds
to the 240 ns pinch, fig. 5.12. In general simulations show that the magnetic
field carried by the jets decreases in time; since the jets thermal pressure does
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not decay as fast as the magnetic field, thermal pressure comes to dominate over
magnetic pressure so that the jet can be described according to pure hydrodynamical
equations. The cause for the jet thermal pressure to decay are both radiative cooling
and jet expansion.
The magnetic field reduction can be explain as a consequence of circuit stretching.
The circuit is formed by the magnetic bubble and by the central pinch, as indicated
in the diagram 5.14. The circuit has negligible resistance, during expansion and it
is supposed that the circuit is totally independent and isolated from the magpie
generator. These assumptions guarantee magnetic flux conservation. If the magnetic
flux is conserved, a circuit enlargement corresponds to a lower current in the circuit;
a lower current induces a lower magnetic field. The reduction of both the current
and the induced magnetic field also imply a weaker Lorentz force.
The problem of current reduction due to circuit stretching is formally treated in
the next section.
In order to show that the magnetic field plays a key confinement role only in the
early stage of jet evolution, the thermal βth value (βth = Pth/PB) is calculated. At
240 ns βth is estimated around 10
−4 (the values are calculated at pinch radius); the
value increases to 0.05 at 320 ns, and to 0.1 at 360 ns. These βth values are calcu-
lated for the first launched jet; similar values are estimated for the second and third
jet. The increasing βth value, calculated in the radial confinement direction, high-
lights how the jet evolves from a magnetohydrodynamic regime to an hydrodynamic
regime.
Similarly the kinetic βk value (βk = ρV
2/PB) increases with time. βk is initially
estimated at 240 ns, the value is about 1-3; while βk calculated at 320-360 ns is
much bigger, around 102. The kinetic pressure becomes dominant with jet evolution,
consequently if the jet is impinging in any obstacle, i.e. a background gas, the jet
can be described via ballistic equations.
It is also worth to notice the topology of laboratory multiple ejections, highly
collimated knots on axis with an enveloping cocoon structure, as clearly visible from
fig. 5.13. The same sort of structure is very common in astrophysics [39], fig. 5.1.
In laboratory experiments the plasma in between knots is highly twisted and
5.7 Knots Collimation 117
Figure 5.12: Total magnetic field maps for the central XZ plane, at 240 ns (top-
left) and 320 ns (top-right) are plotted. The central images corresponds
only to the Bθ magnetic field (Plots are in logarithmic scale with sign).
The images highlight how the magnetic field becomes weaker as a con-
sequence of magnetic flux conservation and bubble expansion. The
magnetic field decays from ∼250 T at 240 ns to 8-10 T around the
same pinch at 320 ns. To visualize bubble dimensions and structure,
density maps are plotted in the very bottom panels.
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Figure 5.13: The images show the logarithm of the density (left) and the emission
map (right). The super-imposed circle and lines help in identifying the
3 knots and the cocoon generated by the fist expanding bubble. The
frames are taken at 380 ns.
convoluted, if the phenomenon is only analyzed via synthetic XUV it appears that
all the knots are somehow connected with a straight plasma strip. This is however a
projection effect. The highly convoluted three dimensional structure being projected
on a 2D plane gives an aberration effect. Astrophysical observations suffer from the
same problem; diagnostics show images in which all the knots seem connected by a
straight plasma strip (fig. 5.1), however this might be a projection effect, while the
knots are just connected via a low dense plasma that is highly twisted.
5.8 Knots Collimation, the Mathematical Model
It is possible to derive from Maxwell’s equations a simple mathematical model that
explains the current reduction through the central jet and the consequent magnetic
field magnitude decrease.
The model is derived from the Faraday-Neumann-Lenz law. The Faraday-Neumann-
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Lenz law, written in an integral form, is
εmf = − ∂
∂t
(ΦB) (5.4)
where εmf is the circuitation across the whole circuit and ΦB is the circuit magnetic
flux. The magnetic flux, because of the linearity of Maxwell’s equations is rewritten
as ΦB = LI, where I is the current and L the inductance.
At 240 ns, the first bubble is formed. The current flows from the cathode up the
pinch and back down via the bubble edge. At 243 ns the cathode ablation allows
the current to flow directly from the cathode to the still stationary foil, forming a
new independent circuit. The first bubble can now be approximated as a closed
circuit with inductance L, zero resistivity (R = 0) and no generator. It is supposed
that the current inside the bubble forms a closed loop, as shown in diagram 5.14.
This hypothesis is quite strong, since it has been shown that most of the current
reconnects via the ablation mass. However this hypothesis is fundamental to treat
the problem from an analytical stand point, as the expressions are integrable, and
the problem is simplified allowing an easy understanding of the underlying physics.
It is worth noting that the reconnection mass is injected at 1 eV in one single
cell. There is no parametrical study that verifies what happen in the case in which
precision is increased (the same mass is injected in the same region but on a larger
number of cells). Different initial injection conditions could lead to different current
paths, and in particular to a current path similar or identical to the one shown in
diagram 5.14.
The current that flows in the closed loop circuit is supposed to be equal to the
generator current that was flowing just an instant before the current reconnection,
the generator current, at this point, in less than a nanosecond, swaps for the lowest
inductive path through the cathode ablated mass. Diagram 5.14 schematically shows
this scenario: the closed loop and the generator current now flowing via the cathode
ablated mass.
Since the new formed circuit has no generator and the resistivity is negligible,
εmf = 0.
The pinch and bubble edge temperatures are very high (∼ 500 eV), consequently
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resistivity is very low; the assumption of R = 0 for the overall circuit is then appro-
priate.
Since εmf = 0, consequently
LI = const. (5.5)
The magnetic flux is constant in time. In other words: if the circuit is stretched,
inductance increases, current intensity decreases. This is the physical process oc-
curring for a foil array Z-pinch.
The bubble, because of its kinetic energy, increases in size, the circuit inductance
increases and consequently the current decreases. The current reduction implies
weaker induced magnetic fields, particularly around the central jet, a weaker J×B
force and thus less magnetic collimation. The bubble would eventually become so
large that the magnetic field effects would be completely negligible, the system now
evolves according to pure hydrodynamic equations.
To easily estimate the current reduction the circuit is supposed to be squared,
with minor radius r (pinch radius), major radius R (bubble edge radius) and height
h (bubble height). For a squared circuit characterized by r, R and h inductance is
L = µ0/2pih ln(R/r). Since LI is constant in time,
I2 = I1
L1
L2
= I1
h1
h2
ln R1
r1
ln R2
r2
(5.6)
where the subscript 1 and 2 indicate two sequential times. It is easy to deduce from
eq. (5.6) that if the circuit expands self similarly, i.e. lnR1/r1
lnR2/r2
∼ 1, and double its
height, the current drops by a factor of two.
This model, albeit very simple, catches the important underlying physics of the
problem; a circuit expansion produces a current reduction and a weaker magnetic
field.
5.8.1 βth Estimation
Using the derived relation for flux conservation, eq. (5.6), it is possible to estimate
the behavior of βth, verifying that for a self similar expansion βth increases with
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Figure 5.14: This diagram illustrates the current path after cathode ablation. The
black arrows indicate the path for the current trapped in the bubble; the
purple arrows indicate the path for the new incoming magpie current.
The path followed by the incoming current is the least inductive.
bubble expansion. In other words the thermal pressure comes to dominate over
magnetic pressure and the jet behaves in a pure hydrodynamical fashion.
In order to estimate βth for the central jet, it is supposed that the jet expands
isothermally and its total mass is constant and equal to N (N = n(r2pih)).
In order to have a simple estimate, the bubble is also supposed to expand self-
similarly, so that R1/r1 = R2/r2 = const.. This hypothesis is purely mathematical
and has no experimental or numerical verification, but since the interest is just
focused in finding some estimates, the self-similarity hypotheses allows us to greatly
simplify the calculations and finding the function dependencies.
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Calculating the magnetic pressure at the jet radius (r),
βth =
8piNkBT
µ0
1
(h1I1)2
h2
∝ h2 (5.7)
If it is supposed that h2 ∝ t, where t is time, it is clear that βth increases
with bubble expansion; consequently the magnetic field effects become negligible.
The magnetic field is important only in the early stage of jet collimation, near the
launching source, but as soon as the bubble becomes large enough the magnetic
field does not offer any more collimation effects and the evolution becomes purely
hydrodynamical.
5.8.2 βk Estimation
Similarly, it is interesting to analytically estimate the behavior for βk. It is verified
that βk is also proportional to h2, in other words, the kinematic pressure comes
to dominates over magnetic pressure. Since the jet has a dominant vz component,
the kinematic βk refers to the z direction. This is different from the βth previously
studied that refers to the radial direction.
The kinematic βk indicates the relative importance of the magnetic field com-
pared to the kinematic pressure. This dimensionless parameter is of great interest
when the jet is impinging on a background gas, as it identifies if the magnetic field
is still relevant or if the jet only evolves ballistically.
Assuming that vz ∼ V is constant,
βk =
8piNmpA
µ0
V 2
(h1I1)2
h2
∝ h2 (5.8)
where n×mp × A is the jet density.
5.8.3 Lorentz Force Reduction Estimation
The analytical model allows us to estimates the rate of change of Lorentz force as a
function of bubble enlargement.
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Writing the current density J as J = I2/r
2
2pi ûz, and noticing that J × B is
directed radially inward −ûr, the Lorentz force is finally calculated
J×B = − µ0
2pi2
(
R1
r1
)3
(h1I1)
2 1
R32h
2
2
ûr
∝ 1
R3h2
ûr (5.9)
The Lorentz force decreases both because of bubble enlargement, with an inverse
cubic relation (R−3), and because of bubble stretching, with an inverse square re-
lation (h−2). The Lorentz force is becoming weak very easily, another verification
that the magnetic confinement is just limited to the early stage of jet evolution.
5.8.4 Energy Conservation
Any possible conversion from magnetic to kinetic energy has so far been neglected
in order to simplify the calculations. In the experiments and in the simulations,
however, the magnetic field trapped in the bubble exercises a pressure on the bubble
edge, making it expand. The magnetic energy is converted into kinetic energy.
It is mathematically possible to demonstrate the conversion from magnetic to
kinetic energy. The demonstration is offered in the simplified case of self-similar
expansion.
The total energy for the system can be written as
E = EM + Ek =
∫
U dV +
1
2
Mv2 (5.10)
where M is the total mass involved, pinch plus bubble edge mass, v is the bubble
expansion velocity (∼ 50 km/s), while U is the magnetic energy density and V is
the circuit enclosed volume. The magnetic energy density is defined as B2/2µ0. The
magnetic energy integral can be analytically solved,
EM =
∫
U dV =
µ0I
2
4pi
log
(
R
r
)
h (5.11)
For this proof the entire circuit is considered and not just a section, it is necessary
to define a volume over which the magnetic energy spans. The volume V , in fact,
is the cylindrical volume enclosed from the pinch to the bubble edge.
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Since energy is constant in time (dE/dt = 0), the energy conversion can be
demonstrated via eq. (5.10).
Let’s call 1 an initial stage at which the bubble is supposed to be at rest, so that
Ek = 0; and let 2 be a later stage in which some energy conversion has happened.
In formulas
EM1 = EM2 + Ek2 (5.12)
At 2, R2 > R1, r2 > r1 and from eq. (5.6) I2 < I1 (where I2 = I1h1/h2), consequently
from eq. (5.11) EM2 < EM1. The lost energy has been converted into kinetic energy,
Ek2 = EM1 − EM2.
It is possible to write some simple equations that estimate the shell radius as a
function of time. Solving these equations, coupled with eq. (5.12), the velocity of
the bubble edge at later times is calculated. It is noticed that only about 1-2 % of
the magnetic energy is converted into kinetic energy in first 60-80 ns.
Eventually the bubble expansions reduces the plasma temperature as well. If the
temperature is decreasing the resistivity increases. The resistivity will continuously
increase up to a point at which the circuit cannot be approximated anymore as ideal
(with zero resistivity) but resistivity needs to be taken into account. The resistivity
effect would be to reduce current in the circuit at a faster rate than due to circuit
expansion, making it decay exponentially (I ∝ I0 exp(−Rt/L)).
The resistivity speeds up the magnetic field decaying process, helping the system
to migrate from magnetohydrodynamic to hydrodynamic.
5.9 Conclusions
In this chapter the foil array geometry has been discussed. The foil array geometry
is the logical evolution of the radial array set-up, discrete wires are substituted with
a continuous Al foil.
While a radial array can only generate a single jet ejection, the foil array gener-
ates four independent ejections.
The foil array proved two key astrophysical aspects: the scenario in which Bθ 
Bz is not only a valid configuration from where a jet can be launched but it is also
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a scenario that can repeat itself several times, and that the current reconnection
mechanism implies weaker surrounding magnetic fields for the jets.
The radial array set-up verified the importance of the toroidal magnetic config-
uration and the three-dimensionality of the problem. These results albeit of great
astrophysical interest do not catch the multi-bubble nature of an astrophysical YSO
outflows. The foil array, instead, is able to reproduce the multi-bubble structure via
four independent ejections.
Simulations in this chapter have shown that the magnetic launching scenario can
explain multiple ejections and multi-bubble formation. In other words, the Linden-
Bell scenario or the magneto-centrifugal scenario are not unique events, but instead
mechanisms that can repeat themselves several times, until the young stellar object
gets exhausted, with an associated jet ejection for each single repetition.
The magnetic field reduction has also been discussed in this chapter, the cur-
rent reconnection mechanism has been identified as the key aspect to explain the
reduction process. The magnetic field is important in the early stage of jet evolution
while it is negligible at later stages.
Simulations show that the magnetic cavity expansion, because of magnetic flux
conservation, reduces the current inside the circuit formed with the pinch and the
magnetic bubble, and thus the magnetic collimation. The magnetic field collimation
extends only for a limited length; the magnetic field would become so weak such
that the system evolves in a pure hydrodynamical fashion. The magnetic field has
been calculated to extend for 30-35 jet radii in the simulations, which corresponds
to approximately to 103 AU for an astrophysical jet (about 20% of the typical jet
length). Reinterpreting the laboratory experiments for an astrophysical scenario:
the magnetic field is fundamental to explain the jet launching and collimation only
close to the YSO (jet launching region). At greater distances the magnetic field ef-
fects become negligible and the jet evolves according to Euler’s equations. In the 80s
and early 90s astrophysical jets were interpreted as hydrodynamical systems. Al-
though magnetic field were not yet considered some of the published works had very
good agreement with astrophysical observations [37] [98]. A critical astrophysical
point is to understand how hydrodynamic simulations can reproduce the behavior
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of magnetized plasmas. The magnetic field reduction and its consequent negligibil-
ity verify the validity of hydrodynamical simulations for regions far away from the
launching source.
The magnetic field reduction process requires a limited amount of energy. The
energy is initially stored in the form of magnetic energy, and with time evolution is
converted into kinetic energy.
Astrophysical jets expand, however, in a background interstellar medium. Jets
produced by the foil array set-up expands in a non uniform background Al plasma,
produced by the foil ablation. In order to systematically study the effects given by
the background gas, and to control its mass density distribution, the background
gas is externally injected. The effects and the differences that the background gas
have on the system evolution are discussed in the next chapter.
Chapter 6
Episodic Jet Emission in an
Ambient Medium
6.1 Motivations
The issue of whether YSO jets with small but extended structure are confined due
to some combination of magnetic-field and surrounding medium is a question that is
not yet resolved. Both magnetic-field and background medium play some role, but
it is not yet clear in what proportion and in which stages. The magnetic field seems
to play a fundamental role in the early stage, while at later stages the surrounding
medium seems to keep the knots collimated on axis.
Recently the XMM-Newton and Chandra satellites have found evidence of X-ray
emission from HH objects (HH2, HH154, HH80, HH81) [99] [100]. Several models
have been proposed to explain the X-ray emission from protostellar jets, but the
emission mechanism is still unclear. Bally [101] suggests various possibilities for
HH154 X-ray emission, although these have not been verified by simulations. Bally
states that X-ray emission can be originated from IRS 5 and reflected by a dense
medium, or eventually X-ray emission is produced when the stellar wind shocks
against the wind from the companion star. Other models, like in S. Bonito [100],
require the presence of a background interstellar medium.
A classical example is HH154, it has both well aligned knots few astronomical
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Figure 6.1: The smoothed image of the X-ray sources associated with HH154 are
shown, in the left panel for the data collected in 2005 and in the right
panel for the 2001 data. The left panel shows the presence of an elon-
gated component not present 4 years earlier. Image from [100].
units far away from the YSO and regions that emit in the X-ray spectrum.
HH154 is one of the nearest and best studied Herbig-Haro objects, and it is
composed of several knots aligned along an optically visible jet leading away from
the L1551 IRS 5 protostar. The knots are well aligned and also extremely well
collimated at a great distance from the protostar (∼15-20 kAU). IRS 5 is a deeply
embedded double source, obscured by about 150 mag of visual extinction and located
in the L1551 cloud in Taurus, one of the nearest sites of ongoing star formation, at
a distance of about 140 pc.
In 2002/2003 [99] [100] X-ray emission originated from HH154 was detected,
unambiguously excluding that the X-ray source is associated with the L1551 IRS
5 protostar both because of the position of the X-ray source, displaced by 0.5-1.0
arcsec from IRS 5 along the jet axis, and because the absorbing column density
found from the X-ray spectrum is by far too small to be associated with IRS 5.
Prompted by these particular unresolved issues, laboratory experiments are de-
signed and performed in order to investigate these unclear phenomena.
6.2 Laboratory Experiments
The experiments are performed on the magpie facility. The set-up is a modification
of the foil array geometry. A nozzle injects Ar gas at ambient temperature just
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Figure 6.2: The image shows the logarithm of the density for a pulsed protostellar
jet. The simulation is HD with cooling. The background density is
about ten times more dense than the jet in the injection region. Image
from the official research web-page of Professor J. M. Stone [102]
above the Al foil. A metallic chamber envelops the entire structure in order to
control the injected gas density. In particular the foil isolates the region with gas
from the cathode and anode, the gas will not offer any sparks paths for the current
to reconnect.
With the addition of the background gas it is possible to study and character-
ize the evolution of a jet expanding in an ambient medium. The opportunity to
externally inject the background gas allows us to control the density distribution,
keeping it constant. It should be pointed out that in a standard foil array set-up the
first jet is launched into an Al background gas, this background gas is the result of
the ablation process. The Al background plasma so generated cannot be controlled.
The density and temperature distributions are fixed by the system evolution.
The system evolution is subdivided into three broad stages. The cartoons in fig.
6.3 help in visualizing and understanding the three evolution stages. These cartoons
have no intent to picture the entire system evolution, since the foil evolution has
already been largely discussed in §5; the cartoons just highlight the three important
phases of the foil interacting with the ambient medium.
The first cartoon, diagram a fig. 6.3, represents the initial condition. The
system is composed of a foil array plus a background gas, Argon (Ar) at ambient
temperature and with a density equal to 0.021 kg m−3. In the experiment the foil is
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Figure 6.3: Cartoon reproducing the three fundamental stages of a foil array ex-
panding into a chamber filled with gas.
embedded in a metallic chamber in order to control the density of the injected gas.
The choice of Ar gas is motivated by the necessity to have a heavy gas and an
opaque material. Other gases with different physical properties might be used as
well, however it is not of interest in this work to investigate the effects deriving from
different materials.
Similarly to a foil array Z-pinch, very early in time, the foil array forms a two
component structure: a dense cold core with a hot low resistive plasma above and
below. The ablated plasma is pushed upward by the Lorentz force, the ablated
plasma expansion is opposed by the background gas inertia. The ablated plasma
expands into the ambient gas snowploughing it. A contact discontinuity formes:
ahead of the shock front snowploughed background gas (Ar) and on the back the
ablated expanding (Al) plasma. Due to the low shock velocity the contact disconti-
nuity is stable to radiative instabilities [103] [104]. Since the system is non-turbulent
the two gases do not mix. From the simulations it has been found that few cells
across the shock contains both gases. The gas mixture is due to two different phe-
nomena, firstly the numerical schemes used allow gas mixture, secondly during the
early ablation some background gas mixes, via thermal diffusion (vth > V ,vth ∼ 4
km/s, V∼4-6 km/s calculated for 0-50 ns range), with the ablated plasma. The
shock front is composed of 70% by Al and the rest 30% by Ar gas. This scenario is
pictured in diagram b fig. 6.3.
Some of the ablated mass enhances on axis (hydro jet), its density is about 10
times denser than the ablated Al gas.
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At approximately 220 ns the Lorentz force becomes strong enough to accelerate
the foil and compress it on axis. Exactly as in the case with no gas the accelerated
mass spans up to 0.45 mm beyond the cathode radius. The typical scenario is found:
the magnetic bubble and cavity surrounding the central pinch. The background gas
compresses the ablated Al plasma, consequently the formed bubbles have a smaller
radius and a denser bubble edge.
As soon as the first pinch breaks a jet is launched in the background gas, diagram
c fig. 6.3.
The first launched jet after emerging from the magnetic cavity penetrates into
the background gas, since it is prevented, by the Ar gas, from radially expanding,
the jet assumes an elongated shape and the collimation angle decreases, fig. 6.6. It
is pointed out that the second, third and fourth jets expand in vacuum. The first
magnetic bubble snowploughs away the entire background gas, generating a vacuum
region where the future bubbles form and jets are launched.
The interaction of the first jet with the ablation shock front produced by the
ablated foil results in the formation of a Mach stem, diagram c of fig. 6.3. The
resulting Mach stem is 3D and has a ring form. It forms approximately at 260 ns
and holds until 350 ns, fig. 6.7, at which time the mutual angle formed by the two
shocks is critical [105] [106]. The Mach stem is clearly visible in experimental XUV
images but not in the gas simulations because of a lack of resolution (∆x=187 µm).
The magnetic field, as in the case with no background gas, is trapped in between
bubbles and is fundamental to explain jets collimation in the early stages. The
current paths, as well, do not change from the case without gas. The background
gas does not offer any alternative low restive and low inductance paths where the
current can flow.
6.3 The Model
In order to simulate foil-array Z-pinches interacting with an ambient gas a 2-masses
3-temperatures code is used. A single fluid model is not enough to study and
simulate this particular problem. The two gasses have different atomic numbers,
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that undergo different ionization values, temperatures and radiation emissions. The
equilibration time for the two ion species is of the same order of magnitude as
the dynamical timescale. This requires us to take into account the two gases as two
different fluids not in thermal equilibrium with each other. In particular, treating the
two gases as two distinct fluids allows us to investigate gas mixing and in particular
gas mixing in the shock layer.
The mathematical model is

∂ρ1
∂t
+∇ · [ρ1v] = 0
∂ρ2
∂t
+∇ · [ρ2v] = 0
∂(ρ1 + ρ2)v
∂t
+∇ · [(ρ1 + ρ2)v ⊗ v] = −∇(pe + pI1 + pI2) + j×B
∂εe
∂t
+∇ · (εev) = −pe∇ · v −∇ · qe +∆eI1 +∆eI2 − Λ12 + ηj2
∂εI1
∂t
+∇ · (εI,1v) = −pI1∇ · v −∇ · qI1 +∆I1e +∆I1I2
∂εI2
∂t
+∇ · (εI,2v) = −pI2∇ · v −∇ · qI2 +∆I2e +∆I2I1
j = 1
µ0
∇×B
∂B
∂t
= ∇× (v ×B)−∇× [η (∇×B)]
(6.1)
where the subscript 1 is used for the first species, and 2 for the second species.
One single equation is enough to describe the electron temperature, while two
independent equations are needed for the two ion species. The e-e equilibration time
ranges between 10−12–10−15 s, the I-I (same species ions, I1-I1, I2-I2) in between
10−9–10−13 s while the e-I in between 10−7–10−9 s. The I1-I2 equilibration time for
the two species has a range that varies in between 10−7–10−9. The equilibration
time for the two ion species [107] can be computed as follow,
τα,β[s] =
(mαTβ +mβTα)
3/2
1.8× 10−19√mαmβZ2αZ2βnβλα,β
(6.2)
These ranges have been calculated using characteristic values for both the ablated
plasma and for the pinch plasma.
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∆I1e and ∆I2e are the energy exchange rates between the two ion species and
electrons, ∆I1I2 and ∆I2I1 (where ∆I1I2 = −∆I2I1) the energy exchange rate in
between the two ion species. These terms couple the three energy equations.
In the model one single velocity is permitted, the characteristic I-I equilibration
time also defines the characteristic velocity equilibration time [108]. The character-
istic I-I equilibration time, for both species, has been shown to be lower than the
characteristic hydro time, thus verifying the assumption of single velocity.
Radiation effects are included through an optically thin radiation losses sink
term Γ12. Emission is computed using the screened hydrogenic model developed by
C. Stehle´ [109], the atomic model is described in Appendix D. The atomic model,
originally developed for a single species, has been modified to take into account gas
mixtures. The hydrogenic model is interfaced with gorgon via matrix interpola-
tion. The matrix interpolation reduces run time without losing accuracy.
Resistivity is calculated independently for the two gases, and a density averaged
value is used for those cells that contain gas mixture:
η =
ρ1
ρ1 + ρ2
η1 +
ρ2
ρ1 + ρ2
η2 (6.3)
This approximation is considered adequate since the number of cells that contains
both the species are a just few. Subsequently using a mass averaged value saves
computational time and this choice does not affect the physics of the system.
The ionization subroutine has been modified since electrons come from two dif-
ferent species and they have two different ionization levels.
The internal energy for ions εI1 , εI2 and the pressure pI1 , pI2 are related by the
equation of state for ideal gas
εI1 =
pI1
γ − 1 (6.4)
εI2 =
pI2
γ − 1
For the electrons, the internal energy εe is given by
εe =
pe
γ − 1 +Q(Z1) +Q(Z2) (6.5)
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where Q(Z1) and Q(Z2) is the ionization potential energy for the first and the second
species respectively. Ionization charges Z1, Z2 of the plasma are calculated from an
average-ion Thomas-Fermi model. The adiabatic index is taken to be γ = 5/3.
The ions and electron thermal fluxes are given by
qI1 = −κI1∇TI1
qI2 = −κI2∇TI2
qe = −κe∇Te (6.6)
where κ is the thermal conductivity.
Braginskii-like transport coefficients are used for both κ and η [55].
6.3.1 Computational Model
The equations described in the previous subsection have been implemented in gor-
gon in order to reproduce the foil plus gas experimental set-up. gorgon permits
to reproduce a similar lay-out, however few elements appear to be different.
Since the code is numerically demanding, in order to have enough resolution (187
µm) only the innermost part of the foil is simulated (1.2 cm radius). The simulations
are run with a uniform grid of 128× 128× 175 nodes. The foil array computational
box has the same dimensions of the more standard foil array computational box,
although the resolution used for the foil plus gas case is about 25% larger. The two
fluid model is run at lower resolution since it takes about 155% more computational
effort than the single fluid version.
The foil is initialized as a high density gas with a temperature of T = 0.125 eV as
standard, the background Ar gas is initialized with the experimental mass density
value of 0.021 kg m−3 and a temperature of 0.001 eV, a computational value much
lower than the initial foil temperature.
The electrodes are modelled as a thermally insulated region with high electrical
conductivity, and since electrode ablation is not reproduced by the code, the central
radiative cathode ablation is reproduced by artificial mass injection (180 kg/m3).
To validate gorgon against the experiments the shadow image, fig. 6.4, is used.
The shadow image clearly shows the following: the shock front of the Al plasma
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Figure 6.4: The top image is an experimental shadowgraph at 230 ns (green laser);
the bottom image is an on-axis density section at the same time.
penetrates into the background Ar gas, the hydro precursor and its sub-structures,
the conical shock structure and the first forming bubble. Since gorgon does not
yet produce synthetic shadow images, the experimental shadowgraphy is compared
with a density section. The code reproduces reasonably well both the shock position
and the shock angle. The experimental measured angle is about 60o, while the
simulated one is 65o; the shock position has an offset of 1 mm (a discrepancy with
experimental measurements of about 20%). However the numerical code, due to
a lack of resolution, is not able to reproduce the complex, fragmented, hydro jet
substructures.
In the experiments the hydro jet is continuous and closed up from the bubble,
up to the shock front. In the simulations the hydro jet does not reach the top of the
conical shock, as clearly visible from fig. 6.4 (bottom). From preliminary results
the difference seems due to radiative effects, most of the radiation emitted by the
impinging shock is captured by background Ar gas and a radiative precursor is
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formed. The top of the hydro jet has then a radiative origin; these are preliminary
results and need further investigation.
The preliminary results have been obtained using multi. multi [110] is a one di-
mensional multi-gas Lagrangian radiation hydrodynamics code, which is maintained
and developed at lerma group in Paris; it uses tables of equation of state, Planck
and Rosseland opacities. The temperature, density and velocity profiles, obtained
with gorgon, were mapped into multi (Al at 5 eV for 3 mm of length with vz ∼
20-25 km/s). The radiative code shows that about 5% of the emitted radiation in
the z direction is captured by the Ar, the Rosseland mean free path is about a cen-
timeter, and that the system generates both a radiative precursor and a shock front.
These results, although still limited, suggest the hydro precursor is also radiative in
nature.
Moreover interesting basic shock physics issues arise from the fact that the shock
involves two gases with different atomic numbers and different ionization. A high
atomic number gas is supersonically expanding into a subsonic-static, non ionized,
low atomic number gas. Since the two gases have different molecular structure,
ionization values and radiative properties classical Rankine-Hugoniot conditions do
not hold anymore. Generalized Rankine-Hugoniot conditions need to be introduced.
6.4 Generalized Rankine-Hugoniot Conditions
Classical Rankine-Hugoniot shock equations do not hold anymore when ionization
and radiation is considered [111].
In the case in which classical shock Rankine-Hugoniot equations hold, the fluid,
from upstream to downstream, changes abruptly its density, velocity and pressure;
but microscopically the fluid is supposed to be invariant. A macroscopic value that
is an indicator of a microscopic quality is the polytropic index γ; if γ is constant the
microscopic properties of the fluid do not change.
Eventually the shock is so strong that the material passing through the shock
changes its microscopic properties to give detectable macroscopic effects, for example
from diatomic to monatomic, such as when the polytropic index changes from 7/5
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to 5/3. Because of the microscopic structure changing, shock solutions need to take
into account that the polytropic index is different for the two sides of the shock.
This is done via the equation of state properly characterized for both shock sides.
In the specific case in which a plasma shock is expanding into a non ionized
background gas, two different values of γ can be used in order to characterize the
system. The plasma region (downstream) is characterized as an ideal monatomic
gas (γ = 5/3), while the background non ionized gas is characterized a diatomic
polytropic gas (γ = 7/5).
To derive an expression for the pressure ratio across the shock, for non constant
γ, the Rankine-Hugoniot condition are written as a function of h,
ρ1u1 = ρ2u2
ρ1u
2
1 + p1 = ρ2u
2
2 + p2
ρ1h1 + ρ1
u21
2
= ρ2h2 + ρ2
u22
2
(6.7)
the subscript 1 indicates the fluid upstream, while the subscript 2 the fluid down-
stream. h is the specific enthalpy and is defined as h = p/ρ + e. The equations of
states for the enthalpy on the sides of the shocks are:
h1 =
γ1
γ1 − 1
p1
ρ1
h2 =
γ2
γ2 − 1
p2
ρ2
Using this particular approach to solve the Rankine-Hugoniot equation some offset
is expected in the h balance due to dissociation energy [111].
Solving the Rankine-Hugoniot equations for the density ratio, the following so-
lution is found
ρ2
ρ1
=
(γ1 − 1)γ2 (γ1M21 + 1) + E
(γ2 − 1)γ1 (M21 (γ1 − 1) + 2)
(6.8)
where E is defined as√
M41γ
2
1(γ1 − 1)2 − 2M21γ1(γ1 − 1)(γ22 − γ1) + γ22(γ1 − 1)2 (6.9)
It is worth noting that if γ1 = γ2 the expression simplify to the well known Rankine-
Hugoniot shock conditions solutions. The pressure ratio, calculated from the last
6.5 Bubble Confinement 138
equation of (6.7), is
p2
p1
=
ρ2(γ1 + 1)− ρ1(γ1 − 1)
ρ1(γ2 + 1)− ρ2(γ2 − 1)
γ2 − 1
γ1 − 1 (6.10)
sometimes written in the compact form:
p2
p1
=
Γ1ρc − 1
Γ2 − ρc (6.11)
where ρc is the density compression ratio (ρc = ρ2/ρ1), while Γi = γi + 1/γi − 1.
Eq. (6.8) and fig. 6.5 helps in visualizing that compression increases for the
increasing γ1/γ2 ratio, in particular eq. (6.8) shows that it is easier to increase the
pressure rate by increasing Γi (for a constant density compression rate), than by
increasing the density compression rate (for a constant Γi).
The theoretical shock solutions are an useful tool to study the problem in first
approximation. However a Z-pinch jet expanding into a background gas is more
complex and the given analytical solution might offer only an approximated esti-
mation of the solution. The Z-pinch jet problem involves gas mixing, snowplough
effects, cooling and magnetic field effects; all aspects that are not taken into account
in eq. (6.7).
6.5 Bubble Confinement
Generally, the bubble morphology does not change with the introduction of a back-
ground gas. However a few aspects are different and need to be discussed.
The background gas does not give, as it might be expected, direct confinement.
The background Ar gas is pushed away by the initial shock wave expanding into
it, consequently the bubble forms and expands in an Al plasma. The background
Al density for a foil plus ambient gas is about 15-20% denser than the case with
no gas (ρbg = 0.07 kg m
−3). The density increase is due to the fact that the Al
expanding plasma is confined within the expanding shock wave. The small mass
density difference influences both the bubble edge expansion velocity, which reduces
from about 50 km/s (in the case of no gas) to about 30 km/s, and the bubble edge
density, which is three times denser than in the case with no gas (0.85 kg/m3).
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Figure 6.5: The graph shows compression factors for different value of γ1 and γ2. γ1
lays on the x-axis, while γ2 is drawn as contour-line with different color
to identify different magnitudes of the polytropic index; only five labels
for γ2 have been chosen to help the reader identifying the right value of
γ2 without making the graph overloaded to read. For this specific graph
a density compression ratio of 2 is chosen.
In the case with gas the central pinch is more stable than the case without.
From fig. 6.6 it is easy to see that at 280 ns the central pinch has already broken
and launched the first jet, in the case of no gas (right side), while in the case with
a background gas the pinch is still stable and the instability has just started to
develop.
In particular the background gas is enveloping the head of the jet, emerging from
the cavity, braking the radial expansion, making the jet shape more elongated and
overall denser. The jet is about twice as long as the case with no background gas
and just half as wide. The overall density is about twice that of the case with no
Ar gas.
The jet collimation is due to the Ar gas, the gas envelops the jet keeping it
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Figure 6.6: The image compares the density plot for a standard foil array (right
image) and for the background gas case (left image). The image helps
in highlighting the shock that is generated at the interface, the higher
jet collimation, the different jet densities, and the higher pinch stability
in the case with background gas (in the case with no background gas
the pinch is already totally destroyed and consequently not visible in
the image).
collimated. The collimation angle decreases from about 20o to about 10o.
6.6 X-ray Emission Regions
The X-ray analysis allows us to localize the X-ray source regions and to understand
emission effects when the enhanced mass on axis, initially, and the jet, later on,
interact with the ambient medium.
Fig. 6.7 shows the evolution of electron temperature (top) and X-ray emission
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Figure 6.7: The top three images show the electron temperature at 245 ns, 285 ns,
310 ns. The three bottom images are XUV maps obtained by integrating
the emissions along the line of sight without taking into account any
diffraction or absorption effects. The XUV frames are taken at the same
time as the temperature frame.
(bottom); emission is integrated along the line of sight without taking into account
any diffraction or opacity effects.
The X-ray emission also originate from localized regions inside the cocoon, these
regions are the central pinch, the jet knots and the top part of the first jet when
interacting with the ambient gas. While the first two regions are identical also
for a case with no gas, the third region develops only in the case of a background
gas. The interaction of the impinging jet onto the Ar gas generates a shock, the
temperature in the shocked region increases and consequently the region becomes a
higher emissivity region.
The presence of the background gas increases the temperature at the tho-gases
shock interface (1-2 eV higher than the Al ablated plasma temperature, about 4-5
eV) and where the top part of the head of the jet starts penetrating the background
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gas. The jet that interacts with the ambient medium does not have a constant
temperature. The temperature on the top part is about 12 eV while in the innermost
part about 5 eV. The temperature difference is due to the very high velocity at which
the jet impinges into the background gas.
The bubble edge has a constant temperature around 11 eV.
6.7 Conclusions
The foil array with a background gas is the natural evolution of the foil array set-up.
The background gas has been added to reproduce as close as possible the as-
trophysical background in which YSO outflows expands. Although the density, jet
density divided by the background gas density (i.e. 300 in the lab experiments, about
10-50 in astrophysics [20] [36]), it is not quite yet in the right regime [20] [36] [38];
these experiments allows us to clarify the effects of the background gas environment.
Simulations presented in this chapter show that the background gas has two
fundamental effects on the jets evolution. The first effect is the further jet collimation
due to the background gas inertia. The second aspect is the formation of a new
emission region, where the first jet impinges into the background gas.
Jets launched by a foil array are initially collimated by the magnetic field. Even-
tually the magnetic field becomes so weak that cannot offer any more collimation;
the background gas offers collimation at later stages.
The second important aspect is the generation of a new emission region. The jet
penetrating into the background Ar gas increases its temperature at the jet head,
and where the jet interacts with the shock generated by the ablated aluminium. An
increase in temperature corresponds to an increase in radiation emission.
Chapter 7
High Intensity Laser Interaction
with Atomic Clusters
7.1 Astrophysical Motivation and Background
The study of the evolution of supernova remnants is an important topic of astro-
physics. The physical effects produced by the blast wave born in the explosion
can be used as a diagnostic tool to constrain theoretical models of supernovae and
to understand the structure of the interstellar medium through which they propa-
gate. SNRs play a significant role in enriching the interstellar medium with higher
mass elements. Furthermore, the expanding shock wave and the consequent inter-
action with the background interstellar medium can trigger the formation of new
stars [112] [113] [114] [115]. However in the past years the explosion of SN1987A
in the nearby Large Magellanic Cloud expanded the spectrum of public interest in
supernovae remnants beyond pure astrophysics. General interest was also shown for
the role played by the interaction of a blast wave with the interstellar medium as a
basic mechanism to explain gamma-ray burst afterglows, and also, the development
of techniques based on laser beams to replicate these cosmic events in terrestrial
laboratories. Concerning the last point, it must be stressed that a remarkable agree-
ment has been found between laboratory results and numerical simulations of the
propagation of self-similar shock waves through a diluted medium [6] [116].
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The interest has been focused both on the evolution of a single SNR and as on the
mutual collision of SNRs, which although intuition suggests differently, are quiet a
frequent phenomenon [117]. The interaction of supernova remnants in a spiral galaxy
is estimated to be a relatively frequent phenomenon that affects a considerable
fraction of the interstellar medium. The approximate number of supernova remnants
in a spiral galaxy can be estimated from the expected rate of supernova explosions,
about 0.01 - 0.02 SN/yr, and from the active lifetime of such objects. In [118] Smith
argues that up to 30% of the interstellar medium in the arms of a spiral galaxy could
have been processed in the past by interacting supernova remnants, including our
Solar System. On average, the typical size of a remnant at the time of interaction is
about 9× 1017 m. The Supernova, at this stage, is well settled in a radiative phase.
However, these numbers give reasons to believe that few SNRs do interact in a very
early stage where an adiabatic approximation still holds.
Possible candidates were observed in the Large Magellanic Cloud by R. M.
Williams [119] in the X-ray wavelengths, the most interesting is the DEM L316.
Two spatially connected shell morphologies, with enhanced emissions at the junc-
ture between the shells. The estimated radii of these shells are 45 × 1016 m and
66× 1016 m respectively.
Nowadays, laboratory experiments relying on high-power laser facilities are reach-
ing a mature stage where, somehow, astrophysical situations can be scaled and
studied/analized in laboratory. Fluid dynamics dominated by radiation cooling or
even transport processes are today accessible regimes in laboratories via the well
developed born technique of lasers focused into cluster-gas media [3] [46]. The new
facilities with new techniques, so as the cluster-gas allows to produce blast wave
in the right astrophysical regimes. The blast-waves generated, either cylindrical or
spherical, have negligible thermal conduction, as well as viscosity, are characterized
by being strong shocks and having relevant cooling properties.
The collision of two SNRs, or in a laboratory fashion, of two blast waves needs
to be treated three dimensionally. In fact the particular geometry produces three di-
mensional shock-waves, three-dimensional rarefaction waves as well as three-dimensional
Mach stems. gorgon has been used in its 3D hydrodynamic version, in order to
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simulate this particular phenomenon.
In the astrophysics case mixing of material during the snowplough phase initially
and collision later on, seems to play a fundamental role; however this kind of process
is not yet analyzed, the work is focused in the understand of the system evolution
during the collision and the importance played by radiation cooling.
In this chapter the basics physics of reflected shocks necessary to understand the
collision of two blast-waves is given, a full description of the experiment and of its
dimensionless numbers is also given. The atomic model used to calculate cooling is
described as well as validated.
7.2 Shock Interaction
In order to accurately discuss some blast wave experiments and modelling, a brief
introduction about Rankine-Hugoniot conditions for oblique shocks is given. The
Rankine-Hugoniot conditions for oblique shocks are necessary to explain cylindrical
shocks and in particular the collision of two symmetrical cylindrical shocks. Shock
reflection by a rigid surface will be the first topic analyzed. In fact, this process
is hydrodynamically equivalent to the interaction of shock waves produced by two
equal-energy explosions located at the same distance either side of the surface plane
[120].
7.2.1 Normal and Oblique Shocks
Shocks reflection can be divided into two types: regular, where the incident and
reflected waves intersect at a point in contact with the surface, and irregular, where
the contact point separates from the surface. Shock that impinges on a surface
can, moreover, be divided into two broad categories: normal shock, when the shock
impinges on a surface with a 90o angle so that the shock front is parallel to the
surface, and oblique shock, when the shock wave impinges on a surface with an
angle smaller than 90o so that the shock front is oblique to the surface, as shown in
the diagram 7.1b.
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One specific case of oblique shock is a cylindrical blast-wave impinging on a rigid
surface. If the observer is moving in the reference system of the shock front, three
different regions can be easily distinguished. The first one: in front of the shock,
the pre-shocked region. The second one: the shocked region, and the third one: the
reflected shock region.
The shock front impinges on the surface with an angle β. Rankine-Hugoniot
conditions can be used to derive the extensive and intensive properties of the medium
in the shocked region. The equations and subsequently their solutions are the same
of a normal shock, where M1 has been substituted with the Mach number for the
normal component of the velocity, Mn1 = M1 sin β. The velocity, in fact, can be
written as a tangential plus a normal component. Since the tangential component
does not affect the system, only the normal component is taken into account.
The Rankine-Hugoniot solutions for the shocked region are:
ρ2
ρ1
=
vn,1
vn,2
=
(γ + 1)Mn1
2 + (γ − 1)Mn1
T2
T1
=
p2
p1
ρ1
ρ2
=
(
2γ
γ + 1
M2n1 −
γ − 1
γ + 1
)(
2
γ + 1
1
M2n1
+
γ − 1
γ + 1
)
p2
p1
= 1 +
2γ
γ + 1
(
M2n1 − 1
)
(7.1)
The reflected region impinges on the surface with an angle δ (diagram 7.1b).
Eq.(7.1) can be also used to predict the properties in the reflected region, paying
attention that since the incident angle of the stream line is changed, the normal
component, now, is Mn2 =M2 sin θ. θ is the angle formed between the continuation
of the stream line in the shocked region and the stream-line in the reflected region.
The reflected shock region can be predicted analytically. In order to respect the
boundary conditions at the contact point, it is necessary that from that point a new
shock wave is generated with a specific angle. This second shock wave deflects back
the streamlines parallel to the surface.
The ratio between pressures either side of the reflected shock is
pr
p2
=
(3γ − 1)(p2/p1)− (γ − 1)
(γ − 1)(p2/p1) + (γ + 1) (7.2)
where pr is the pressure in the reflected region, eq. (7.2) can be used to derive a
different and sometimes more useful value Γ (defined as Γ = pr−p1
p2−p1 ), that for an ideal
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Figure 7.1: Illustration (a) shows a normal shock impinging at 90o degree on a sur-
face. The dotted line separates snapshots of the system taken before
and after the reflection. Image (b) shows an oblique shock, it impinges
on a surface with an angle smaller than 90o forming three distinct re-
gions: pre-shocked, shocked region or incident shock and reflected shock.
Image courtesy of James Lazarus.
gas with constant γ is
Γ =
(3γ − 1)M22 + 3− γ
(γ − 1)M22 + 2
(7.3)
For critical velocity shocks where M2 ∼ 1, Γ = 2 and the total pressure jump due to
the reflected wave is equivalent to that caused by an acoustic wave reflection. For
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the limit case of M → ∞ the overpressure at the surface is six times bigger that
of the incident shock. For an hydrogen blast-wave where the M ∼ 50, Γ = 5.99 is
found. This value indicates that the shock conditions are extreme.
To calculate eq. (7.3) a constant value of γ has been supposed, this approxima-
tion holds only for polytropic fluids and polytropic gases. In blast-wave experiments
radiation cooling and ionization play a key role, as effect these phenomena lower the
γ value [109]. Consequently, since eq. (7.3) has a constant γ value, the mathe-
matical equation should only be used as a rough estimation for the shocked values.
Moreover there is no close mathematical form for Rankine-Hugoniot equations that
includes radiation and ionization effects, consequently γ lowering effects are only
approximated via semi-empirical way [109].
Using the continuity equation and the fact that the tangential velocity component
does not change across the shock, trigonometric relations eventually lead to the
equation which shows θ as a function of M1 and β. It is more intuitive to solve for
β as a function of M1 and θ, but this approach is more complicated, the results of
which are often contained in tables or calculated through an applet. The relation
between θ and β is given by
tan(θ) = 2 cot(β)
M21 sin
2(β)− 1
M21 (γ + cos(2β)) + 2
(7.4)
Within eq. (7.4), a maximum corner angle, θmax fig. 7.2, exists for any upstream
Mach number. When θ > θmax, the oblique shock wave cannot exist and is con-
sidered normal shock. For a given M1 and β it is easy to calculate the θ value.
Subsequently the deflection angle δ is easily computed as δ = β − θ.
For many applications eq.7.4 is read as β = β(θ,M), the incident angle is a
function of both Mach number and stream line deflection angle, θ. This calculation
is, in fact, more difficult, especially because for a given θ and M the equation
admits two solutions – two distinct values for β–. Both of these solutions are in
fact physical, only the conditions just before the shock occurs can give an indication
of which of the two solutions is the correct one. The larger angle solution is called
strong shock while the smaller is called weak shock. The weak shock is easy to detect
experimentally.
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Figure 7.2: This chart shows the deflection angle, θ, as a function of the oblique
angle, β, for a few constant M values. The dashed line separates the
strong and weak solutions.
7.2.2 Mach Stem
An other important aspect that regards shocks is the formation of Mach Stems.
The reflected shock, in the case of an oblique shock, depending on the shock
speed and impinging angle, can travel faster than the incident shock. If this is the
case the reflected blast-wave merges with the incident shock wave to form a single
wave, known as Mach Stem. It can be intuitively explained as the results of a local
gradient overpressure.
Initially discovered by Ernst Mach [105],as a reflection of a shocked wave gener-
ated by a solid slope into a shallow pipe. The same phenomenon is then typical for
oblique shocks. If an oblique shock wave is generated and it impinges the surface
with a given angle, so the Mach stem can appear. If the shock does not have a
constant angle of impingement (like the case of a spherical shocks impinging on a
reflective surface), the much stem forms only in that region for which the angle of
attach would be in the right range.
De Rosa et al. [106] have formulated a description of irregular refections of oblique
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shocks in the limit of M1 → ∞. Using shock polar analysis an expression for the
incidence angle for Mach stem onset can be found as a function of polytropic index:
βmax = arctan
 1
γ − 1
( √
γ2 − 1
γ −√γ2 − 1
) 1
2 [
1− (γ2 − γ
√
γ2 − 1) 12
] (7.5)
Thus the theoretical value for βmax = 43.5
o (γ=5/3), while the value obtained
with gorgon is ∼ 45o. An angle of 45o corresponds to γ = 1.2. It is interesting
to note that the theoretical value is lower than the value predicted by the gorgon
simulation, however, eq. (7.5) does not include ionization. Ionization, in fact, lowers
the value of γ. If the same simulation is run for an idea gas, without ionization,
βmax = 44.2
o is found; the discrepancy defines the numerical schemes limits.
7.3 Sedov-Taylor Expansion
The SNR evolution, as already mentioned in the introduction, might be subdivided
into three broad parts.
Due to the experimental design it is not possible to study all the three SNR
stages at once, consequently experiments and simulations, in this thesis, focus on
the Sedov-Taylor regime.
A blast wave is obtained focusing a high intensity short pulse laser in a very
small cluster media volume. Both theoretical studies [121] and experiments [3]
indicate that the clusters are rapidly heated by the laser, to a non-equilibrium,
superheated state. These superheated clusters eject electrons with many keV of
energies. Soon after the clusters are heated charge separation of the hot electrons
causes each single cluster to Coulomb explode [121] [122]. The Coulomb explosion
of each single cluster would bring ions from different clusters to interact and repel
each other (that generates, in the heated region, a pressure field proportional to 1/r)
undertaking a bigger and global Coulomb explosion. The fast expanding ions trap
the electrons sitting in a thin shell just outside the laser heated region. A blast-wave
is so formed. The energy deposited by the laser in the cluster is efficiently converted
into ion kinetic energy (∼ 80%, the rest is lost via radiation mechanisms).
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Due to the high level of energy density the resulting blast wave is in a relevant
astrophysical regime: thermal conduction and viscosity effects are negligible, while
cooling cannot be neglected since it plays a fundamental role. In particular changing
cluster material (i.e., H, He, Ar, Xe) it is possible to modify cooling emissivity and
thus blast-wave properties.
The Sedov-Taylor model, described in Appendix F, predicts the blast wave radius
variation as function of time: R(t) ∝ t1/2. The Sedov-Taylor model however is purely
adiabatic, while for the blast wave generated in the laboratory the characteristic
cooling time is smaller than the characteristic hydrodynamic time, thus radiation
cooling is important and cannot be ignored. Radiation cooling slows down the shell
velocity, decreasing the time exponent from 0.5 to 0.33 for Xe.
In an adiabatic case, the shell kinetic energy is converted, because of the col-
lisions with the background media, into thermal energy which leads to the shell
deceleration. Since thermal diffusion is negligible, more and more mass need to be
snowploughed in order to convert the entire kinetic energy of the fast moving shell
into thermal energy. On the other hand if cooling is allowed, the thin shell can
convert, in the same unit of time, because of thermal energy removed via cooling,
more kinetic energy into thermal energy, thus the blast wave slows down quickly.
Since the Sedov-Taylor theory is already well established and verified, this repre-
sents a stringent test to validate the HD part of gorgon. The blast-wave is launched
by a 335 mJ laser (15 fs), with 75 µm focal spot in 3.5 mm long, H-cluster-gas with
uniform absorption.
gorgon predicts a power law exponent of 0.46618 (fig. 7.3), 6% lower than the
theoretical predicted exponent. However the differences may arise from numerical
and theoretical discrepancies. The Sedov-Taylor expansion is adiabatic, while cool-
ing has been included in the simulation (with no cooling and no ionization included,
the exponent grows up to 0.472). Moreover the theory assumes the entire mass
of gas to be encompassed by the explosion wave and being concentrated in a thin
layer behind the front surface, while in the simulations (and in the experiments)
the structure is more like a decaying exponential density profile. The Sedov-Taylor
expansion does not take into account rarefaction waves.
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Figure 7.3: The image shows the radius in function of time for an H blast wave.
The blue dots represents the numerical measurements, the red line the
linear interpolation.
Numerically the possible discrepancies might be due to the grid and the advection
techniques. The grid used by the code to simulate the cylindrical blast wave is
cartesian, while the geometry of the physical system is cylindrical. This geometry
incompatibility underlies corner fluxes problems. Dimensional splitting techniques
can influence the result for the same reason.
The result however is reasonably good, which allows us to use the HD section of
gorgon for more complex and sophisticated problems.
7.4 Two Colliding Blast-Waves
As mentioned in the introduction, the collision of two SNRs is not an improbable
event [117], thus there is interest in reproducing this phenomenon in the laboratory
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via scaled blast-waves in order to investigate shocks reflection, rarefaction waves and
Mach stems formation.
The two colliding blast-waves experiment offers, as well, a stringent 3D test for
radiative hydrodynamical codes.
7.4.1 Experimental Laboratory Set-Up
In order to create two interacting blast-waves a high-power Nd:glass laser (335 mJ
± 30 mJ) is beam split in two equally energetic beams and thus focused in a H
cluster (n ∼ 1025 m−3, atomic averaged number density). The H cluster is ejected
by a nozzle at controlled cryogenic temperature, at 8 K. The H cluster gas for
this experiment has shown an energy absorption equal to 78% of the total energy.
The energy is deposited with a parabolic distribution in the x − y plane in two
R = 75 × 10−6 m spots, and an exponential decay is set in the z direction. The z
decaying exponent (α) is chosen such that the total energy absorbed by the plasma
is the measured 78% of the total laser energy. The energy deposition function might
be written as follow
u(r, z) = χEtot
(
1− r
2
R2
)
2
piαR2
e−z/α (7.6)
where χ is the energy absorption coefficient.
The experiment has been performed at Imperial College by the qols group [54]
[123].
Using angular steps of 5o, and benefiting from the reproducibility of the exper-
iment, eighteen individual interferograms were used to create a phase projection of
the dual blast wave interaction. This was Radon-inverted [124] to give nineteen
cross-sectional slices of the electron density, and thus combined to create a fully
3D electron density reconstruction of the collision. Fig. 7.4 shows a 3d rendered
plot of four of the slices and iso-surfaces of electron density obtained 9.75 ns after
heating. An enhancement in the electron density can be seen at the collision region
between the two initially cylindrical blast waves. The structure of this collision zone
is strongly three-dimensional, as can be seen from the central iso-surfaces of ne =
1025 and ne = 2.2× 1025 m−3 (blue and red respectively).
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Figure 7.4: Experimental three-dimensional electron density measurements of a
blast wave collision. Four cross-section slices taken through the x − y
plane are displayed at z =-0.9, -0.4, 0.2, 0.8 mm. Electron density iso-
surfaces show a density enhancement at collision and the formation of
a three dimensional Mach stems that propagates for all the blast wave
length. Images courtesy of James Lazarus [54].
7.4.2 Hydrodynamic Modelling
The two colliding blast wave experiment is simulated using the hydrodynamic pack-
ages of gorgon. A self-similar description of shock evolution is appropriate only
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Figure 7.5: Three dimensional hydrodynamic modelling output. A rendered iso-
surface plot of electron density at t=12.5 ns shows density enhancement
at the edges of the collision site. Test particle streamlines have been
added to demonstrate the deflection of the mass flow in the (y, z) plane
during the interaction.
after the mass swept up far exceeds that originally heated. In this study, therefore,
the sub-picosecond laser-cluster interaction that initiates the experiment is ignored.
The energy is supposed to be instantaneously deposited, and electrons and ions
are thermally balanced.
The energy is deposed according to eq. (7.6) in two cylindrical volumes, where
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Figure 7.6: The image shows three different moments of the two colliding blast
waves. a) corresponds to 8 ns, b) to 11 ns, c) to 14 ns. From this
image the reflected shock, formation and evolution, and the Mach-stem
are clearly visible. Images developed in cooperation with James Lazarus.
the centre of each cylinder is given by y = ±(0.4 + z tan(3.5o)) mm in order to
account for their slight deviation from parallel.
Fig. 7.4 shows electron density measurements obtained at t = 10 ns. This agrees
extremely well with the tomographic measurements, both image 7.4 and image 7.5
are plotted on the same linear color scale for an easy comparison. The evolution
of the system, in the simulations, proceeds slightly faster than in the experiment,
most likely due to an oversimplified laser energy deposition model, but the overall
hydrodynamic behavior compares very well.
Lagrangian test particles, placed in the three centre planes, are used as a diag-
nostic to trace the flow that passes through these regions. A few lagrangian particles
streams are displayed in fig. 7.5 in order to make more clear and understandable
from one single image the overall system evolution.
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The shock incidence angle for the onset of Mach stem formation in a polytropic
gas with γ = 5/3 is approximately βMS = 43.5
o. For the two colliding blast waves,
βMS = 43.5
o impinging angle corresponds to 15 ns for the front slice, experimentally
the Mach stem is measured to appear at ∼15 ns. Since the energy is deposited grad-
ually along the z-direction, the Mach stem assumes a three dimensional structure.
Fig. 7.6 gives a very good insight in understanding the Mach stem formation.
Looking at the enlarged section in the bottom left it is clear that Mach stem for-
mation is proceeded by an increase in density, and therefore pressure, at the shock
wave interaction point. The Mach stem forms when the reflected shock velocity
exceeds the impinging shock velocity, or when
√
pr/ρ at the shock interaction point
exceeds the vertical incident shock velocity. That condition results in being very
intuitive, the pressure at the interaction point increases until it is enough strong to
break through and expanding ahead of the blast-wave front. The same condition
makes also intuitive that the Mach stem only forms for a limited range of angles.
Characteristic parameters are thus studied for astrophysical scaling:
Parameters Blast Waves Exp. Blast Waves Sim.
v (ms−1) 1.5 104 2.9 104
Ma1 11.8 20.0
Re - 104
Pe - 5 103
ζ 10−3 10−2
these numbers verify that the shock is highly supersonic; that thermal conduction
and diffusion are negligible, while cooling cannot be neglected.
7.4.3 Radiation Matrix
Radiation via atomic model allows correct X-ray emission simulations, however run-
ning an on-line program is generally demanding. Profiling analysis show that gor-
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gon with an on-line radiation model takes four time longer to run. For fully 3D
simulation the required time is over an acceptable threshold. This way is indeed
precise, but too demanding.
A possible way to reduce the calculation time is to use matrixes instead.
The radiation model is run independently for given density and temperature
ranges. This process can be relatively long but it is done only once for all, since the
generated table will be an input for gorgon.
The temperature ranges and the density ranges are given by: the cut-off values,
for the lower limits, while from a standard simulation max temperature and max
density are derived. For very high densities and temperatures the black body limiter
is normally reached, so any little radiation error are smooth out by the limiter itself.
Temperature and density scales are chosen to be linear, since gradients are uni-
form both in Te and in ρ. In order to further decrease the gradients, and to simplify
the interpolation process, the emissions are divided by the square root of Te.
When the radiation subroutine is called, the radiation values are simply interpo-
lated linearly from the four nearest matrix entries (taking into account that emission
have been smoothed out by
√
Te).
Calculating radiation via matrix saves lot of computational time, however in-
troduces further error because of the interpolation. To estimate the extra error
introduced by the interpolation two tests are performed. The first test consists in
validating the quality of interpolation. A blast wave in launched into a Ar clus-
ter medium, the blast-wave is supposed adiabatic and the system is evolved in a
pure hydrodynamic fashion. At a given time (5 ns, for the chosen test) radiation
is computed with the full atomic model and via matrix interpolation for that spe-
cific temperature and density distribution. The differences in the two graphs shows
the validity of matrix interpolation for a complex temperature-density distribution.
The cylindrical blast-wave is lunched in a cluster Ar medium, 335 mJ energy is
deposited with parabolic shape, for 75 µm in r, and uniformly in z for 3.5 mm.
Fig.7.7 shows that the overall error is less the 1%, highlighting the validity of the
linear interpolation with temperature smoothing.
The second test uses exactly the same initial conditions. The second test com-
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pares the integrated emissions calculated with the full atomic model versus the
integrated emissions calculated via matrix interpolation. The integrated emission is
studied at 5 ns. As it appears evident from the fig.7.7 the overall error is lower then
3%. However a peak show a major difference of about 12%. The slightly difference
in the radiation emission between the atomic model and the radiation via matrix
is due to non linear phenomena. The very little difference in emission, iterated
for thousands of time-steps will undergo bigger differences. In fact the changing
in emission will lower the electron temperature that subsequently induces different
sound speed and different integration time-step. These errors diffuse and generate
the higher errors like the discrepancy in the peak; a part from these minor discrep-
ancies the overall radiation emission via interpolated matrix is well reproduce, in
particular the emission structure is properly reproduced.
Macroscopically the system is not affected by the method used to calculate the
radiation. The Sedov-Taylor expansion for the two different cases is, in fact, the
same. The error increases with time and the discrepancies between the two power
law exponent is 0.7% at 80 ns.
7.4.4 Radiation Emission
Radiation emission is a fundamental aspect in laboratory astrophysics. Both in
Blast-Waves and wire array Z-pinches radiation cooling, and in some cases radiation
absorption, plays a fundamental role in the system evolution.
In the specific case of blast waves, for example, radiation cooling is funda-
mental to understand blast wave braking and radiative instabilities formation, like
the Visniac overstability [125] [126] and the Radiative Richtmyer-Meshkov instabil-
ity [50] [127]. Radiation emission, however, is not only a fundamental topic related
to blast waves, but more generally to plasma physics and thus also to Z-pinches. Ra-
diation emission modifies the plasma temperature, thus the plasma ablation velocity,
ablation plasma density as well as central pinch density and stability properties. The
implication and the importance of radiation for Z-pinches is discussed in Appendix
D.
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Figure 7.7: The images are the results of a test conduct to verify the error introduced
by the matrix interpolation, a blast-wave is launched in Ar gas and
emissions are calculated. The image on the left is the instantaneous
emissions on axis at 5 ns for the blast-wave calculated both with the
atomic model and with the interpolated matrix: the two graph overlap
almost perfectly. The image on the right is a on axis section for the
integrated emissions, the error, at 5 ns is very low, less than 5%.
In the present work plasmas are considered optically thin, so that only radiation
emission is considered and any opacity effects are simply neglected. Since opacity
effects are neglected there is no formation of any radiative precursors.
Radiation emission is normally divided in three broad groups: bb (bound-bound
or line radiation), bf (bound-free), ff (free-free or Bremsstrahlung). The different
names come from three different atomic physics mechanisms of emission.
Free-free radiation is easy to calculate, and the numerical effort required for this
calculation is negligible, thus bremsstrahlung can be easily calculated in gorgon
for each cell at each time-step. The power radiated by Bremsstrahlung [107], for an
hydrogenic-like plasma, per unit volume is
PBr[Watt/m
3] ∼ 2pi
2nIneZ
2e6T
1/2
e
31/2(4pi0)3m3/2c3~
∼ 1.69 10−38 neT 1/2e
Zeff∑
Z=1
Z2nI(Z) (7.7)
Bb and bf require more numerical effort to be calculated. To compute both
bb and bf it is necessary to estimate population migrations, thus it is necessary to
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involve an atomic physic model. The usage of atomic models can, however, massively
slow down the code. Since the atomic-physics model need to be called at each time
step, for each single cell, that makes the run totally unpracticable.
The following section investigates the importance of the three different radiation
contributions, and aims to understand if the approximation bb = cost.∗ bf might be
used to approximate the bb radiation contribution without calling an atomic model
thus to save computational time.
The selected material for the atomic model tests are H and Ar, a low and a high
atomic number material involved in our blast wave experiments.
Bb and bf radiation play an important role only if the material is not fully
ionized. If the involved temperatures are higher than the highest ionization energy
level only ff radiation needs to be computed.
For the specific case of H at 1025 m−3, as it can be deduced from fig.7.8, both
bb and bf radiation contributions are confined in a range between 0 eV and 20 eV.
The blast-wave experiments, specifically the experiments driven at Imperial College
of London, have an initial temperature of about 1.5 KeV and an initial focal spot
of 75 µm; consequently, due to the very HED, the bb regime is never reached for the
entire duration of the experiments.
Another typical material used for blast-waves higher Z number is Ar. Since
ionization energies increase with the increase of the Z number, the bb radiation is
expected to be important for the range of temperatures of interest.
From the right panel of fig.7.9 it is deduced that for typical blast-wave temper-
atures (at t = 0 around 1-2 KeV, a few hundreds eV later in time), the bb-radiation
dominates. For high Z number materials bb radiation need to be carefully calculated
via an atomic model. Trying to estimate the bb contribution as a constant times
bf -radiation seems to give acceptable results only for temperatures below 1 KeV,
for higher temperatures the bremsstrahlung contribution is overestimated. More-
over the coefficient that pre-multiply the bf -contribution radiation is a function of
density, and apparently there is not a simple linear relation between the multiplier
and the mass density making this estimation worse.
For high Z number materials, an atomic model is hence required to properly
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Figure 7.8: The two figures compares the intensity of the three radiation component
(bb, bf , ff) for H with n = 1025 m−3 number density. The graphs
are obtained using the atomic model described in [109]. Two different
temperature scales are chosen, 1-1k eV, for the left panel, 1-50 eV, for
the right panel, in order to highlight the effect of bb and bf radiation at
low temperatures.
estimate radiation emissions. In the case in which an opaque regime is reached,
the wrong emission estimation would compromise the overall evolution, thus the
necessity to accurately estimate the different contributions of radiation emission.
7.5 Cooling Effects for Blast-Waves
The Sedov-Taylor model uses strong hypotheses, one of these hypotheses is that the
explosion is adiabatic. Experimental results by A. S. Moore [47] show that radi-
ation cooling is important and that the evolution cannot be considered adiabatic.
Moreover the characteristic cooling time is smaller than the characteristic hydro-
dynamical time, thus the evolution is far from being considered adiabatic at the
regimes of interest.
In this section the effect of radiation cooling is numerically investigated.
Four independent simulations are run, the same blast wave is launched in four
different material: H, He, Ar, Xe; and the variation from the standard adiabatic
Sedov-Taylor exponent is measured.
From fig. 7.10 it is deduced that the higher is the Z number, the higher is
7.5 Cooling Effects for Blast-Waves 163
Figure 7.9: The image on the left shows the intensity of the three radiation compo-
nent for Ar at n = 1025 m−3. The same graph highlight as mocking up
the bb radiation as const.×bf overestimates bremsstrahlung. The image
on the right shows the difficulty in mocking up the bb radiation as func-
tion of bf for a range of density values. The cost. that pre-multiplies the
bf emission component needs also to be adjusted as a function of den-
sity in order to catch the bb magnitude and not excessively overestimate
bremsstrahlung emission (const. range: from 30 to 20).
radiation, thus the slower the blast wave expand. The physical mechanism has
already been anticipated in the introduction; radiation cooling reduces the blast-
wave shock front velocity via the combination of two effects. The shell thermal
energy is reduced by radiation allowing more kinetic energy to be converted into
thermal energy by the collision with the background gas; secondly, radiation cooling
reduces the temperature in the region encompassed by the shock front, a lower
temperature implies a lower pressure thus a lower piston force acting on thin shell.
Radiation emission lowers the γ value (γR, for the radiative case) [111] [128]; if γR
is lower than the correspondent adiabatic case γ, from eq. (7.1) it is deduced that
for a given Mach number, v2 is larger in the adiabatic case. Similarly, the pressure
drop, due to radiation loss in the region encompassed by the blast-wave, reduces
the momentum of the thin shell, and since the thin shell mass is constant, the
velocity decreases. The mathematical details of this demonstration are discussed in
Appendix F.
Good agreement is found between the Sedov-Taylor expansion exponent numer-
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Figure 7.10: The image shows the radiation effects for different materials on blast-
waves, numerical simulation results. Four different materials are cho-
sen: H,He,Ar,Xe. The radiation effects are clearly visible both at the
very beginning, giving a different conversion from thermal to kinetic
energy, and in the Sedov-Taylor exponent that drops from 0.46 for H
to ∼ 0.35 for Xe.
ically calculated, fig. 7.10, and experimental results [129]. The Sedov-Taylor expan-
sion exponent is calculated from the gradient of the interpolating line of R(t) (radius
expansion profile) in the log-log plot (fig. 7.10); the flat tail on the left side of fig.
7.10 has been removed from the interpolation. The left tail points are not removed
in a whole, instead, one at the time, until the gradient of the interpolated line does
vary less then 1%. Probably the radiation emission and the grid imprinting generate
sub-linear structures, however this specific problem has not been investigated since
it does not appear of general interest for the problems under investigation. The
numerical predicted Sedov-Taylor exponent agrees within the errors bar for both Ar
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and Xe. For H however there is discrepancy between experiments and simulations,
the predicted value does not stay within the experimental error bars. However H
has been measured to expand with a time power law such as t0.6, that for a uniform
background gas is an unphysical result; this is attributed to a non uniform density
background.
Material Simulations Experiments
H 0.46 0.59 ± 0.09
He 0.44 -
Ar 0.41 0.42 ± 0.10
Xe 0.35 0.31 ± 0.08
7.6 Dependencies of Dimensionless Number due
to Material Changing
The general interest is to scale laboratory blast waves to SNRs, thus the necessity
to calculate dimensionless parameters for both the thin shell and the region encom-
passed by it. Since different materials might be used to launched blast waves, simple
mathematical relations have been found to calculate dimensionless parameters for a
given material. These mathematical relations are useful to project and plan future
experiments.
The mathematical relations can give dimensionless parameters only for the thin
shell, while with simulations it is possible to estimate dimensionless parameters also
for the region encompassed by the thin shell.
7.6.1 Theoretical and Numerical Estimation
In order to estimate the thin shell dimensionless parameters: Pe, Re, Ma; the
Sedov-Taylor model is composed with the hydrodynamic Rankine-Hugoniot con-
ditions. The composition of the two models allows us to estimate the thin shell
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velocity, density and temperature; from this values the calculation of dimensionless
parameters is then straightforward.
The Sedov-Taylor model (Appendix E) gives both the velocity of the blast wave
shock front and the shell width (∆R),
v(t) = 4
√
χ
t−1/2
2
∆R =
γ + 1
γ − 1
4
√
χ
√
t (7.8)
where χ is defined as follow
χ =
4
pi
(γ + 1)2(γ − 1)
3γ − 1
Etot
ρ0
(7.9)
where Etot is the total deposited energy and ρ0 is the initial background mass density.
The background gas density and temperature are known.
Since the shock velocity is given by eq. (7.8) via Rankine-Hugoniot conditions
for strong shocks (§4), downstream velocity, density and temperature are derived.
These theoretical estimations suffer of two major problems. The first problem is
the complete lack of cooling; all the blast-waves, independently from the used ma-
terial, are treated as adiabatic. This implies that dimensionless parameters increase
or decrease is only related to different atomic numbers and ionization energies. Sec-
ondly this model only allows estimation for the thin shell but does not allow to
estimate dimensionless parameters in the region within it.
Dimensionless parameters are now numerically estimated both for the thin shell
and the region encompassed by it, so compared with theoretical predictions.
Dimensionless parameters are analyzed in between 10 ns and 30 ns. 10 ns is a
later enough time for which the initial conversion from thermal to kinetic energy
has fully happened. The fact that the conversion from thermal to kinetic energy is
over is clear from fig. 7.10, in fact the blast wave radius at 10 ns has already a linear
shape in the log-log plot.
The numerically calculated dimensionless numbers are:
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Gas Remnant Thin Shell
- Ma Re Pe Ma Re Pe
H 7 10 10−1 14 104 5× 103
He 7 25 10−1 16 2× 104 6× 103
Ar 10 102 10−1 22 8× 104 7× 103
Xe 12 102 10−2 24 105 9× 103
Both thin shell dimensionless parameters as well as remnant dimensionless param-
eters are density averaged values.
The calculated dimensionless numbers are significantly different in between the
thin shell and the remnant region. The thin shell is characterized by hypersonic
Mach numbers, Re and Pe numbers much bigger than unity. Re-numbers are much
bigger than unity, momentum diffusion is thus negligible. Similarly for thermal
diffusion.
The scenario is different for the remnant region. The remnant presents lowerMa
numbers, about a half of the calculated Ma numbers for the thin shell. Thermal
conduction, in this region, plays a fundamental role and cannot be neglected, in fact
the Pe number is lower than unity for all materials (Pe ∼ 0.1).
In particular H and He have relatively low Re numbers of the order of ∼ 10,
such a low values denotes the importance of viscosity for low Z materials. Artificial
viscosity is than used to mock up real ion-ion viscosity.
Since the thin shell mass represents 70%-80% of the total blast wave mass, the
dimensionless parameters for the overall blast wave might be considered the thin
shell dimensionless parameters.
Finally, numerical estimations of the dimensionless numbers are compared with
theoretical estimations.
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Gas Thin Shell - Theoretical Thin Shell - Simulated
- Ma Re Pe Ma Re Pe
H 10 105 2× 103 14 104 5× 103
He 13 2× 104 2× 102 16 2× 104 6× 103
Ar 24 103 5 22 8× 104 7× 103
Xe 33 102 1 24 105 9× 103
Theoretical estimations of the dimensionless parameters give reasonable agree-
ment only for low Z materials. These materials have little radiation emissions and
radiation cooling does not influence the overall system evolution. For heavy ma-
terials, like Ar and Xe, radiation cooling plays a key role; since the mathematical
model does not take into account radiation cooling, the theoretical estimations only
offer a rough prediction of the dimensionless parameters.
The reasonable good agreement between the theoretical prediction and the simu-
lated dimensionless parameters highlights that the thin shell temperature, calculated
from the Rankine-Hugoniot conditions, is the effect of the shock wave impinging onto
the background gas and not the spread of the initial deposited energy over the entire
thin shell volume.
On a scaling stand point it is observed that the dimensionless parameters for
laboratory blast-waves are in a relevant astrophysical regime. Moreover the labora-
tory Eu number, as calculated in §2, is also in agreement with the SNR Eu number;
the laboratory experiments are thus a scaled version of SNRs in the Sedov-Taylor
regime. It needs to be stress out that astrophysical dimensionless parameters refer to
SNRs as a whole, these numbers consequently do not take into account sub-structure
or sub-phenomena that might although play fundamental roles.
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7.7 Conclusions
In this chapter two colliding cylindrical blast-waves and single radiative cylindrical
blast-waves have been studied.
The experiment regarding the collision of two blast-waves has been numerically
reproduced, highlighting the good agreement between the numerical results and
the experimental data. The numerical investigation helped in understanding shock
reflection, rarefaction waves and the Mach stem formation and consequent evolution.
The two colliding blast-waves experiment is important in the context of laboratory
astrophysics, since it represents one of the first attempt to understand through a
laboratory experiment the evolution of a SNR in a non uniform background medium.
In this chapter single expanding cylindrical blast-waves have also been inves-
tigated. Cylindrical blast-waves have been launched in different cluster materials:
H, He, Ar, Xe; highlighting how radiation cooling slows them down. It has been
shown that the more the material is radiative the more the blast-wave slows down.
Theoretical predictions have been confirmed with experimental results.
Since radiation cooling plays a key aspect for blast-waves launched in radiative
materials, a brief explanation about how the screened hydrogenic model (Appendix
D) has been interfaced with gorgon is also given. The matrix interpolation and
the squared root temperature smoothing has been described.
Chapter 8
Conclusions
The development of new physics results is normally the combination of a few factors,
sometimes, albeit, in a purely lucky fashion.
The results presented and discussed in this thesis have been made possible be-
cause of the huge amount of experimental data produced in the last 3 years by the
magpie group, because of the state of art of the MHD code gorgon [8] [9]; and is
also due to a well established group that introduced me to the physics of Z-pinches.
The thesis subject is laboratory astrophysics. Laboratory astrophysics allows
us to investigate some fraction of an astrophysical event in a laboratory. Despite
the completely different temporal and length scales, the relevant physics in the
laboratory experiments is the same as the astrophysical objects of interest. In order
to properly scale the astrophysical events to the laboratory, several conditions need
to be satisfied.
Specifically the thesis investigates two major astrophysical aspects: multiple
ejections from young stellar objects and supernova remnants in the Sedov-Taylor
regime.
Multiple ejections from young stellar objects are investigated in the laboratory
via the foil array set-up for pulsed power generators.
The foil array set-up produces four independent mass ejections, each ejection is
characterized by a strong toroidal magnetic field. The Linden-Bell magnetic tower
scenario or the magneto-centrifugal scenario are verified, not to be unique events,
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but instead physical processes that can repeat themselves several times: a plasma
jet ejection (∼ 5 mm length, ∼ 150 µm radius, 150 km/s propagation velocity) is
associated for every scenario repetition.
The magnetic field offers collimation only in the early stage of jet evolution, for
about 30-35 jet radii from the launching source. Eventually the plasma βth (the
ratio of pinch thermal pressure to pinch confining magnetic pressure) increases and
the magnetic field does not provide collimation anymore; collimation at later stages
is offered by the background gas. The current reconnection mechanism is the key
aspect to explain the magnetic field reduction. The radiation emitted by the pinch
during compression makes the central cathode radiatively ablate, the ablated mass
fills the bottom part of the magnetic cavity offering a low inductance path for the
current. The generator current takes about 2-3 ns to swap from the original path,
through the central pinch, to the newly formed, low inductance, path. The current
already in the system is trapped in a circuit formed by the bubble and the ablated
cathode mass.
A mathematical model is introduced to explain the magnetic field reduction
around the jet. The simple analytical model demonstrates that for a circuit with no
generator and negligible resistivity the magnetic flux is conserved. If the magnetic
flux is conserved, a circuit enlargement corresponds to both a current and a magnetic
field reduction. In the investigated experiments the closed circuit with constant
magnetic flux corresponds to the magnetic bubble enclosed by the mass ablated
from the cathode.
In the case in which a uniform background gas is added (Ar, 0.021 kg/m3, 2
orders of magnitude less dense than the impinging jet), the bubble edge is denser and
slower, in particular the background gas adds further collimation to the jet (overall
< 10o). A gorgon version with two independent masses has been developed to
investigate this scenario.
The background gas is pushed away by the ablating foil, consequently the mag-
netic bubble forms and expands in a denser Al plasma. The background Al density
for a foil plus ambient gas is about 15-20% denser than the case with no gas, con-
sequently the bubble that now expands in a denser background gas is slower, about
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30 km/s (50 km/s case with no gas), and denser, 0.85 kg/m3.
When the jet emerges from the cavity, it directly impinges onto the Ar back-
ground gas. The background gas collimates the jet in the axial direction via the
inertia offered by the Ar gas particles. Simulations also verified that the interaction
of the jet with the background gas, because of temperature increases, produces a
highly radiative zone just at the jet head.
Supernova remnants are investigated in the laboratory via blast-waves launched
in a cluster-gas with a short pulse laser. The collision of two blast-waves represents
an attempt to study blast-wave evolution in a non uniform background medium.
gorgon has been used to simulate and reproduce the collision of two blast-
waves. The code has been validated against 3D tomographic reconstruction of two
colliding blast-waves. The 3D simulations highlights the effects of shock reflection,
rarefaction waves, the Mach stem formation and consequent evolution. The Mach
stem is shown to form only for given angles. Due to the particular three dimensional
set-up of the experiments, the Mach stem adopts a complex 3D structure, spanning
for the entire blast-waves length.
Simulations have also been performed to investigate the effect of radiation cool-
ing. Radiation cooling is calculated using an atomic model, developed by C. Stehle´
[109] [130], which has been interfaced with gorgon. Radiation cooling slows down
the shock front expansion. In an adiabatic case the shock front expands according
to the Sedov-Taylor model, R ∝ t0.5, but when radiation cooling is included the
exponent decreases from 0.5 to ∼ 0.45 for H and He, down to 0.33 for Ar and Xe.
Radiation cooling decreases the blast-wave temperature and slows down the shock
front expansion; the higher the atomic number of the material, the more radiation
it emits and consequently the slower is the shock front expansion.
Future investigations, geometry set-up improvements, possible new experiments
and future numerical analysis are discussed in the next section.
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8.1 Future Investigations and Future Works
The understanding of new underlying physics is the combination of good experimen-
tal results supported by a well developed numerical code that helps in interpreting
the experimental diagnostics. The combination of these two factors allows us to
understand newer and exciting physics.
Following the thesis structure, the future investigations and future works section
is sub-divided into three main sections. The first section is focused on numerical
developments for gorgon, the second section deals with possible geometry modifi-
cations for the foil array set up, the last section would describe newer investigations
about radiative blast-waves.
8.1.1 Code Developments
gorgon is a state of art code. The good experimental agreement obtained in this
thesis and, more generally, the numerous papers published with gorgon show not
only the validity of the code but also its great flexibility.
Numerical codes can be easily upgraded. It is relatively simple to add new and
relevant physics as well as rewrite some subroutines with different numerical schemes
in order to increase accuracy and numerical stability.
gorgon at the present stage is missing three numerical subroutines that might
help in understanding the physics of Z-pinch and laboratory astrophysics at a deeper
level. The three missing subroutines are: X-ray tracing, equation of state (EOS)
and mesh refinement (MR).
Radiation transport is fundamental to investigate both Z-pinches and blast-
waves. Radiation transport, related to blast waves investigation, would help in
estimating and understanding the formation and dimensions for the radiative pre-
cursors; for Z-pinches X-ray transport would help in properly predicting the amount
of reconnection mass radiatively ablated by cathode and more importantly the ra-
diative effect generated by the foil impinging in an Ar background gas.
Originally the radiation transport was coded up by C. A. Jennings [131], with the
gray-diffusive approximation. Hohmberger [129] in his thesis showed that the gray
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approximation only works for light material, like H and He, but for heavy atoms,
like Ar-Kr-Xe, multi-group approximation is needed to catch the physics of the
problem. Since gorgon already includes an atomic model, the already integrated
atomic model can be modified to estimate both the atomic frequencies involved and
to calculate the adequate opacities. The use of the integrated atomic model should
guarantee enough accuracy to catch the physics of the reproduced problem.
The second necessary code upgrade is related to the equation of state. Nu-
merically, the Al foil or the Al wires are initialized as a dense cold plasma. This
approximation has been shown to work well, however the same approximation com-
pletely looses the physics in the ablation phase, in which the change of states occur.
The code at the present state does not reproduce the state change from solid to
vapor; the code does not reproduce the mixed nature (plasma vapors mixed with
clusters) of the dense core. Specifically the EOS would help in understanding the
foil melting process and the energy deposition process, for the foil array geometry.
The EOS would also explain the nature of the corona thermal perturbation for a
cylindrical array that is the cause for the RT-instability. The EOS will be introduced
using sesame; sesame [132] is a well known and largely used computer based Los
Alamos National Laboratory library of table for the thermodynamic properties.
With the present computer power and code state of art the standard simula-
tion resolution is around 100 µm. The 100 µm resolution is a wider resolution to
completely capture some microns plasma behaviors. This resolution is not enough
to reproduce the initial array set up, i.e. the wire diameter for a wire array is 15
µm and the foil is only 6 µm thick. Also the central pinch is represented just with
few cells in the radial direction, phenomena like the early ablation and the pinch-jet
current-magnetic-field structure, and pressure distribution, are smooth away by the
lack of resolution. The mesh refinement (MR) subroutines would help in captur-
ing these events that occur at micron scales. The capability to refine the mesh in
specific region of the code, leaving fixed the number of nodes, would not affect the
calculation time but instead would help in better simulating those regions in which
the plasma is particularly dense.
Similarly MR subroutines are important to capture the physics of the thin shell
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in blast-wave expansions.
A still debated issue is in which proportion radiation transport and thermal
conduction occur during the early ablation stage. In the early ablation, the Al wires
(or the Al foil) form the typical cold core plus coronal structure. The cold core
constantly feeds, during the whole ablation process, the cold corona. The feeding
process might be due to thermal or radiation phenomena, or to a combination of
these two factors. There is not yet a clear answer in which proportion the two
phenomena occur: the capability to simulate the wires at micron scale with the MR
subroutines, the radiation transport subroutines and the EOS would allow to fully
reproduce the physics of the problem and thus to finally answer the question.
These numerical corrections represent one step forward to understand the physics
of Z-pinches and Blast-waves. In the spirit of the work done so far, each new subrou-
tine would be tested, not only numerically, but especially validate with experiments.
The new subroutines will also increase the code validity and accuracy making it
even more suitable for experiment designs and predictions.
8.1.2 Laboratory Jets and Z-pinches
New and more challenging Z-pinch set-ups are being designed to investigate different
astrophysical aspects. Moreover, the development of magpie 2.0 (2MA for 240ns)
would help in reaching new regimes, characterized by higher Re-Pe-ReM numbers,
and to follow the launched jets for longer time (about 600-700 ns) since a bigger
diagnostic chamber would be used.
The new magpie will be able to deliver, for the same rise time, twice the current.
The higher current corresponds to a higher mass load: twice the original mass, thus
to produce bigger and more massive jets. In particular, playing with the mass
load and with the geometrical set up it is possible to increase the dimensionless
parameters and thus achieve regimes even closer to the astrophysical regimes.
The new pulsed power machine will also be equipped with a much bigger cham-
ber, the bigger chamber will have more diagnostic doors and especially diagnostic
doors at different heights. The wider diagnostic access is fundamental to study the
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jets at later stages, later than 400 ns. At this stage the magnetic field is numerically
estimated to be particularly week, so that the jet expands in a pure hydrodynamical
fashion. Particularly there is no code verification of these numerical preliminary
results, it is necessary to experimental validate these numerical calculations.
On a pure theoretical basis it will also be interesting to change the reconnection
time. The reconnection time is now based on the experimental observation, and
on the basis that the pinch emissions make the cathode ablate. Numerically it
is possible to change (to increase) the reconnection time so that the instabilities
completely break the pinch and each single jet has more room available where to
expand and travel before interacting with the previous jet.
Interest is also focused on the foil array with background gas. Several aspects
still needs further investigation.
Radiation transport will help in understanding the role played by radiation ab-
sorption during the formation of the hydro-jet, thus to understand whether the hydro
jet has a radiative nature or not. Moreover the radiation transport will clarify any
possible formation of radiative precursor formed by the Al blast expanding in the
Ar background gas.
The experiments conducted so far had a constant background density. In astro-
physics however the circumstellar medium does not have a constant distribution, but
instead it is more likely to have a 1/r density distribution. It will be investigated,
numerically, the collimation effect due to different density distribution (like 1/r,
1/r2) in order to understand the different collimation effect offered by the differen
distribution. Differen gases will be also testes (H, He, Xe), in particular to study
the different opacities effects.
In Frank 2008 [133] it is discussed how a continuous outflow might appear as
pulsed, at greater distance, because of the interaction with dense clumps. The effect
of the clumps is to disrupt a continuous jet, the broken jet now has the typical
structure and configuration of a pulsed jet. There is no experimental validation for
these effects, thus the opportunity to modify the radial array set-up at to study
the effects cause by the interaction with some dense clumps. Of interest is also
the possibility to experimentally produce, and numerically test, the interaction of
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multiple bubble ejection with dense dust particles. The multiple jets produced by
the foil array geometry interact with the dense sparse dust particles generating a
different evolution compared with the evolution given by the interaction of a more
classical background gas.
8.1.3 Blast Wave Investigation
Blast-wave simulations and experiments discussed in this thesis offer a valid and
general background about laser-cluster cylindrical blast-waves.
Newer experiments were performed by the qols group at the Rutherford-Appleton
Laboratory (RAL) with very intense lasers (∼100 TW) in order to extend previous
results to non optically thin regimes.
The new experiments, campaign November-December 2007, performed at RAL
uses a ∼100 TW laser and showed the importance of both radiation emissions and
especially of radiation absorption, with the consequent formation of radiative pre-
cursors. Different materials, due to the different atomic structure, show different ra-
diative precursors: in dimensions, densities and temperatures. Blast-waves in which
radiation absorption plays a fundamental are often more complex to diagnose: in
order to understand and diagnose the radiation absorption mechanism it requires
time resolved diagnostics. Simulations are thus fundamental as a post processing
tool to further investigate and understand the underlying physics.
The good agreement shown by gorgon for the colliding blast-waves, and more
in general for Ar-Xe blast-waves with cooling, makes this code suitable to study
blast-waves including radiation transport. The experiments conducted at RAL, cam-
paign November-December 2007, would initially offer a suitable benchmark for the
radiation transport subroutine; and furthermore a posteriori tool to investigate and
understand the underlying physics. These experiments will also offer the possibility
to investigate the importance and the effects of multi group transport, instead of a
gray approximation (as preliminary investigated in 1D by Hohnberger [129]).
The study and the comprehension of blast-wave radiation transport in the lab-
oratory, via laboratory scaling, would help in characterizing supernova remnants
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radiation behavior and thus understand phenomena like RRT and RRM instabil-
ities. Important work in this field has already been published by Remington and
Drake [50] [63] [62], however further investigation is needed to understand the role
of opacities and radiation emission on the instabilities growth rate and break of
symmetry.
Supernova remnants are not spherical symmetric, the Crab nebula is a typical
example fig.1.3. The reason for this non symmetrical evolution can be attributed to
different reasons: non perfectly spherical symmetric explosion [61] [62], non spher-
ical symmetric radiation emissions-absorption [134] [135], development of RM or
RT instabilities [116] [136] or in the clumpy nature of the background interstellar
medium [137] [138]. In all the three possible cases, due to the flexibility of cluster
machining technique and because of the high cluster absorption, cylindrical blast-
waves launched in a high Z material seem to be the most suitable and natural way
to investigate on a laboratory fashion these problems.
In §2 the effects and the importance for a SNR local random magnetic field is
discussed. However there is no observational evidence of such magnetic field that
can justify the use of fluid theory to model SNRs. The use of a hybrid code, where
electrons and ions are treated as two independent species might help in understand-
ing the formation of this localized magnetic field. In the early stage, just after
the laser has deposited its energy, electrons are pushed away from the ions, gen-
erating intense magnetic field. In a fluid code the hypotheses of quasi neutrality
prevents the formation of local magnetic fields. However the use of an hybrid code,
i.e. gemini [139] by M. Sherlock, should show whether or not during which phase
of a blast-wave expansion localized magnetic field can form. gemini has already
been successfully used both for Z-pinch experiments [139] and for new laser-fusion
problems [140].
The good combination of experiments and simulations, the continuous code val-
idation, the continuous interaction with the experimental group for planning, pre-
dicting, post processing, analyzing experiments; made the results discussed so far
a solid background from where it will be possible to built new challenging experi-
ments. The flexibility offered both by the code and by the experimental techniques
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are a solid base and leave many open doors to a series of brand new investigations.
8.2 Final General Conclusions
Laboratory astrophysics is a growing science that is attracting always more scientists
from all over the world.
More and more proposal based on laboratory astrophysics are being approved,
meaning the concreteness of this type of scientific investigation and meaning that
future plans discussed in this thesis will have a great probability to be shortly
developed, and not just stay on paper.
The work that has been discussed in this thesis cover just two astrophysical
aspects: jet launching mechanism for YSO and the Sedov-Taylor phase for SNRs.
However there are plenty of unresolved astrophysical issues that need to be inves-
tigated, laboratory astrophysics offers the right tools to investigate the underlying
physics for these phenomena.
In this final chapter, future plans are the logical continuation of the work dis-
cussed in the thesis. Moreover it would be of great interest to collaborate with
other groups, working, or interested in working, on laboratory astrophysics. These
collaborations would test the validity of gorgon in new laboratory regimes, and
hopefully the collaborations will offer the opportunity to interact with expert code
developers thus to upgrade gorgon with more suitable subroutines when needed.
Now this is not the end. It is not even the beginning of the end. But it is,
perhaps, the end of the beginning (Sir Winston Churchill).
Appendix A
Dimensionless Form of GORGON
Equations
This appendix aims to extend what has been discussed in §2.
In this appendix the dimensionless form of the equations implemented in gor-
gon are derived. The general formulation in a dimensionless fashion define the
overall physics described and implemented in the numerical code, and, at the same
time, the equations written in a dimensionless fashion allow an easy and quick un-
derstanding of the role played by each dimensionless parameters.
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A.1 Dimensionless Variables
The following quantities are chosen to write the gorgon equations in a dimension-
less form 
x = Lx̂
v = V v̂
T = T0T̂
B = B0B̂
Λ =
P
ρ
Λ̂
t =
L
V
t̂
p
ρ
= V 2p̂
∇ = ∇̂
L
(A.1)
A.2 Dimensionless GORGON Equations
Using the dimensionless variables introduced in the previous section the following
dimensionless equations are derived

∂ρ̂
∂t̂
+ ∇̂ · (ρ̂v̂) = 0
∂v̂
∂t̂
+ v̂ · ∇̂v̂ = −∇̂p̂− 1
β̂
∇̂B̂2 + 1
Re
∇̂2v̂ + 2
β̂
B̂ · ∇B̂
∂T̂
∂t̂
+ v̂ · ∇̂T̂ = −p̂∇̂ · v̂ + 1
Pe
∇̂2T̂ + 1
Om
Ĵ2 − 1
ζ
Λ̂
∂B̂
∂t̂
= ∇̂ × (v̂ × B̂) + 1
ReM
∇̂2B̂
(A.2)
where: Re is the Reynolds number, Pe is the Peclet number, ReM is the Magnetic
Reynolds number, Om is the dimensionless coefficient for the Ohmic heating, χ is
the Cooling parameter, β̂ is the ratio of the characteristic thermal pressure and
characteristic magnetic pressure.
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In a mathematical form,
Re =
LV
ν
(A.3)
is the Reynolds number;
Pe =
LV
κ
(A.4)
is the Peclet number;
ReM =
µ0LV
η
(A.5)
is the Magnetic Reynolds number;
Om =
ReM
2β̂
(A.6)
is the dimensionless coefficient for the Ohmic heating;
ζ =
V 3
PL
=
τcooling
τHD
(A.7)
is the cooling parameter;
β̂ =
2ρµ0V
2
B20
(A.8)
is the ratio of the characteristic thermal pressure and characteristic magnetic pres-
sure.
Appendix B
Advection Subroutine: Flux
Corrected Transport
B.1 Flux Corrected Transport
Over the last 50 years, a great number of numerical schemes have been devised for
the simulation of compressible gas dynamics.
A major difficulty which has enlivened research in this area is the problem of
representing the shock and contact discontinuities which arise in these simulations.
As early as 1950 a solution to this problem was proposed by Von Neumann and
Richtmyer [141]. With minor modifications this first solution to the problem is still in
general use today and in particular implemented also in gorgon. However,certain
disadvantages due to artificial viscosity approach have led to continued efforts at
more convenient, more accurate, and/or more elegant solutions.
The motivation for this work is the great need for accurate simulations of flows
with strong shocks which exists in many fields of physics. Much experience [142]
[143] [144] [145] indicates that the overall accuracy of such simulations is very closely
related to the accuracy with which flow discontinuities are represented.
In the flow of real fluids are believed not to have discontinuities. However it is
possible to imagine fluid to have very thin regions of very steep gradients. If terms
representing viscosity and heat conduction were included in the usual equations
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of hydrodynamics, the discontinuities in the solutions of these equations would no
longer develop. However, with this approach it is necessary to resolve smooth struc-
tures on the very small distance scales characteristic of viscous momentum transport
and molecular heat conduction. Without changing the flow very much it is possible
to increase the physical coefficients of viscosity and heat conduction so that discon-
tinuities are spread over distance scales which are negligible but still resolvable on
a practical computational mesh. Von Neumann and Richtmyer suggested that an
artificial viscous pressure can be used to smear shocks over a few computational
cells, or zones.
In order to understand how the artificial viscosity is treated mathematically, the
Navier-Stoke equation is written, in the limit of 1D case, in a Lagrangian form
ρ0
∂V
∂t
= − ∂
∂x
(p+ q) (B.1)
where q is the artificial viscosity. It is supposed that the dissipative mechanism
can be represented by the additional term q to the pressure, which is required to
negligible small everywhere, except in the neighborhood of the shock.
The dissipation q is added for pure mathematical reasons, therefore it may be
taken as any convenient function of p, V , etc., and their derivatives. A possible
characterization as given originally by Von Neumann [141] is
q = −(c∆x)
2
V
∂V
∂x
∣∣∣∣∂V∂x
∣∣∣∣ (B.2)
where c is a dimensionless constant near unity, and from the Lagrangian coordinate
transformation follows that V = 1/ρ0 ∂X/∂x.
The stability criteria for the artificial viscosity technique is given by the CFL
(Courant-Friedric-Lewy) condition [146] properly adjusted to take into account the
extra effect given by q. The CFL condition can be written as [141]
∆t ≤ (∆x)
2
2σ
: σ =
2(c∆x)2
Vρ0
∣∣∣∣∂V∂x
∣∣∣∣ (B.3)
However the term added (q) to the differential equation cause extra dissipation
of kinetic energy into heat. Moreover the plasma is a non viscous fluid, the artificial
viscosity then remain a pure numerical technique used to model the shock but it
does not have a physical meaning.
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The Von Neumann artificial viscosity is implemented in gorgon with a Van
Leer scheme such as to make the scheme second order accurate both in time and
space (O(∆t2,∆x2)).
Van Leers numerical scheme approximates the advected quantity as varying lin-
early over the width of each cell. If the distance from the centre of the cell i is
denoted with x, the equation describing the variation of a general quantity w is
written as:
w(x) = wni +
(
∂w
∂x
)n
i+1/2
x (B.4)
where the subscript indicate the space grid point, while the superscript the temporal
grid point. w is a general quantity, thus it is density, momentum and specific internal
energy. Approximating the derivative as follow(
∂w
∂x
)n
i+1/2
=
wni+1 − wni
∆x
(B.5)
the scheme becomes a second order Van Leer [147].
In order to have a different, and possibly more accurate advection routine, the
Flux Corrected Transport (FCT) has been coded. The FCT can trace the shock in
a slightly better manner than Van Leer, and in particular does not use any artificial
viscosity. Since the plasma is a non viscous fluid, the artificial viscosity is a pure
numerical technique used to preserve shocks. The opportunity not to use it, lays to
a more physical representation of the phenomenon.
Flux corrected transport, better known as FCT, was firstly introduced in [148]
[149] [150] [151], and has been used extensively by many investigators, to solve the
conservation equations of Eulerian hydrodynamics without violating the positivity of
mass and energy, particularly in the vicinity of shock waves and other discontinuities.
This is achieved by adding to the equations a strong numerical diffusion, which
guarantees the positivity of the solution, followed by a compensating anti-diffusion,
which reduces the numerical error. The crux of the FCT method lies in limiting,
in fact, the anti-diffusion stage does not have any physical derivation, but it is an
intuitive golden rule that preserve positivity. The rule states: The anti-diffusion
stage should generate no new maxima or minima in the solution, nor should it
accentuate already existing extrema.
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The goal of the flux correction procedure is to provide as accurate a solution to
the original equation as is consistent with maintaining positivity and monotonicity
everywhere.
Because of the FCT main characteristics like the chance to treat shock waves
without violating mass and energy positivity, makes this particular scheme suitable
for gorgon.
In order to test the behavior of the FCT three numerical tests will be performed.
The first one is a simple pulse shock tube. This first test is used to verify the shape of
the shock and the capability of the scheme to preserve steep gradient. A second test,
two colliding pulses, is performed to test the energy conservation and the capability
of the scheme to convert kinetic energy in thermal energy and vice versa without
dissipating energy away. The third test is also a 1D shock tube. This test verify the
capability of the schemes to capture into detail both rarefaction and compressional
waves.
B.2 FCT Advection Scheme
The following system of equations is considered
∂w
∂t
+
∂f
∂x
= 0 (B.6)
where w and f are vector functions of independent variables x and t. A simple
example of such a system of equations would be the one dimensional Euler’s fluid
equations, where w and f are characterized as follow:
w =

ρ
ρv
ε

(B.7)
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and
f =

ρv
ρv2 + P
εv + Pv

(B.8)
where ρ, v, P and ε are the fluid density, velocity, pressure and specific total energy,
respectively.
A finite difference approximation to Eq. (B.6) is said to be conservative if it can
be written in the form
wn+1i = w
n
i −
1
∆x
[
Fni+1/2 − Fni−1/2
]
(B.9)
where w and f are defined at the spatial grid points xi and temporal grid points
tn. The Fi+1/2 are called transportive fluxes, and are functions of f at one or more
of the time levels tn. The functional dependence of F on f defines the integration
scheme (leapfrog, Lax-Wendroff, donor cell, etc.).
It is well known that numerical scheme of second order, or above, for numerically
integrating Eq. (B.6) suffer from dispersive ripples near steep gradients in w. Lower
order schemes (i.e. donor cell) produce no ripples but suffer from excessive numerical
diffusion. FCT is a technique which embodies the best of both of the above worlds.
In simpler terms, FCT constructs the net transportive flux point by point as a
weighted average of a flux computed by a low order scheme and a flux computed
by a high order scheme; the weighting is done in a manner which insures that the
high order flux is used to the greatest extent possible without introducing ripples.
This weighting procedure is referred to as flux-correction. The result is a family
of transport algorithms that guarantee both the positivity of the solution and the
highest order solution.
The FCT scheme procedure might be subdivided in 6 steps; in particular FL
denotes a low order scheme, diffusive, that does not produce any ripples, while FH
denotes a higher order scheme, more accurate, little diffusive that produces ripples
in the solution. The 6 steps are thus the following
1. Compute FLi+1/2 and F
L
i−1/2;
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2. Compute FHi+1/2 adn F
H
i−1/2;
3. Define the antidiffusive fluxes
Ai+1/2 = F
H
i+1/2 − FLi+1/2
Ai−1/2 = FHi−1/2 − FLi−1/2 (B.10)
4. Compute the updated low order solution
wtdi = w
n
i −
1
∆x
[
FL,ni+1/2 − FL,ni−1/2
]
(B.11)
this solution is known as transported and diffused, that defines the meaning of
the symbol wtdi . It is also highlight that this is not the final advection step,
but just an intermediate one, thus td 6= n+ 1.
5. Limit both Ai+1/2 and Ai−1/2 in a manner such that the final updated solution,
wn+1i , is free of extrema. In its simplest and original form, as given by Boris
and Book [148], the flux correction is
ACi+1/2 = Si+1/2max{0,min{|Ai+1/2|,
Si+1/2∆x(w
td
i+2 −wtdi+1),
Si+1/2∆x(w
td
i −wtdi−1)}}
ACi−1/2 = Si−1/2max{0,min{|Ai−1/2|,
Si−1/2∆x(wtdi+1 −wtdi ),
Si−1/2∆x(wtdi−1 −wtdi−2)}} (B.12)
where
Si+1/2 =

+1 if Ai+1/2 ≥ 0
−1 if Ai+1/2 < 0
(B.13)
and similarly for Si−1/2.
6. Apply the limited antidiffusive fluxes
wn+1i = w
td
i −
1
∆x
[
ACi+1/2 −ACi−1/2
]
(B.14)
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Figure B.1: Both the left and right panel shows two different time step for an
advected mass using the FCT scheme. A comparison with Van Leer
(green) and the formal mathematical solution (black) is shown.
The critical step in the above is step 5. Step 5 defines the correction that allows
to move from a low order diffusive scheme to a higher order scheme. In the absence
of the flux limiting step, it is point out that ACi+1/2 = Ai+1/2, thus w
n+1
i would
simply be the time-advanced high order solution.
The range of FCTs applicability is quite large, extending to any fluid transport
scheme for which the difference between a low order monotonic time advancement
operator and a higher order operator can be written as an array of fluxes between
adjacent grid points.
B.3 Pulse Test
The first test is a pulse passive advection test. A square pulse is spread over few
cells, and a constant velocity is imposed.
The analytical model describing this simple layout is a first order PDE, with
constant coefficients. The characteristic curves for these particular problems are
straight lines whose gradient is, in fact, the advection speed. The solution is then a
rigid shift of the pulse, travelling at the imposed velocity.
Both the numerical scheme introduce viscosity in the system, and after few time
steps the profile becomes smooth. The FCT scheme, however, shows a steeper
B.4 Energy Conservation Test 190
gradient at the back of the shock, and the top of the pulse has still a plateau.
The Van-Leer advection scheme has been run with an artificial viscosity coefficient
equal to 1. The FCT, on the contrary does not use any artificial viscosity, thus the
obtained results can be considered more physical.
B.4 Energy Conservation Test
A second classical test performed on numerical schemes is the energy conservation
test problem; given a set-up (normally a 1D blast wave problem) the total energy
conservation is verified. gorgon is not a fully conservative code, thus the impor-
tance to study energy conservation and the numerical schemes capability to convert
kinetic energy into thermal energy, and vice versa, without dissipating energy away.
In order to test this particular situation two colliding pulses has been used. Two
pulses are initialized with equal and opposite velocity, in order to collide. During
the collision the kinetic energy is almost totally converted into thermal energy. Due
to the high temperature, developed in the collision, the collided mass expands back-
ward in two pseudo-pulses. The analysis of the different energies (kinetic, electron
internal, ion internal, total) allow us to understand how the program conserves and
converts energies.
Since gorgon is not fully conservative, for both schemes a crucial point is
the total energy conservation problem, as highlighted in fig. B.2. The Van-Leer
scheme is helped, in this task, by the artificial viscosity to convert kinetic energy
into thermal energy. Viscosity helps converting kinetic energy into thermal energy;
consequently the introduction of artificial viscosity helps in the process of conversion
and in particular choosing the right amount of viscosity is possible to minimize the
energy lost due to numerical scheme limitations. From fig. B.2, it is deduced that
using a Van-Leer scheme about 4% of the total energy is lost during the conversion
from kinetic to thermal and back to kinetic energy. The conversion is smooth.
Regarding the FCT scheme, the transition is slightly different, the lack of ar-
tificial viscosity does not smooth out the energy conversion process. The process
results to be pretty complex and not totally controlled. The system after the first
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Figure B.2: The total energy conservation for two colliding pulses is shown. The
top image refers to the FCT scheme, the bottom figure to the Van-Leer
scheme.
collision of the two pulses looses about 10-15% of the total energy. Due to the lack
of artificial viscosity (that helps in smoothing out the conversion from kinetic to in-
ternal energy process) a peak in the ion energy is produced; this energy peak helps
the scheme to regain some of the lost energy. Due to the ion energy peak, the energy
lost is only about 2.6% of the total energy; albeit the apparently better energy con-
servation the scheme does not seem practicable because of the non physical energy
peak produced.
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Figure B.3: Contour plots showing the blast waves evolution for the Woodward and
Colella test performed with the FCT scheme.
B.5 1D Blast Wave Test
This one-dimensional test problem was introduced by Woodward and Colella in
[152] [153] to illustrate the strong relationship between the accuracy of the overall
flow solution and the thinness of discontinuities on the grid. It involves multiple
interactions of strong shocks and rarefaction with each other and with contact dis-
continuities. This problem is extremely difficult to solve on a uniform Eulerian grid,
although it poses no particular difficulty for a Lagrangian calculation.
The initial condition consists of three constant states of a gamma-law gas, with
γ = 5/3, which is at rest between reflecting walls separated by a certainly distance.
The density is everywhere unity, while in the leftmost tenth of the volume the
pressure is 1000, in the rightmost tenth it is 100, and in between it is 0.01. Two
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Figure B.4: Contour plots showing the blast waves evolution for the Woodward and
Colella test performed with the Van Leer scheme.
strong blast waves develop and collide, producing a new contact discontinuity. The
geometry is clearly one dimensional, and 9600 cells have been used in order to make
a direct comparison with [152].
This evolution is quite complex. A wave diagram depicting the contours of
density in space-time for this problem is shown in fig. B.3. Shocks and contact
discontinuities are easily located in fig. B.3 by the concentration of many contour
lines along their paths.
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Figure B.5: Density profiles at 5 different times for the Woodward and Colella test.
The magenta line is obtained with the FCT scheme while the blue line
with the Van Leer scheme.
Appendix C
Thermal Conductivity:
DuFort-Frankel Method
C.1 Theoretical Background
If a fluid is heated nonuniformly or if the energy is released within the body, a ther-
mal flux transported by heat conduction appears. Heat conduction promotes energy
diffusion and temperature equilibration. In general, with temperature gradients also
arise pressure gradient, which set the fluid into motion. In many cases hydrodynamic
energy transportation dominates over that associated with heat conduction. How-
ever, often the motion and hydrodynamic energy transfer are unimportant and heat
from any source present is transported by means of thermal conduction alone. For
temperatures which are not too high it is ordinary heat conduction which serves as
the mechanism of heat transfer.
Ordinary heat conduction transports thermal disturbances comparatively slowly
through a medium. Small pressure disturbances propagate with the speed of sounds,
leaving certain redistributions of density, and the pressure equalize more rapidly than
the temperature. If the temperature changes in the medium are not large, the fluid
moves at a the speed much less than the speed of sound, and the motion of the fluid
itself can be neglected and consider only thermal conduction phenomena.
The energy balance equations implemented in gorgon were already introduced
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in Eq.(1.1), and they have the following form
∂εe
∂t
+∇ · (εev) = −pe∇ · v −∇ · qe +∆eI − Λ + ηj2
∂εI
∂t
+∇ · (εIv) = −pI∇ · v −∇ · qI +∆Ie
(C.1)
Since the interest is focused on thermal conduction, pressure, ohmic heating, equi-
libration energy can be neglected.
The conductive heat flux is in first approximation proportional to the tempera-
ture gradient
qe,I = −ke,I∇Te,I (C.2)
where k is the coefficient of thermal conductivity written in the [55] form. Substi-
tuting eq.(C.2) in eq.(C.1) with proper simplification the general heat conduction,
for electrons and ions, is obtained. This equation describes the temperatures of the
medium as a function of coordinates and time
∂εe,I
∂t
= ∇ · (ke,I∇Te,I) (C.3)
and using the equation of state for the internal energy, it is possible to rewrite
eq.(C.3) completely in function of the only temperature
ρcp
∂Te,I
∂t
= ∇ · (ke,I∇Te,I) (C.4)
A simple but very important case is when the k = const., the heat conduction
equation Eq.(C.4) becomes linear and it is normally written as
∂Te,I
∂t
= χe,I∇2Te,I (C.5)
where χ = k/ρcp.
Eq. (C.5) is the analytical three-dimensional formula, numerically the same
equation is solved via an operator splitting technique [154].
C.1.1 Linear Heat Conduction
The basic features of the heat conduction process and the characteristic properties
distinguishing it from non-linear heat conduction are more clear if analyzed through
an example.
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Let the energy E per unit area of surface be the energy released at the initial
time t = 0 in the plane x = 0. For t > 0 the heat propagates in both directions
away from the plane x = 0.
Since we assume to have constant thermal conduction and to work in only one
dimension, the equation (C.4) for the problem considered takes the form
∂T
∂t
=
∂
∂x
χ
∂T
∂x
(C.6)
with the spatial temperature satisfying the condition of energy conservation∫ ∞
−∞
T dx = Q (C.7)
The quantity Q is equal to E/ρcp, if the process takes place at constant density and
pressure.
In the given case, the system of equation is equivalent to a single heat conduction
with a delta function source
q(x, t) = Q δ(x)δ(t) (C.8)
Using the Fourier Transform, it is possible to solve analytically the equation. The
solution takes the form
T (x, t) =
Q
(4piχt)1/2
e−x
2/4χt (C.9)
The characteristic property of liner heat conduction lies in the fact that the heat is
concentrated at the point of energy release only at the initial time t=0. For t 6= 0 the
heat instantaneously propagates throughout all of space and the temperature tends
to zero only asymptotically at infinity. The major part of the energy is concentrated
in a region whose dimension are of the order of ∆ ∼ √4χt.
C.1.2 DuFort-Frankel Method
The 1-D heat equation (diffusion) is a Parabolic PDE. It is than necessary to use
appropriate numerical schemes in order to diffuse the equation preventing it to
become unstable.
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A simple explicit method was originally implemented. This method known as
explicit 1-step method, has the following formulation
un+1j − unj
∆t
= k
unj+1 − 2unj + unj−1
∆x2
(C.10)
This scheme is first-order accurate in time, O(∆t), and second-order in space,O(∆x2).
A mathematical stability analysis show that the scheme is stable for
0 ≤ k ∆t
∆x2
≤ 1
2
(C.11)
where k has been assumed to be constant. This condition also known as CFL
Thermal Condition is in fact very restrictive. In order to respect the CFL Thermal
condition in a plasma, where k can have quite high values (∼ 107), the time-step
becomes tiny.
It is necessary to use a different scheme that has less restriction on the time-
step. Any implicit method will be suitable for a diffusion problem but unfortunately
cannot be used in a parallel version.
An alternative scheme is proposed by DuFort-Frankel. The schemes is an explicit
one-step three-time-level scheme, and it can be obtained by replacing unj with the
time averaged expression (un+1j + u
n−1
j )/2. The resulting explicit schemes is than
un+1j − un−1j
2∆t
= k
unj+1 − un+1j − un−1j + unj−1
∆x2
(C.12)
Note that Eq.(C.12) can be rewritten as
un+1j (1 + 2r) = u
n−1
j + 2r(u
n
j+1 − un−1j + unj−1) (C.13)
where r = k∆t/∆x2, so that the only one unknown, un+1j , appears in the scheme,
and therefore it is explicit. The DuFort-Frankel method is second order time-space
accurate,O(∆t2,∆x2).
The schemes needs to be adapted and upgraded for more complex physics. First
of all k is not constant, but it is function of time and space, and gorgon’s equa-
tions present in the right hand side the internal energy instead of the temperature.
Applying the same scheme to gorgon’s equations, for both the right and left hand
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side, with non constant thermal diffusion we get
εn+1i,s +2k
n
i,srT
n+1
i,s = ε
n−1
i,s +2r
(
kni+1/2,sT
n
i+1,s + k
n
i−1/2,sT
n
i−1,s − kni,sT ni,s
)
where s = e, I
(C.14)
In order to close the equations it is necessary to add two more equations, one for
the electrons, one for the ions.
The equation for the ions is simply the Boltzmann law, that in a discrete form
is
T n+1i,I =
2
3
εn+1i
qe
nn+1i,I
(C.15)
From Eq.(C.15) it is evident that to estimate the temperature at time n + 1, nn+1i,I
is needed. A good approximation is given using the previous time-step.
For electrons a different equation need to be used, since the ionization energy
must be taken into account. Since gorgon already calculates in one of its subroutine
δT/δε, the most suitable equation is
T n+1i,e = T
n
i,e +
(
δTe
δεe
)n−1 (
εn+1i,e − εn−1i,e
)
(C.16)
Thanks to this last equation, also the electron internal energy equation is close and
consistent and allow us to introduce the equations directly into the code.
If k is not constant need to be evaluated at the cell-boundary (i+ 1/2,i− 1/2).
In order to derive the values in those points a linear interpolation is used, that in
fact adds extra approximation.
C.1.3 DuFort-Frankel Methode for the Diffusion Equation
The DuFort-Frankel numerical scheme is initially validated by its own.
In order to better understand the validity of the scheme and its robustness, the
thermal diffusion equation
∂T
∂t
= χ∇2T (C.17)
is solved for a constant χ, for a fixed grid and constant time-step. The goal is
to show that the DuFort-Frankel method converges faster than a explicit 1-step
method. Once this problem will be exploited, the same numerical scheme would be
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Figure C.1: Finite difference method test; the initial condition given is gaussian
(red) is shown to become highly unstable after only few times steps
(black).
implemented in gorgon and similar test would be performed to verify the validity
of the scheme in the multi-physics numerical code.
When the usual von Neumann analysis is applied to the DuFort-Frankel method
it is found to be unconditionally stable. Note however that this does not imply
that ∆t and ∆x can be made indefinitely large; they must be smaller compared
to any real physical time or length scales in the problem. Another difficulty this
method is that it requires boundary conditions at two times rather than one, even
though the original diffusion equation is only 1st order in time. Moreover since this
numerical scheme requires the temperature at n − 1, for n = 0 the scheme cannot
be used but an explicit scheme needs to be used instead. Alternatively, with no
apparent difference, a frozen condition may be used, T−1j = T
0
j ; the solution at the
non physical time t = −∆t is supposed to be equal to the initial condition.
The DuFort-Frankel method converges about 200 time faster than the explicit
1-step method, the velocity of convergence is particularly clear from fig. C.3, where
on the top right (for each image) it is recorded the number of time steps necessary for
the scheme to converge. In both cases, the theoretical exact solution (pink color in
C.1 Theoretical Background 201
Figure C.2: The four images show the comparison of the DuFort-Frankel method
(blue) against a more classical explicit scheme (black); in pink the the-
oretical solution is plotted. In the right top corner the number of time
steps necessary for the scheme to converge is written.
fig. C.3) is totally overlapped by both numerical solution, highlighting the validity
of both numerical scheme albeit the difference speed of convergence.
In particular, the test uses typical Z-pinch values, the initial temperature has
been fixed equal to 100 eV, the total length is 1 cm while k is 105 W/m K, the
simulation uses a fixed grid of 100 points.
The DuFort-Frankel scheme, sice uses very long time step, start generating rip-
ples in the solution. In the example shows in figure C.3, the ripples star forming at
about 5 ns. The scheme start becoming unstable. In order to make the scheme even
more stable it is possible to reduce furthermore the time step, however the system
become unstable in very long period; condition that makes the system generally
unconditionally stable.
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Figure C.3: The explicit 1 step method has been run with the DuFort-Frankel ad-
vancing time step. It is clear how the explicit 1 step scheme becomes
highly unstable for such long time step (∆t = 10−12).
C.1.3.1 DuFort-Frankel Scheme in GORGON
In order to validate the adaptation of the DuFort-Frankel numerical scheme two
tests have been performed. In a first case the scheme solves a diffusion equation
with constant thermal coefficient, in a second case a thermal coefficient χ ∝ T n.
The mathematical initial condition for both the problem is a Dirac’s delta. Nu-
merically the Dirac’s Delta has been coded up as a single cell with a much higher
temperature with respect to the background (35 eV, background 0.1 eV). As intro-
duced in the previous chapter the solution is a Gaussian shaped curve (Eq. C.9).
For this specific problem the solution is shown in fig. . As it is evident the
solution is gaussian shaped but diffuses quick than the real-mathematical one. The
code has been set up with a thermal conduction coefficient of 255 W/ms. Since it is
constant, we would expect a value of χ = 1.0610−4 for the coefficient of ration ther-
mal diffusivity χ. Numerically the Dufort-VanFrankel method gets χ = 1.0310−4,
that has an error less then 5%. This value however is quite general, it does not
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Figure C.4: Two tests performed with the DuFort-Frankel method on thermal diffu-
sion. The top image shows the numerical method tested with a Dirac-
Delta initial temperature distribution and constant thermal conduction
coefficient. It is shown that the numerical scheme generates the typical
gaussian shape and the numerical calculated curve is in good agree-
ment with the theoretical result. The bottom image shows the numer-
ical method tested with a Dirac-Delta initial temperature distribution
and a power law thermal conduction coefficient; the numerical scheme
is able to preserve the mathematical bell-like shape of the solution, but
some disagreement between the numerical predicted and the theoretical
calculated solution is found.
change as a function of time. It is slightly wrong, but it is constantly wrong, so it
is possible to estimate the error at each time-step.
C.1 Theoretical Background 204
A more challenged test is offer by a power-law thermal conduction. For this case
we can see that the agreement is not so good as the constant thermal conduction case.
The front shock (xf ) is approximated quite well, the theoretical value is 510
−5, while
a value of −7.5 10−5 is found. The error is approximately of 30%. However we have
to notice that the theoretical solution has a different shape, the temperature profile
connects to the background temperature in a non differentiable way. The numerical
curve connects in a smooth way, this is due to the extra diffusion introduced by
the scheme. The peak temperature is also different. In a theoretical case a value of
0.2376 eV is predicted, a value of 0.2684 eV is simulated. Therefore the shape of
the numerical curve fits well the self-similar solution law, but with different scaling
numbers.
Appendix D
Atomic Model
In this appendix a brief description of the atomic model that has been included in
gorgon is given. The model has been developed by C. Sthele´ [109] [130].
In order to generate cooling functions for complex atomic structures, neces-
sary for our studies, the formalism of the screened-hydrogenic model is used. The
screened-hydrogenic model, initially developed and studied by R. M. More [155], is
chosen since it can quickly calculate cooling functions for heavy atoms. Moreover
the screened-hydrogenic model is enough versatile to be interfaced with numerical
codes, i.e. gorgon, via matrix interpolation.
The model is based on two basics ideas: electronic states are characterized only
by principal quantum number n, the second quantum number is not considered
although in the degeneracy calculation; an electron in the k-th shell is treated as an
electron belonging to an H-like atom with charge Zk (that is the real charge of the
atom minus the screening offered by the other electrons).
For an atom with atomic charge Z, the electron configuration is
{(n1)P1 , . . . , (nKmax)PKmax} (D.1)
where nk is the allowed energy state, while Pk denotes the number of electrons for the
nk shell. The effective charge, denoted as Zk, is the charge experienced by a bounded
electron in the k-th shell for an atom with nuclear charge Z, it is calculated as the
the nuclear charge Z minus the screening charge offered by the bounded electrons
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of inner shells. In formula,
Zk = Z −
∑
m<k
σ(k,m)Pm − 1
2
σ(k, k)Pk (D.2)
where the first sum represents the screening for the electrons in the inner shells,
while the second term is the screening due by those electrons in the same shell.
The coefficient σ(k,m), known as the More coefficient, defines what fraction of the
charge of shell m is affecting an electron in shell k.
In this model only the first quantum number is taken into account, the splitting in
l is neglected. As a consequence, the model underestimates the number of radiative
transitions in the spectrum.
The screening coefficients are key parameters for calculating the energy levels
of many-electron atoms in the hydrogenic ion approximation. Different definitions
of the screening coefficients can take into account more physical effects such us the
l-splitting [156].
In analogy with the energy levels for hydrogen; the energy associated with a
general atom using the formalism of the screened hydrogenic model is
E = −EIH
kmax∑
k=1
Pk
Z2k
n2k
(D.3)
where EIH is the ionization energy for H, equals to −13.6 eV. Eq. (D.3) is a general
formulation, it can be used to express the energy for an ionized atom, with ionization
level α,
E(α) = −EIH
kmax∑
k=1
Pk
Z2k
n2k
(D.4)
where eq. (D.4) differs from eq. (D.3) only for the Pk values that are now reduced
since α electrons have been removed (α < Z).
A necessary step to calculate radiation emission is to estimate the ionization
energies associated with each level and their degeneracy weights; the formalism of
the screened hydrogenic model allows a straightforward calculation. The simplest
way to ionize an atom to the ionic stage α+1 is to remove an electron from the outer
shell. The calculation is better understood if eq. (D.4) is rewritten in a convenient
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form
E(α) = −EIH
(
kmax−1∑
k=1
Pk
Z2k
n2k
+ Pkmax
Z2kmax
n2kmax
)
(D.5)
Similarly the energy for the atom with ionization α+ 1 is written as,
E(α+1) = −EIH
(
kmax−1∑
k=1
Pk
Z2k
n2k
+ (Pkmax − 1)
Z2kmax
n2kmax
)
(D.6)
The ionization energy is then calculated as the difference E(α) − E(α+1),
E(α) − E(α+1) = −EIH
Z2kmax
n2kmax
(D.7)
The degeneracy of Pk electrons into the shell k, for maximum degeneracy 2n
2
k,
is given by
gk =
 2n
2
k
Pk
 = 2n2k!(2n2k − Pk)! Pk!
subsequently the statistical weight for the entire configuration is given by
Gα =
kmax∏
k=1
 2n
2
k
Pk

Since all quantities are given, the Saha equations can be solved to determine the
ionization status.
Once the populations for the different shells are computed it is possible to calcu-
late the radiative properties. Emissivity includes 3 contributions: line radiation or
bound-bound (bb), bound-free (bf) and free-free or Bremsstrahlung (ff). Only the
bb contribution has to be computed numerically through the screened-hydrogenic
model since both ff and bf contributions have an analytical expression [107] only
in functions of shell populations. It is reminded that Bremsstrahlung is the electro-
magnetic radiation produced by the deceleration of a charged particle; bf radiation
corresponds to the electromagnetic radiation emitted by a family of electrons that
reconnects from the continuous spectrum to a lower bounded level; while the bb
radiation corresponds to energy emitted by a family of electrons that migrate from
the i-th shell to an available j-th shell (i > j).
208
Bremmstrahlung contribution is calculated as follows;
PBr[Watt/cm
3] = 1.69 10−32 neT 1/2e
∑(
Z2nI
)
(D.8)
where ne is the electron number density and nI the ion number density (both ex-
pressed in cm−3), while Te is the electron temperature in eV.
Recombination radiation is
Pr[Watt/cm
3] = 1.69 10−32 neT 1/2e
∑(
Z2nI(Z)
EZ−1∞
Te
)
(D.9)
where EZ−1∞ is the ionization energy for the given state.
To calculate the bb radiation it is not only necessary to know the populations
for each shell, but also what is the probability that a family of electrons in the i-th
shell migrate to an empty shell j. The formalism of the screened hydrogenic model
allows to calculate the transition probability from one shell to another, the oscillator
strength associated with the transition and the screening (or self absorption) given
by the same atom; once all these quantities have been calculated the bb radiation
emission is given by
Pbb[Watt/cm
3] = nI
[
1− e− hνkBT
]
σbb(hν) (D.10)
where 1 − e− hνkBT models the absorption and induced emissions, while σbb(hν) is
the power associated with the oscillatory strength, thus the energy emitted by the
migrating family.
Pressure ionization is also included in the model. When atoms get extremely
close (case of the neighborhood ions), the energy levels for the ions combine such
as the orbits encroach on each other to the point where an electron can no longer
be regarded as belonging to any particular nucleus and is considered free. The
ionic-sphere model is used to model the following phenomenon, and the ionization
lowering results to be
RIS =
(
3
4pi
Z
Ne
)1/3
∆E = −3
2
Ze2
RIS
(D.11)
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The screened-hydrogenic model has been successfully included into gorgon,
both as an on-line version and as a tabulated version. The necessity to include an
atomic model in gorgon is to correctly reproduce the radiation emissions both
for blast-waves and for Z-pinches. In particular emissions calculated via matrix
interpolation save computational time without loose of accuracy. The screened
hydrogenic model is not the final stage for atomic physics, there is still plenty of
room for improvements, it is possible and somehow necessary to include more atomic
physics in this model.
Appendix E
Radiation Model for Z-Pinch
The screened hydrogenic model used to calculate radiation emissions in gorgon,
that has already been introduced in §7, has been successfully used not only for
blast-waves but also for Z-pinches.
The model has been used via matrix interpolation, since a on line access to the
atomic model subroutines would computationally be too demanding, slowing the
code up to 30-40%. The validity of the used interpolation has already been shown
in chapter §8 on blast-waves.
In order to illustrate the importance of radiation cooling and its effects, a com-
parison with the old atomic model is performed. It is recalled that the old atomic
model calculates the ff and bf contributions from analytical expressions (eq. (D.8)
and eq. (D.9) respectively), while the bb radiation is approximated multiplying the
bf radiation emission contribution by an ad hoc constant. The aluminium foil set
up at 235 ns is chosen as test scenario (§6 for more details about the set-up). At this
time, the foil has fully ablated and the first pinch has fully formed. This scenario
thus allows to compare: the ablation plasma, the pinch plasma and the enhanced
mass on axis.
A correct validation of the atomic model would come from a direct compari-
son with experimental XUV images and bolometer. However, at present, only the
baloometer diagnostic is able to give absolute measures. Synthetic XUV images are
only qualitative compared (shape comparison) to experimental images via line-outs.
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To compare the two models, density, electron temperature and synthetic XUV
images are used (fig. E.1).
The ablation plasma shows a completely different morphology for the two cases.
For the full atomic model because of a higher emissions, the shock has a more squared
shape and it expands slower. The temperature is also lower, the old radiation model
predict 4-5 eV, while the full atomic model predicts a temperature of 2-3 eV. The
electron temperature for the old atomic model (fig. E.1) is almost uniform, while
the electron temperature (fig. E.1) for the full atomic model appears reach of many
more structures. The radiation emission is in general 20% higher for the old atomic
model, the difference is due to the different estimation of bb radiation emission. In
the old model the bb radiation is underestimated; a higher emission implies lower
electron temperatures, less pressure and higher densities. In particular to higher
emissions, more energy emitted, correspond darker regions in the XUV frames.
The same explanation applies also for the central enhanced mass (fig. E.1), when
the full atomic model is used the central enhanced mass is much more collimated
and denser. This particular sharp and well collimated, on axis, plasma precursor is
really alike of what has been experimentally detected [96].
The pinch, instead, does not shown any major differences, the system is ex-
tremely hot and the bb radiation at these temperatures (∼ 800-1k eV) does not play
any fundamental roles. Emissivity in the pinch is dominated by ff radiation. More-
over due to the very high temperatures the body behaves as a black body smoothing
out possible model differences.
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Figure E.1: The image shows the comparison of two different atomic models used.
On the left column the bb radiation is calculated as a constant time time
the bf radiation, on the right column the results from a full atomic
model. Density, electron temperature and synthetic XUV images are
compared
Appendix F
Sedov-Taylor Derivation for
Cylindrical Blast-Waves
In this theses, especially in §8, the Sedov-Taylor model results are mentioned several
times without giving any derivation. In this appendix the Sedov-Taylor result, for a
cylindrical blast wave, is derived from basic shock principle. Moreover the derivation
would highlight a physical correction to the original model that would give better
agreement with the simulations.
The Blast-Wave is supposed to expand in a perfect gas with constant specific
heat and density ρ1, in which a large amount of energy ETOT is liberated in a small
volume instantaneously. A shock wave will propagate through the gas starting
from the point where the energy is released. The process should be considered at
the stage when the shock wave has moved through a distance which is extremely
large in comparison with the dimension of the region in which the energy has been
deposited. In this case, the energy released can be assumed to be both instantaneous
and occurring at a point.
It is also necessary to assume that at this stage of the process is sufficiently early
that the shock wave has not moved too far away from the source, so that its strength
is still sufficiently large that is possible to neglect the initial gas pressure or counter
pressure p0 in comparison with the pressure behind the shock wave.
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F.1 Model Definition
To calculate the thin shell width and its mass, it is simple to assume that the
entire mass of gas encompassed by the explosion wave is totally concentrated in the
thin layer behind the shock front surface. The density inside the thin shell can be
calculated using the Rankine-Hugoniot conditions for strong shocks (Ma  1), so
if the subscript 2 identifies the thin shell shocked region and 1 the background gas,
the following relation hold: ρ2 = ρ1(γ + 1)/(γ − 1). The thin shell width (∆r) is
determined from mass conservation
piR2ρ1∆z = ∆z
[
piR2 − pi(R−∆r)2] ρ2 (F.1)
where R is the shock radius, while ∆Z is the the blast-wave highness. Solving eq.
(F.1) for ∆r, and supposing that ∆r2/R2  1 (the thin shell is much smaller than
the radius of the blast),
∆r =
R
2
γ − 1
γ + 1
(F.2)
F.2 Constants Derivation
Since it has been supposed that the entire mass in snowploughed into the thin shock
layer, the low dense gas within the shell is characterized only with thermal energy.
The pressure of this region is written as pc = αp2, where α is a real number less
than one, still undetermined. Newton’s law, for a Lagrangian reference frame, can
be written as
d
dt
(Mus) = R
2pi∆zpc (F.3)
where M is the thin shell mass and us the post-shock region velocity for an inertial
observer. Since pc = αp2 and for a strong shock the following relations hold: us =
2/(γ+1)D, p2 = 2/(γ+1)D
2ρ1, where D represents the shock velocity, eq. (F.3) is
rewritten as
1
3
d
dt
(
R3D
)
= αD2R2 (F.4)
Using the fact that the lagrangian derivative may be written as
d
dt
= D
d
dR
(F.5)
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eq. (F.4) is integrated and gives
D = aR−2(1−α) (F.6)
where a is the still undetermined integration constant.
To determine both the quantity a and α the principle of energy conservation is
used. The total energy must be conserved; the sum of the internal and kinetic energy
of the shell plus the internal energy of the low dense plasma within the shell must
sum to a constant value. In Zel’dovich and Raizer book [122] the internal energy
of the thin shell is neglected. The thin shell does not have however a negligible
internal energy (rarefacted region internal energy divided by shell internal energy
∼ α; thin shell kinetic energy divided by its internal energy ∼ T/D2), although just
the very first moments of expansions are taken into consideration. Recalling that
the equation of state for e (specific internal energy) is e = p/ρ(γ − 1), the total
energy for the entire blast-wave system writes as
ETOT = piR
2∆zρ1
u2s
2
+ piR2∆z
pc
γ − 1 + ∆z
(
(R +∆R)2 −R2) pi p2
γ − 1
= ∆zpi
(
4
(γ + 1)2
+
2α
γ2 − 1
)
R2−4(1−α)a2ρ1 (F.7)
where the following relation: ∆r2/R2  1 has been used. Since ETOT = const., the
exponent of the variable R must vanish, that implies α = 1/2. The equation thus
obtained defines the constant a
a =
[
1
pi
(γ + 1)2(γ − 1)
5γ − 3
]1/2(
ETOT
ρ1∆z
)1/2
(F.8)
ETOT is the total energy of the system, thus is also the energy deposited at t = 0
by the laser, moreover the quantity ETOT
∆z
may be recalled as E, where E indicates
energy per unit length.
F.3 Self-Similar Model
The gas motion is determined by two dimensional parameters, the energy per unit
length of the explosion E, and the initial density ρ1. These parameters cannot
be combined to yield scales with dimensions of wither length or time. Hence the
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motion will be self-similar, that is, will be a function of a particular combination of
the coordinate R and the time t. The only dimensionless combination that contains
both E and ρ1 is
ξ = R
( ρ1
Et2
)1/4
(F.9)
Since this quantity is dimensionless, it is also constant in time, thus at t = 0 the
quantity ξ(t = 0) = ξ0 is defined. The motion of the wave front R(t) is governed by
the relation
R = ξ0
(
E
ρ1
)1/4
t1/2 (F.10)
where the time exponent 1/2 has been obtained in a much simpler way, however the
quantity ξ0 has not been defined yet.
F.4 Sedov-Taylor Expansion
In order to get the final expression for the Sedov-Taylor expansion for a cylindrical
blast wave eq. (F.10) once derived is combined with eq. (F.6) and eq. (F.8), thus
ξ0 is calculated
ξ0 =
√
2a
(
E
ρ1
)−1/4
(F.11)
so finally the expression for the shock front is calculated
R(t) =
(
E
ρ1
)1/4 [
1
pi
(γ + 1)2(γ − 1)
3γ − 1
]1/4
t1/2 (F.12)
The plots in fig. F.1 are a comparison between the ready discussed theoretical
model and the results obtained with code gorgon. For this tests the typical value
for the Imperial College London laser, already used in §8 of this theses has been
used: 335 mJ energy deposited (with a uniform distribution) for 75 µm focal spot
and 3.5 mm dept. Since one of the Sedov-Taylor hypotheses is that the expansion
is adiabatic, but there is not such a material at high energy density that does not
radiates, hydrogen has been used in order to minimize radiation losses. Switching
off, entirely, radiation cooling would find a better agreement between theory and
simulations, despite the numerical limitation already discussed in §7. Nevertheless
radiation has been included since it is a relevant occurring physical process.
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Figure F.1: The image shows the Sedov-Taylor expansions for a cylindrical blast-
wave launched in hydrogen. 335 mJ are deposited in a cylindrical vol-
ume, 3.5 mm high and with 75 µm radius. The black line has been
numerical calculated with gorgon while the green and red lines are
respectively the original Sedov-Taylor model and a correction to the
model in which the thermal energy of the shell is considered.
Fig. F.1 shows an overall good agreement, except clearly at the very beginning,
when the thermal energy is being converted into kinetic, and thus the hypotheses
of local and instantaneous energy deposition does not apply.
At later times, between 10 ns and 30 ns, the agreement between the models and
the simulations is very good. The little difference might be claim to come from
the radiation loss and the grid imprinting (a cartesian grid is used to simulate a
cylindrical symmetric problem, refer to §7).
Appendix G
The Rocket Model
The rocket model proposed in [85], is a general formulation to model plasma ablation
for Z-pinches. The model is quite general and was successfully applied to wire array,
radial array and exploder array Z-pinches.
The rocket model is derived, in this appendix, for the foil array set-up.
The rocket model is a ballistic model, initially accelerated (before moving ballisti-
cally) by the Lorentz force. In the ablation phase, the plasma vapors are completely
surrounds by the magnetic field, the magnetic field initially accelerates the plasma
for few millimeters after which the plasma evolves ballistically.
G.1 Derivation of the Rocket Model
Newton’s force balance equation is written for a generic infinitesimal ring surface
in the foil plane. The only force acting on this infinitesimal surface is the magnetic
force, thus the balancing equation gets the following form
d(mv)
dt
=
B2
2µ0
A (G.1)
where m is the mass, v the ablation velocity, B the magnetic field and A the in-
finitesimal ring surface.
Since the magnetic field is predominantly generated by the cathode, the Biot-
Savart approximation for a finite wire can be used to estimate the magnetic pressure.
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The infinitesimal ring surface A can be rewritten as 2pir dr, using cylindrical sym-
metry. Eq. (G.1), with these additional hypotheses may be rewritten as
dm
dt
=
µ0I
2
4pirv
dr (G.2)
If the magneto-hydrodynamic effects are supposed to be negligible the material
moves ballistically, then the position z above the foil can be calculated from the
time of flight and velocity
t̂ = t− z
v
(G.3)
thus the ablation rate at time t̂ simply becomes
dm
dt
=
µ0I
2
(
t− z
v
)
4pirv
dr (G.4)
The mass density can be rewritten as dm = ρ dV , where ρ = ρ(r, z) and dV =
r dr dθ dz. Because of symmetry, dθ can be integrated and since the plasma moves
ballistically dz = vdt:
dm = 2pivρ(r, z)r dr dt (G.5)
Combining together eq. (G.2) and eq. (G.4) the density expression is finally
written.
ρ(r, z; t) =
µ0I
2
(
t− z
v
)
8pi2r2v2
(G.6)
The current density is properly specified formagpie generator, being I ∼ 106 sin2 (pit/480 10−9).
G.1.1 Interferometry Comparison
Diagnostic only allow to have integrated density maps along the line of sight, eq.
(G.6) need to be integrated along the line of sight direction, y, in order to be directly
compared with experimental data.
Rewriting r2 = x2 + y2, the integral becomes
neL = Z
µ0I
2
(
t− z
v
)
8piv2
1
Ampmx
[
ArcTan
y
x
]ymax
ymin
(G.7)
where Am is the atomic mass, pm is the proton mass and Z is the ionization value.
Because of the particular geometry the integration maximum and minimum can be
written in function of the disk radius (R) and x,
ymax = R sin arccos
x
R
(G.8)
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while ymin = −ymax.
Eq. (G.7) is the rocket model integrated along the line of sight, formulation that
can be directly compared with experimental data.
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