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ABSTRACT
Word embeddings can reflect the semantic representations, and the embedding qualities can be
comprehensively evaluated with human natural reading-related cognitive data sources. In this paper,
we proposed the CogniFNN framework, which is the first attempt at using fuzzy neural networks
to extract non-linear and non-stationary characteristics for evaluations of English word embeddings
against the corresponding cognitive datasets. In our experiment, we used 15 human cognitive datasets
across three modalities: EEG, fMRI, and eye-tracking, and selected the mean square error and
multiple hypotheses testing as metrics to evaluate our proposed CogniFNN framework. Compared
to the recent pioneer framework, our proposed CogniFNN showed smaller prediction errors of
both context-independent (GloVe) and context-sensitive (BERT) word embeddings, and achieved
higher significant ratios with randomly generated word embeddings. Our findings suggested that the
CogniFNN framework could provide a more accurate and comprehensive evaluation of cognitive
word embeddings. It will potentially be beneficial to the further word embeddings evaluation on
extrinsic natural language processing tasks.
1 Introduction
Distributional word representations trained on large-scale corpora are widely used in modern natural language processing
(NLP) systems, which aims to describe the meaning of words and sentences with vectorized representations (Turney and
Pantel, 2010). Recent studies (Peters et al., 2018, Devlin et al., 2019, Yang et al., 2019) addressed the state-of-the-art
word embedding performance on various NLP tasks, where start to focus on how to evaluate the performance between
different word embeddings accurately. However, Tsvetkov et al. (2015) and Chiu et al. (2016) have demonstrated that
even for the same word embedding, most of the existing evaluation methods do not provide the constantly correlative
results between intrinsic evaluation and extrinsic evaluation. Therefore, evaluating the performance of word embeddings
with a unified metric is challenging in NLP tasks.
Hollenstein et al. (2019) proposed a new evaluation framework called CogniVal, which applied traditional neural
networks for regression and considered both intrinsic and extrinsic measurements based on collected human natural
language processing-related cognitive data sources across three modalities: electroencephalography (EEG), functional
magnetic resonance imaging (fMRI), and eye-tracking. CogniVal is potentially identified as a pioneer of multi-modal
cognitive word embedding evaluation framework, which conducts vectorized word embeddings evaluation by predicting
how much they reflect the semantic representations against cognitive data sources that recorded when human processing
natural language.
However, CogniVal framework ignored to measure some characteristics of human physiological signals. Specifically,
all three modalities (i.e. EEG, fMRI and eye-tracking) of cognitive data used in their experiment featuring with
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non-stationary and non-linear motions (Penny and Henson, 2006, Zhu et al., 2006). Inspired by Zekri et al. (2008),
Bodyanskiy and Vynokurova (2013), we assume that neural networks and fuzzy systems as computational intelligence
methods are suitable tools for modelling expert knowledge and dealing with uncertain non-linear processes or non-
stationary time series in a dynamic system, because approximate reasoning characteristics of fuzzy systems could
present a practical model to handle uncertainty and disturbances in real data for complex hybrid non-linear or non-
stationary problems (Kharazihai Isfahani et al., 2019). For this reason, we proposed a fuzzy-based neural network (FNN)
framework for evaluating word embeddings with cognitive datasets, name CogniFNN, which expects to enhance the
quality of evaluating the performance of word embeddings with cognitive data sources (i.e. more accurate predictions
between word embeddings and cognitive language processing signals), and achieve a higher ratio of significant results
with random word embeddings as well.
Contributions The main contributions of our study are shown as follows:
• We developed a new cognitive word embedding evaluation framework called CogniFNN, which is the first
attempt at fuzzy neural networks to evaluate cognitive-based word embeddings against multi-modal 15 human
physiological data sources.
• Compared to the recent pioneer cognitive word embedding evaluation framework: CogniVal, our proposed
CogniFNN framework presents smaller prediction errors of both context-independent (GloVe) and context-
sensitive (BERT) word embeddings, which means our framework provides a more accurate word embeddings
evaluation with cognitive data sources.
• By setting random word embeddings, our proposed CogniFNN framework achieves higher significant ratios
in the number of hypotheses on most of the data sources, compared to that of the CogniVal framework,
which means our framework provides a more comprehensive word embeddings evaluation with cognitive data
sources.
2 Related Work
Mitchell et al. (2008) initiated introduced a neural based computational model to predict the fMRI activation when
subjects are given the representation of word stimuli. Following this work, Babaeian Jelodar et al. (2010) proposed a
similar model to Mitchell et al., but used different word embedding (i.e. WordNet) to solve the ambiguity issues in
fMRI dataset and improves the accuracy of processing cognition-language data. Later on, Wehbe et al. (2014) have
conducted an extensive study on evaluating the performance of brain activation patterns at sentence level rather than an
isolated word, and Fernandino et al. (2015) proposed a multiple regression model with sensory-motor experience based
attributes as elements of the word vector to predict neural activation pattern for lexical concepts. Moreover, Søgaard
(2016) has used the eye-tracking data source which is another modality of cognitive data to evaluate word embeddings
against continuous text stimuli along with the fMRI data.
More recently, as the success of the neural network based approach for learning word representations, a study of whether
word embedding models might simulate in part how the human brain process natural language has become a trend.
Hence, Anderson et al. (2017) proposed a deep convolutions neural networks model to evaluate the prediction of brain
activation patterns, which was using Word2Vec as word embedding to compare the text-based word representation
with image-based models. However, the lack of proper training data has become a significant reason why evaluating
vector-space based word embedding models by using human cognitive data source has not been popularized so far
(Bakarov, 2018), which means these related works mentioned above mainly focus on the single modality of recording
signals from a small individual cognitive data source, without the universality of the word embeddings evaluation
framework. To solve this problem, Hollenstein et al. (2019) developed CogniVal, a neural network based regression
model pioneered predicting cognitive language processing data against various modalities of recording human signals
EEG, fMRI, and eye-tracking. Furthermore, the CogniVal is used to evaluate the ability of how well embeddings can
predict human processing data against various modalities of recording human signals (i.e. EEG, fMRI, and eye-tracking)
to counteract the noisiness of the data.
However, these approaches above mostly focused on the collection or integration of related cognitive datasets, and none
of the them tried to solve the non-linear and non-stationary problems of these signals. Hence, in this work we developed
a CogniFNN framework to extract non-linear and non-stationary characteristics of human language processing-related
physiological signals. To the best of our knowledge, this is the first attempt at using fuzzy neural networks to improve
the comprehensive evaluation of cognitive wording embeddings.
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3 The Proposed CogniFNN Framework
For the purpose of accurate and comprehensive evaluation of cognitive word embeddings, we evaluated the vectorized
word representations generated from embedding language models against the corresponding cognitive data cross three
modalities: EEG, fMRI and eye-tracking on our proposed CogniFNN framework.
In respect to the architecture of the CogniFNN, it consists of five layers: the input layer, the fuzzy layer, the normalized
layer, the weighted layer, and the final output layer. Additionally, the fuzzy-related algorithm in the fuzzy layer is based
on ellipsoidal basis function (EBF) (Leng et al., 2005) and Takagi-Sugeno (TS) type fuzzy model (Takagi and Sugeno,
1985). We train our framework with r input dimensions using softmax activation, u neurons in the fuzzy layer, u
neurons in the normalized layer, u neurons in the weighted layer, and the final output layer of n neurons using linear
activation, where r is the number of dimensions for a word vector from a word embedding type, for instance, r will
equal 1024 when the input word vector comes from pre-trained BERT-large word embedding model, and n changes
with the dimension of the cognitive data source to be predicted. The value of n will be the same as the dimension of the
cognitive data feature when predicting the cognitive data sources, e.g. the value of n will be the same as the number
of electrodes in the EEG data sources or the same as the number of voxels in the fMRI data sources, while n will be
1 if the fuzzy neural network predicts single eye-tracking features (Hollenstein et al., 2019). Figure 1 illustrates the
architecture of this fuzzy neural network, and the pseudo code is shown in Algorithm 1.
Figure 1: The Architecture of the CogniFNN Framework.
In the first layer (the input layer), each neuron represents an input variable, xi (i = 1, 2, ..., r), where r is the dimension
of word vectors extracted from the selected word embedding. For accommodating as many dimensions as possible in
the FNN model, softmax activation was employed in the input layer.
In the second layer (the fuzzy layer), each neuron was coupling on a T-norm of Gaussian fuzzy membership function
(MF) (Leng et al., 2005), representing the premise of a fuzzy rule, and the outputs of fuzzy neurons were computed by
the products of the grades of MFs as follows:
µij = exp[− (softmax(xi)− cij)
2
2σ2ij
] (1)
φj = exp[−
r∑
i=1
µij ] (2)
where µij represents the ith MF in jth neuron which is the premise of the fuzzy rule j (j = 1, 2, ..., u), and u is the
total number of neurons. Furthermore, cij , σij represent the center and the width of ith MF in jth neuron, respectively.
φj is the output for jth neuron of the fuzzy layer, which is the product of MFs.
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In the third layer (the normalized layer), the number of neurons is the same as that from the previous fuzzy layer, and
the output for each neuron from this layer was computed as follows:
ψj =
φj∑u
k=1 exp[−
∑r
i=1
(xi−cik)2
2σ2ik
]
(3)
where u is the total number of neurons.
For the fourth layer (the weighted layer), each neuron has two inputs: one is the output of the corresponding neuron in
the previous normalized layer (i.e. ψj), and another is the weighted bias w2j :
Aj = [aj0, aj1, ..., ajr] (4)
B = [1, x1, x2, ..., xr]
T (5)
w2j = Aj ·B = aj0 + aj1x1 + ...+ ajrxr (6)
where Aj is the set of parameters related to the consequent of the fuzzy rule j, B is the the bias from weighted layer.
The output for each neuron from weighted layer was computed as follows:
fj = w2jψj (7)
For the fifth layer (the final output layer), neurons are represented as an output variable yt, t = 1, 2, ..., n, where n
is the dimension of cognitive features of the cognitive data source. Also, the linear activation was selected for the
regression, and the output variables (predicted cognitive features) from the output layer is computed as follows:
yj =
u∑
j=1
linear(fj) (8)
Finally, the predicted results are compared with ground truth cognitive data by calculating mean squared error (MSE),
averaged through all predicted words.
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Algorithm 1 CogniFNN: A Fuzzy Neural Network Framework for Cognitive Word Embedding Evaluation
Require: word vector x = [x1, x2, ...xr] with r dimension
Ensure: predicted corresponding cognitive features y = [y1, y2, ..., yn] with n dimension
1: function FNN_PREDICTION(xi, r, n)
2: xi ← Softmax(xi)
3: . Input Layer using SoftMax activation
4:
5: µij ← exp[− (xi−cij)
2
2σ2ij
], i = 1, 2, .., r, j = 1, 2, ..., u
6: . µij is the ith Membership Function (MF) in jth neuron,
7: which is the premise of the fuzzy rule j
8: . cij is the center of ith MF in jth neuron
9: . σij is the width of ith MF in jth neuron
10: . each MF is Gaussian function
11:
12: φj ← exp[−
∑r
i=1 µij ], j = 1, 2, ..., u
13: . φj is the output for jth neuron from Fuzzy Layer, which is the product of MFs
14:
15: ψj ← φj∑u
k=1 exp[−
∑r
i=1
(xi−cik)2
2σ2
ik
]
, k = 1, 2, ..., u
16: . ψj is the output for jth neuron from Normalized Layer,
17: where u is the total number of neurons
18:
19: B = [1, x1, x2, ..., xr]T
20: . B is the the bias from Weighted Layer
21:
22: Aj = [aj0, aj1, ..., ajr]
23: . Aj is the set of parameters related to the consequent of the fuzzy rule j
24:
25: w2j = Aj ·B = aj0 + aj1x1 + ...+ ajrxr, j = 1, 2, ..., u
26: . w2j is the weighted bias from Weighted Layer,
27: which is the consequent of the jth fuzzy rule
28:
29: fj ← w2jψj
30: . fj is the output for jth neuron from Weighted Layer
31:
32: yj ← Linear(
∑u
j=1 fj)
33: . yj is the value of an output variable from Output Layer using Linear activation
34:
35: return y = [y1, y2, ..., yj , ..., yn]
36: end function
4 Experiment
4.1 Datasets
In this study, the evaluation frameworks were estimated on the most representative pre-trained word embedding language
models: GloVe and BERT, representing context-independent and context-sensitive embeddings respectively, against 15
cognitive data sources across three modalities: EEG, fMRI, and eye-tracking.
Word embeddings A total of 2 word embedding models representing context-independent and context-sensitive
embeddings separately were using in our experiment as the inputs for CogniFNN:
• GloVe (Pennington et al., 2014) is proposed for Global Vectors Word Representation, which is used to directly
capture the global statistics of the corpus. GloVe provides embedding of four different dimensions (see Table 1
for an overview of its dimensions) which are trained on aggregated global word-word co-occurrence statistics
on a 6 billion-character-scaled corpus.
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• BERT is an embedding with contextual and bidirectional word representations (Devlin et al., 2019), which
aims to pre-train deep bidirectional word representations from unlabeled text through conditional calculations
shared in left and right contexts. Therefore, the pre-trained BERT model requires only an additional output
layer to be fine-tuned to generate the latest models for various natural language processing tasks. It is worth
mentioning that the pre-training of BERT is carried out in a large corpus containing unlabeled text on the entire
Wikipedia (full 2.5 billion words), and a book corpus (800 million words). The related word representations
which used in our experiment are retrieved from the second-to-last hidden layer of BERT-base and BERT-large
models, respectively.
embeddings dim. num of neurons
Glove 50 [30, 26, 20, 5]
Glove 100 [50, 30]
Glove 200 [100, 50]
Glove 300 [150, 50]
BERT 768 [800, 400, 200]
BERT 1024 [1200, 600, 200]
Table 1: Overview of word embeddings evaluated with CogniFNN. The last column shows the search space of the grid
search for the number of neurons in the hidden layer, and the optimal parameters are highlighted with bold fonts
Cognitive data sources A total of 15 cognitive data sources across three modalities (EEG, fMRI and eye-tracking)
were used in our experiment:
• EEG - 4 data sources: ZUCO (Hollenstein et al., 2018), NATURAL SPEECH (Broderick et al., 2018), N400
(Broderick et al., 2018), and UCL (Frank et al., 2015) were selected as EEG datasets which were collected
either from when subjects reading sentences or listening to natural speech.
• fMRI - 4 data sources: HARRY POTTER (Wehbe et al., 2014), ALICE (Brennan et al., 2016), PEREIRA
(Pereira et al., 2018), and NOUNS (Mitchell et al., 2008) were selected as fMRI datasets with 1000 voxels, and
one scan of fMRI covers multiple words with continuous stimuli such as natural reading or storey listening.
• Eye-tracking - 7 data sources: DUNDEE (Kennedy et al., 2003), UCL (Frank et al., 2013), CFILT-
SARCASM (Mishra et al., 2016), CFILT-SCANPATH (Mishra and Bhattacharyya, 2018), PROVO (Luke
and Christianson, 2018), GECO (Cop et al., 2017), and ZUCO (Hollenstein et al., 2018) were selected as
eye-tracking datasets. Moreover, these 7 eye-tracking datasets were collected when participants conduct a
normal, self-running reading, and every single dataset provides different features for eye tracking period of
first fixation, period of first pass, mean duration of fixation, total duration of fixation and number of fixations
which were recorded from the self-paced or natural reading.
4.2 Baseline Models and Evaluation Metrics
Baseline Models
1) CogniVal framework (Hollenstein et al., 2019): it is identified as the recent pioneer of cognitive English word
embeddings evaluation, based on a traditional neural network regression model, i.e. a three-layer multiple
regression model to predict human cognitive features from corresponding cognitive word embeddings.
2) Random embeddings: they only include random vectors for each word of the dimensions that the same
number of corresponding evaluated pre-trained word embeddings and without specific context measurements.
These random word embeddings are used as baselines for multiple hypotheses testing in CogniVal or CogniFNN
framework.
Evaluation Metrics
1) Cognitive data prediction: the predicted outcomes from CogniVal framework or our proposed CogniFNN
framework were compared to the ground truth cognitive features of cognitive data sources. The predicted
errors were calculated by mean squared error (MSE), averaged through all predicted words.
2) Multiple hypotheses testing: a hypothesis consists of comparing the combination of an embedding type and
a cognitive data source to the random word embedding. Then, Wilcoxon signed-rank test (Dror et al., 2018a)
was performed for each hypothesis, and the conservative Bonferroni correction was applied to counteract
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the multiple hypotheses. The global null hypothesis will be rejected if p < α/N , where α = 0.01, and N
is the number of hypotheses (Dror et al., 2018b) (i.e. N = 4 for EEG, N = 59 for fMRI, and N = 42 for
eye-tracking).
4.3 Experimental Settings
In this paper, we tune our models on the development set and use a grid search to determine the optimal parameters. The
loss function optimizes the MSE and we use Adam optimizer with a learning rate of 0.001. The 5-fold cross validation
was performed for every single model, i.e. 4/5 of data is used for training and 1/5 for testing. We select the Gaussian
membership degree (i.e. premise threshold) among [0.0677, 0.1354, 0.2031, 0.2708], the percentage of samples among
[0.65, 0.75, 0.85, 0.95], and the batch size among [4, 8, 16, 32, 64, 128]. The optimal parameters are highlighted with
bold fonts. For the parameter, the number of neurons, which is selected individually for each combination of cognitive
data source and embedding type, please see Table 1 for details on the search space for it. The predicted results are
measured with the MSE, averaged over all predicted words. We also optimize the initial width (σ = 4.0) for all MFs in
neurons to correct the deviation from the optimal value.
5 Results
In this section, we illustrate the evaluation results of our proposed CogniFNN versus the CogniVal framework on
GloVe (in 50, 100, 200, 300 dimensions) and BERT (in 768, 1024 dimensions) word embeddings against 15 cognitive
datasets mentioned in Section 4.1. We also presented the outcomes of multiple statistical significance testing where each
hypothesis was compared with the random word embeddings in our proposed CogniFNN or the CogniVal framework.
Based on performance metrics, we could observe that:
Mean squared errors Table 2 and table 3 showed the context-independent (GloVe) and context-sensitive (BERT)
word embeddings evaluation with the prediction errors (i.e. MSEs) of both CogniVal and CogniFNN frameworks
based on 15 cognitive data sources. Compared to the CogniVal framework, our proposed CogniFNN framework
achieved smaller MSEs on cognitive GloVe and partial BERT word embeddings, which means our CongiFNN has a
better prediction performance directing at EEG, fMRI and eye-tracking cognitive features so that it provides a more
accurate word embeddings evaluation with cognitive datasets. Furthermore, we presented the averaged MSEs where the
CogniFNN framework can handle cognitive evaluations better with smaller averaged MSEs of GloVe and BERT word
embeddings overall, relative to the CogniVal framework.
Embeddings GloVe-50 GloVe-100 GloVe-200 GloVe-300
Modality-Dataset
Frameworks CogniVal CogniFNN (Ours) CogniVal CogniFNN (Ours) CogniVal CogniFNN (Ours) CogniVal CogniFNN (Ours)
EEG-N400 0.067 0.050 0.136 0.062 0.071 0.079 0.067 0.054
EEG-NATURAL SPEECH 0.013 0.011 0.022 0.012 0.017 0.012 0.019 0.013
EEG-ZUCO 0.009 0.008 0.011 0.008 0.013 0.010 0.014 0.010
EEG-UCL 0.031 0.024 0.057 0.030 0.041 0.032 0.042 0.038
fMRI-HARRY POTTER 0.005 0.004 0.015 0.008 0.007 0.006 0.008 0.006
fMRI-NOUNCS 0.204 0.192 0.220 0.154 0.224 0.152 0.224 0.222
fMRI-ALICE 0.036 0.019 0.069 0.020 0.036 0.032 0.038 0.034
fMRI-PEREIRA 0.044 0.028 0.055 0.029 0.050 0.029 0.050 0.035
Eye-Tracking-GECO 0.010 0.009 0.018 0.009 0.026 0.015 0.020 0.017
Eye-Tracking-ZUCO 0.008 0.006 0.017 0.006 0.024 0.009 0.019 0.007
Eye-Tracking-PROVO 0.031 0.016 0.051 0.022 0.047 0.020 0.047 0.022
Eye-Tracking-DUNDEE 0.010 0.009 0.014 0.011 0.021 0.017 0.016 0.010
Eye-Tracking-SARCASM 0.016 0.013 0.027 0.014 0.039 0.024 0.033 0.025
Eye-Tracking-SCANPATH 0.023 0.008 0.043 0.012 0.038 0.009 0.038 0.009
Eye-Tracking-UCL 0.044 0.020 0.054 0.029 0.054 0.025 0.059 0.033
Average 0.037 0.028 0.054 0.028 0.047 0.031 0.046 0.036
Table 2: Absolute mean squared errors (MSEs) across all cognitive data sources for context-independent word
embeddings: GloVe. The prefix of each data source indicates their modality: EEG, fMRI, or eye-tracking, and the last
row of this table shows the averaged MSEs of all cognitive data sources in a single word embedding.
Significant results Table 4 illustrates the ratios of significant results under the Bonferroni correction to the total
number of hypotheses between a random and GloVe/BERT word embeddings. A higher ratio indicates the more
comprehensive word embeddings evaluation performance with designated cross-modalities cognitive datasets. The
majority of the results from both CogniVal and CogniFNN frameworks in the table are significantly better than the
random word embeddings, but our proposed CogniFNN framework achieved higher significant ratios in cognitive
GloVe and partial BERT word embeddings. Also, by using the CogniFNN framework, the total ratio of significant
results was improved from 431/640 to 498/630.
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Embeddings BERT-base BERT-large
Modality-Dataset
Frameworks CogniVal CogniFNN (Ours) CogniVal CogniFNN (Ours)
EEG-N400 0.014 0.013 0.028 0.024
EEG-NATURAL SPEECH 0.005 0.005 0.007 0.007
EEG-ZUCO 0.006 0.006 0.006 0.007
EEG-UCL 0.006 0.016 0.010 0.006
fMRI-HARRY POTTER 0.001 0.012 0.001 0.012
fMRI-NOUNCS 0.042 0.040 0.055 0.049
fMRI-ALICE 0.001 0.007 0.001 0.005
fMRI-PEREIRA 0.012 0.011 0.013 0.011
Eye-Tracking-GECO 0.007 0.006 0.008 0.006
Eye-Tracking-ZUCO 0.003 0.004 0.004 0.005
Eye-Tracking-PROVO 0.006 0.012 0.006 0.015
Eye-Tracking-DUNDEE 0.008 0.006 0.008 0.006
Eye-Tracking-SARCASM 0.009 0.011 0.011 0.011
Eye-Tracking-SCANPATH 0.006 0.005 0.006 0.005
Eye-Tracking-UCL 0.033 0.023 0.033 0.024
Average 0.011 0.011 0.013 0.012
Table 3: Absolute mean squared errors (MSEs) across all cognitive data sources for context-sensitive word embeddings:
BERT. The prefix of each data source indicates their modality: EEG, fMRI, or eye-tracking, and the last row of this
table shows the averaged MSEs of all cognitive data sources in a single word embedding.
Modalities Embeddings Frameworks
CogniVal CogniFNN (Ours)
EEG
Random/GloVe-50 0/4 3/4
Random/GloVe-100 0/4 4/4
Random/GloVe-200 1/4 3/4
Random/GloVe-300 1/4 4/4
Random/BERT-base 4/4 4/4
Random/BERT-large 4/4 4/4
fMRI
Random/GloVe-50 6/59 31/59
Random/GloVe-100 1/59 25/59
Random/GloVe-200 34/59 37/59
Random/GloVe-300 31/59 34/59
Random/BERT-base 59/59 54/59
Random/BERT-large 59/59 52/59
Eye-
Tracking
Random/GloVe-50 30/42 39/42
Random/GloVe-100 33/42 40/42
Random/GloVe-200 42/42 42/42
Random/GloVe-300 42/42 42/42
Random/BERT-base 42/42 40/42
Random/BERT-large 42/42 40/42
Total Random/(GloVe + BERT) 431/630 498/630
Table 4: The ratio of significant results under the Bonferroni correction to the total number of hypotheses between a
random baseline and GloVe/BERT word embeddings.
6 Conclusions
In this paper, we proposed a CogniFNN framework using fuzzy-based neural networks to explore the non-linear and non-
stationary characteristics of physiological signals for improving the evaluation performance of word embeddings against
cognitive datasets which recorded when subjects were understanding natural language (i.e. English). Our findings
showed that CogniFNN achieved smaller prediction errors and higher significant ratios on both context-independent
(GloVe) and context-sensitive (BERT) word embeddings against 15 cognitive data sources across EEG, fMRI and
eye-tracking. Our contributions could be a useful evaluation strategy which is beneficial to the exhaustive investigation
on word embedding evaluations with corresponding cognitive features.
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