Abstract. We study left-invariant symmetric Killing 2-tensors on 2-step nilpotent Lie groups endowed with a left-invariant Riemannian metric, and construct genuine examples, which are not linear combinations of parallel tensors and symmetric products of Killing vector fields.
Introduction
A symmetric Killing tensor on a Riemannian manifold (M, g) is a smooth function defined on the tangent bundle of M which is polynomial in the vectorial coordinates and constant along the geodesic flow. As such, symmetric Killing tensors have been extensively studied by Physicists in the context of integrable systems since they define first integrals of the equation of motion. More recently, they started to be subject of systematic research in differential geometry. An account of their properties and constructions in a modern language can be found in [6, 7, 15] . In this context, symmetric Killing tensors are characterized as symmetric tensor fields having vanishing symmetrized covariant derivative.
Trivial examples of symmetric Killing tensors on Riemannian manifolds are the parallel ones, as well as the Killing vector fields. Symmetric tensor products of these particular tensors generate the subalgebra of decomposable symmetric Killing tensors. Thus the following question arises: when does the this subalgebra coincide with the whole algebra of symmetric Killing tensors? This is an open question in general (see for instance, [3, Question 3.9] ), but it has been already considered in some particular contexts. For instance, in the case of Riemannian manifolds with constant curvature, it is known that every symmetric Killing tensor is decomposable [16, 17] . On the contrary, there are Riemannian metrics on the 2-torus possessing indecomposable symmetric Killing 2-tensors [8] , [11] . One should notice that this case is extreme because these metrics lack of Killing vector fields.
In this paper we consider this question in the context of 2-step nilpotent Lie groups endowed with a left-invariant Riemannian metric. Our challenge is to establish conditions for these Riemannian Lie groups to carry indecomposable left-invariant symmetric Killing 2-tensors, that is, which are not linear combinations of parallel tensors and symmetric products of Killing vector fields.
First integrals of the geodesic flow given by a left-invariant metric on 2-step nilpotent Lie groups have been studied by several authors [4, 10, 12, 13] , with particular focus on the integrability of the dynamical system. These works illustrate the difficulties and the importance of constructing first integrals of the equation of motion. Notice that in our terminology, indecomposable symmetric Killing tensor correspond to first integrals which are independent from the trivial ones (defined by the Killing vector fields and the parallel tensors).
Our starting point is the characterization of left-invariant symmetric 2-tensors on Riemannian 2-step nilpotent Lie groups which satisfy the Killing condition (see Proposition 4.1). Afterwards, we address the decomposability of these symmetric Killing 2-tensors.
Along our presentation we will stress on the fact that decomposable left-invariant symmetric Killing tensors can be obtained as a linear combination of symmetric products of Killing vector fields which are not left-invariant. This means that the problem can not be reduced to solve linear equations in the Lie algebra. We overcome this difficulty by combining the aforementioned characterization of symmetric Killing tensors together with the description of the Lie algebra of Killing vector fields of a nilpotent Lie group given by Wolf [19] . We obtain in Proposition 5.5 and Theorem 5.10 that the decomposability of a symmetric Killing 2-tensor depends on the possibility to extend certain linear maps to skew-symmetric derivations of n.
The algebraic structure of 2-step nilpotent Lie algebras of dimension ≤ 7 allows the existence of a large amount of skew-symmetric derivations. In particular, it turns out that the linear maps involved in Theorem 5.10 always extend to skew-symmetric derivations. As a consequence, we obtain that every left-invariant symmetric Killing 2-tensor in Riemannian 2-step nilpotent Lie groups of dimension ≤ 7 is decomposable. On the contrary, we show that there are symmetric Killing tensors on 2-step nilpotent Lie algebras of dimension 8 which are indecomposable. We actually provide a general construction method of indecomposable symmetric Killing tensors on 2-step nilpotent Lie algebras in any dimension ≥ 8.
Taking compact quotients of nilpotent Lie group admitting indecomposable symmetric Killing 2-tensors we obtain the first examples (known to us) of compact Riemannian manifolds with indecomposable symmetric Killing tensors but also admitting non-trivial Killing vector fields.
A brief account on the organization of the paper is the following. In Section 2 we introduce notations and give the preliminaries on nilpotent Lie groups endowed with a left-invariant Riemannian metric. We include the description of the Lie algebra of Killing vector fields as consequence of the result of Wolf on the isometry groups of nilpotent Lie groups endowed with a left-invariant Riemannian metric. Section 3 reviews the basic results on symmetric Killing tensors. In Section 4 we characterize the symmetric endomorphisms on n giving rise to left-invariant Killing 2-tensors on the Lie group N. We then show that the space of symmetric Killing 2-tensors decomposes according to the natural decomposition of a 2-step nilpotent Lie algebra. Section 5 contains our main results on the decomposability of left-invariant symmetric Killing 2-tensors. We exhibit families of Lie algebras all of whose left-invariant symmetric Killing 2-tensors are decomposable, i.e. linear combinations of parallel symmetric tensors and symmetric products of Killing vector fields. On the other hand, we show that this is not always the case by constructing examples of 2-step nilpotent Lie algebras admitting indecomposable left-invariant symmetric Killing 2-tensors.
We finally obtain in the appendix several results about 2-step nilpotent Lie groups. These include relevant results on parallel symmetric tensors which are directly used in Section 5 of the paper, but we also present some more general results which, we believe, are of independent interest. Acknowledgment. The research presented in this paper was done during the visit of the first named author at the Laboratoire de Mathématiques d'Orsay, Univ. Paris-Sud. She expresses her gratitude to the LMO for its hospitality and to Fundação de Amparò a Pesquisa do Estado de São Paulo (Brazil) for the financial support.
Preliminaries on nilpotent Lie groups
This section intends to fix notations and to summarize the most relevant features of the geometry of nilpotent Lie groups endowed with a left-invariant metric.
Let N be a Lie group and denote the left and right translations by elements of the group, respectively, by
Denote by I h the conjugation by h ∈ N on N, that is,
This map extends to an isomorphism from the space of (k, l) tensors
we also denote (L h ) * p ; we will sometimes omit the point p and simply write (L h ) * . Given a differential form
From now on we assume that N is a connected and simply connected nilpotent Lie group and we denote n its Lie algebra. Then the Lie group exponential mapping exp : n −→ N is a diffeomorphism [18] . We shall use this fact to write tensors fields on N as functions defined on n taking values on its tensor algebra of n.
Let S be a tensor field on N, that is, a section of the bundle
The map Ω S gives the value of S at exp w, translated to n by the appropriate lefttranslation. This is a well defined map since exp :
With this notation, we can introduce the usual concept of left-invariant tensors as follows:
Throughout this paper we will identify a left-invariant tensor field S on N with its value at the identity S e = Ω S (0).
A vector field X on N with X e = x is left-invariant if and only if Ω X (w) = x for all w ∈ n, that is, (L exp −w ) * X exp w = x. Replacing p = exp w, this condition reads as the usual condition X p = (L p ) * e x for all p ∈ N.
A Riemannian metric g on N is a section of the bundle T * N ⊗ 2 . Evaluated at the identity e ∈ N, g e defines an inner product on n and Ω g (0) = g e . The Riemannian metric g is left-invariant if and only if Ω g (w) = g e for all w ∈ n. From (2.1), g is left-invariant if and only if (L p ) * is an isometry for all p ∈ N, or (L p ) * g = g. Fix g a left-invariant Riemannian metric on N, which is determined by its value at the identity. We denote also by g the inner product it defines in n. Let ∇ denote the Levi-Civita connection associated to g. The Koszul formula evaluated on left-invariant vector fields X, Y, Z reads
One has then, since (L p ) * is an isometry for all p ∈ N, that ∇ X Y is left-invariant whenever X, Y are so. Moreover, for any left-invariant vector field X and any leftinvariant tensor field S on N, the covariant derivative ∇ X S is also left-invariant. Thus ∇ defines a linear map
is the tensor algebra of n.
To continue, we describe the Killing vector fields of the Riemannian manifold (N, g). Recall that a vector field ξ on N is a Killing vector field if and only if its flow is given by isometries. In terms of the covariant derivative, ξ is a Killing vector field if and only if g(∇ X ξ, X) = 0 for any vector field X.
The Riemannian manifold (N, g) is complete because it is homogeneous. Therefore, every Killing vector field is complete and the vector space of Killing vector field is finite dimensional. Endowed with the Lie bracket of vector fields, they constitute a Lie algebra which is isomorphic to the Lie algebra iso(N) of the isometry group Iso(N) of N. We recall the results of Wolf on the structure of this isometry group [19] .
The nilpotent Lie group N itself embeds as a subgroup of Iso(N) through the inclusion g ∈ N → L g ∈ Iso(N), since the metric is left-invariant. Denote by Auto(N) the group of isometries of N which are also group automorphisms; these isometries fix the identity. Wolf shows that these two subgroups determine the isometry group of N and gives its precise algebraic structure. 
The differential of an isometric automorphism f ∈ Auto(N) defines an orthogonal automorphism of the Lie algebra n, f * e ∈ Auto(n). Since N is simply connected, this correspondence is an isomorphism and we have Auto(N) ≃ Auto(n). Let [ , ] denote the Lie bracket on n, then the Lie algebra of Auto(n) is the subspace of skew-symmetric derivations of n, that is,
The result of Wolf implies that the Lie algebra of the isometry group is iso(N) = Dera(n) ⋉ n, where the semi-direct product is defined by the canonical action of Dera(n) on n. Therefore, we can distinguish two different types of Killing vector fields on N, namely, those corresponding to elements in the Lie algebra and those corresponding to skew-symmetric derivations.
The Killing vector field ξ x associated to an element x ∈ n is the right-invariant vector field on N whose value at e is x: (ξ x ) p = (R p ) * e x for all p ∈ N. In fact, the flow of this vector field is given by left-translations, which are isometries. Given p ∈ N,
. If w ∈ n is such that p = exp w, then Ad(p −1 ) = Ad(exp(−w)) and thus
The Killing vector field ξ D associated to a skew-symmetric derivation D of n is constructed as follows. The derivation gives a curve e tD in Auto(n) which at the same time induces a curve of isometries f t ∈ Auto(N) by the condition (f t ) * e = e tD , so it 
. This sum is finite since n is nilpotent.
Using the notation (2.1) of tensor fields on N as functions defined on n, and the fact that Ad(exp(−w)) = e − adw , for every x ∈ n and D ∈ Dera(n) we get from (2.3)-(2.4):
Notice that in general these Killing vector fields are not left-invariant. On the one hand ξ x is left-invariant if and only if Ad(exp(−w)) = x for all w ∈ n, tht is, I p (x) = x for all p ∈ N, which occurs only when x is in the center of N. On the other hand, Ω ξ D (0) = 0, so ξ D is left-invariant if and only if D = 0.
At this point we will focus on the geometry of 2-step nilpotent Lie groups endowed with a left-invariant metric. The Lie algebra n is said to be 2-step nilpotent if it is non abelian and ad 2 x = 0 for all x ∈ n. The center and the commutator of a Lie algebra n are defined as
In the particular case of 2-step nilpotent Lie groups, n ′ ⊂ z, thus (2.5) and (2.6) simplify to:
From now on we assume that n is 2-step nilpotent and denote as before by N the simply connected group with Lie algebra n, endowed with the left-invariant metric g defined by the scalar product on n. We shall describe the main geometric properties of (N, g) through linear objects in the metric Lie algebra (n, g), following the work of Eberlein [5] .
Let v be the orthogonal complement of z in n so that n = v ⊕ z as an orthogonal direct sum of vector spaces. Each central element z ∈ z defines an endomorphism j(z) : v −→ v by the equation
This endomorphism j(z) belongs to so(v), the Lie algebra of skew-symmetric maps of v with respect to g. The linear map j : z → so(v) captures important geometric information of the Riemannian manifold (N, g). Using Koszul's formula (2.2), the LeviCivita covariant derivative of g can be given in terms of the j(z) maps by
for all z ∈ z, x ∈ n, so D preserves the center z. Thus a skew-symmetric derivation of n preserves both z and v = z ⊥ and for every x, y ∈ v and z ∈ z one has:
Conversely, it is straightforward to check that a skew-symmetric endomorphism on n which preserves z and v and satisfies (2.10) is a derivation.
Symmetric Killing tensors
Let (V, g) be an n-dimensional real vector space. Denote by Sym k V the set of symmetric tensor products in V ⊗ k . Elements in Sym k V are symmetrized tensor products
where S k denotes the group of bijections of the set {1, . . . , k}. Symmetric 1-tensors are simply vectors in V .
The inner product g is induced to Sym k V by the formula
The space of symmetric k-tensors on V is identified with the subspace of totally symmetric covariant tensors of degree k. In fact, we can identify a symmetric tensor S ∈ Sym k V with the multilinear map S :
Under this identification, a vector v ∈ V (symmetric 1-tensor) is identified with its metric dual g(v, ·). The inner product g becomes a symmetric 2-tensor and g = 1 2
n i=1 e 2 i , if {e 1 , . . . , e n } is an orthonormal basis of V . Here we denote e 2 i = e i · e i . In general, symmetric k-tensor are homogeneous polynomials of degree k in the variables e 1 , . . . , e n .
Symmetric 2-tensors S ∈ Sym 2 V can also be seen as symmetric endomorphisms on V . In fact, S is a symmetric bilinear form S : V × V −→ R and is related to the inner product by the condition
Given an orthonormal basis {e 1 , . . . , e n }, if the matrix of S in this basis, as an endomorphism, is (s ij ) ij , then S as a polynomial reads
Let (M, g) be a Riemannian manifold. A symmetric k-tensor field on M is a section of the bundle Sym k T M, which is a sub-bundle of T M ⊗ k . Symmetric 1-tensors are the vector fields on M. The symmetric product of vector fields on M defines symmetric 2-tensors by the formula (
Under the identification in (3.1), symmetric tensors correspond to covariant tensor fields, for instance a vector field X on M corresponds to the 1-form g(X, ·). As symmetric bilinear form,
Finally, notice that symmetric 2-tensors on M correspond to sections of End(T M) which are symmetric with respect to the Riemannian metric.
Let ∇ denote the Levi-Civita connection defined by g on M.
Equivalently, a symmetric k-tensor is a Killing tensor if its symmetrized covariant derivative vanishes. This notion generalizes that of Killing vector field, as we shall see below.
A concept related to symmetric Killing tensors is that of Killing forms [15] . A 2-form ω is said to be a Killing form if X ∇ X ω = 0 for every vector field X in M. Given a Killing 2-form, the symmetric 2-tensor defined as
is a Killing 2-tensor (see Proposition 3.2), where (X ω)
# denotes the metric dual of the 1-form X ω. The section of End(T M) corresponding to the symmetric tensor S ω is −T 2 .
We next give a short account of basic results on Killing tensors [8] . Proof. The first and third statements are obvious. To check the second one, let ξ, η be two Killing vector fields of M, and let X be a vector field. Then
Let now (N, g) be a simply connected 2-step nilpotent Lie group endowed with a left-invariant metric.
Every symmetric k-tensor S on N defines a function Ω S on n as in (2.1). Then Ω S (w) is a symmetric tensor on n for all w ∈ n, that is,
From the definition of symmetric product of vector fields we immediately get
for every vector fields X 1 , . . . , X k on N. This allows us to compute the functions corresponding to the symmetric product the Killing vector fields given in (2.5) and (2.6):
These functions are in general non-constant, so they define symmetric Killing 2-tensors on N which are not always left-invariant.
Recall that if S is a left-invariant k-tensor on N and x ∈ n then ∇ x S is also leftinvariant. Thus from Definition 3.1 we have that S is a symmetric Killing tensor if and only if (3.6) g((∇ x S)x, x) = 0, for all x ∈ n.
Left-invariant symmetric Killing 2-tensors on 2-step nilpotent Lie groups
In this section we study which symmetric endomorphisms of n define left-invariant symmetric Killing 2-tensors on the 2-step nilpotent Lie group N endowed with a leftinvariant metric g. We start by giving a characterization of such endomorphisms in terms of their behavior with respect to the orthogonal decomposition n = v ⊕ z. 
Proof. Let S : n −→ n be a symmetric endomorphism. From (3.6), S is a Killing tensor if and only if g((∇ y S)y, y) = 0 for all y ∈ n. By Koszul's formula we have . Taking y = x + z with x ∈ v and z ∈ z, the last equality reads
The first term of this sum is quadratic in z, whilst the second one is linear. This implies that (4.3) is equivalent to
By polarization, the first equation is equivalent to [Sx, y] = [x, Sy] for all x, y ∈ v, and the second equation simply says that ad x •S| z is a skew-symmetric endomorphism of z for every x ∈ v.
Example 4.2. Let S ∈ Sym 2 n be a left-invariant symmetric tensor such that Sz = 0 for all z ∈ z and S| v = λId v for some λ ∈ R. It is clear that S satisfies the system (4.1), so S is a Killing tensor. The decomposition n = v ⊕ z induces a splitting of the space of symmetric 2-tensors on n Proof. Since n is non-singular, we have Im (ad y ) = z for all y ∈ v \ {0}. Let z be any element of z. Then g([x, Sz], z) = 0 for all x ∈ v, because S is Killing, and thus satisfies (4.1). This implies z⊥Im ad y for y := pr v Sz ∈ v, which, as n is non-singular, implies that either z = 0 or y = 0. Therefore in both cases pr v Sz = 0, meaning that Sz ∈ z for every z ∈ z.
Example 4.8. Let h n be the Heisenberg Lie algebra of dimension 2n + 1. The Lie algebra h n has a basis {x 1 , . . . , x n , y 1 , . . . , y n , z} where the non-trivial Lie brackets are [x i , y i ] = z and z = Rz is the center. This is a non-singular Lie algebra and j(z) =: J is the canonical complex structure in R 2n . Consider the inner product making this basis an orthonormal basis. By Proposition 4.7, the mixed part S m of any symmetric Killing tensor S vanishes. Moreover, the system (4.1) is equivalent to [S v , J] = 0. We conclude that S is a symmetric Killing tensor on h n if and only if it preserves the decomposition h n = v ⊕ z and its restriction to v commutes with J (cf. [10, Theorem 3.2] ).
The following example shows that there exist 2-step nilpotent metric Lie algebras carrying symmetric Killing 2-tensors S with S m = 0, that is, symmetric Killing tensors not preserving the decomposition v ⊕ z. Then z = span{e 4 , e 5 , e 6 } = n ′ and v = span{e 1 , e 2 , e 3 }. An element S ∈ z · v is a symmetric Killing tensor if and only if g(ad x Sz, z) = 0 for all 
It will follow from the results in the next section that any left-invariant symmetric Killing 2-tensor on n is of this form.
To continue we study symmetric Killing tensors on orthogonal direct sums of 2-step nilpotent Lie algebras. A metric nilpotent Lie algebra (n, g) is called reducible if it can be written as an orthogonal direct sum of ideals n = n 1 ⊕ n 2 . In this case we consider (n i , g i ) as a metric Lie algebra where g i is the restriction of g to n i for each i = 1, 2. Otherwise, (n, g) is called irreducible. (1) If n is a reducible 2-step nilpotent Lie algebra, then dim z ≥ 2. Indeed, if it decomposes as a direct sum of orthogonal ideals n = n 1 ⊕ n 2 , then the center of n is z = z 1 ⊕ z 2 where z i is the center of n i , and both z i are non-zero. (2) If n is an irreducible 2-step nilpotent Lie algebra, then j : z −→ so(v) is injective.
Indeed, it is easy to check that the kernel a of j : z −→ so(v) (which is equal to z ∩ n ′⊥ ) and its orthogonal a ⊥ in n are both ideals of n. Therefore, if n is irreducible, then a = 0 and thus j is injective.
The next results aim to show that left-invariant symmetric Killing tensors on a reducible 2-step nilpotent Lie algebra are determined by left-invariant symmetric Killing tensors on its factors.
Let n be a 2-step nilpotent Lie algebra which is decomposable and let n 1 , n 2 be orthogonal ideals such that n = n 1 ⊕ n 2 . Then
Given S ∈ Sym 2 n we denote S i ∈ Sym 2 n i and S nd ∈ n 1 · n 2 the symmetric tensors in n such that S = S 1 + S nd + S 2 (S nd is the non-diagonal part of S). Proposition 4.11. Let S ∈ Sym 2 n.
(
1) The left-invariant tensor defined by S is a Killing tensor if and only if S 1 , S 2 , S nd are Killing tensors on n. (2) If S is a Killing tensor then its non-diagonal part S nd satisfies
Proof. (1) If S is Killing, for every x = x 1 + x 2 and y = y 1 + y 2 in v = v 1 ⊕ v 2 and for every z = z 1 + z 2 ∈ z = z 1 ⊕ z 2 , we have by (4.1):
showing that S 1 is Killing, and similarly S 2 is Killing too. By linearity, S nd is also Killing. The converse is clear.
(2) If S is Killing, then S nd is Killing so for all z = z 1 + z 2 ∈ z = z 1 ⊕ z 2 and
, thus showing that the subspace S nd (z 2 ) of n 1 is actually contained in z 1 .
It will be useful later to compare the above decomposition of S on a direct sum n 1 ⊕n 2 with the one introduced in Definition 4.4. Consider the decomposition n = v ⊕ z and 
(In)decomposable symmetric Killing tensors
Let N be a 2-step nilpotent Lie group endowed with a left-invariant metric g and let n be its Lie algebra. By Proposition 3.2, every linear combination of symmetric products of Killing vector fields is a symmetric Killing 2-tensor on N. The metric and, more generally, any parallel symmetric Killing tensors are trivially Killing tensors. We are interested in Killing tensors which are not of these two types, so we introduce the following terminology.
Definition 5.1. A left-invariant symmetric Killing 2-tensor S is called decomposable if it is the sum of a parallel tensor and a linear combination of symmetric products of Killing vector fields. If this is not the case, we say that S is indecomposable.
Note that from Theorem A.1 in the Appendix, every parallel symmetric tensor on a 2-step nilpotent Lie group is left-invariant.
Remark 5.2. Proposition A.3 in the Appendix shows that the eigenspaces of any parallel symmetric tensor induce a decomposition of n in an orthogonal direct sum of ideals. Thus, if n is irreducible, the only parallel symmetric 2-tensors are the multiples of the metric.
Our first goal is to show that the decomposability of a left-invariant symmetric Killing tensor S only depends on the decomposability of its component S v (which by Proposition 4.5 is also a Killing tensor). 
Lemma 5.3. Every left-invariant symmetric tensor in S ∈
where the last equality holds because S is Killing and thus satisfies (4.1). Finally, consider x ∈ v and z ∈ z, then Our next aim is to show that if n is a reducible 2-step nilpotent Lie algebra, then the left-invariant symmetric Killing tensors on n are determined by the ones on the factors. Proposition 5.6. Suppose n = n 1 ⊕ n 2 as an orthogonal direct sum of ideals and let S ∈ Sym 2 n be a symmetric Killing tensor. Let S = S 1 + S nd + S 2 be its decomposition described in (4.
5). Then S is decomposable if and only if the left-invariant tensors S i are decomposable symmetric Killing tensors on n
Proof. Denote N, N 1 , N 2 the simply connected nilpotent Lie groups with Lie algebras n, n 1 , n 2 , respectively, and consider the left-invariant metrics g i that g induces on N i for i = 1, 2 (also identified with the corresponding scalar products in n i ). The fact that (n, g) = (n 1 , g 1 ) ⊕ (n 2 , g 2 ) implies that (N, g) = (N 1 , g 1 ) × (N 2 , g 2 ) as Riemannian manifolds.
Let S ∈ Sym 2 n and write S = S 1 + S nd + S 2 as in the hypothesis. Suppose that S is a decomposable Killing tensor. By Proposition 4.11, S 1 , S 2 , S nd are Killing tensors and S nd ∈ Sym 2 z; in particular, S nd is decomposable by Lemma 5.3. The fact that S is decomposable in N implies
is a basis of Killing vector fields of N, a j,k ∈ R for 1 ≤ j, k ≤ m, and T l are parallel symmetric tensors on N for l = 1, . . . , t.
For each j = 1, . . . , m and i = 1, 2, the Killing vector field ξ j defines a Killing vector field ξ i j on (N i , g i ) , by restricting ξ j to N i × {e} and projecting it to T N i . In addition, since T N i is a left-invariant distribution in N, we have that
where the last projection is with respect to the decomposition (4.5).
Therefore
on N i , for l = 1, . . . , t and i = 1, 2. Therefore, restricting and projecting over N i , for i = 1, 2, in (5.1) we have
Conversely, fix i ∈ {1, 2} and suppose S i is a decomposable left-invariant symmetric Killing tensor on n i . Then
j=1 is a basis of Killing vector fields of N i . It is easy to check that both T l and ζ j extend to parallel tensors and Killing vector fields of N, respectively, so that S i is decomposable as a symmetric tensor in N. Hence S = S 1 + S nd + S 2 is decomposable in n by Lemma 5.3.
Any 2-step nilpotent metric Lie algebra can be written as an orthogonal direct sum of ideals n = a ⊕ n 1 ⊕ · · · ⊕ n s , where a is the abelian ideal in Remark 4.10 (2), and each n i is an irreducible 2-step nilpotent metric Lie algebra. The proposition above shows that the study of (in)decomposable left-invariant symmetric Killing tensors on n can be reduced to the study of these objects on a and each n i . Notice that any symmetric tensor on a is parallel, thus Killing and decomposable. Therefore, it is sufficient to study (in)decomposable symmetric Killing tensors on irreducible nilpotent Lie algebras. Moreover, by Proposition 5.5 we might reduce our study to the decomposability of symmetric Killing tensors in Sym 2 v.
For the rest of this section we assume that (n, g) is an irreducible 2-step nilpotent metric Lie algebra. In particular, by Remark 4.10 (2), the map j : z −→ so(v) is injective.
Lemma 5.7. Let T : v −→ v be a skew-symmetric endomorphism. Then T admits at most one extension to a skew-symmetric derivation of n.
Proof. If D ∈ Dera(n) extends T , then for each z ∈ z, Dz is uniquely determined by the condition j(Dz) = [T, j(z)] (see (2.10)), as j is injective. Before studying the general case, let us notice that the case where S ∈ Sym 2 v has a unique eigenvalue is trivial:
Proposition 5.9. The restriction g| v of the metric g to v is a decomposable symmetric Killing tensor on n.
Proof. Let {e 1 , . . . , e m } and {z 1 , . . . , z n } be orthonormal basis of v and z, respectively. Then
where ξ zs denotes the Killing vector field defined by z s on N (which is both left-and right-invariant). Therefore, g| v is a decomposable Killing tensor.
Notation. Let S ∈ Sym 2 v be a symmetric Killing tensor on n and let
We are now ready for the main result of this section: i ∈ Dera(n) for i, l ∈ {1, . . . , m}, s, t ∈ {1, . . . , n}, and q, r ∈ {1, . . . , d} with a i,l = a l,i , c s,t = c t,s and d q,r = d r,q , such that
Evaluating this equation at w = 0 and using (2.
We replace by the formulas in (3.4)-(3.5) and we obtain, for all w ∈ n,
The right hand side is polynomial in the coordinates of w (expressed in the above basis of n), whereas the left hand side is constant. The equality above holds if and only if the coefficients in each degree coincide. Equality in degree one holds if and only if
Contracting this equality with z r for some fixed r in {1, . . . , n} gives for any w ∈ v:
to a skew-symmetric derivation of n. Since the map z → T λ λ λ−a z is linear, we obtain that T λ λ λ−a z extends to a skew-symmetric derivation for all z ∈ z. In order to prove the converse statement, let S ∈ Sym 2 v be a symmetric Killing tensor with eigenvalues λ 1 , . . . , λ k and let a ∈ R be such that for every z ∈ z, T λ λ λ−a z extends to a derivation D z of n, where λ λ λ = (λ 1 , . . . , λ k ). We shall explicit a linear combination of the metric and products of Killing vector fields as in (5.2) that gives S.
We claim that (5.2) is satisfied for the following choice of coefficients and derivations: a is the one coming from the hypothesis, b s,t = 0 for all s, t, c s,t = 0 for s = t, c s,s = − 
where the last equality follows again from (3.4)-(3.5), and we will show that actually K = S. A reasoning as before gives
We claim that this also holds for w ∈ z. Since the left hand side vanishes in this case, we need to show that
are both in so(v), they preserve each v i and actually they are opposite in each v i since by (2.10):
for all z, z ′ ∈ z, thus proving our claim. From (5.3) we thus get
Finally, for every w ∈ v we have:
which together with (5.4) shows that S = K, so S is decomposable.
For the statement of the next result we introduce some terminology. We say that an
As a first application of Theorem 5.10, we describe Lie algebras for which every leftinvariant symmetric Killing 2-tensor is decomposable.
Corollary 5.11. Let n be an irreducible 2-step nilpotent Lie algebra such that one of the following conditions holds:
• dim z = 1;
Then any symmetric Killing 2-tensor on n is decomposable.
Proof. In view of Proposition 5.5 it is enough to show that any left-invariant symmetric Killing tensor in Sym 2 v is decomposable. Let S ∈ Sym 2 v and let v = v 1 ⊕ . . . ⊕ v k be the orthogonal decomposition in the eigenspaces of S in v. We apply the converse of Theorem 5.10 to show that S is decomposable.
If dim z = 1, then j(z) is an abelian subalgebra of so(v). Choose a ∈ R arbitrary and let D z be the endomorphism of n which extends T λ λ λ−a z by zero, for z ∈ z. Then, for all z ′ ∈ z, j(D z z ′ ) = 0 by definition, and
Next we present the aforementioned construction method. Let (V, g) be an inner product space and consider a vector subspace z ⊂ so(V, g) which is not a Lie subalgebra of so(V, g). Set v 1 = v 2 := V , n := v 1 ⊕ v 2 ⊕ z and define an inner product on n making v 1 , v 2 , z all orthogonal and extending g in v 1 = v 2 = V (the choice is arbitrary in z). On n we define the Lie bracket such that
Then the map j : z −→ so(v 1 ⊕ v 2 ) is given by j(z) = z 0 0 z .
Fix α = 1 and consider the endomorphism S = Id| v 1 + αId| v 2 of v. By Proposition 4.1, S defines a symmetric Killing 2-tensor. Moreover, since j(z)| v 1 and j(z)| v 2 (which are both isomorphic to z) are not Lie subalgebras of so(v 1 ) = so(v 2 ), Corollary 5.14 shows that S is indecomposable.
The following is an explicit example of this construction. Consider S ∈ Sym 2 n defined by Se i = e i for i = 1, 2, 3, Se i = 2e i for i = 4, 5, 6, and Sz 1 = Sz 2 = 0. The decomposition of v is given by v 1 = span{e 1 , e 2 , e 3 } and v 2 = span{e 3 , e 4 , e 6 }. The vector space spanned by these two matrices is clearly not a Lie subalgebra of so(3), so S is indecomposable.
Remark 5.16. The above examples of indecomposable symmetric Killing tensors can be used to produce examples on compact nilmanifolds. Recall that a nilpotent Lie group N admits a co-compact discrete subgroup Γ if and only if its Lie algebra n is rational, that is, n admits a basis with structure constants in Q (cf. [14] ). In this case, any left-invariant Riemannian metric on N defines a Riemannian metric on the compact manifold Γ\N so that the natural projection p : N −→ Γ\N is a locally isometric covering.
Every left-invariant symmetric Killing tensor field S on N projects to a Killing tensor fieldS on Γ\N and clearly, if S is indecomposable on N, thenS is indecomposable on Γ\N.
Appendix A. Parallel distributions on nilpotent Lie groups
In this section we will prove a property of parallel tensors on nilpotent Lie groups which was used in Theorem 5.10, but which, we think, is also of independent interest. Proof. Since the Lie algebra n is 2-step nilpotent, we have [[n, n], n] = 0, so the derived algebra n ′ := [n, n] is contained in the center z of n. Consider first the case where n ′ = z. It is easy to check that the Ricci tensor of (N, g) at the identity preserves the decomposition n = v ⊕ z (where we recall that v = z ⊥ ) and is positive definite on z and negative definite on v [5, Proposition 2.5]. In particular (N, g) carries no parallel vector fields, so its factors (N i , g i ), i = 1, . . . , k in the de Rham decomposition are non-flat irreducible Riemannian manifolds. Correspondingly, we write n = T e N = T 1 ⊕ . . . ⊕ T k .
Let D be any parallel distribution on N. We claim that D e (which of course determines D) is the direct sum of some of the subspaces T i . To see this, consider the holonomy group Hol e (N) ⊂ so(n). By the de Rham theorem, Hol e (N) = H 1 × . . . × H k where H i acts irreducibly on T i for each i = 1, . . . , k. Since D is parallel, D e is a subspace of
to prove our claim, we need to show that D e ∩ T j = D j for every j. By the irreducibility of T j as H j -representation, it is enough to show that if
Let us fix any j ∈ {1, . . . , k} with D j = 0, and take any non-zero x j ∈ D j . Then there exist x i ∈ D i for every i = j such that x := x 1 +. . .+x k ∈ D. Every element h j ∈ H j acts trivially on T i for i = j, so we get that D e ∋ h j (x) = x 1 +. . .+x j−1 +h j (x j )+x j+1 +. . .+x k , and thus
Since H j is not trivial and T j is an irreducible H j -representation, there exists h j ∈ H j such that h j (x j ) = x j . The non-zero vector x j − h j (x j ) belongs to D e ∩ T j , thus proving our claim.
In particular, this proves that the Riemannian manifold (N, g) carries only a finite number of parallel distributions. Assume now that K is a parallel symmetric 2-tensor on N. If λ 1 , . . . , λ l denote the spectrum of K e , the corresponding eigenspaces define parallel distributions
For every element h ∈ N, h * (V i ) belongs to a finite set of parallel distributions, so by continuity, as N is connected, h * (V i ) = V i is independent on h. This shows that
For the general case, one defines as in Remark 4.10 (2) the abelian ideal a of n by a := z ∩ n ′⊥ and observe thatñ := v ⊕ n ′ is also an ideal and n =ñ ⊕ a is an orthogonal direct sum of ideals. Correspondingly, the simply connected Lie group N endowed with the left-invariant metric g is a Riemannian product (Ñ,g) × R n , where n = dim(a) and g is the restriction of g toñ. By construction, the derived algebrañ ′ is equal to the center ofñ, so by the first part of the proof, every parallel symmetric tensor onÑ is left-invariant. Moreover, since (Ñ ,g) has no parallel vector field, it follows that every parallel symmetric tensor on (Ñ,g) × R n is the sum of a constant symmetric tensor on R n and a parallel symmetric tensor onÑ, and thus is left-invariant. This concludes the proof.
The hypothesis that N is 2-step nilpotent is essential in the above theorem, as shown by the following (counter-)example. Consider the left-invariant metric on G defined by requiring that e 1 , e 2 , e 3 is orthonormal and denote by E i the left-invariant vector field on G which is equal to e i at the identity. The Koszul formula (2.2) immediately shows that the Levi-Civita connection ∇ of this metric is given by
. A straightforward computation then shows that the Riemannian curvature of ∇ vanishes, so every symmetric tensor on g defines a parallel tensor on G by parallel transport. On the other hand, the left-invariant tensor E 1 · E 1 is not parallel (since ∇ E 3 (E 1 · E 1 ) = 2E 1 · E 2 ), so it does not coincide with the parallel tensor on G defined by the parallel transport of e 1 · e 1 .
We will now show that the eigendistributions of a parallel symmetric endomorphism of T N (which are automatically left-invariant by Theorem A.1) define a decomposition of n as orthogonal sum of ideals. Proposition A.3. Let S ∈ Sym 2 n be a left-invariant symmetric tensor. Denote by λ i ∈ R (i = 1, . . . , k) the eigenvalues of S and by n i the corresponding eigenspaces, so that n decomposes in an orthogonal direct sum of n = k i=1 n i . Then ∇S = 0 if and only if each n i is an ideal on n.
Proof. The "if" part is obvious, since if each n i is an ideal on n, then Id n i is parallel as endomorphism of n, and thus so is S = k i=1 λ i Id n i . Conversely, if S is parallel, then each n i defines a left-invariant parallel distribution on N, so it is enough to show that if the left-invariant distribution on N defined by a vector subspace D ⊂ n is parallel, then D is an ideal of n. j(z)(x) (see (2.9)), whence j(z)(x) ∈ D ∩ v for every z ∈ z. Moreover, ∇ z (j(z)(x)) = − 1 2 j(z)
2 (x) clearly belongs to D (as D is parallel) and to v, so in particular, by the choice of x, it is orthogonal to x. Since j(z) is skew-symmetric, this shows that j(z)(x) = 0 for every z ∈ z, whence x = 0, thus proving our claim.
This shows that D = (D ∩ v) ⊕ (D ∩ z). In order to prove that D is an ideal it is now equivalent to check that for every x ∈ D ∩ v and y ∈ v one has [x, y] ∈ D (all other commutators are automatically 0). This is clear since [x, y] = −2∇ y x ∈ D as D is parallel.
As a corollary, we get the following result about 2-step nilpotent Lie algebras, which is also of independent interest. Corollary A.4. Let (n, g) be a 2-step nilpotent metric Lie algebra. Then there exist irreducible 2-step nilpotent metric Lie algebras (n i , g i ) i ∈ {1, . . . , k} (unique up to reordering) such that
for some abelian metric Lie algebra (a, g 0 ).
Proof. By definition, every reducible 2-step nilpotent Lie algebra is the orthogonal direct sum of ideals, each of them being 2-step nilpotent or abelian. The above decomposition thus always exists. Consider such a decomposition and denote by N and N i the simply connected Lie groups with Lie algebras n and n i respectively. Then (N, g) is isometric to the Riemannian product
and moreover (N i , g i ) is an irreducible Riemannian manifold for each i ∈ {1, . . . , k}. Indeed, if some (N i , g i ) were reducible, then the restriction of the metric g i to the factors would define parallel symmetric tensors on (N i , g i ), which by Theorem A.1 have to be left-invariant. By Proposition A.3 this would give a decomposition of n i as an orthogonal direct sum of ideals, thus contradicting its irreducibility. Therefore, the uniqueness statement follows from the uniqueness (up to reordering) of the de Rham decomposition of Riemannian manifolds.
