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Abstract
Let R be a prime ring with extended centroid C. Let a ∈ R be C-algebraic. We compute the minimal
polynomial of the inner derivation ad(a) (resp. the inner automorphism Ia for unit a) in terms of the minimal
polynomial of a. Chung and Luh proved that the index of nilpotency of a nilpotent derivation is an odd
number if char R /= 2 and is a 2-power if char R = 2. As an application, we generalize this to arbitrary
algebraic derivations and automorphisms.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 16W25; 16N60; 16W20
Keywords: Derivation; Automorphism; Prime ring; Minimal polynomial
1. Introduction
Throughout, R is always a prime ring and Q its symmetric Martindale quotient ring. The
center C of Q is called the extended centroid of R. For b ∈ R, the map ad(b) : x ∈ R → [b, x] =
bx − xb defines a derivation of R, called the inner derivation defined by the element b. Given a
unit u ∈ R, the map Iu : x ∈ R → uxu−1 defines an automorphism of R, called the inner auto-
morphism defined by the unit u. In general, it is well-known that every derivation d (automorphism
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σ resp.) of R can be uniquely extended to a derivation (automorphism resp.) of Q. A derivation
(automorphism resp.) of R is called X-inner if the extension to Q becomes inner.
A derivation d : R → R is said to be C-algebraic if for some β1, . . . , βn−1 ∈ C,
dn(x) + β1dn−1(x) + · · · + βn−1d(x) = 0 for all x ∈ R.
The C-algebraicity for an automorphism σ : R → R is defined analogously. By [14, Theorem
2] or [1, Theorem 7.9.10], an X-inner derivation ad(b) (automorphism Ib resp.) is C-algebraic
if and only if the element b is C-algebraic. Motivated by [3–6,12], we address ourselves to the
following:
Problem 1.1. Let d : R → R (σ : R → R resp.) be a C-algebraic derivation (automorphism
resp.). Compute the minimal polynomial over C of d (σ resp.).
We first reduce the problem to the X-inner cases. Following [13], a derivation d is called quasi-
algebraic if there exist ai, b ∈ Q such that dm(x) +∑m−1i=1 aidm−i (x) = [b, x] for all x ∈ R. The
minimal such m  1 is called the outer degree of d . The equality corresponding to the minimal
m is called the minimal quasi-algebraic relation of d and ad(b) is called the associated X-inner
derivation. It was shown in [10,11,13] that the minimal quasi-algebraic relation of d admits the
form {
d(x) = [b, x] if char R = 0 and
dp
m
(x) + α1dpm−1(x) + · · · + αmd(x) = [b, x] if char R = p > 0, (1.1)
where αi ∈ C, b ∈ Q satisfy d(αi) = 0, d(b) ∈ C. Clearly, d is C-algebraic if and only if it is
quasi-algebraic and has the C-algebraic associated X-inner derivation. Analogously, an automor-
phism σ of R is called quasi-inner if σk is X-inner for some k  1. The least such k is called the
outer degree of σ and σk is called the associated X-inner automorphism of σ . By [9, Proposition
1], an automorphism σ is C-algebraic if and only if it is quasi-inner and has the C-algebraic
associated X-inner automorphism.
Consider C[λ], the polynomial ring over C in the commuting indeterminate λ. Elements
of C may not be constants of d (resp. σ ). So we must be careful in substituting d (resp. σ )
for λ. Given f (λ) = β0 + β1λ + · · · ∈ C[λ], we hence postulate f (d) = β0 + β1d + · · · (resp.
f (σ) = β0 + β1σ + · · ·). With these, we show how to obtain the minimal polynomial of the
derivation d (the automorphism σ resp.) from that of its associated inner part ad(b) (resp. Iu).
Theorem 1.2
(1) Let d be a C-algebraic derivation of R. Let d(λ) be the monic polynomial over C of
minimal degree such that d(d) = ad(b) for some b ∈ Q. If g(λ) is the minimal polynomial
of ad(b) over C, then the minimal polynomial of d over C is equal to g(d(λ)).
(2) Let σ be a C-algebraic automorphism of R with outer degree k and with the associated the
X-inner automorphism Iu. If h(λ) is the minimal polynomial of Iu over C, then h(λk) is the
minimal polynomial of σ over C.
Proof. (1) follows directly from [2, Theorem 1], since d(d) = ad(b) gives the minimal quasi-
algebraic relation (1.1) of d with the associated X-inner part ad(b). We prove (2). Clearly, σ
satisfies h(λk). It suffices to show that σ does not satisfy any polynomials over C of lower degree.
Let s be the degree of h(λ). Suppose on the contrary that σ satisfies a polynomial over C of degree
m < ks:
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σm(z) + γm−1σm−1(z) + · · · = 0 for z ∈ R. (1.2)
Write m = kt + r , where 0  r < k. Since m < ks, t < s. We have
σm(z) = σkt (σ r(z)) = utσ r(z)u−t .
Analogously, write each j < m as j = ktj + rj , where 0  rj < k. Then σ j (z) = utj σ rj (z)u−tj ,
and tj < t if rj = r . Substitute these expressions of σ j (z) into (1.2). By Kharchenko’s Theorem
[9], the terms σ j (z) with rj = r give the identity
utσ r(z)u−t +
∑
j<m,rj=r
γju
tj σ r (z)u−tj = 0
for all z ∈ Q. That is, utzu−t +∑j<m,rj=r γjutj zu−tj = 0 for all z ∈ Q. So the inner automor-
phism Iu satisfies
λt +
∑
j<m,rj=r
γjλ
tj .
Since t < s, this contradicts the minimality of h(λ). This completes our proof. 
In view of Theorem 1.2, Problem 1.1 is reduced to the following:
Problem 1.3. Let b ∈ Q be C-algebraic. Given the minimal polynomial over C of b, compute
the minimal polynomial over C of ad(b) (resp. Ib for b a unit of Q).
Krempa and Matczuk [12] solved the case for ad(b) under the assumption that char R = 0 or
that the minimal polynomial of b has no repeated roots. We will give a complete answer here. Of
course, we have adopted many ideas from [12].
2. Inner cases
It turns out that the same method can be used to compute minimal polynomials of the more
general maps below.
Definition. For a, b ∈ Q, let φa,b denote the map φa,b : x ∈ Q → ax + xb and let ψa,b denote
the map ψa,b : x ∈ Q → axb.
The inner derivation ad(a) is φa,−a . The inner automorphism Ia for unit a is ψa,a−1 . Let Qop
be the ring opposite to Q. By Martindale’s Theorem [14], the map
η : Q ⊗C Qop ↪→ End(QC),
defined by η
(∑
i ai ⊗ bi
)
(x) =∑i aixbi for x ∈ Q, gives a canonical embedding. In terms of
the embedding η, φa,b (ψa,b resp.) is C-algebraic if and only if a ⊗ 1 + 1 ⊗ b (a ⊗ b resp.) in
Q ⊗C Qop is C-algebraic. We have the following simple fact.
Lemma 2.1. Let a, b ∈ Q. The map φa,b is C-algebraic if and only if both a and b are C-
algebraic. The map ψa,b is C-algebraic if and only if one of a, b is nilpotent or both a, b are
C-algebraic. In this case, the minimal polynomial over C of φa,b (or ψa,b resp.) is the same as
that of a ⊗ 1 + 1 ⊗ b (or a ⊗ b resp.) in Q ⊗C Qop.
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If a is nilpotent and b is not algebraic, then a ⊗ b is clearly also nilpotent and has the index
of nilpotency as a. A similar assertion holds if b is nilpotent and a is not algebraic. These are
somewhat less interesting. We hence exclude them and assume that both a and b are algebraic.
Our aim is to find minimal polynomials of φa,b, ψa,b in terms of minimal polynomials of a, b.
We have come to a number-theoretic notion p(m, n), which is crucial to the computation of
the minimal polynomials of φa,b and ψa,b.
Definition. Let F be a field of characteristic p, where p is 0 or a prime 2, and let F [x, y] denote
the polynomial algebra over the field F in commuting indeterminates x and y. For integers m, n 
1, we define p(m, n) to be the index of nilpotency of the element x + y in F [x, y]/(xm, yn),
where x, y denote the natural images of x, y, respectively.
Then it is clear that p(m, n)  m + n − 1 and the equality holds when p = 0. For integers
n, k  0, we postulate
(
n
k
)
def= 0 if n < k. The following lemma describes the integer p(m, n).
Particularly, it is independent of the field F and p(m, n) = p(n,m) by (3) of Lemma 2.2
below. The significance of the integer p(m, n) will become clear in Theorem 2.4.
Lemma 2.2. Let p  2 be a prime number and m, n  1 integers.
(1) There exists an integer  such that
  m, n and
(

k
)
≡ 0(mod p) for integers k satisfying  − m < k < n. (2.1)
(2) If a positive integer  satisfies (2.1), then so does  + 1.
(3) The equation (2.1) is symmetric with respect to m, n.
(4) p(m, n) is equal to the least integer  satisfying (2.1).
Proof. (1) Clearly, there is no integer k satisfying (m + n − 1) − m < k < n. Therefore,  =
m + n − 1 satisfies (2.1).
(2) Let k be an integer 0 such that ( + 1) − m < k < n. Since  − m < ( + 1) − m, we
have  − m < k < n and so
(

k
)
≡ 0 (mod p). On the other hand, note that ( + 1) − m < k < n
implies  − m < k − 1 < n − 1. We also have  − m < k − 1 < n − 1 < n and so
(

k − 1
)
≡ 0
(mod p). Thus(
 + 1
k
)
=
(

k
)
+
(

k − 1
)
≡ 0 (mod p).
This shows that  + 1 also satisfies (2.1).
(3) An integer k satisfies  − m < k < n if and only if the integer k′ def=  − k satisfies  − n <
k′ < m. When k ranges over integers strictly between  − m andn, k′ def=  − k ranges over integers
strictly between  − n and m. The symmetry of (2.1) with respect to m, n follows from the
equality
(

k
)
=
(

 − k
)
.
(4) It suffices to show that (x + y) = 0 in F [x, y]/(xm, yn) if and only if  satisfies (2.1).
Firstly, suppose
0 = (x + y) =
∑
k=0
(

k
)
x−kyk.
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If  < m then x−k , k = 0, . . . , , are F -independent and so
(

k
)
yk = 0 for all 0  k  .
But for k = 0 particularly, we have 1 =
(

0
)
y0 = 0, absurd. So   m and similarly   n. Also,
x−k = 0 for k   − m and yk = 0 for k  n. We hence have
0 =
∑
k=0
(

k
)
x−kyk =
∑
−m<k<n
(

k
)
x−kyk.
By the F -independence of x−kyk for  − m < k < n, we see that
(

k
)
≡ 0(mod p) for
 − m < k < n. So  satisfies (2.1). Conversely, if  satisfies (2.1), then
(x + y) =
∑
k=0
(

k
)
x−kyk =
∑
−m<k<n
(

k
)
x−kyk = 0.
Therefore, p(m, n) is equal to the least integer  satisfying (2.1), as asserted. 
Lemma 2.3. Let F be a field of characteristic p, where p is 0 or a prime  2. Let A and
B be commutative F -algebras with 1. Suppose that a ∈ A and b ∈ B are nilpotent elements
with the indexes of nilpotency m and n respectively. For units u ∈ A and v ∈ B, the element
a ⊗ v + u ⊗ b ∈ A ⊗F B is also nilpotent and has the index of nilpotency p(m, n).
Proof. Clearly, both a ⊗ v and u ⊗ b are nilpotent elements of the commutative algebra A ⊗F B.
Clearly, we have the F -isomorphism
h : F [x, y]/(xm, yn) → F [a ⊗ v, u ⊗ b] ⊆ A ⊗F B
with h(x) = a ⊗ v and h(y) = u ⊗ b, where x, y denote the natural images of x, y, respectively.
This proves the lemma. 
In order to state neatly the minimal polynomial of ψa,b, it is convenient to have the following:
Definition. Let f (λ), g(λ) ∈ C[λ] be nonzero monic polynomials. Write f (λ) = λmf˜ (λ),
g(λ) = λng˜(λ), where f˜ (λ), g˜(λ) ∈ C[λ] are such that f˜ (0) /= 0 and g˜(0) /= 0. Define
(f, g)
def=
⎧⎨
⎩
m if m > n and g˜(λ) is not a constant,
n if n > m and f˜ (λ) is not a constant,
min{n,m} otherwise.
Clearly, we have (f, g) = (g, f ).
Let C be the algebraic closure of the field C. By [7, Theorem 3.5], Q def= Q ⊗C C is a
prime ring with the extended centroid C. Suppose that a, b ∈ Q are C-algebraic and have min-
imal polynomials μa(λ), μb(λ) ∈ C[λ] respectively. Clearly, the minimal polynomials over C
of a def= a ⊗ 1 and b def= b ⊗ 1 are also μa(λ) and μb(λ) respectively. Note that Q⊗
C
Q
op is
isomorphic to (Q⊗
C
Qop)⊗
C
C via the map
(x ⊗
C
α)⊗
C
y ⊗
C
β → (x ⊗
C
y)⊗
C
αβ for x, y ∈ Q and α, β ∈ C.
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This isomorphism maps a ⊗
C
1 + 1 ⊗
C
b ∈ Q⊗
C
Q
op
to (a ⊗
C
1 + 1 ⊗
C
b)⊗
C
1 ∈ (Q ⊗C Qop)⊗
C
C.
So the minimal polynomial over C of a ⊗
C
1 + 1 ⊗
C
b is the same as the minimal polynomial over
C of (a ⊗
C
1 + 1 ⊗
C
b)⊗
C
1 ∈ (Q ⊗C Qop)⊗
C
C. The former is the same as the minimal polynomial
over C of the map φa,b ∈ End(QC). The latter is the same as the minimal polynomial over C
of a ⊗
C
1 + 1 ⊗
C
b ∈ Q ⊗C Qop, which in turn is the same as the minimal polynomial over C of
the map φa,b ∈ End(QC). So the minimal polynomial over C of φa,b ∈ End(QC) is the same
as the minimal polynomial over C of the map φa,b ∈ End(QC). Replacing Q, a, b by Q, a, b
respectively, we may thus assume C = C.
We are now ready to prove the main theorem in this section.
Theorem 2.4. Let char R = p, where p is 0 or a prime. Suppose that a, b ∈ Q are C-algebraic
and have minimal polynomials μa(λ), μb(λ) ∈ C[λ] respectively. Factorize μa(λ), μb(λ) into
powers of distinct linear factors in C :
μa(λ) =
m∏
i=1
(λ − αi)mi and μb(λ) =
n∏
i=1
(λ − βi)ni .
(1) The minimal polynomial of the map φa,b is the least common multiple of (λ − (αi +
βj ))
p(mi,nj ), where 1  i  m and 1  j  n.
(2) The minimal polynomial of the map ψa,b is the least common multiple of λ(μa,μb) and (λ −
αiβj )
p(mi,nj ), where αi, βj range over all nonzero roots of μa(λ), μb(λ) respectively.
Proof. As before, we may always assume that C = C.
(1) We compute the minimal polynomial over C of a ⊗ 1 + 1 ⊗ b in the C-subalgebra C[a]⊗
C
C[b] of Q⊗
C
Qop. Note that C[a] ∼= C[x]/(μa(x)) and C[b] ∼= C[y]/(μb(y)). So it amounts to
computing the minimal polynomial of x ⊗ 1 + 1 ⊗ y in the tensor productC[x]/(μa(x))⊗
C
C[y]/
(μb(y)). By the Chinese Remainder Theorem, we have
C[x]/(μa(x)) ∼=
m⊕
i=1
C[x]/((x − αi)mi )
C[y]/(μb(y)) ∼=
n⊕
j=1
C[y]/((y − βj )nj ).
Therefore,
C[x]/(μa(x))⊗
C
C[y]/(μa(y)) ∼=
m⊕
i=1
n⊕
j=1
C[x]/((x − αi)mi )⊗
C
C[y]/((y − βj )nj ).
We now compute the minimal polynomial of x ⊗ 1 + 1 ⊗ y in the tensor product C[x]/((x −
αi)
mi )⊗
C
C[y]/((y − βj )nj ). In C[x]/((x − αi)mi ), x has the minimal polynomial (x − αi)mi . In
C[y]/((y − βj )nj ), y has the minimal polynomial (λ − βj )nj . By Lemma 2.3, we see that
x ⊗ 1 + 1 ⊗ y − αi − βj = (x − αi) ⊗ 1 + 1 ⊗ (y − βj )
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is nilpotent and has the index of nilpotency p(mi, nj ). This means that the minimal polynomial
of x ⊗ 1 + 1 ⊗ y is (λ − αi − βj )p(mi,nj ). Thus we conclude that the minimal polynomial of
x ⊗ 1 + 1 ⊗ y is the least common multiple of all (λ − (αi + βj ))p(mi,nj ) for 1  i  m and
1  j  n. This proves (1).
(2) It suffices to compute the minimal polynomial of x ⊗ y as an element in
C[x]/((x − αi)mi )⊗
C
C[y]/((y − βj )nj ).
If αi /= 0 and βj = 0 then x ⊗ y is nilpotent and has the index of nilpotency nj . Similarly, if
αi = 0 and βj /= 0 then x ⊗ y is nilpotent and has the index of nilpotency mi . If αi = βj = 0
then x ⊗ y is nilpotent and has the index of nilpotency min{mi, nj }. The least common multiple
for these x ⊗ y corresponding to either αi = 0 or βj = 0 is thus λ(μa,μb). Now, consider the case
that αi /= 0 and βj /= 0. Notice that
x ⊗ y − αiβj = (x − αi) ⊗ y + αi ⊗ (y − βj ).
Since βj /= 0, y is a unit in C[y]/(y − βj )nj . In view of Lemma 2.3, x ⊗ y − αiβj is nilpo-
tent and has the index of nilpotency p(mi, nj ). So the minimal polynomial of x ⊗ y is (λ −
αiβj )
p(mi,nj )
. This proves the theorem. 
As a special case of Theorem 2.4, we can consider the minimal polynomials of ad(a) and Ia ,
where a ∈ Q is a unit for the latter case. In this case, ad(a) = φa,−a and Ia = ψa,a−1 . We deduce
immediately the following:
Theorem 2.5. Suppose that char R = p, where p is 0 or a prime. Let a ∈ Q be C-algebraic
and have the minimal polynomial μa(λ) ∈ C[λ] over C. Write μa(λ) =∏mi=1(λ − αi)mi , where
αi ∈ C are distinct.
(1) The minimal polynomial of the inner derivation ad(a) is the least common multiple of
(λ − (αi − αj ))p(mi,mj ), where 1  i, j  m.
(2) If a ∈ Q is a unit, the minimal polynomial of the inner automorphism Ia is the least common
multiple of (λ − αiα−1j )p(mi,mj ), where 1  i, j  m.
3. Computing p(m,n)
We still have to computep(m, n) explicitly. This is actually the aim of this paper. Letp  2 be
a prime. By the p-power expansion of an integer m  0, we mean the expression m =∑i0 mipi ,
where 0  mi < p. We will compute p(m, n) explicitly in the following. For this purpose, we
need to tell whether
(
n
i
)
≡ 0 (mod p) or not. This is solved neatly by Lucas in Theorie des
Nombres (pp. 417–420) and his solution is reproduced in [8]:
Lemma 3.1 (Lucas). Given a primep  2, letn =∑s0 nsps and i =∑s0 isps be thep-power
expansions of integers n, i  0, respectively. Then(
n
i
)
≡
∏
s0
(
ns
is
)
(mod p),
where we postulate
(
k
0
)
= 1 for k  0 and
(
k
j
)
= 0 for j > k  0.
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Theorem 3.2. Let p  2 be a prime. Assume that positive integers m, n have respectively the
p-power expansions m =∑iu mipi, n =∑iv nipi with mu /= 0, nv /= 0. Let t be the greatest
integer i  0 such that mi + ni  p if such i exists. Otherwise, let t def= max{u, v}. Set  def= 1
if t = u = v and  def= 0 otherwise. Then
p(m, n) = min{mt + nt − , p}pt +
∑
i>t
(mi + ni)pi. (3.1)
Proof. Note that min{mt + nt − , p} > 0 always. We show that

def= min{mt + nt − , p}pt +
∑
i>t
(mi + ni)pi (3.2)
is the least integer satisfying (2.1). By Lemma 2.2, p(m, n) = p(n,m). Since  above is also
(m, n)-symmetric, we may assume that u  v. So u  v  t .
Claim 1. The p-power expansion
∑
i0 ˜ip
i of  − m takes the form
 − m =
∑
ui<t
˜ip
i + min{nt − 1, p − mt − 1 + }pt +
∑
i>t
nip
i .
Reason. If  = 0 then t > u. Since pu+1 +∑u<i<t (p − 1)pi − pt = 0, we have
−m = (p − mu)pu +
∑
u<i<t
(p − 1 − mi)pi − (mt + 1)pt −
∑
i>t
mip
i.
We then add this to  by using min{a, b} − c = min{a − c, b − c}. If  = 1 then t = u = v and
hence m =∑it mipi . We merely add −m =∑it (−mi)pi to  by using min{a, b} − c =
min{a − c, b − c}.
Claim 2. If  − m < k < n then
(

k
)
= 0.
Reason. Let  =∑i0 ipi and k =∑i0 kipi be the p-power expansions of  and k, respec-
tively. Assume on the contrary that
(

k
)
/= 0. By Lucas’ Lemma, i  ki for all i  0. But i = 0
for i < t . Hence ki = 0 for i < t . Since k >  − m, there exists the largest j such that kj > ˜j .
So, ks = ˜s if s > j . By Claim 1, ˜i = ni for i > t . If j > t then kj > ˜j = nj . Moreover,
ks = ˜s = ns for s > j . So k > n, absurd. Hence j  t . But ki = 0 for i < t . So j = t and
kt > ˜t = min{nt − 1, p − mt − 1 + }. If nt − 1  p − mt − 1 +  then mt + nt −   p. So
the coefficient of pt in (3.2) is p. This implies t = 0. But t  kt . So kt = 0, contradicting
kj > ˜j , since j = t . Hence
nt − 1 < p − mt − 1 + . (3.3)
Then ˜t
def= min{nt − 1, p − mt − 1 + } = nt − 1. But kt > ˜t = nt − 1. Since ks = ˜s = ns
for s > j = t , kt > nt would imply k > n, absurd. So kt = nt . If v = t then k  n, absurd
again. So v < t and hence  = 0. Then (3.3) implies mt + nt < p. By the definition of t ,
t = max{u, v} = v, absurd again. This proves Claim 2.
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Claim 3.
(
 − 1
 − m
)
/= 0.
Reason. The p-power expansion
∑
i0 
′
ip
i of  − 1 is given by
 − 1 =
∑
0i<t
(p − 1)pi + (min{mt + nt − , p} − 1)pt +
∑
i>t
(mi + ni)pi.
By Lucas’ Lemma, it suffices to show ˜i  ′i for all i  0. This is clear for i < t , since ′i = p − 1.
For i > t , ′i = mi + ni  ni = ˜i by Claim 1. By Claim 1 again,
˜t = min{nt − 1, p − mt − 1 + }
= min{mt + nt − , p} − 1 − (mt − )
= ′t − (mt − ).
It suffices to see that mt −   0. But mt −  < 0 happens only when mt = 0 and  = 1. If  = 1
then t = u and hence mt > 0, absurd. So mt −   0 as asserted. 
The neat expressionp(m, n) in Theorem 3.2 may not be ap-power expansion, since min{mt +
nt − , p} can possibly be equal to p. For convenience of applications, we reformulate it below,
where p(m, n) is expressed as a p-power expansion:
Theorem 3.3. Let p  2 be a prime. Assume that positive integers m, n have respectively the p-
power expansions m =∑iu mipi, n =∑iv nipi with mu, nv /= 0. If mmin{u,v} + nmin{u,v} >
p or if there exists i > min{u, v} such that mi + ni  p, then the p-power expansion of p(m, n)
is given by
p(m, n) = (mw + nw + 1)pw +
∑
i>w
(mi + ni)pi, (3.4)
where w  0 is the least integer such that mw + nw + 1 < p and such that mi + ni < p for all
i > w. Otherwise, the p-power expansion of p(m, n) is given by
(mmax{u,v} + nmax{u,v} − ˜)pmax{u,v} +
∑
i>max{u,v}
(mi + ni)pi, (3.5)
where ˜ def= 1 if u = v and ˜ def= 0 otherwise.
Proof. Let t,  be as defined in Theorem 3.2. First, assume that
min{mt + nt − , p} = p.
That is, mt + nt −   p. Particularly, mt + nt  p. Let w be as defined in (3.4). Then t < w
since mi + ni < p for all i > w. For any t < j < w, mj + nj < p by the maximality of t and
mj + nj + 1  p by the minimality of w. So mj + nj = p − 1 for t < j < w. With these, we
compute the p-power expansion of the given expression
p(m, n) = min{mt + nt − , p}pt +
∑
i>t
(mi + ni)pi
= pt+1 +
∑
t<j<w
(p − 1)pj + (mw + nw)pw +
∑
i>w
(mi + ni)pi
= (mw + nw + 1)pw +
∑
i>w
(mi + ni)pi.
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This is the expression given by (3.4). We verify the conditions for (3.4) as follows. Since mt +
nt −   p, both mt and nt are nonzero. That is, t  u and t  v, or equivalently t  max{u, v}.
If t = min{u, v} then t = u = v and hence  = 1. So
mmin{u,v} + nmin{u,v} = mt + nt  p +  = p + 1 > p,
as asserted. If t > min{u, v} then there exits i > min{u, v}, namely i = t , such that mi + ni  p,
as asserted.
Now, assume that min{mt + nt − , p} < p. That is, mt + nt −  < p. First, assume mt +
nt < p. Then mi + ni < p for all i. The conditions for (3.4) are violated and we should hence
verify (3.5): We have t = max{u, v} by the definition of t and hence  = ˜. So
min{mt + nt − , p} = mt + nt −  = mmax{u,v} + nmax{u,v} − ˜. (3.6)
The expression (3.1) of Theorem 3.2, already a p-power expansion, is thus equal to (3.5), as ex-
pected. Next, assume mt + nt  p. Then mt + nt = p and  = 1. So t = u = v = max{u, v} =
min{u, v} and ˜ = 1. Also, mi + ni < p for i > t by the maximality of t . So the conditions for
(3.4) are violated again. Since u = v and ˜ = 1 = , (3.6) holds again. Thus (3.5) is equal to
(3.1), as asserted. 
A derivation δ is called nilpotent if δn = 0 for some n  1. The least such n  1 is called its
index of nilpotency. Nilpotent derivations have been analyzed in details in [3]. One of major steps
there is to compute the index of nilpotency of an inner derivation ad(a) for a nilpotent element a.
(See [3, Theorems 2.1 and 2.5].) That is, the index of nilpotency of ad(a) is expressed in terms
of that of a. We deduce this immediately from Theorem 3.3 in the following:
Corollary 3.4 [3]. Let R be a prime ring of characteristic p  0. Let a ∈ R be a nilpotent
element of the index of nilpotency . Let nδ be the index of nilpotency of δ def= ad(a). If p = 0
then nδ = 2l − 1. Assume p  2. Let l =∑iu lipi be the p-power expansion of l with lu /= 0.
(1) If 2lu − 1 < p and 2li < p for all i > u, then
nδ =
(
(2lu − 1) +
∑
i>u
2lipi
)
pu.
(2) If 2lu − 1  p or if 2li  p for some i > u, then
nδ = (2lw + 1)pu +
∑
i>w
2lipi,
where w  0 is the least integer such that 2lw + 1 < p and such that 2li < p for all i > w.
Proof. The case p = 0 is easy. So assume p  2. Note that ad(a) = φa,−a . The minimal polyno-
mial of a is equal toλ and so the minimal polynomialφa,−a of ad(a) isλp(l,l). Clearly,p(l, l) is
the index of nilpotency of ad(a). Apply Theorem 3.3 and retain the notations there. Clearly, ˜ = 1
and u = max{u, u} = min{u, u}. If 2lu − 1  p or if 2li  p for some i > u, then (3.4) applies
and gives nδ in the assertion (2). Otherwise, (3.5) applies and gives nδ in the assertion (1). 
Chung and Luh [6] proved that the index of nilpotency of a nilpotent derivation is an odd
number if charR /= 2 and is a 2-power if char R = 2. A very interesting generalization of this to
arbitrary C-algebraic derivations and automorphisms is as follows:
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Theorem 3.5. Let char R = p  0.The minimal polynomial overC of aC-algebraic derivation d
(resp. automorphism σ) takes the form λh(λ), (resp. (λ − 1)h(λ)), where h(λ) ∈ C[λ] satisfies
h(0) /= 0 (resp. h(1) /= 0) and where  is odd if p /= 2 and is a 2-power if p = 2.
Proof. In view of Theorem 1.2 and (1.1), it suffices to prove the assertion for the associated
X-inner part ad(b) of d (resp. Ib of σ ). Let μ(λ) be the minimal polynomial of b over C. Fac-
torize μ(λ) =∏mi=1(λ − αi)mi in the algebraic closure C of C, where αi’s enumerate distinct
roots of μ(λ). Set h(λ) to be the least common multiple of all (λ − αi + αj )p(mi,mj ) (resp. all
(λ − αiα−1j )p(mi,mj )) for i /= j . Clearly, h(0) /= 0 (resp. h(1) /= 0). Set  = maxi{p(mi,mi)}.
By Theorem 2.5, the minimal polynomial of ad(b) (resp. of Ia) is λh(λ) (resp. (λ − 1)h(λ)).
We must show that  is a 2-power or odd according as p = 2 or not respectively. It suffices to
prove that so is each p(mi,mi). Write m = mi for brevity. If p = 0 then 0(m,m) = 2m − 1,
an odd number as asserted. We hence assume p  2. Let m =∑iu mipi with mu /= 0 be the
p-power expansion of m. Retain the notations of Theorem 3.3. We first examine the expression
(3.4) for p(m,m). This is
p(m,m) = (2mw + 1)pw +
∑
i>w
(2mi)pi.
This is clearly odd if p /= 2. For p = 2, the above expression is a 2-power expansion of 2(m,m)
by Theorem 3.3. This is possible only when mw = 0 and mi = 0 for all i > w. So 2(m,m) =
2w, a power of 2, as asserted. We now look the expression (3.5) for p(m,m). Clearly, u =
max{u, u} = min{u, u} and ˜ = 1. So (3.5) takes the form
p(m,m) = (2mu − 1)pu +
∑
i>u
(2mi)pi.
Again, this is odd if p /= 2. For p = 2, the above expression is a 2-power expansion of 2(m,m)
by Theorem 3.3. Analogously, this happens only when 2mu − 1 = 1 and mi = 0 for i > u. So
p(m,m) = 2u, a 2-power again. 
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