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 1. RESUMEN Y PALABRAS CLAVE 
 
Actualmente la Universidad de los Llanos cuenta con una red inalámbrica con            
acceso a internet el cual ha sido altamente criticada y ha traído consigo muchas              
opiniones y comentarios de inconformismo. De acuerdo a un estudio realizado por            
el Ingeniero Héctor Iván Reyes Moncayo, integrante de la Escuela de Ingeniería,            
con la colaboración de los estudiantes del programa de Ingeniería de sistemas,            
Juan David Baez, Kevin Nieves, Jorge Reina, Cristian Rojas, y Alexis Sierra,            
miembros del Grupo de estudio de Redes y Aplicaciones- GERA, la red Wi-Fi del              
campus Barcelona no se encuentra diseñada adecuadamente y por esta razón           
actualmente padece de problemas cobertura y soporte. Es por esto que el            
propósito del presente proyecto es realizar una reestructuración de la red de Wi-Fi             
de la Universidad de los Llanos en este campus, para así brindar un servicio              
eficiente y de calidad a la comunidad Unillanista, conformada por docentes,           
administrativos y estudiantes.   
Palabras claves: ​red, Wi-Fi, Universidad de los Llanos, inalámbrico, Internet,          
campus. 
  
2. PLANTEAMIENTO DEL PROBLEMA 
 
Procesos académicos y administrativos se apoyan cada vez más en recursos           
informáticos que dependen de un acceso estable a Internet; por tanto, se presenta             
la necesidad de mejorar la infraestructura de la red inalámbrica con la que cuenta              
la Universidad de los Llanos en el campus Barcelona.  
Actualmente el ecosistema de la red inalámbrica, posee diferentes         
inconvenientes, tanto en el campo de usabilidad para los usuarios finales           
(comunidad académica y administrativos) como para los entes encargados del          
control y administración de la red. En cuanto a usabilidad se dificulta en gran              
medida el acceso al medio inalámbrico, lentitud en la navegación, inestabilidad de            
las conexiones; provocado por una incorrecta planificación de frecuencias y          
potencias de los puntos de acceso, algunas zonas se encuentran saturadas de            
redes inalámbricas y otras zonas sin cobertura. No hay segmentación del tráfico            
de red entre estudiantes y administrativos, lo que representa una amenaza para            
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 la seguridad de la red; no se posee un conocimiento profundo de la infraestructura              
de TI de la red, ya que no se cuenta con un inventario de los dispositivos, ni una                  
plataforma que permita la gestión de los mismos de una forma centralizada, sino             
que actualmente se configura cada dispositivo de manera independiente, lo que           
no es óptimo en los casos de redes corporativas como la que se requiere en la                
Universidad. La información anterior se obtiene de un pequeño estudio de campo            
realizado por el Ingeniero Héctor Iván Reyes Moncayo, en conjunto con el grupo             
de estudio GERA. 
 
3. OBJETIVOS 
 
3.1​ ​Objetivo general 
 
Apoyar a la Oficina de Sistemas en la reestructuración de la red de acceso              
inalámbrico del campus Barcelona de la Universidad de los Llanos. 
 
3.2 Objetivos específicos  
 
● Apoyar las labores relacionadas en la identificación de los requerimientos          
de conectividad de los usuarios de la red inalámbrica del campus           
Barcelona de la Universidad de los Llanos, en cuanto a cubrimiento y            
capacidad. 
● Asistir en las tareas de identificación de las características técnicas de los            
equipos de acceso inalámbrico de propiedad de la Universidad de los           
Llanos instalados en el campus Barcelona, con el fin de establecer la            
posibilidad de usarlos en la nueva red. 
● Apoyar en las tareas de diseño del nuevo sistema de acceso inalámbrico,            
en base a los requerimientos de cubrimiento y capacidad identificados en el            
estudio de campo; lo que implica nueva planificación de canales de           
frecuencia y potencias de los puntos de acceso.  
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 ● Asistir en la identificación de la necesidad de compra de nuevos equipos y             
componentes de acceso: access points, switches, enrutadores, antenas,        
etc. 
● Apoyar a la Oficina de Sistemas en la implementación del nuevo diseño            
realizado, lo cual incluye reconfigurar y reubicar aquellos puntos de acceso           
existentes, como también instalar y configurar nuevos puntos; condicionado         
esto último a la adquisición de nuevos dispositivos y a la renovación de las              
líneas de fibra óptica, por parte de la Universidad, dentro del tiempo            
propuesto para el desarrollo del proyecto.  
● Asistir en las tareas de segmentación de tráfico de la red de datos en              
cuestión, según el diseño establecido. El cumplimiento de este objetivo          
está condicionado a que la Universidad proporcione el equipo necesario:          
switch capa 3 o enrutador; dentro del tiempo propuesto para el desarrollo            
de este proyecto y a la renovación de las líneas de fibra óptica con las que                
se cuenta actualmente. 
● Apoyar a la Oficina de Sistemas en la implementación de un módulo piloto             
de  una plataforma de gestión de red basado en el protocolo SNMP. 
● Apoyar actividades de capacitación para el personal técnico de la Oficina           
de Sistemas en la gestión de la red.  
 
4​      ​JUSTIFICACIÓN 
 
 
La red inalámbrica del campus Barcelona de la Universidad de los Llanos,            
presenta actualmente diferentes inconvenientes, como lo son la falta de un plan            
de frecuencias adecuado, desconocimiento de los dispositivos con los que cuenta           
la red; método de autenticación personal, inadecuado para un ambiente de alta            
densidad de tráfico, zonas del campus sin cobertura y la inexistencia de un diseño              
o esquema lógico de la red; no permiten brindar a los usuarios un servicio              
eficiente de conectividad para el desarrollo de las diferentes actividades          
académicas. Es por ello que este trabajo se presenta como una oportunidad, para             
realizar cambios significativos en el mejoramiento de la red, atacando los           
inconvenientes con una reestructuración que permita aprovechar en lo posible los           
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 dispositivos instalados con los que cuenta la red y la implementación de equipos             
nuevos correctamente configurados, basados en un diseño lógico y un plan de            
frecuencias para la red inalámbrica; condicionado este punto a la gestión           
realizada por parte de la Oficina de Sistemas, para la adquisición de nuevos             
equipos, dentro del tiempo del desarrollo del proyecto; según los objetivos           
planteados dentro de esta propuesta, mejorando el acceso y la cobertura según            
las necesidades de conectividad de los usuarios. Otros de los cambios           
significativos a realizar es la segmentación del tráfico de la red, implementando            
redes locales virtuales (VLANs); pues actualmente esta funciona como un único           
segmento, lo que conlleva a problemas no sólo de seguridad, sino también de             
congestión ya que todos los equipos comparten un mismo dominio de difusión,            
haciendo que el acceso a los servicios de la red sean inestables. Por último              
mencionar que este proyecto, también incluirá la puesta en marcha de algunos            
servicios inexistentes en la red actual, como lo es una plataforma piloto para la              
gestión de la red la cual permitirá la detección de fallas, el monitoreo continuo del               
funcionamiento de los equipos y el constante seguimiento a la red para la             
corrección de fallas futuras. 
Cada una de las diferentes problemáticas y las soluciones posibles brindadas           
anteriormente, permitirán poner en práctica los conocimientos adquiridos en los          
cursos aprobados del plan de estudios de la carrera Ingeniería de Sistemas,            
especialmente aquellos de las líneas de profundización correspondientes a         
Teleinformática e Ingeniería de Software; junto con el acompañamiento de un           
profesional en el área como lo es el Ph.D. Héctor Iván Reyes Moncayo, quien              
posee una amplia experiencia y conocimiento en el campo, para la           
implementación de este tipo de soluciones telemáticas. 
 
5​       ​MARCO DE REFERENCIA, TEÓRICO O CONCEPTUAL 
En el proceso de diseño e implementación de una red inalámbrica se hace             
necesario un aporte teórico a este proyecto, se hace referencia al tema “Redes             
inalámbricas de área local (WLAN) y su estándar 802.11” más conocido como            
Wi-Fi y el uso de diferentes conceptos que se ven involucrados en este campo de               
estudio y que se verán a continuación: 
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 5.1 Wi-Fi 
Sus siglas significan Wireless Fidelity, en español fidelidad inalámbrica, es un           
conjunto de redes no cableadas interconectadas que funcionan inalámbricamente         
y a base de diferentes protocolos. ​En la figura 1 se ilustra el modelo de una red                 
Wi-Fi, donde los diferentes dispositivos se conectan a la red por medio del router. 
5.2 Red 
El comité IEEE 802 establece que “Una red es un sistema de comunicaciones que              
permite que un número de dispositivos independientes se comuniquen entre sí”           
[10], su comunicación se hace a partir de la compartición de recursos entre ellas,              
capacidad que da a las redes potencial y atractividad.  
 
5.2.1 Clasificación de redes 
Existen diferentes tipos de redes inalámbricas que se clasifican según la           
cobertura que ofrecen. 
 
5.2.1.1 Redes de área local (LAN) 
Una red de área local que se muestra en la Figura 1, es una red privada limitada                 
físicamente a un edificio o un entorno de hasta 200 metros, muy usadas en              
espacios de trabajo e interconexión de computadores personales. Se caracteriza          
por tener un tamaño restringido, alta velocidad y baja tasa de errores. 
 
Figura​ ​1. ​Ejemplo de red de área local ​[2] 
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 5.2.1.2 Redes de área metropolitana (MAN) 
Una red de área metropolitana es una red de alta velocidad, cuya cobertura             
alcanza un área geográfica extensa. Se caracteriza por proporcionar capacidad          
de integración de múltiples servicios mediante la transmisión de datos, voz y            
video, sobre medio de transmisión tales como la fibra óptica y el par trenzado [13],               
(ver Figura 2) 
 
Figura​ ​2. ​Ejemplo de red de área metropolitana basada en la TV por cable. ​[2] 
 
5.2.1.3 Redes de área amplia (WAN) 
Una red de área amplia, es un tipo de red con una capacidad de cobertura entre                
los 100 km hasta los 1000km, prestando así el servicio a un país o a un                
continente, el cual funciona a través de la unión de varias redes LAN (ver Figura               
3). 
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Figura 3.​ Ejemplo de red de área amplia en el continente oceánico. ​[2] 
 
5.3 Red inalámbrica 
Las redes inalámbricas funcionan mediante ondas de radio que permiten que los            
dispositivos móviles de un área determinada se conecten y comuniquen entre sí,            
sin necesidad de cableado. Las redes de área local (LAN) es muy habitual             
encontrarlas principalmente en áreas de oficinas, aunque la tecnología         
inalámbrica también es usada en redes de área amplia, de voz y de datos [6]. 
 
5.3.1 Red de área personal inalámbrica (WPAN) 
Wireless Personal Area Network, esta red se reconoce porque su cobertura es            
más personalizada por ello tiene un alcance máximo de 10 metros, un claro             
ejemplo de esta red es el Bluetooth. 
 
5.3.2 Red de área local inalámbrica (WLAN) 
Wireless Local Area Network, es una red inalámbrica donde se conectan una            
serie de dispositivos (PCs, estaciones de trabajo, impresoras, servidores, laptop,          
celulares, etc.), que se conectan entre sí sin necesidad de estar conectado por             
medio de cables. La tecnología WLAN es aquella con área de cobertura en             
entorno local. Algunos ejemplos de áreas de cobertura que se considera locales o             
de área no extensa son: oficinas, empresas, universidades, hoteles, centros de           
congreso, aeropuertos, etc. [1]. En la figura 4 se ilustra el modelo de una red               
WLAN. 
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 Figura 4. ​Ejemplo de red de área local inalámbrica. ​[2] 
5.3.3 Red de área metropolitana inalámbrica (WMAN) 
Esta red es la versión inalámbrica de MAN, sus principales ventajas son la             
disminución de costos, ya que se elimina el cableado ethernet entre cada uno de              
los dispositivos existentes, a su vez enfrenta una desventaja al ser más propensa             
a intrusos, por el cual la seguridad y la robustez de esta debe ser mayor. 
 
5.4 División de canales y frecuencias en redes inalámbricas Wi-Fi (802.11) 
Las redes inalámbricas trabajan bajo ciertas frecuencias dentro del espectro          
electromagnético considerado sin licenciamiento, estas son la banda de los          
2.4GHz y la banda de los 5 GHz. Cada una de ellas ofrece una distribución de                
canales diferentes, sobre los cuales deben operar los dispositivos inalámbricos          
(Access Point) dentro de la red.  
Un punto muy importante que se debe tener en cuenta, es que entre estos              
canales existe un solapamiento que puede conllevar a interferencia entre los           
dispositivos. A continuación, en la Figura 5 se puede apreciar los canales para la              
banda de 2.4GHz. 
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Figura​ ​5. ​Distribución de canales y sus frecuencias banda 2.4GHz. ​[8] 
 
En la banda de 2.4GHz existen 3 canales que no se traslapan, los cuales son el 1,                 
el 6 y el 11 con sus respectivas frecuencias 2.412GHz, 2.437GHz y 2.462GHz.             
Las configuraciones para los puntos de acceso que deseen trabajar en esta            
banda, deben operar sobre estos canales. En el caso de que existan más de un               
punto de acceso operando en la misma zona, debe procurarse una distribución de             
las frecuencias para que un mismo canal no se solape sobre otro. Por ejemplo,              
Canal 11 con canal 11, o canal 6 con canal 6; estas deben quedar distribuidas de                
manera similar a la Figura 6. 
 
Figura​ ​6. ​Distribución de canales con múltiples puntos de acceso en una zona.​ [9] 
 
En el caso de las redes que trabajan en la banda de los 5 GHz existe la                 
posibilidad de tener 25 canales no traslapados, aumentando las posibilidades de           
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 crecimiento de la red inalámbrica. En la figura 7 pueden observarse los canales             
disponibles. 
 
 
Figura​ ​7. ​Distribución canales y sus frecuencias banda 5 GHz. ​[12] 
 
Finalmente destacar que ambas bandas brindan buenas prestaciones, para la red           
que se quiera implementar; pero si se desea mayor cobertura la banda de 2.4GHz              
posee menor atenuación (pérdida de potencia) en el aire; en cuanto a la banda de               
5GHz esta ofrece mejor velocidad y posibilidad de menos interferencia dado al            
buen número de canales que posee para operar. 
 
5.5 Segmentación de tráfico red de área local virtual (VLAN) 
Dentro del diseño de las redes es importante el tema de la segmentación, ya que               
permite dividir y aislar ciertas partes de la red, según las necesidades de la              
organización, generalmente enfocado a las diferentes dependencias que lo         
componen; mejorando la seguridad ya que el usuario de una dependencia A, no             
tendrá ningún tipo de oportunidad de intentar establecer conexiones a otras           
dependencias y equipos que no pertenezcan a su Área Local Virtual A. 
A continuación se hablará un poco acerca de las Redes de Área Local Virtual              
(VLANs), para entender un poco mejor su funcionamiento. 
 
5.5.1 Definición de VLAN 
Una VLAN (Virtual Local Area Network) se define como un agrupamiento tanto de             
dispositivos como de servicios de red de manera lógica, basado en funciones,            
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 aplicaciones, departamentos, entidades o equipos de trabajo; sin necesidad de          
que estos compartan una ubicación física [14], (ver Figura 8) 
 
Figura​ ​8. ​Ejemplo topología de VLANs. ​[15] 
5.5.2 Ventajas de las VLANs 
 
5.5.2.1 Incrementan el desempeño de la red 
Permite la agrupación de equipos, recursos y servidores según la función que            
desempeñen, sin importar si estos se encuentran en el mismo segmento de la red              
LAN. [14] 
 
5.5.2.2 Facilidad en la administración 
Facilita la adición, movimiento y cambio de los equipos de la red, permitiendo             
flexibilidad y escalabilidad; además las configuraciones son realizadas por medio          
de software en los dispositivos de red (Switch). [14] 
 
5.5.2.3 Mejoran la seguridad de la red 
Dado que sólo los equipos de la red, pueden comunicarse directamente a otros             
equipos que pertenezcan a su misma VLAN, sin necesidad de utilizar           
enrutamiento. [14] 
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5.5.2.4 Facilitan el control de flujo de tráfico 
Permitiendo el control de la cantidad y tamaño de los dominios de broadcast, que              
al ser más pequeños evita que la red sufra de congestión. [14] 
 
5.5.3 Tipos de VLANs 
 
5.5.3.1 VLAN de nivel 1 
Denominada como VLAN basada en puerto, ya que define la red virtual según los              
puertos de conexión del Switch, por medio de configuración en el software de este              
dispositivo (ver Figura 9). 
  
 
Figura​ ​9. ​VLAN basada en puertos. ​[16] 
 
5.5.3.2 VLAN de nivel 2 
Denominada como VLAN basada en direcciones MAC. Este tipo de red virtual se             
administra de forma similar a la de Nivel 1, pero asociando y agrupando a los               
dispositivos en base a su dirección física (MAC); para ello se hace necesario un              
servidor de administración de VLANs, el cual posee una base de datos, que             
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 determina cuáles direcciones MAC de los equipos conectados a la red,           
pertenecen a una VLAN específica (ver Figura 10). 
 
Figura​ ​10. ​VLAN basada en direcciones MAC. ​[14] 
 
5.6  Gestión de la red protocolo SNMP 
Las redes en los ambientes corporativos, comerciales o educativos, cada vez           
toman más fuerza e importancia, ya que el uso de recursos compartidos dentro de              
estas y la velocidad de comunicación entre diferentes entidades permiten el           
trabajo colaborativo y la centralización de la información, como recurso más           
valioso. Pero qué pasa si la red necesita ampliar sus servicios a nuevas oficinas,              
ofrecer otro tipo de aplicaciones, despliegue de algún servicio necesario; esto           
hace que crezca la complejidad de la misma y se pueden evidenciar dos cosas              
importantes: 
● La red se convierte de algún modo, en una herramienta o servicio            
indispensable dentro de la organización. 
● Al convertirse la red en algo indispensable, la falla de algún           
dispositivo o nodo, puede afectar el funcionamiento de la misma,          
disminuyendo el rendimiento o dejándola totalmente inoperativa. 
 
Una red fiable y extensa no se puede instalar y gestionar sólo con esfuerzo              
humano (Stallings, 2004), es por ello que se hace necesario el uso de             
herramientas que faciliten esta tarea, claramente en las redes conviven gran           
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 cantidad de dispositivos de fabricantes distintos, brindando cada uno una función           
específica; sin embargo, aquí es donde vienen los protocolos como es el caso de              
SNMP para proveer una forma estandarizada de llevar a cabo esta gestión. 
 
SNMP (Simple Network Management Protocol) protocolo simple de gestión de          
red, usa un conjunto de especificaciones para gestionar la red, la definición de             
base de datos y otros conceptos importantes. SNMP incluye cuatro elementos           
importantes, que definen el modelo para la gestión de la red: 
 
1. Estación de gestión o gestor: ​Dispositivo generalmente autónomo que         
actúa como interfaz entre el administrador de la red y el sistema o             
plataforma de gestión de la misma. Este gestor debe incluir como mínimo: 
a. Aplicaciones para la gestión y análisis de datos. 
b. Interfaz por medio de la cual se pueda monitorizar y controlar la red. 
c. Capacidad de controlar parámetros y requisitos del administrador,        
hacia los elementos o dispositivos de la red de forma remota. 
d. Base de datos de los dispositivos interconectados en la red. 
2. Agente: ​Es un elemento activo dentro del sistema y es equipado en los             
dispositivos de la red, sean computadoras, switches, hubs etc. y responde           
con información a las solicitudes realizadas por la estación de gestión. 
3. Base de datos información de gestión: ​Es utilizada por la estación de            
gestión, funciona como una colección de los puntos de acceso de la red,             
los cuales son tratados cada uno como un objeto, con diferentes variables            
que permiten establecer los parámetros deseados de la red por parte del            
administrador. 
4. Protocolo de gestión de red: ​Para enlazar todos los agentes y la estación             
de gestión se utiliza el protocolo SNMP, antes mencionado; que posee           
capacidades para obtener información de los objetos del agente, establecer          
ciertos parámetros a los objetos del agente y generar notificaciones a la            
estación acerca de eventos importantes de la red. 
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 A continuación, puede apreciarse en la Figura 11 un ejemplo de una red             
gestionada por SNMP, con lo elementos básicos mencionados. 
 
 
Figura​ ​11​. Ejemplo de configuración gestión de red.​ [6] 
 
Actualmente una muy buena opción a la hora de elegir una plataforma para la              
gestión de la red es openNMS, un software libre implementado totalmente en el             
lenguaje Java que cumple con las características antes mencionadas y que           
permitiría un ahorro a la hora del licenciamiento, con grandes opciones a la hora              
de escalar la arquitectura de la red. 
 
6. METODOLOGÍA 
 
Para el desarrollo de este proyecto se utilizará la metodología ​Top Down Network             
Design, la cual propone cuatro fases, de las cuales se tomarán tres para ​el diseño               
de la red​,​ las cuales son: 
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 6.1 Fase I: Analizar requisitos  
En la Primera fase se deben identificar y evaluar los problemas existentes en la              
red de Wi-Fi de la Universidad de los Llanos, campus Barcelona. Para poder             
analizar los requisitos se debe: 
● Hacer entrevistas con usuarios y personal técnico. 
● Conocer las características de la red existente (Topología lógica y física, el            
rendimiento actual), lo que conlleva a realizar un levantamiento de          
requerimientos con visitas a cada una de las oficinas de las diferentes            
facultades , identificando los puntos de acceso con que cuenta el campus            
universitario. 
● Caracterizar el tráfico de la red (Flujos y carga de tráfico, comportamiento            
de los protocolos). 
● Identificar los puertos y direccionamiento IP actual de la red no           
segmentada, en el dispositivo (switch) que funciona actualmente en la          
Oficina de Sistemas. 
● Identificar aquellos servicios comunes, utilizados por las diferentes        
facultades del campus a tener en cuenta para el diseño de la segmentación             
de la red. 
 
6.2 Fase II: Diseño de la red  
 
En esta fase se diseñará la topología de red, el direccionamiento IP y la              
segmentación usando VLANs; ​así como también se hará el plan de frecuencias y             
se definirá las potencias de funcionamiento correspondientes a los puntos de           
acceso Wi-Fi.  
 
6.3 Fase III: Fase de implementación, prueba, optimización y documentación          
del diseño de la red. 
 
En esta fase se intervendrán los puntos de acceso de la red, según el diseño               
establecido; como resultado de la identificación de requerimientos. Se realizarán          
pruebas de rendimiento de la red por medio de una plataforma de gestión basada              
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 en el protocolo SNMP realizando pruebas de servidor, análisis y monitoreo de la             
red, aplicando las correcciones necesarias para lograr tiempos de latencia          
aceptables en la red. Finalmente se procederá a documentar el diseño de la red y               
a capacitar al personal técnico el cual quedará encargado del mantenimiento de la             
red. [7] 
 
7. DESARROLLO DE LA PASANTÍA  
7.1  Fase I: Analizar requisitos  
En este fase se llevaron a cabo tareas en dos frentes importantes, como fueron la               
encuesta a los estudiantes y la identificación de las características de la red             
existente, tanto física (dispositivos) como lógica (direccionamiento IP). 
 
7.1.1 Identificación necesidades usuarios 
En la primer tarea, referente a la encuesta aplicada a los estudiantes, esta             
permitió conocer tres aspectos fundamentales de estos como usuarios de la red,            
los cuales son: 
1. Zonas o puntos de conexión dentro del campus Barcelona, frecuentados y           
donde hace falta cobertura. 
2. Servicios utilizados ya sean de aplicaciones o sitios web, tanto académicos           
como de ocio. 
3. Tipos de dispositivos usados (smartphones o computadores) para el         
acceso a los servicios de red dentro del campus 
Para esto se diseñó un formato de encuesta (ver Figura 12, 13, 14 y 15) que                
permitió obtener la información de los aspectos ya mencionados anteriormente.          
Este formato fue socializado con los representantes de los estudiantes, los cuales            
propusieron que fuera llevado a formato digital, para facilitar la aplicación de la             
misma. La Oficina de Sistemas se encargó de publicarla en la página web de la               
Universidad, utilizando para ello la herramienta Google Forms y los          
representantes estudiantiles mediante redes sociales hicieron difusión a la         
comunidad estudiantil. La encuesta estuvo disponible durante alrededor de un          
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 mes, buscando obtener una participación lo más significativa posible por parte de            
los estudiantes.  
 
Figura​ ​12​. Formato de encuesta aplicada a los estudiantes. 
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A continuación algunas capturas de la encuesta publicada mediante         
Google Forms, en el sitio web de la Universidad. 
 
Figura​ ​13​. Sección 1, formato de encuesta Google Forms. 
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Figura​ ​14​. Sección 2, formato de encuesta Google Forms. 
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Figura​ ​15​. Sección 3, formato de encuesta Google Forms. 
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 7.1.2 Identificación características técnicas red existente 
 
En la segunda tarea, referente a la identificación de las características de la red              
existente; se realizaron visitas a cada una de las oficinas y dependencias dentro             
del campus, para realizar un levantamiento de información de los dispositivos de            
acceso inalámbrico AP(Access Points) y de conmutación de paquetes (Switches).          
Para ello se diseñó un formato con los siguientes campos relevantes de AP (ver              
Figura 16): 
● Marca 
● Modelo  
● Versión 
● Serial 
● Número Antenas 
● SSID (Nombre de la Red) 
● Canal de Frecuencia 
● Ubicación 
A continuación se puede observar el formato utilizado para los AP. 
Figura​ ​16​. Formato de recolección de información routers.. 
Fuente: Los autores. 
 
En el caso de los dispositivos de conmutación de paquetes (switches), se hizo el              
previo levantamiento de información y a su vez también se diseñó un formato con              
los siguientes campos: 
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 ● Marca  
● Modelo 
● Número de puertos 
● Sistema Operativo 
 
● Ubicación 
● Tipo de Switch 
● Rack (Ubicación) 
Esto permitió contabilizar e identificar aspectos técnicos a tener en cuenta para            
tareas posteriores, principalmente el cambio de firmware en los AP y en los             
Switches para conocer la forma de gestión y soporte de Virtual LAN (VLAN) (ver              
Figura 17). 
A continuación se puede observar el formato utilizado para los Switches. 
Figura​ ​17​. Formato de recolección de información switches. 
Fuente: Los autores 
Finalmente se llevaron a cabo reuniones con el personal encargado de la            
Oficina de Sistemas, quienes explicaron y proporcionaron documentación del         
direccionamiento IP de la red y su distribución en las diferentes dependencias            
del campus. Se logró determinar lo siguiente: 
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 Direccionamiento IP Encontrado Campus Barcelona 
 
Red 
 
Máscara 
Rango Asignable  
Broadcast 
Inicial Final 
172.17.0.0 255.255.0.0 172.17.0.1 172.17.255.254 172.17.255.255 
Tabla 1.​ Descripción de direccionamiento IP campus Barcelona. 
 
Como se puede observar en la Tabla 1, se usaba una dirección IP clase B. La red                 
local funcionaba bajo un único segmento, el cual contenía y compartía entre todos             
los equipos el mismo dominio de ​Broadcast; ​lo que generaba mayor congestión            
de la red y problemas de seguridad, con un riesgo muy alto en el caso de que un                  
usuario malintencionado con conocimientos, generarse un ataque a la         
infraestructura de red, servidores, equipos de otros usuarios; llegando a ocasionar           
una denegación de servicios que afecte el funcionamiento de la Universidad.  
 
Un caso particular lo puede encontrar en el ​Anexo 13.1 al final de este libro,               
dónde se puede entender como un equipo mal conectado, perteneciente a una            
red no segmentada, como era el caso en el campus Barcelona, llega a generar              
una afectación grave en la prestación del servicio de Internet en las oficinas y              
dependencias. 
 
Para los rangos asignados de direcciones ​IPs ​de la red clase B mencionada con              
anterioridad, se encontró que se seguía la siguiente convención ​para cada una de             
las dependencias de la Universidad: 
● Routers: tienen reservado desde la IP ​1 ​hasta la ​5​ inclusive. 
● Impresoras: tienen reservado desde la IP ​6​ hasta la ​10​ inclusive. 
● Equipos de cómputo: tienen reservadas direcciones a partir de la IP ​11​. 
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 7.2  Fase II: Diseño de la red  
En esta segunda fase se realizaron las actividades correspondientes a la           
reestructuración lógica de la red Wi-Fi actual y las configuraciones correctas que            
debe tener una red teniendo en cuenta las buenas prácticas de configuración del             
Wi-Fi en la banda 2.4 GHz. 
 
7.2.1 Diseño lógico de la red 
7.2.1.1 Direccionamiento IP 
 
Primeramente se realizó el diseño del nuevo esquema de direccionamiento IP y            
la segmentación por ​VLANs de la red de la Universidad de los Llanos, campus              
Barcelona, ​mejorando así la seguridad y el flujo de tráfico a través de la misma.               
En el nuevo esquema de direccionamiento se utilizó una red clase A: 10​.X.X.X /12                           
para las dependencias y oficinas del campus. Esta se dividió en subredes                       
mediante el siguiente proceso: 
 
Se tomaron 7 bits ​más para subred y los ​13 bits restantes asignados para hosts.               
De esta manera se obtuvo el número de subredes y la cantidad de equipos en               
total por cada subred. 
28 Subredes.27 = 1 190 Hosts.213 − 2 = 8  
Entonces finalmente se pasó de una red con máscara de subred ​/12 a una con                             
máscara de subred ​/19. Al tener disponibilidad de ​128 ​subredes, se seleccionaron                        
algunas para operar sobre una VLAN asignada. Por otro lado se conservó algo de                           
la red clase B: ​172.17.0.0 /16 ​usando la VLAN 2, permitiendo la comunicación                         
entre el switch capa 3 y el equipo del proveedor de internet ​que da salida a                               
Internet a través de la IP pública ​190.X.X.X​. Además se estableció inicialmente,                       
dejar los servidores que se encuentran ubicados en la Oficina de Sistemas, sobre                         
la red antigua, para evitar cualquier tipo de inconveniente durante la transición                       
hacia el nuevo esquema de direccionamiento (ver Figura 18). 
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Figura​ ​18​. Esquema general del nuevo direccionamiento IP, para el campus Barcelona. 
 
7.2.1.2 Segmentación de la red en VLANs 
 
Como parte de la fase de diseño se proyectó también la asignación de las              
diferentes VLANs a cada una de las dependencias del campus Barcelona. Puede            
observarse en la siguiente tabla la distribución de las mismas. 
 
 
 
 
 
 
 
 
VLAN ID DEPENDENCIAS 
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 VLAN # 1 VLAN de administración switches. 
VLAN # 2 VLAN de respaldo y comunicación, antiguo esquema de        direccionamiento IP. 
VLAN # 3 VLAN de servidores. 
VLAN # 30 VLAN puntos de acceso campus, plataforma ​Aruba​. 
VLAN # 4 Torre Administrativa. 
VLAN # 5 Auditorio IALL. 
VLAN # 6 Zona Rack Agronomía. 
VLAN # 7 Zona Bienestar Institucional. 
VLAN # 8 IALL - Granja 
VLAN # 9 FCBI (Facultad de Ciencias Básicas e Ingeniería) 
VLAN # 10 FCH (Facultad de Ciencias Humanas) 
VLAN # 11 Edif. Leonardo Da Vinci 
VLAN # 12 Coliseo. 
VLAN # 13 IDEAD. 
VLAN # 14 Electrónica. 
VLAN # 15 Zona FCARN, Agroforestería, Counillanos. 
VLAN # 16 Zona Matemáticas y Clínica Veterinaria. 
VLAN # 17 Sede de Posgrados. 
Tabla 2.​ Distribución de VLANs por dependencia campus Barcelona. 
A continuación también se puede observar la distribución de las VLANs en el                         
plano en perspectiva del campus Barcelona (ver Figura 19). 
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Figura 19​. Distribución de VLANs proyectadas a implementar en el campus Barcelona.  
Fuente: Los autores 
 
En la ​sección 8.6 de resultados, podrá encontrar la información correspondiente a                       
las VLANs que se lograron implementar, dentro de las fechas de ejecución del                         
proyecto. 
 
7.2.2 Plan de frecuencias y potencias de los dispositivos de  red Wi-Fi 
Se realizó un plan de frecuencias y potencias, tomando en cuenta la ubicación de              
los diferentes dispositivos de red Wi-Fi en el campus Barcelona, con el fin de que               
los canales no se interfirieran entre sí, puesto que en la banda 2.4 GHz la más                
usual en la que operan los dispositivos inalámbricos del campus, dispone de 14             
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 canales de los cuales en Colombia se usan únicamente 11, en donde solo el 1, 6                
y 11 no se solapan.  
 
Dentro del plan de frecuencias mencionado anteriormente, se incluyeron todos los           
puntos de acceso ubicados en las oficinas y dependencias del campus; como            
también aquellos externos que brindan el acceso a los estudiantes, los cuales            
pertenecen a la marca ​HP Aruba siendo estos últimos los únicos dispositivos que             
soportaban doble banda (2.4 GHz y 5 GHz). 
 
7.2.2.1 Plan elaborado puntos de acceso oficinas 
 
A continuación se puede observar en las siguientes tablas 3, 4 y figura 19, la               
planificación de las frecuencias y potencias para los puntos de acceso ubicados            
en las oficinas y dependencias del campus Barcelona. En este caso se han             
tomado dos zonas específicas como ejemplo, para describir el patrón de           
distribución usado, que evite la interferencia entre canales vecinos y que fue            
aplicado en todas las dependencias visitadas durante el desarrollo del proyecto;           
esto con el fin de facilitar la visualización de los datos, debido a la gran cantidad                
de routers que se encontraron en el campus, lo que dificulta su presentación             
dentro de una imagen en este documento. 
 
7.2.2.1.1 Plan Zona Determinada Coliseo 
ID Marca Canal  Potencia 
55 CISCO 1 10 mW | 10 dBm 
56 CISCO 1 10 mW | 10 dBm 
57 CISCO 11 10 mW | 10 dBm 
79 CISCO 6 10 mW | 10 dBm 
Tabla 3.​ Frecuencias y potencias, diseñadas para puntos de acceso ubicados en oficinas Coliseo. 
 
En la Figura 20, podrá encontrar la ubicación de los dispositivos de la tabla              
anterior, tomando como referencia su ID. 
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Figura 20.​  Plan de frecuencias en routers zona Coliseo.  
Fuente: Los autores. 
 
7.2.2.1.2 Plan zona determinada edificios Einstein, Da Vinci y Bunker 
ID Marca Canal  Potencia 
1 TP-LINK 6 50 % 
2 CISCO 1 15 mW 
3 D-Link 11 Low 
4 TP-LINK 1 50 % 
5 TP-LINK 6  
6 Linksys 6 10 mW 
7 TP-LINK 11 Low 
58 QPCOM 1  
Tabla 4.​ Frecuencias y potencias, diseñadas para puntos de acceso ubicados en oficinas Edificios 
Einstein, Da Vinci y Bunker. 
 
48 
  
En la Figura 21, podrá encontrar la ubicación de los dispositivos de la tabla              
anterior, tomando como referencia su ID. 
 
 
Figura 21.​ Plan de frecuencias en routers zona Einstein/Da Vinci. 
Fuente: Los autores. 
 
7.2.2.2 Plan elaborado puntos de acceso HP ARUBA 
A continuación se puede observar en la tabla 5, la planificación de las frecuencias              
y potencias para los puntos de acceso de los estudiantes (​HP Aruba​). 
 
ID Nombre AP Modelo Tipo 
Canal | Potencia (dBm) 
2.4 GHz 5 GHz 
APC1 BIBLIOTECA 275 Outdoor CH 1 | 13 dBm CH 149 | 18 dBm 
APC2 IDEAD 275 Outdoor CH 11 | 12 dBm 
CH 153 | 18 dBm 
APC3 COOPERATIVA 275 Outdoor CH 6 | 13 dBm CH 157 | 18 dBm 
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 APC4  275 Outdoor CH 6 CH 161 | 18 dBm 
APC5  275 Outdoor CH 1 CH 165 | 18 dBm 
APC6 PLAZA_GARZA 275 Outdoor CH 1 | 12 dBm CH 157 | 18 dBm 
APC7 COLISEO 275 Outdoor CH 11 | 18 dBm 
CH 149 | 18 dBm 
APC8 LAB_FISIOVEGETAL 205 Indoor CH 11 | 5 dBm CH 36 | 18 dBm 
APC9 LAB_MICROVEGETAL 205 Indoor CH 6 | 5 dBm CH 40 | 18 dBm 
APC10 AULA_315A 205 Indoor CH 11 | 5 dBm CH 40 | 18 dBm 
APC11 AULA_313A 205 Indoor CH 1 | 5 dBm CH 165 | 18 dBm 
APC12 AULA_311A 205 Indoor CH 6 | 5 dBm CH 48 | 18 dBm 
APC13 AULA_113A 205 Indoor CH 6 | 5 dBm CH 36 | 18 dBm 
APC14 AULA_111A 205 Indoor CH 11 | 5 dBm CH 44 | 18 dBm 
Tabla 5.​ Frecuencias y potencias, diseñadas para puntos de acceso estudiantes. 
 
A continuación en las Figuras 22 y 23 podrá observar la distribución de las              
frecuencias (canales) en los puntos de acceso de los estudiantes, tanto en la             
banda de 2.4 GHz como de 5 GHz; de esta manera se logra aplicar una buena                
práctica en la configuración de las redes Wi-Fi, que mejora el uso del espectro              
electromagnético principalmente en una banda tan saturada como la de 2.4 GHz. 
 
 
50 
  
Figura 22.​ Frecuencias en la banda de 2.4 GHz puntos de acceso estudiantes, campus Barcelona. 
Fuente: Los autores. 
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Figura 23​. Frecuencias en la banda de 5 GHz puntos de acceso estudiantes, campus Barcelona. 
Fuente: Los autores. 
 
7.2.3 Planificación puntos de acceso en nuevas zonas del campus Barcelona 
 
A partir de los resultados de la encuesta realizada, de algunas visitas y diálogo              
con los estudiantes en las diferentes zonas del campus Barcelona, se lograron            
identificar aquellas en las cuales se hace necesario cobertura o corregir la            
ubicación de los puntos de acceso existentes.  
Como resultado de la búsqueda de mejorar el acceso de los estudiantes a la red               
Wi-Fi del campus, se entregó a la Oficina de Sistemas un informe en el cual se                
establecen las nuevas zonas, ubicación de puntos de acceso y recomendación de            
las características técnicas, que deben tener los nuevos dispositivos a adquirir por            
parte de la Universidad, los cuales contribuirían a ofrecer un mejor servicio de             
Wi-Fi a los estudiantes. 
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 Puede dirigirse a la ​sección 8.9 de resultados​, allí encontrará las tablas            
correspondientes a la planificación de las nuevas zonas y la ubicación de            
dispositivos, igualmente en la ​sección 10.1 de recomendaciones​, ​podrá encontrar          
los aspectos técnicos referentes a las características que deben tener los nuevos            
equipos para mejorar el servicio de Wi-Fi. 
 
7.3 ​Fase III: Fase de implementación, prueba, optimización y         
documentación del diseño de la red. 
 
7.3.1 Implementación 
7.3.1.1 Configuración de access points dependencias  
Se realizó la configuración de cada unos de los routers y access points de las               
diferentes oficinas y dependencias de la universidad, ​con el fin de mejorar                
significativamente el uso del espectro electromagnético en el campus Barcelona,                   
de las redes Wi-Fi que coexisten en el mismo, a partir de importantes ajustes                      
técnicos como lo son: 
1. Rango de la potencia: se configuró de acuerdo al espacio físico de la             
oficina donde se hacía uso de la red o se proveía el servicio, usando para               
ello una app móvil de análisis de Wi-Fi llamada Wi-Fi Analyzer, que nos             
permitió realizar las mediciones de la potencia mínima necesaria para cada           
espacio. 
2. Ancho de banda: ​se redujo el ancho de banda del canal a 20 Mhz,              
evitando de esta manera la interferencia hacia otros canales adyacentes.  
3. Canal de frecuencia: ​a partir del plan frecuencias elaborado con          
anterioridad, se configuró su canal respectivo. 
4. Cambio de IP: se les asignó una IP fija y una máscara de red a cada                
dispositivo de red. 
5. Administración remota: se habilitó la administración remota a cada         
dispositivo. 
6. Seguridad de acceso: ​se modificaron las credenciales de acceso a la           
configuración de los dispositivos inalámbricos, ya que la mayoría se          
encontraban con los valores de acceso por defecto. 
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 Para los routers y access points que soportaban el cambio de firmware, se les              
instaló ​DD-WRT un firmware libre con buena compatibilidad para los dispositivos y            
un gran soporte por parte de la comunidad de desarrollo, lo que permitió en              
algunos dispositivos ampliar las opciones de configuración, específicamente en el          
control de potencia, acceso remoto y ancho de banda; los cuales son limitados             
por el firmware original del fabricante. 
 
7.3.1.2 Configuración de access points HP Aruba 
Al igual que los dispositivos inalámbricos de las diferentes dependencias          
anteriormente nombrados, se configuraron aspectos técnicos en la totalidad de          
los access points marca ​HP Aruba ​Serie 270 y Serie 205​, los cuales también              
hacen parte de la red Wi-Fi de la Universidad y proveen el servicio de internet a                
los estudiantes del campus Barcelona; las configuraciones modificadas de estos          
dispositivos se pueden observar a continuación: 
1. Actualización de firmware: ​se actualizó el firmware de cada uno de los            
dispositivos inalámbricos, al más reciente respecto a su modelo.  
2. Rango de potencia: ​al igual que los dispositivos de red de las            
dependencias, se ajustó el rango de potencia del Wi-Fi de acuerdo al            
espacio físico del cual se quisiera cubrir. 
3. Canal de frecuencia: ​los dispositivos ​HP Aruba ​disponen de la capacidad           
de doble banda (2.4 GHz - 5 GHz), por lo cual se configuraron los canales               
de frecuencia de cada una de ellas, con el mismo fin de evitar la              
interceptación de canales con los dispositivos de red vecinos.  
 
7.3.1.3 Configuración de switches 
Se realizaron configuraciones en cada uno de los switches ubicados en los            
diferentes puntos del campus Barcelona, con el fin de monitorearlos a través de la              
plataforma de SNMP ​LibreNMS​. Los ajustes realizados comprendieron los         
siguientes aspectos: 
● Dirección IP.  
● Credenciales de acceso (usuario y contraseña). 
● Habilitación del protocolo SNMP 
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 ● Localización 
● Comunidad 
● Configuración de traps  
● Versión  protocolo SNMP 
 
Se configuraron switches en su mayoría de las marcas ​HP, modelos 1920 y             
V1910, ​3Com ​modelos 4900 y 4400 y el switch principal anteriormente           
mencionado el ​HP FlexNetwork 5130. Esto permitió agregarlos a la plataforma de            
monitoreo, instalada de manera previa en un servidor de la Oficina de Sistemas,             
logrando tener un control y acceso al estado de los equipos de manera remota y               
centralizada. 
 
7.3.1.4 Instalación e implementación de la plataforma  LibreNMS 
 
Se instaló la plataforma piloto ​LibreNMS ​en ​uno de los servidores de la Oficina de                      
Sistemas sobre el sistema operativo Ubuntu y el servidor web Apache ​con            
dirección IP 172.X.X.X​, el software trabaja con el sistema de gestión de base de                
datos ​MySQL, ​el cual se implementó con el fin de monitorear aspectos técnicos y                         
de red de los diferentes switches de la Universidad de los Llanos, campus                         
Barcelona. 
Para hacer uso de la herramienta de monitoreo de red, se agregaron todos los                           
switches por medio de su IP a la plataforma, de esta forma por medio de                             
mensajes SNMP se pudo obtener toda la información de las características                     
técnicas, el rendimiento de la red y el estado activo o inactivo de cada uno de los                                 
dispositivos constantemente, con el fin de accionar oportunamente ante cualquier                   
problema que se presente. 
 
7.3.1.5 Implementación diseño de la red 
 
En esta actividad se realizaron las actividades relacionadas a la implementación           
del nuevo diseño lógico de red, como lo son la segmentación de tráfico por medio               
de la creación de VLANs en los switches administrables de la red del campus              
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 Barcelona y la reconfiguración del nuevo direccionamiento IP de cada uno de los             
dispositivos de la red. 
 
7.3.1.5.1  Segmentación de tráfico  
Inicialmente se instaló el switch ​HP ​capa 3 modelo ​FlexNetwork 5130 ​de 24             
puertos, el cual se implementó con el fin de segmentar el tráfico de la red,               
haciendo uso de VLANs. Se configuraron en este 12 de ellas, de las cuales se               
implementaron 10 de un total de 18 proyectadas en la fase de diseño, esto dado               
por motivos de escasez de cables de conexión tipo LC. Este switch actúa sobre la               
capa de distribución de la red, al cual se conectaron 3 cables de fibra óptica, que                
permiten conectar los switches de la capa de acceso, distribuidos en las            
diferentes zonas  del campus Barcelona. 
 
La implementación del dispositivo mencionado anteriormente, también incluyó el         
cambio de direcciones IP de los equipos (computadores, routers, impresoras)          
ubicados en las zonas intervenidas; del antiguo al nuevo esquema de           
direccionamiento propuesto en la ​sección 7.2.1 de la fase de diseño lógico de la              
red. ​En la ​sección 8.6 de resultados, podrá encontrar la tabla con la información              
de las VLANs implementadas y el plano en perspectiva con la ubicación de las              
mismas. 
 
7.3.1.5.2  Direccionamiento IP 
Para la implementación de un nuevo direccionamiento IP, inicialmente se le           
informó y solicitó al proveedor de internet de la Universidad de los Llanos, generar              
la ruta de salida a internet de la nueva red ​10.X.X.X/12 lo que permite que sus                
subredes también lo accedan. Se reconfiguraron las nuevas IPs de todos los            
dispositivos interconectados a la red del campus Barcelona de acuerdo a la VLAN             
que correspondian, como los son equipos de cómputo, impresoras y routers.  
Por cada segmento de red de las diferentes VLANs se dispusieron de 8190 IPs de               
las cuales las primeras 100 son IPs fijas y las demás son DHCP. 
 
7.3.2  Pruebas 
Para medir la velocidad del tráfico tanto de bajada como de subida, retardo y              
porcentaje de pérdida de paquetes, sobre los APs (Access Point) ubicados en las             
diferentes áreas del campus Barcelona; se realizaron pruebas de rendimiento de           
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 manera previa a la aplicación de la configuración, relacionada con el nuevo            
direccionamiento e inclusión de los dispositivos sobre la VLAN 30; según el plan             
definido en la etapa anterior de diseño. Estos dispositivos de marca ​HP Aruba             
Serie 270 (Outdoor) y ​205 (Indoor) brindan el servicio de Wi-Fi a los estudiantes              
y cuentan con capacidad de doble banda (2.4 GHz - 5 GHz) y son administrados               
de forma centralizada bajo una plataforma que corre sobre un dispositivo           
designado como controlador.  
  
Figura 24​. Puntos de acceso estudiantes campus Barcelona. 
Fuente: Los autores. 
 
En la la Figura 24 se pueden observar las zonas en las cuales se realizaron las                
pruebas. Estas se efectuaron simulando el comportamiento normal de un          
estudiante a la hora de conectarse y se llevaron a cabo durante una semana              
(entre el 8 y 12 Octubre 2018); excepto para el punto de acceso ubicado cerca del                
monumento de la Corocora, en frente del edificio FCBI, dado por inconvenientes            
que el dispositivo presentaba. Se pensaba que estaba quemado, pudo          
recuperarse luego de una revisión que se hizo más adelante. Se ejecutó una             
prueba por día procurando el mismo horario y con el dispositivo sobre producción,             
quiere decir con usuarios (estudiantes) conectados en jornada académica normal.          
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 En la siguiente tabla se describen las zonas en las cuales existía cobertura para              
los estudiantes con puntos de acceso ​HP Aruba ​hasta la fecha de la terminación              
de la pasantía y que puede relacionarse con el mapa presentado anteriormente,            
usando el identificador de la zona. 
Identificador Nombre Zona # APs Tipo AP 
B Edif. Albert Einstein 5 Indoor 
C Plaza Corocora frente FCBI 1 Outdoor 
D** Zona común cafetería Nestea-Comedor    universitario 1 Outdoor 
F2 Torre administrativa zona verde, frente auditorio 1 Outdoor 
G** Varado 1 Outdoor 
I Coliseo 1 Outdoor 
J Counillanos, zona entrada principal. 1 Outdoor 
M Prog. Agroindustrial Laboratorios 4 Indoor 
O IDEAD, zona externa laboratorios de química. 1 Outdoor 
**Fuera de servicio. 
Tabla 6. ​Zonas mapa, cobertura de puntos de acceso estudiantes campus Barcelona. 
 
Las herramientas utilizadas para la realización de las pruebas consistieron          
claramente en un equipo de cómputo, bajo un sistema operativo Linux Ubuntu y             
un software para las mediciones de ancho de banda llamado ​iPerf 3, ​el cual es de                
uso libre y utiliza un modelo cliente/servidor para las pruebas. 
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 Figura​ ​25​. Diagrama funcionamiento​ ​iPerf 3.  
Fuente: Los autores. 
 
Como puede observarse en el diagrama de la Figura 25, además del equipo             
cliente, se dispuso de un servidor en la Oficina de Sistemas, también corriendo un              
sistema operativo Linux, sobre el cual se configuró el servicio de ​iPerf 3​, mediante              
un script en bash que permitiera el arranque y ejecución como demonio dentro del              
sistema.  
 
Finalmente para facilitar la lectura y el almacenamiento de los resultados de las             
pruebas de rendimiento, se utilizó en el equipo cliente el agente ​kentnetmon​, el             
cual básicamente es un web frontend para ​iPerf 3 de uso libre y desarrollado por               
la ​Universidad de Kent; ​puede encontrarse en GitHub siguiendo o escribiendo en            
el navegador el siguiente enlace ​https://github.com/IceQubed/kentnetmon​. 
 
En la ​sección 8.8 de resultados, podrá encontrar las tablas y gráficas obtenidas             
de las pruebas realizadas en cada una de las zonas del campus. 
 
 
8. RESULTADOS 
En el desarrollo de la pasantía se llevaron a cabo diferentes actividades de             
acuerdo a los objetivos planteados inicialmente, estas fueron con anterioridad          
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 expuestas detalladamente las cuales conllevaron a la obtención de los siguientes           
resultados: 
 
8.1 Consolidado encuestas 
A partir de la encuesta aplicada a la comunidad estudiantil la cual fue             
mencionada con anterioridad y tuvo un total de participación de ​160 estudiantes            
de todos lo programas académicos de la Universidad de los Llanos, se realizaron             
sus respectivos consolidados y estadísticas de los siguientes aspectos: 
 
8.1.1 Zonas estudiantiles frecuentadas del campus Barcelona, que requieren         
de cobertura Wi-Fi 
En la Gráfica 1 ​se pueden observar las diferentes zonas estudiantiles con mayor             
demanda respecto a las necesidades de cobertura Wi-Fi en la sede Barcelona,            
como es notorio en la gráfica se puede concluir que la zona con menor cobertura               
de red según el estudiantado, es la biblioteca, el edificio Da Vinci, la zona de               
veterinaria y aunque el edificio Einstein actualmente dispone de 5 routers ​HP            
Aruba ​serie 205 ​al servicio estudiantil, la opinión de los estudiantes es que en su               
mayoría de veces, no cubre las zonas verdes de esparcimiento de los mismos u              
otras zonas cercanas a los salones de clases 
 
Gráfica 1.​ Representación de zonas que requieren mayor cobertura según estudiantes. 
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 8.1.2 Servicios más utilizados ya sean de aplicaciones o sitios web, tanto 
académicos como de ocio 
 
Según los consolidados de la encuesta aplicada con anterioridad, las aplicaciones           
y/o páginas web más visitadas por los estudiantes en el campus Barcelona, son             
las redes sociales, como lo son Whatsapp, Facebook y Youtube, al igual que             
plataformas de correo electrónico como Gmail y plataformas educativas como          
Virtual Unillanos, estos resultados se pueden apreciar a continuación en la           
Gráfica 2: 
 
Gráfica  2. ​Representación de las aplicaciones y/o páginas web más visitadas.  
 
8.1.3 Tipos de dispositivos usados (smartphones o computadores) para el          
acceso a los servicios de red dentro del campus 
 
A continuación se pueden observar cuales son los porcentajes de los dispositivos            
más utilizados por los estudiantes para acceder a la red Wi-Fi del campus             
Barcelona, para un total de ​160 ​respuestas de las cuales el ​90% de los              
estudiantes usan ambos dispositivos electrónicos, el ​8% solo usa smartphone y           
el ​3% ​computador portátil (ver Gráfica 3). 
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Gráfica 3.​ Representación del uso de dispositivos para  acceder a la red. 
 
8.2 Consolidado  Características Routers. 
 
A continuación se presentan una serie de gráficas, que resumen los aspectos            
importantes tenidos en cuenta, obtenidos de la recolección de información de los            
access points en las diferentes oficinas y dependencias del campus Barcelona de            
la Universidad de los Llanos. Estos resultados son: 
1. Ecosistema de marcas de dispositivos en la red. 
2. Compatibilidad cambio de firmware ​DD-WRT​. 
3. Soporte de protocolo RADIUS (802.1x) 
4. Disponibilidad de antena externa. 
5. Estado físico dispositivos. 
Se identificaron un total de ​113 dispositivos de acceso inalámbrico (Access            
Points), en todo el campus Barcelona hasta la fecha de la terminación de la              
pasantía, incluidos ​7 de marca ​HP ​Aruba ​serie 205​, los cuales se excluyeron de              
las gráficas y tablas; pues estos no serán intervenidos y son controlados por la              
Oficina de Sistemas de forma remota. De esta manera se tendrá en cuenta un              
total de ​106​ dispositivos. 
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 8.2.1   Ecosistema de marcas de dispositivos en la red 
En la siguiente Gráfica 4 se pueden observar las diferentes marcas de los                         
dispositivos de red localizados en las oficinas o dependencia, a su vez se puede                           
apreciar cual marca domina más  en el campus Barcelona:   
 
 
Gráfica 4.  ​ Cantidad de dispositivos inalámbricos por marca. 
 
 8.2.2  Compatibilidad cambio de firmware DD-WRT 
En la Gráfica 5 ​se puede visualizar la cantidad de access points del campus              
Barcelona, que son compatibles  y que no lo son, con el firmware ​DD-WRT​. 
 
 
Gráfica  5. ​Representación de la cantidad de dispositivos que soportan ​DD-WRT. 
 
63 
 8.2.3  Soporte de protocolo RADIUS (802.1x) 
 
Un importante aspecto a tener en cuenta cuando se realizó el levantamiento de                         
información, era el soporte del protocolo RADIUS en cada uno de los puntos de                           
acceso, en la Gráfica 6 se pueden observar la cantidad de dispositivos que lo                           
soportan y los que no lo hacen: 
 
 
 Gráfica 6. ​Representación de la cantidad de dispositivos que soportan RADIUS. 
 
8.2.4  Disponibilidad de antena externa 
Se tomó en cuenta el aspecto de la disponibilidad de antenas externas en los              
dispositivos, por motivos de mejor radiación y mejor cobertura que pueden tener            
los equipos con esta característica. En la Gráfica 7 ​se puede visualizar la             
proporción de la disponibilidad de antenas en los dispositivos de red del campus. 
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Gráfica  7.  ​Representación de los dispositivos que disponen antenas. 
 
8.2.4  Estado físico de dispositivos 
 
Una anotación final y no menos importante que se debe mencionar, es el estado                           
físico de algunos dispositivos de las oficinas o dependencias de la Universidad y                         
Arubas del campus encontrados hasta la fecha de la terminación de la pasantía,                         
que aunque se encontraban funcionando tienen algunas particularidades que                 
requieren atención y son referidos en la siguiente tabla: 
 
Dispositivos de las dependencias del campus Barcelona 
Marca Modelo Ubicación Estado Físico 
HP M200 RSVLC-1001 
Sala Circulación y 
Préstamo. Piso 1. Edif. 
Biblioteca 
Router de 3 antenas, 
actualmente cuenta sólo con 2 
antenas. 
Linksys WRT54GL Ofic. Personal Adtvo. Carcasa del router se encuentra suelta. 
D-LINK DIR-905L Sala Profesores, Programa LPA 
Router de 2 antenas, pero se 
encontraron partidas. 
Tabla 7.  ​Access Points del campus Barcelona en mal estado.  
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 Dispositivos HP Aruba del campus Barcelona 
Marca Modelo Tipo Ubicación Estado Físico 
Aruba Serie 270 Outdoor Comedor 
Universitario 
Su cable de alimentación se 
encuentra cortado. 
Aruba Serie 270 Outdoor Diagonal a la Oficina 
Estudiantil  
El inyector PoE al cual está 
conectado, no funciona. 
Tabla 8.  ​Access Points Aruba del campus Barcelona en mal estado.  
 
8.3  Consolidado switches 
Al igual que los access points, se realizó el levantamiento de información de los              
Switches que el campus Barcelona disponía hasta la fecha de terminación de la             
pasantía ​se identificaron un total de 52 switches​, a continuación se puede            
observar por medio de gráficas los resultados de los siguientes aspectos: 
1. Ecosistema de marcas de dispositivos en la red. 
2. Disponibilidad de puertos de conexión. 
3. Switches Administrables y no administrables 
8.3.1  Ecosistema de marcas de dispositivos en la red 
En la Gráfica 8 se puede observar las marcas de switches que predominan en              
todo el campus Barcelona, con gran notoriedad se puede deducir que su gran             
mayoría son Switches ​HP. 
 
Gráfica 8.​ ​ Cantidad de dispositivos inalámbricos por marca. 
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8.3.2  Cantidad de switches por número de puertos  
Se realizó un recuento de la disponibilidad de los puertos de conexión de cada              
uno de los dispositivos de conmutación de paquetes (Switches) en el campus            
Barcelona, obteniendo así la cantidad de switches por número de puertos           
disponibles, los cuales se pueden visualizar en la Gráfica 9. 
 
Gráfica 9. ​Cantidad de Switches por número de puertos en el campus Barcelona. 
 
8.3.3. Switches administrables y no administrables 
 
Una de las características más importantes en el momento de levantar la            
información de los switches, era el conocer si eran dispositivos administrables o            
no administrables, puesto que debian ser configurados posteriormente para la          
implementación de la nueva red, por consiguiente se obtuvo los siguientes           
resultados (ver Gráfica 10):  
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Gráfica 10. ​Cantidad de switches Administrables/No administrables. 
 
Actualmente en la nueva implementación de red, estos 6 ​dispositivos no           
administrables no se han requerido, pues como se ha mencionado anteriormente,           
por razones externas no se han implementado los nuevos cables de fibra óptica;             
si llegasen a ser instaladas las fibras, es de carácter urgente realizar el cambio              
debido de los switches de red que no cumplen con el requerimiento de             
administración.  
 
8.4 Consolidado configuración 
 
8.4.1 Configuración access points 
 
Se configuraron un total de 29 access points con el nuevo direccionamiento IP, a              
cada dispositivo se le asigno una IP fija respecto al rango de su correspondiente              
VLAN, en la Gráfica 11 se pueden observar los resultados anteriormente           
mencionados. 
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Gráfica 11. ​Access points operando en nuevo direccionamiento IP. 
 
8.4.2 Configuración switches 
 
Se obtuvo un total de 63 switches pertenecientes a la Universidad, de los cuales              
30 han sido integrados a las VLANs configuradas con anterioridad en la nueva red              
implementada hasta la fecha de la terminación de la pasantía, por lo tanto estos              
hacen parte del nuevo direccionamiento IP, al contrario de los switches restantes            
que aún conservan el direccionamiento antiguo, estos equipos en su mayoría son            
administrados por la Oficina de Sistemas, en la Figura 26 ​se pueden observar las              
ubicaciones de cada uno de los dispositivos en el campus Barcelona (ver gráfica             
12). 
 
Gráfica 12.​  Switches los cuales se les aplicó el nuevo direccionamiento IP. 
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 Figura 26. ​ Ubicación Switches configurados en el campus Barcelona. 
Fuente: Los autores 
 
8.4.2.1 Cantidad de switches  por cada rack 
En la Tabla 9 se pueden observar la cantidad de switches que hay en cada uno                
de los racks del campus Barcelona mostrados con anterioridad en el mapa de             
ubicaciones (Figura 26) : 
 
ID 
Rack Marca 
Cantidad 
Switches  
 ID 
Rack Marca 
Cantidad 
Switches  
1 
HP 5  18 CISCO 2 
3COM 2  19 HP 2 
2 
HP 2  
20 
HP 2 
3COM 1  CISCO 1 
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 3 HP 1  24 HP 1 
4 3COM 1  25 CISCO 1 
5 
HP 1  26 3COM 1 
3COM 1  27 3COM 1 
6 
HP 1  28 HP 1 
3COM 1  
29 
HP 1 
7 TENDA 1  3COM 1 
8 3COM 1  30   
9 HP 1  32 Cisco 1 
10 3COM 1  33 Cisco 1 
11 3COM 1  34 HP 1 
12 
HP 1  35 Cisco 2 
3COM 1  36 HP 1 
13 HP 1  37 Cisco 1 
14 HP 2  38 Cisco 1 
15 HP 3  39 3COM 1 
16 D-Link 1  40 HP 2 
17 HP 2     
Tabla 9. ​Cantidad y marcas de switches por rack.  
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 8.5 Frecuencias y potencias de los access points  
En las siguientes capturas del espectro se puede observar el estado inicial y final              
de las redes inalámbricas en las diferentes dependencias u oficinas del campus            
Barcelona de la Universidad de los Llanos, respecto a sus canales de frecuencia y              
ancho de banda, en las cuales interfieren redes inalámbricas externas de los            
domicilios cercanos a la Universidad. 
 
8.5.1   Zona torre administrativa 
  
Gráfica 13. ​Estado inicial, frecuencias redes 
Wi-Fi torre   administrativa. 
Gráfica 14. ​Estado final, frecuencias redes 
Wi-Fi torre administrativa. 
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 8.5.2.  Zona de la facultad FCARN 
 
Gráfica 15.  ​Estado inicial, frecuencias redes Wi-F
facultad FCARN. 
Gráfica 16.  ​Estado final, frecuencias redes 
Wi-Fi facultad FCARN. 
8.5.3.  Zona del programa de Matemáticas 
  
Gráfica 17. ​Estado inicial, frecuencias redes Wi-Fi
programa de matemáticas. 
Gráfica  18. ​Estado final, frecuencias redes 
Wi-Fi programa de matemáticas. 
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 8.5.4.  Zona de la cafetería Nestea 
  
Gráfica 19. ​Estado inicial, frecuencias redes 
Wi-Fi cafetería Nestea. 
Gráfica 20. ​Estado final, frecuencias redes Wi-Fi
cafetería Nestea. 
8.5.5.  Zona de la clínica Veterinaria 
  
Gráfica 21. ​Estado inicial, frecuencias redes 
Wi-Fi clínica veterinaria. 
Gráfica 22. ​Estado final, frecuencias redes Wi-Fi
clínica veterinaria. 
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 8.5.6.  Zona de los laboratorios de Electrónica 
  
Gráfica 23. ​Estado inicial, frecuencias redes 
Wi-Fi laboratorios de electrónica. 
Gráfica 24. ​Estado final, frecuencias redes 
Wi-Fi laboratorios de electrónica. 
8.5.7.  Zona de los laboratorios de Química 
 
Gráfica 25. ​Estado inicial, frecuencias redes 
Wi-Fi laboratorios de química. 
Gráfica 26. ​Estado final, frecuencias redes Wi-Fi 
laboratorios de química. 
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 8.8.8.  Zona de la facultad FCBI 
  
Gráfica 27. ​Estado inicial, frecuencias redes 
Wi-Fi facultad FCBI. 
Gráfica 28. ​Estado final, frecuencias redes Wi-Fi
facultad FCBI. 
8.8.9.  Zona del edificio Albert Einstein 
 
Gráfica 29. ​Estado inicial, frecuencias redes 
 Wi-Fi edif. Albert Einstein. 
Gráfica 30. ​Estado final, frecuencias redes 
Wi-Fi edif. Albert Einstein. 
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 8.8.10.  Zona del Coliseo 
  
Gráfica 31. ​Estado inicial, frecuencias redes 
Wi-Fi coliseo. 
Gráfica 32. ​Estado final, frecuencias redes 
Wi-Fi coliseo. 
 
8.8.11.  Zona del IALL 
  
Gráfica 33. ​Estado inicial, frecuencias redes 
Wi-Fi IALL. 
Gráfica  34. ​Estado final, frecuencias redes 
Wi-Fi IALL. 
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 8.8.12.  Zona de la sede Posgrados 
  
Gráfica  35. ​Estado inicial, frecuencias redes 
Wi-Fi Posgrados. 
Gráfica 36. ​Estado final, frecuencias redes Wi-F
Posgrados. 
Resaltar que el proceso de mantenimiento y configuración en el ambiente Wi-Fi es             
iterativo, siendo necesario un constante monitoreo del espectro, para mantener          
las condiciones establecidas, aún cuando sea necesario instalar nuevos         
dispositivos. 
 
8.6 VLANs y direccionamiento 
 
A continuación en la ​Tabla 10 y en la Figura 27, podrá encontrar la información               
relacionada con las VLANs implementadas y su ubicación en el campus           
Barcelona, hasta la fecha de terminación de la pasantía. 
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 VLAN Ubicación 
VLAN 1 Administración switches. 
VLAN 2 Respaldo y comunicación, antiguo esquema de      direccionamiento IP, routers ​HP Aruba ​(provisional) 
VLAN 3 Servidores. 
VLAN 4 Auditorio IALL. 
VLAN 5 Zona Rack Agronomía. 
VLAN 6 Zona Bienestar Institucional. 
VLAN 7 IALL - Granja 
VLAN 8 FCBI (Facultad de Ciencias Básicas e Ingeniería) 
VLAN 9 FCH (Facultad de Ciencias Humanas) 
VLAN 10 Edif. Leonardo Da Vinci. 
VLAN 30 APs plataforma ​HP Aruba​. 
     ​  Tabla 10.  ​VLANs configuradas e implementadas en el switch principal. 
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 Figura 27​. VLANs implementadas en el campus Barcelona. 
Fuente: Los autores 
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8.7  Plataforma LibreNMS 
 
La plataforma ​LibreNMS ​brinda diferentes servicios de monitoreo de red y de            
otros recursos de los dispositivos, por medio del protocolo SNMP, los cuales se             
pueden observar a continuación por medio de la incorporación de los diferentes            
dispositivos de conmutación de paquetes (Switches) a la plataforma piloto. 
 
8.7.1  Adición de  dispositivos de red a la plataforma 
 
Inicialmente se agregaron los switches a la plataforma piloto a través de su IP              
asignada con anterioridad, a continuación se puede visualizar la lista de algunos            
de los dispositivos agregados, con su respectiva información de fabrica y de            
configuración (ver Figura 28). 
 
Figura 28.​  Lista de algunos de los switches agregados a la plataforma piloto. 
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 8.7.2  Visualización de información de puertos 
La plataforma ​LibreNMS ​brinda el servicio de monitoreo de puertos de red de             
cada uno de los dispositivos agregados a esta, en la Figura 29 se puede observar               
la información de puertos de diferentes switches, como lo es la velocidad de             
transmisión, el estado actual del puerto e información de tráfico de red en tiempo              
real. 
Figura 29. ​ Detalles de información de tráfico de red de los puertos de  todos los switches. 
 
8.7.3  Visualización del tráfico total de  red  
 
Figura 30.​ Gráfico del tráfico de red de un dispositivo. 
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 8.7.4  Visualización de monitoreo de recursos 
Otro servicio importante y muy útil de la plataforma, es el monitoreo a los recursos               
del sistema de los dispositivos, los cuales son representados por medio de            
gráficas y estadísticas en tiempo real como se puede observar en las Figuras 31 y               
32. 
Figura​ ​31​. Representación del estado del procesador y memoria de un switch. 
 
 
Figura 32​.​ Representación del estado de la temperatura y de los sensores de un switch. 
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 8.7.5  Creación de alertas 
LibreNMS ​incluye un sistema de alertas el cual se encarga de notificar eventos             
de los dispositivos de los cuales se requiera estar al tanto, para ello el sistema               
requiere de la configuración de un conjunto de reglas definidas por el usuario             
para evaluar el estado de cada dispositivo (ver Figura 33). 
Figura 33. ​ Alertas creadas por el usuario en la plataforma piloto. 
8.7.6  Notificaciones de alertas  
La plataforma informa por medio de notificaciones, eventos fuera de lo común de             
los dispositivos de red, las notificaciones pueden ser observadas en la plataforma            
o con una previa configuración en el correo electrónico u otro medio de transporte,              
en la Figura 34 se pueden visualizar algunas notificaciones de alerta de diferentes             
dispositivos. 
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Figura 34. ​Notificaciones de alertas de diferentes switches.  
 
8.8  Pruebas de rendimiento previas 
A continuación se encuentran cada una de las gráficas y tablas, obtenidas de las              
pruebas de rendimiento realizadas en los puntos de acceso que ofrecen servicio            
de Wi-Fi a los estudiantes. Estos puntos de acceso se encuentran distribuidos en             
distintas zonas del campus, como puede apreciarse en el mapa de la Figura 18               
de la ​sección 7.3.2 ​concerniente a las pruebas. 
 
En general se puede decir de los resultados obtenidos de las pruebas, que la red               
Wi-Fi que ofrece servicio a los estudiantes, tiene unos rendimientos en cuanto a             
transmisión y recepción de paquetes (Throughput), bastante baja e impredecible,          
ya que no sigue un patrón constante con excepción de algunas zonas como             
IDEAD, BIBLIOTECA y COROCORA. Pudo observarse también un alto         
porcentaje en el retardo y pérdida de paquetes, lo que lleva a la red a una alta                 
retransmisión de los mismos; esto puede verse como una consecuencia clara de            
la falta de segmentación que presentaba y al limitado número de puntos de             
acceso disponibles para los estudiantes en las diferentes zonas, generando una           
sobrecarga en los dispositivos de red. 
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 8.8.1 Punto de acceso zona IDEAD 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
  
Tabla 11. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon ​IDEAD. 
 
 
N° Fecha/Hora Throughput (Enviado) Mbps 
Throughput 
(Recibido) Mbps Jitter % 
Packet 
Loss % 
1 08-10-2018  6,2772 6,1324 8,7399  0,0000  
2 09-10-2018  0,3498 0,2687 219,9890  77,6978 
3 10-10-2018  0,2664 0,2004 276,8640 63,1579 
4 11-10-2018  0,2316 0,1749 247,5800 0,0000 
5 12-10-2018  0,3753 0,2861 215,8590 55,0725 
Promedio 1,5001 1,4125 193,8064 39,1856 
Tabla 12. ​Valores obtenidos de las pruebas de rendimiento, IDEAD 
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 8.8.2  Punto de acceso zona Biblioteca/Torre Administrativa 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
  
Tabla 13. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon         
Biblioteca. 
 
 
N° Fecha/Hora Throughput (Enviado) Mbps 
Throughput 
(Recibido) Mbps Jitter % 
Packet 
Loss % 
1 08-10-2018 0,3861 0,2930 220,6880 0,0000 
2 09-10-2018  0,3672 0,2815 225,7890 0,0000 
3 10-10-2018 0,3730 0,2942 251,2230 3,3333 
4 11-10-2018  0,3857 0,2930 259,0060 74,5763 
5 12-10-2018  0,3706 0,2780 214,7020 81,2500 
Promedio 0,3765 0,2879 234,2816 31,8319 
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 Tabla 14. ​Valores obtenidos de las pruebas de rendimiento, Biblioteca. 
8.8.3 Punto de acceso zona Cooperativa/Counillanos 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
  
Tabla 15. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon ​Cooperativa. 
 
N° Fecha/Hora Throughput (Enviado) Mbps 
Throughput 
(Recibido) 
Mbps 
Jitter % Packet Loss % 
1 08-10-2018  0,3428 0,2618 217,2660 64,7727 
2 09-10-2018  0,0788 0,0625 225,7390 0,0000 
3 10-10-2018  0,2490 0,1749 246,6080 79,1139 
4 11-10-2018  0,0672 0,0498 252,5030 0,0000 
5 12-10-2018  0,3521 0,2676 226,4860 0,0000 
Promedio 0,2180 0,1633 233,7204 28,7773 
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 Tabla 16. ​Valores obtenidos de las pruebas de rendimiento, Cooperativa. 
8.8.4  Punto de acceso zona Coliseo 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
  
Tabla 17. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon ​Coliseo. 
 
N° Fecha/Hora Throughput (Enviado) Mbps 
Throughput 
(Recibido) Mbps Jitter % 
Packet 
Loss % 
1 08-10-2018 0,3544 0,2930 227,0850 0,0000 
2 09-10-2018  0,3660 0,2826 218,7910 0,0000 
3 10-10-2018  0,3706 0,2884 247,0440 3,4483 
4 11-10-2018  0,2143 0,1691 254,8100 0,0000 
5 12-10-2018  0,3672 0,2919 232,9960 0,0000 
Promedio 0,3345 0,2650 236,1452 0,6897 
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 Tabla 18. ​Valores obtenidos de las pruebas de rendimiento, Coliseo. 
8.8.5 Punto de acceso zona edif. Albert Einstein 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
  
Tabla 19. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon ​Einstein. 
 
N° Fecha/Hora Throughput (Enviado) Mbps 
Throughput 
(Recibido) Mbps Jitter % 
Packet 
Loss % 
1 08-10-2018 0,3533 0,2907 229,7860 59,7561 
2 09-10-2018 0,3660 0,2838 220,2070 0,0000 
3 10-10-2018 0,0440 0,0208 223,2580 70,7965 
4 11-10-2018 0,3626 0,2745 273,3810 53,6037 
5 12-10-2018 0,3614 0,2942 251,2270 68,0000 
Promedio 0,2975 0,2328 239,5718 50,4313 
Tabla 20. ​Valores obtenidos de las pruebas de rendimiento, Einstein. 
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 8.8.6 Punto de acceso zona Corocora/Plaza Garza 
Gráfico Rendimiento Gráfico Retardo/Paquetes Perdidos 
 
Tabla 21. ​Gráficos pruebas de rendimiento, generados por ​kentnetmon ​Corocora. 
 
 
N° Fecha/Hora 
Throughput 
(Enviado) 
Mbps 
Throughput 
(Recibido) Mbps Jitter % 
Packet 
Loss % 
1 16-10-2018  0,3799 0,2942 281,4200 34,7826 
2 17-10-2018  0,3521 0,2687 304,6370 0,0000 
3 18-10-2018 9,8717 9,6435 5,9845 0,0000 
4 19-10-2018  0,3695 0,2791 365,1280 3,5714 
5 22-10-2018  0,2624 0,2099 415,4570 0,0000 
Promedio 2,2471 2,1391 274,5253 7,6708 
Tabla 22. ​Valores obtenidos de las pruebas de rendimiento, Corocora. 
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 8.9 Puntos de acceso en nuevas zonas del campus Barcelona 
Debido a la baja participación de los estudiantes en la encuesta propuesta al inicio                           
de la pasantía; se hizo necesario por medio de observación y diálogo con la                           
comunidad estudiantil, contabilizar la cantidad de personas que frecuentaban                 
ciertas zonas del campus. A continuación se presentan los resultados obtenidos                     
de esas visitas realizadas, donde se identificó la necesidad de puntos de acceso. 
 
En la Tabla 23 se presentan las zonas de interés, ubicación y densidad de                           
usuarios aproximada, también se hace referencia al número de puntos de acceso                       
necesarios, para tener un mejor cubrimiento sobre el campus, en busca de                       
mejorar el servicio de Wi-Fi a los estudiantes. 
 
ID Nombre Zona # Usuarios (aprox.) 
# Access 
Points Tipo AP 
A Edif. Leonardo Da Vinci 30 1 Indoor 
B Zona verde entre Einstein-DaVinci 60 1 Outdoor 
C Corocora. 30 1 Outdoor 
D Zona común cafetería Nestea-Comedor    universitario. 25 1 Outdoor 
E Biblioteca salas de consulta. 100 4 Indoor 
F1 Auditorio Eduardo Carranza 200 5 Indoor 
F2 Torre administrativa zona verde, frente     auditorio. 50 1 Outdoor 
G Varado. 30 1 Outdoor 
H Clínica veterinaria. 50 1 Outdoor 
I Coliseo 40 1 Outdoor 
J Zona verde entrada principal 40 1 Outdoor 
 
92 
 K Bienestar institucional y piscina 40 1 Indoor 
L  Facultad Matemáticas y Física 35 1 Outdoor 
M Prog. Agroindustrial Laboratorios 40 4 Indoor 
N Auditorio Bertha Lucía, Posgrados. 40 2 Indoor 
O Zona externa laboratorios de química. 45 1 Outdoor 
P Granja 20 1 Indoor 
Q Laboratorio de Lácteos. 15 1 Indoor 
R Unidad de Ovinos y caprinos. 20 1 Indoor 
**​Zona cuenta con cobertura actualmente. 
Tabla 23. ​Zonas donde se hace necesario cobertura de red Wi-Fi, campus Barcelona. 
 
En el Figura 35 se ubican los dispositivos en cada una de las zonas identificadas.               
Aquellos en color verde, indican dispositivos existentes, mientras que aquellos en           
color rojo, indican dispositivos necesarios. 
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Figura 35. ​Ubicación zonas, donde se hace necesario cobertura de red Wi-Fi, campus Barcelona. 
Fuente: Los autores. 
 
Aquí se muestran por medio de las fotos, la ubicación recomendada de los             
dispositivos para un mejor aprovechamiento del patrón de radiación y una           
descripción acerca de algunas características de los mismos. 
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 Zona A: Edif. Leonardo Da Vinci 
Detalle Dispositivo 
Tipo: 
Indoor AP de techo. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Parte central edif. en escaleras. 
 
 
Tabla 24. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Da Vinci. 
 
Zona B: Área verde entre Einstein-DaVinci - Opción 1 
Detalle Dispositivo 
Tipo:  
Outdoor AP. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Parte central del área verde entre      
los edificios Einstein y Da Vinci. 
 
 
 
 
Tabla 25. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Einstein - Da Vinci 
1. 
 
 
 
 
 
95 
  
 
Zona B: Área verde entre Einstein-DaVinci - Opción 2 
Detalle Dispositivo 
Tipo:  
Outdoor AP. 
 
Patrón Radiación: 
Directivo. 
 
Ubicación:  
En el costado del área verde entre los        
edificios Einstein y Da Vinci, frente al       
parqueadero sobre el paso peatonal. 
 
 
Tabla 26. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Einstein - Da Vinci 
2. 
 
Zona H: Clínica Veterinaria 
Detalle Dispositivo 
Tipo:  
Outdoor AP. 
 
Patrón Radiación: 
Directivo. 
 
Ubicación:  
Zona intermedia entre cafetería y área      
verde de descanso de la Clínica      
Veterinaria. 
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 Tabla 27. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Clínica Veterinaria. 
 
Zona E: Biblioteca salas de consulta 
Detalle Dispositivo 
Tipo:  
2 x Indoor AP de techo. 
 
Patrón Radiación: 
Directivo    
IEEE 802.11 ac Wave 2 
 
Ubicación:  
Sala de consulta de la Biblioteca      
Jorge Boshell. 
 
Detalle Dispositivo 
Tipo:  
2 x Indoor AP de techo. 
 
Patrón Radiación: 
Directivo. 
IEEE 802.11 ac Wave 2 
 
Ubicación:  
Sala de consulta aire libre de la       
Biblioteca Jorge Boshell. 
 
 
 
 
 
Tabla 28. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Biblioteca. 
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Zona F1: Auditorio Eduardo Carranza 
Detalle Dispositivo 
Tipo:  
5 x Indoor AP de techo. 
 
Patrón Radiación: 
Directivo. 
IEEE 802.11 ac Wave 2 
 
Ubicación:  
Auditorio Eduardo Carranza. 
 
 
 
 
Tabla 28. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Auditorio Eduardo. 
Carranza. 
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Zona K: Bienestar institucional y piscina 
Detalle Dispositivo 
Tipo:  
Indoor AP de techo. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Primer piso en Bienestar Institucional. 
 
 
 
Tabla 30. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Bienestar 
Institucional. 
 
Zona L: Facultad Matemáticas y Física 
Detalle Dispositivo 
Tipo:  
Outdoor AP. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
En frente del pasillo de las salas de        
ayudas 1 y 2 de la facultad de        
Matemáticas y Física. 
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 Tabla 31. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Facultad de 
Matemáticas. 
 
 
Zona R: Unidad de Ovinos y caprinos. 
Detalle Dispositivo 
Tipo:  
Indoor AP. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Oficina de estudiantes de la unidad      
de ovinos y caprinos. 
 
 
 
 
 
Tabla 32. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Ovinos y Caprinos. 
 
 
Zona O: Zona externa laboratorios de química. 
Detalle Dispositivo 
Tipo:  
Outdoor AP. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Zona de laboratorios de    
química(​Aruba IDEAD), cerca del    
sendero que lleva a la Torre      
Administrativa.  
 
Recomendación: 
Reubicación del dispositivo al poste     
contiguo, para un mejor    
aprovechamiento del patrón de    
radiación emitido. 
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 Tabla 33. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, zona Laboratorios de 
Química. 
 
 
Otras Zonas 
Zona N: 
Auditorio 
Bertha Lucía,  
Posgrados 
Detalle Dispositivo 
Tipo:  
2 x Indoor AP de techo. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Auditorio Bertha Lucía de posgrados. 
Zona P: 
Granja 
Detalle Dispositivo 
Tipo:  
Indoor AP de techo. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Salón IPA en la zona de la granja, cerca al IALL. 
Zona Q: 
Laboratorio de  
Lácteos. 
Detalle Dispositivo 
Opción # 1 
Tipo:  
Indoor AP de techo. 
 
Patrón Radiación: 
Omnidireccional. 
 
Ubicación:  
Oficina laboratorio de lácteos. 
 
Detalle Dispositivo 
Opción # 2 
Tipo:  
Indoor AP de techo. 
 
Patrón Radiación: 
Directivo. 
 
Ubicación:  
Garita del vigilante, entrada # 2      
campus Barcelona. 
 
Recomendación: 
La antena de patrón de radiación      
directivo, debe ubicarse de manera     
tal, que emita la señal en dirección al        
Lab. de Lácteos, ubicado alrededor     
de 20 m. de distancia. 
Tabla 34. ​Detalle y ubicación de dispositivos mejoramiento de cobertura, otras zonas. 
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9.  CONCLUSIONES  
 
En las fases iniciales del proyecto, al identificar cada uno de los dispositivos que              
integran y brindan servicio en la red (APs y switches) del campus Barcelona, se              
logró entregar a la Oficina de Sistemas documentos con un inventario del 100%             
de los equipos hasta la fecha de la terminación de la pasantía, donde se pueden               
encontrar las características técnicas, ubicación y parámetros de configuración de          
los mismos. Posteriormente estos equipos fueron configurados, habilitando la         
opción para la administración de manera remota. Esto facilitó en gran medida el             
trabajo de los ingenieros del área de soporte de la Oficina de Sistemas,             
reduciendo tiempo a la hora de realizar ciertos tipos de configuraciones y            
detección de fallas; aunque se lleva un control de llegada y baja de estos              
dispositivos, no se contaba en esta dependencia con un consolidado real de la             
cantidad coexistente en la red. 
 
La participación de la comunidad estudiantil como eje principal para la realización                       
del proyecto, permitió a través de la encuesta aplicada, conocer las necesidades                       
de conectividad de la misma; principalmente en el aspecto relacionado con la                       
identificación de los espacios o áreas del campus Barcelona que requerían                     
cobertura y la densidad de usuarios en cada una de estas. Aunque esta necesidad                           
no fue suplida dentro del tiempo de la realización del proyecto, se logró dar un                             
primer paso importante, ya que se determinaron las características técnicas de                     
los equipos requeridos y la ubicación idónea en el campus Barcelona; entregando                       
un documento con dicha información (véase ​sección 8.9​)a la Oficina de Sistemas,                       
en busca de mejorar el servicio de Wi-Fi en el campus en un mediano plazo. 
 
Gracias a la correcta configuración realizada sobre los access points en aspectos            
relacionados con canales de frecuencia, potencias y ancho de banda; se logró            
mejorar el uso del espectro electromagnético en la banda de 2.4 GHz, reduciendo             
la interferencia co-canal que existía en las diferentes dependencias y oficinas del            
campus Barcelona, producto del alto número de APs existentes por área, como se             
pudo observar en las gráficas de la ​sección 8.5 ​de este libro. 
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A pesar de las limitaciones encontradas a la hora de proporcionar algunos            
recursos de hardware (​Patch Cord ​de fibra) por parte de la Oficina de Sistemas,              
necesarios para las actividades relacionadas con la segmentación de la red, se            
logró dejar en funcionamiento un poco más del 50% de las VLANs (10 de un total                
de 18 véase ​sección 8.6 ) proyectadas en la fase de diseño, lo cual también               
incluyó para estas el nuevo direccionamiento IP. Esto fue posible gracias a la             
instalación y puesta en marcha del Switch L3 proporcionado por la Oficina de             
Sistemas; reduciendo significativamente el gran dominio de broadcast que se          
tenía con el direccionamiento antiguo en dominios más pequeños, alivianando la           
sobrecarga de tráfico que se generaba y haciendo más sencilla la administración            
y detección de problemas en la red. 
 
Se logró la instalación e implementación de una plataforma de monitoreo de red,             
como lo fue la plataforma LibreNMS en uno de los servidores principales de la              
Oficina de Sistemas, obteniendo así resultados en tiempo real del estado físico            
(sensores, memoria, procesador) y de red (velocidad de transmisión, tráfico de           
puertos) de cada unos de los switches del campus Barcelona integrados a dicha             
plataforma. 
 
10.  RECOMENDACIONES 
 
10.1 Oficina de Sistemas 
10.1.1  Características técnicas de nuevos equipos 
 
En caso de adquisición de nuevos equipos, es recomendable que estos cumplan            
con ciertas características técnicas que implementen estándares y tecnologías         
recientes; en busca de mejorar el servicio a la comunidad universitaria del campus             
Barcelona.  
En el caso de los puntos de acceso tanto de interiores (indoors) como de              
exteriores (outdoors), se recomienda que los dispositivos cuenten con las          
siguientes características: 
● Soporte para el estándar IEEE 802.11ac Wave 2  
● Soporte para la banda 2.4 GHz y 5 GHz 
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 ● Soporte para autenticación tipo Enterprise 802.1x  
● Capacidad de Accounting. 
● Potencia controlable en incrementos de 0.5 dBm 
● Alimentación por PoE o adaptador. 
● En caso de APs interiores, capacidad de antena externa preferiblemente. 
● En caso de APs exteriores, antenas direccionales integradas o conectores                   
para antenas externas (Min. 3) 
● Capacidad de ser administrado por medio de controlador virtual  
En el caso de los equipos de conmutación (switches) de la red, se recomiendan              
que estos dispositivos sean de tipo ​Enterprise ​(empresarial), lo que garantizará           
alta capacidad de procesamiento, soporte a grandes cargas de trabajo (tráfico de            
la red) y funcionamiento 24/7. Las características que deben poseer estos, son las             
siguientes: 
● Administrable. 
● Capa 2 o capa 3.  
● Soporte para autenticación tipo Enterprise 802.1x  
● Soporte SNMP v2c (Mínimo) 
● Soporte IPV4 e IPV6 
● Soporte de etiquetado de VLAN 802.1p/q 
● Soporte puertos de fibra.  
● Mínimo 48 puertos de conexión.  
 
10.1.2 Personal capacitado dedicado a la gestión de la red 
 
El capital humano es uno de los recursos, sino el más valioso que puede tener               
una organización. Es por ello que se hace necesario que la Oficina de Sistemas              
de la Universidad de los Llanos, integre dentro de su equipo de trabajo un              
Administrador de Infraestructura de TI, con los conocimientos y competencias          
necesarias para la planeación, montaje, gestión y soporte de este tipo de            
infraestructuras. Ya que ello permite fijar un norte en la proyección de estrategias             
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 y crecimiento a futuro de la red; como se pudo evidenciar en el desarrollo del               
proyecto el área de soporte es la encargada de esta función. 
 
10.2 Programa Ingeniería de Sistemas 
 
10.2.1 Fortalecimiento de la línea de profundización de Teleinformática 
 
El programa de Ingeniería de Sistemas, adscrito a la Facultad de Ciencias            
Básicas e Ingeniería (FCBI) ofrece actualmente tres líneas de profundización, en           
los siguientes campos: 
1. Ingeniería de Software. 
2. Teleinformática. 
3. Ciencias de la Computación.  
Como estudiantes se debe elegir una de ellas en los últimos semestres de la              
carrera de manera libre, según el enfoque que se quiera seguir en el desarrollo              
académico y profesional. El trabajo realizado y presentado en este libro, es            
netamente del área de las redes informáticas y las telecomunicaciones; en donde            
se logró aplicar y afianzar los conocimientos adquiridos en los cursos recibidos de             
la línea de profundización de Teleinformática.  
 
Se valora el esfuerzo que ha llevado a cabo la Facultad en el fortalecimiento de               
las diferentes líneas de profundización, pero también se hace necesario inversión           
en la línea de Teleinformática, que en consecuencia es la más abandonada. Un             
laboratorio de telecomunicaciones, dotado de dispositivos de red (switches,         
routers, APs) y antenas, permitirán a los estudiantes la práctica necesaria en            
equipos reales afianzando los conocimientos en infraestructura y plasmando los          
diseños elaborados en los simuladores. Así como las líneas de Ingeniería de            
Software y Automatización cuentan sus laboratorios correspondientes, existe una         
deuda con la línea de Teleinformática ya que a la fecha de la elaboración de este                
libro, no se cuenta con un laboratorio adecuado para esta. Afortunadamente este            
trabajo permitió un fuerte contacto con infraestructura real en producción, que           
claramente no permite gran escala de experimentación, que si puede ser lograda            
en instancias académicas más tempranas con los espacios y equipos adecuados. 
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10.3 Trabajos futuros 
 
Terminado el proyecto de pasantía en la Oficina de Sistemas, se pudo observar             
que muchas de las actividades implementadas durante el proceso de          
reestructuración de la red Wi-Fi del campus Barcelona, no fueron terminadas al            
100% por cuestiones de presupuesto; así que estas pueden servir de guía a             
trabajos futuros para aquellos estudiantes que se encuentren en proceso de           
encontrar una opción de grado que permita continuar con su progreso y ajuste,             
mejorando el funcionamiento de la red.  
 
Los trabajos futuros pueden surgir de actividades pendientes como lo son la            
terminación de implementación de las VLANs faltantes actualmente y la debida           
configuración del direccionamiento a los equipos de cómputo, impresoras y          
routers pertenecientes a su VLAN, la realización de pruebas de rendimiento a los             
dispositivos de acceso Aruba al finalizar la implementación total de las VLANs, la             
implementación completa de todas las ​funciones que proporcionan una gran          
cantidad de características y soporte para los dispositivos ​la plataforma          
LIbrenNMS. 
 
 
11. IMPACTO 
 
Por medio del proyecto de grado en modalidad de pasantía “Reestructuración de            
la red Wi-Fi del campus Barcelona de la Universidad de los Llanos” se lograron              
importantes avances tanto desde el punto de vista de acceso inalámbrico (Wi-Fi)            
como de configuración lógica de la infraestructura de la red actual, en su mayoría              
llevados a cabo por medio de la implementación de buenas prácticas y de             
muchas otras actividades con resultados satisfactorios para la Universidad. El          
impacto generado es visible más desde un punto de vista técnico, que para el              
usuario final (comunidad universitaria). A continuación se mencionan algunas de          
esas actividades realizadas. 
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 Una importante actividad que se llevó a cabo fue la correcta planeación y             
configuración de los canales de frecuencia de cada uno de los dispositivos de             
acceso inalámbrico en el campus Barcelona, resultados que pueden ser          
evidenciados en la ​sección ​8.5 ​donde se puede observar el mejoramiento en el             
uso del espectro.  
 
Se elaboró e implementó un adecuado diseño lógico de red a través de la              
segmentación por medio de VLANs, lo cual generó significativamente la          
reducción de tráfico en la red, realizando una correcta configuración e           
implementación en cada uno de los segmentos, por lo tanto disminuyó el dominio             
de broadcast evidenciándose así la mejora de la congestión que era de gran             
notoriedad antiguamente. 
 
Otra actividad involucra el inventario de los equipos que componen la red (routers             
y switches), en donde se reunieron cada una de las características técnicas y su              
ubicación dentro del Campus. Posteriormente estos equipos fueron configurados         
para permitir la administración remota y en el caso de los switches, agregados a              
una plataforma piloto de monitoreo que trabaja con el protocolo de SNMP            
(LibreNMS), la cual genera diferentes alertas que permiten una detección          
temprana y centralizada de problemas que pueden presentar estos; lo que           
impactó positivamente en el personal del área de soporte de la Oficina de             
Sistemas, reduciendo los tiempos de detección y atención a fallas de la red.  
 
 
12. GLOSARIO 
 
12.1 Generalidades de la empresa 
 
La Universidad de los Llanos es una Institución del Orden Nacional que desarrolla             
el servicio público de la Educación Superior, sujeta a inspección y vigilancia por el              
Ministerio de Educación Nacional. 
 
Creada mediante la Ley 8 de 1974 y el Decreto 2513 de noviembre 25 de 1974                
expedido por el Ministerio de Educación Nacional; y reconocida como Universidad           
mediante la Resolución No. 03273 del 25 de junio de 1993 emanada del mismo              
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 Ministerio. Es un ente universitario autónomo, con carácter estatal, régimen          
especial, personería jurídica; al igual que en su gobierno, en su ejercicio            
académico, administrativo, financiero y presupuestal; con rentas y patrimonio         
propios e independientes; además, se encuentra vinculada al Ministerio de          
Educación Nacional en lo referente a la política y a la planeación del sector              
educativo, al Sistema Nacional de Ciencia y Tecnología y al Sistema Nacional de             
Cultura; se rige por la Constitución Política, la Ley 30 de 1992, las demás              
disposiciones que le sean aplicables de acuerdo con su régimen especial y las             
normas internas emitidas en ejercicio de su autonomía. 
 
La Universidad de los Llanos tiene domicilio principal en Villavicencio, capital del            
Departamento del Meta, República de Colombia. Sin embargo, con arreglo a la            
Ley y al Estatuto General, puede establecer seccionales y dependencias en           
cualquier lugar del territorio nacional, priorizando como área de influencia la           
Orinoquia Colombiana. 
 
12.1.1 Ubicación y  contacto 
 
Universidad de los Llanos 
Nit: 892.000.757-3 
contacto@unillanos.edu.co, 
 
Sedes: 
Barcelona: Km. 12 Vía Puerto López - PBX. +57 (8) 6616800 
San Antonio: Calle 37 No. 41-02 Barzal - PBX. +57 (8) 6616900 
Emporio: Calle 40 A No. 28-32 Emporio - +57 (8) 6734700 
Fax: +57 (8) 6616800 ext: 204 
 
Horario de atención:​ Lunes a Viernes 
7:30am a 11:45 am y 2:00 pm a 5:30 pm 
 
12.1.2 Misión 
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 La Universidad de los Llanos forma integralmente ciudadanos, profesionales y          
científicos con sensibilidad y aprecio por el patrimonio histórico, social, cultural y            
ecológico de la Humanidad, competentes y comprometidos en la solución de           
problemas de la Orinoquia y el país con visión universal, conservando su            
naturaleza como centro de generación, preservación, transmisión y difusión del          
conocimiento y la cultura. 
 
12.1.3 Visión 
 
La Universidad de los Llanos propende ser la mejor opción de Educación Superior             
de su área de influencia, dentro de un espíritu de pensamiento reflexivo, acción             
autónoma, creatividad e innovación. Al ser consciente de su relación con la región             
y la Nación es el punto de referencia en el dominio del campo del conocimiento y                
de las competencias profesionales en busca de la excelencia académica. 
12.2 Acrónimos y siglas      
AP Access Point 
IEEE Institute of Electrical and Electronics Engineers 
IP Internet Protocol 
LAN Local Area Network 
MAN Metropolitan Area Network 
PC Personal Computer 
RADIUS Remote Authentication Dial-In User Service 
SNMP Simple Network Management Protocol 
SSID Service Set Identifier 
VLAN Virtual Local Area Network 
WAN Wide Area Network 
WLAN Wireless Local Area Network 
 
109 
 WMAN Wireless Metropolitan Area Network 
WPAN Wireless Personal Area Network 
13.  ANEXOS 
13.1  Caso Rogue DHCP en la red campus Barcelona 
 
En este anexo se hará referencia a un problema muy común, que se presentaba              
recurrentemente durante el tiempo en el que se desarrolló el proyecto de            
pasantía. De esta manera se busca visibilizar, la importancia de la segmentación            
de una red y cómo a partir de la aplicación de las bases teóricas y buenas                
prácticas, se logra mejorar la seguridad de la infraestructura de red, desde el             
punto de vista lógico. 
 
Para entender mejor el proceso, se explicará de manera resumida el           
funcionamiento del protocolo DHCP (​Dynamic Host Configuration Protocol​), luego         
el concepto al que hace referencia ​Rogue DHCP ​y finalmente las capturas de             
pantalla del análisis de tráfico realizado con la aplicación ​Wireshark​, durante el            
suceso de uno de los casos, en donde se afectó el servicio de Internet dentro del                
campus. 
 
Protocolo DHCP 
 
De sus siglas en inglés ​Dynamic Host Configuration Protocol, ​es un protocolo que             
tiene la capacidad de asignar dinámicamente las direcciones a los clientes o            
equipos conectados dentro de una red, facilitando la administración centralizada          
de las mismas. Actualmente es el estándar de configuración del protocolo IP más             
usado, tanto en redes domésticas/hogareñas como en empresariales.  
 
DHCP utiliza UDP (​User Datagram Protocol​) como protocolo en la capa de            
transporte; ocupando el puerto ​67 para la recepción de mensajes y el puerto ​68              
para el envío de los mismos, desde y hacia los clientes. Básicamente para la              
asignación de una dirección IP, un equipo cliente debe hacer una solicitud que es              
respondida por el servidor y en esta comunicación se produce un intercambio de             
mensajes, como puede observarse en la Figura 36​. ​Estos mensajes siguen un            
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 formato estándar, el cual contiene ciertos campos de interés que es necesario            
entender, para proceder a la descripción de las capturas del tráfico. 
 
Figura 36. ​Formato de mensaje protocolo DHCP. ​[17] 
 
Puede encontrar información más detallada en relación con cada uno de los            
campos en el ​RFC 2131: Dynamic Host Configuration Protocol​, de la IETF            
(​Internet Engineering Task Force​). En este caso se explicarán los de interés que             
son los siguientes: 
 
Hardware Type: ​en este campo se coloca información relacionada con el tipo de             
hardware utilizado en la red local. Puede tomar diferentes valores, siendo el más             
común el 1 (uno), que es Ethernet. 
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 Transaction Identifier: ​número aleatorio elegido por el equipo cliente, usado para           
identificar la comunicación entre este y un equipo servidor. 
Flags: ​contiene un subcampo llamado ​broadcast flag que toma el valor de 1             
(uno), cuando un cliente no tiene dirección IP en el momento de realizar una              
petición. En caso contrario es 0 (cero). 
 
Client IP Address (CIAddr): ​en este campo el cliente coloca la dirección IP, sólo              
si es válida y el servidor DHCP se la asigna. En caso contrario tendrá un valor de                 
0 (cero). No es usado en el proceso de solicitud de direcciones, hasta que el               
servidor responde con un mensaje ​DHCP ACK y el equipo pasa al estado de              
dirección asignada (​BOUND state​). Esto podrá verse más adelante. 
 
Your IP Address (YIAddr): ​esta se refiere a la dirección que el servidor DHCP le               
esta asignando al equipo cliente. 
 
Server IP Address (SIAddr): ​este campo le indica al equipo cliente la dirección             
IP del servidor DHCP que debe utilizar en el siguiente paso, durante el proceso de               
solicitud de IP. Las respuestas hechas por el servidor, siempre utilizan este            
campo y otro llamado ​DHCP Server Identifier​, que es opcional; estableciendo la            
dirección IP del mismo. 
 
Client Hardware Address (CHAddr): ​en este campo se coloca la dirección MAC            
(​Media Access Control​) de la interfaz de comunicación que posea el equipo            
cliente, permitiendo su identificación. 
 
Options: ​en este existen una variedad de campos, que son requeridos para el             
funcionamiento básico del protocolo DHCP, cada uno con un código respectivo.           
Entre los que nos interesan para este caso particular se pueden encontrar: 
 
● Requested IP Address (50): ​este campo es usado por el equipo cliente            
para solicitar una IP específica al servidor DHCP. 
● DHCP Message Type (53): ​indica el tipo de mensaje DHCP. 
● DHCP Server Identifier (54): ​indica la dirección del servidor DHCP. 
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 ● Message (56): ​indica información acerca de algún tipo de error. Es usado            
tanto por el equipo cliente, como por el servidor. 
● Client Identifier (60): ​indica información del tipo y dirección de hardware           
(MAC) del equipo cliente, lo que permite al servidor identificarlo como un            
equipo único, entre todos los clientes DHCP. 
 
Luego de este pequeño vistazo a los campos del formato de mensajes, utilizado             
en el protocolo DHCP; el diálogo que establece un equipo cliente con un servidor              
para obtener una dirección IP es el siguiente (ver Figura 37): 
 
Figura 37. ​Intercambio de mensajes asignación IP, protocolo DHCP. 
Adaptado de: ​TCP/IP Guide. ​ (p.1096) ​[17] 
 
1. Un equipo cliente comienza en un estado inicial, en donde necesita           
asociarse a una red, pero no tiene una dirección IP asignada, ni tampoco             
sabe si en esta, existe un servidor DHCP. El equipo entonces, envía un             
mensaje ​DHCP DISCOVER ​a la red, el cual es de tipo ​broadcast. ​En este              
mensaje se envía la MAC del equipo cliente, en el campo ​CHAddr y el              
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 número de identificación de la transacción, en el campo ​Transaction          
Identifier​, lo que permitirá al cliente reconocer los mensajes que          
pertenecen a una misma transacción o diálogo con un servidor. Finalmente           
se entra en un modo de espera, a la escucha de respuestas a su petición. 
 
2. El servidor DHCP, recibe el mensaje ​DHCP DISCOVER​. Este pasa a           
examinarlo y lee el campo ​CHAddr​, para buscar si el equipo cliente esta en              
su base de datos y de esta manera determinar si puede ofrecerle, lo que se               
llama un arrendamiento bajo ciertas condiciones. También verifica si en el           
campo de ​Options​, específicamente en ​Requested IP Address​, el equipo          
cliente esta solicitando alguna dirección IP en particular. El servidor          
responde con un ​DHCP OFFER el cual es de tipo ​broadcast​, ​usando el             
campo ​YIAddr para decirle al equipo cliente la dirección que le va a             
asignar, envía el mismo número de identificación de transacción, elegido          
por el cliente en el campo ​Transaction Identifier y en ​Options usa el             
campo ​DHCP Server Identifier ​estableciendo su dirección IP. En esta          
respuesta del servidor, viaja otro tipo de información adicional         
correspondiente a las condiciones de arrendamiento que ofrece al cliente. 
 
3. El equipo cliente recibe los mensajes ​DHCP OFFER respondidos por el           
servidor o servidores DHCP que existan dentro de la red local. En este             
caso el comportamiento del cliente, depende de la implementación que          
tenga el sistema operativo de la máquina; ya que este puede elegir la             
primer respuesta o esperar más tiempo y decidir sobre cuales son las            
condiciones de arrendamiento ofrecidas más favorables. Una vez el equipo          
cliente ha decidido, envía un mensaje ​DHCP REQUEST ​el cual es de tipo             
broadcast​, usando en ​Options ​los campos de ​DHCP Server Identifier​, en           
donde establece la dirección IP del servidor DHCP elegido y ​Requested IP            
Address​, en donde confirma al servidor que va a usar la dirección IP             
ofrecida. En esta solicitud también viajan algunos parámetros adicionales         
de configuración necesarios para establecer una conexión exitosa. 
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 4. El servidor recibe los mensajes ​DHCP REQUEST​, verifica que la dirección           
IP establecida en ​Options​, en el campo ​DHCP Server Identifier          
corresponda a la suya; si es correcto procesa el mensaje de lo contrario             
simplemente lo descarta. En este punto el servidor puede responder de dos            
formas distintas dependiendo sea el caso. La primera forma, es enviando al            
cliente un mensaje ​DHCP NAK el cual es de tipo ​broadcast​, en donde el              
servidor determina que no es posible usar la dirección IP solicitada u            
ofrecida, o simplemente en la negociación de arrendamiento no se cumplen           
ciertos parámetros; por tanto informa al cliente del rechazo de su petición.            
La segunda forma, es enviando al cliente un mensaje ​DHCP ACK el cual             
es de tipo ​broadcast​, en donde el servidor le confirma al cliente la             
concesión del arrendamiento solicitado, pues los recursos están        
disponibles y se cumple con los parámetros requeridos para la conexión. 
 
5. Finalmente el equipo cliente recibe la respuesta del servidor. En caso de            
que esta sea una respuesta negativa con un mensaje ​DHCP NAK​, el            
equipo retorna al estado inicial para realizar nuevamente todo el proceso.           
Si la respuesta es positiva mediante un mensaje ​DHCP ACK​, el equipo            
establece su configuración y se incorpora a la red, pasando al estado            
donde los recursos han sido asignados. En caso de que el cliente no reciba              
respuesta del servidor dentro de un tiempo determinado, generará         
nuevamente un mensaje ​DHCP REQUEST. 
 
ROGUE DHCP 
 
Una vez se ha comprendido el funcionamiento básico del protocolo DHCP y el             
proceso llevado a cabo entre un equipo cliente y un servidor, para la obtención de               
una dirección IP a fin de acceder a los recursos ofrecidos por una red; se               
describira un poco uno de los problemas potenciales que se pueden presentar,            
respecto al uso de este protocolo. 
 
Un ​ROGUE DHCP es un servidor DHCP no autorizado, el cual se encuentra por              
fuera del control de los administradores de la red, que ofrece información de             
configuración falsa a las solicitudes realizadas por los equipos cliente conectados           
o que buscan acceder a la misma, por medio de una dirección IP dinámica. Este               
 
115 
 servicio puede ser ofrecido por un dispositivo de cómputo configurado para tal fin             
conectado a cualquier punto de red, ya sea un equipo de escritorio, portátil,             
raspberry o similares; también por dispositivos de red como los routers. 
 
La puesta en marcha de un ​ROGUE DHCP dentro de una red, depende de los               
objetivos y conocimientos que posea el usuario atacante. Este simplemente          
puede sabotear la red y denegar el acceso a los equipos cliente de la misma; por                
otro lado y más grave, es que logre configurar este servicio para que los equipos               
cliente, accedan a través de una puerta de enlace maliciosa (router), lo que             
permitiría explotarlos en usos futuros. 
 
En la Figura 38, se muestra un esquema de red donde existen 3 switches, uno               
principal que se encarga de la distribución de la red, al cual esta conectado el               
servidor DHCP Oficial, y dos switches de acceso que permiten conectar los            
equipos clientes. Puede observarse como el ​ROGUE DHCP esta conectado a uno            
de los switches de acceso.  
 
Dado que la red denominada como ​Red A no se encuentra segmentada, el             
servicio no autorizado puede escuchar todas las solicitudes enviadas por los           
clientes mediante el mensaje ​DHCP DISCOVER y responderlas con un ​DHCP           
OFFER​, ya que estos mensajes son de tipo ​broadcast ​y todos los equipos de la               
red comparten ese mismo dominio. 
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Figura 38. ​Intercambio de mensajes DHCP, red no segmentada con Rogue DHCP. 
Fuente: Los autores. 
Análisis caso campus Barcelona 
 
En el apartado anterior se refleja lo que sucedía en el campus Barcelona.             
Afortunadamente aunque se afectaba el servicio de internet para algunos equipos           
cliente, el problema residía en un equipo mal conectado, en este caso un router              
manipulado por un usuario no técnico. Lo que realizaba el usuario era conectar el              
cable de WAN, que provenía de un switch de acceso a uno de los puertos de LAN                 
de un router; provocando que ese router empezará a responder solicitudes de            
DHCP de equipos cliente en busca de una dirección IP (ver Figura 39). 
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Figura 39.​ Puerto de WAN, indicación router D-Link. 
 
Por tanto cuando se empezó a reportar el problema por parte del personal             
encargado de la Oficina de Sistemas, se procedió con el analizador de protocolos             
Wireshark ​a capturar el tráfico en un switch de la red. Conociendo el problema              
que ya se había presentado en ocasiones anteriores, se empezó a buscar            
mensajes de tipo ​DHCP NAK aplicando el filtro correspondiente, que permitiera           
visualizar el intercambio de mensajes del protocolo DHCP.  
Filtro ​Wireshark:  
udp.port==67 or udp.port==68 
Claramente el filtro se aplica sobre los puertos de trabajo del protocolo DHCP,             
correspondientes al ​67 y ​68​. En la Figura 40 ​se puede observar el resultado de la                
captura. 
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 Figura 40.​ Captura tráfico usando la aplicación ​Wireshark​, en busca de un Rogue DHCP. 
 
Para la fecha de esta captura, el campus contaba con la red bajo el              
direccionamiento antiguo usando la red ​172.17.0.0/16​, en la cual se encontraban           
varios servidores DHCP con las direcciones ​172.17.0.X - 172.17.0.X - 172.17.0.X​.           
Al observar con detalle la captura, existe un equipo bajo una IP privada             
192.168.1.1 el cual esta generando mensajes DHCP NAK​, lo que claramente           
indica que existe un ​Rogue DHCP​ dentro de la red.  
 
Analizando con más profundidad se toman estos 2 paquetes, que poseen el            
mismo ​Transaction Identifier 0x4fdc8d8b​, lo que quiere decir que pertenecen a           
una misma conversación o diálogo entre los equipos cliente y servidor (ver Figura             
41). 
 
 
Figura 41.​ Paquetes análisis con ​Wireshark. 
 
Se puede observar en la Figura 42, el contenido del formato de mensaje DHCP,              
para el ​Request. 
1. El ​Transaction Identifier​ corresponde al ​0x4fdc8db8b. 
2. Dentro del campo ​Options​, utiliza el subcampo ​DHCP Message Type que           
corresponde a un ​DHCP REQUEST​, lo que indica que el equipo cliente            
esta realizando una petición al servidor. 
3. Dentro del campo ​Options​, utiliza el subcampo ​Requested IP Address​,          
que corresponde al valor de ​172.17.226.123​, lo que indica que el equipo            
cliente está solicitando una IP específica, con la cual pudo estar asociado            
anteriormente. 
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Figura 42.​ Mensaje de tipo ​Request, ​ análisis con ​Wireshark. 
 
Ahora en la respuesta del servidor, se puede observar el contenido del mensaje             
DHCP con los siguientes valores. 
1. El ​Transaction Identifier corresponde al ​0x4fdc8db8b. ​Esto indica que         
pertenece al mismo diálogo establecido, junto con la captura analizada          
anteriormente. 
2. Dentro del campo ​Options​, utiliza el subcampo ​DHCP Message Type que           
corresponde a un ​DHCP NAK​, lo que indica que la petición realizada            
anteriormente por el equipo cliente, no cumple o no puede ser aplicada            
debido a que los parámetros de configuración solicitados (IP         
172.17.226.123) no pueden ser brindados por el servidor. 
3. Dentro del campo ​Options​, utiliza el subcampo ​DHCP Server Identifier          
con el valor ​192.168.1.1​, lo que indica que el servidor se esta identificando             
con esa IP ​(Rogue DHCP)​. 
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 4. Dentro del campo ​Options​, utiliza el subcampo ​Message ​con el valor           
wrong network ​(red equivocada), lo que indica que el servidor no puede            
proveer al cliente, ese rango de IP (ver Figura 43). 
 
Figura 43.​ Mensaje de tipo ​Request, ​ análisis con ​Wireshark. 
 
En este caso, al servidor responder con un ​DHCP NAK​, hará que el equipo cliente               
regrese a su estado inicial, para luego nuevamente solicitar una dirección IP. En             
el caso inverso, otros equipos solicitaron direcciones IP en el rango ofrecido por el              
Rogue DHCP siendo estas concedidas, ocasionando que estos quedarán         
vinculados a la red con una dirección incorrecta y sin acceso a Internet.  
 
Finalmente lo que se presentó en este anexo, representa uno de los peligros a los               
cuales se expone una red, donde el nivel de impacto que puede ocasionar este              
tipo de ataques, tanto a los servicios como a la información; pueden ser             
minimizados o evitados si se siguen los parámetros correctos y buenas prácticas            
a la hora del despliegue de una infraestructura de red (físico y lógico). Estos              
parámetros y buenas prácticas, se encuentran representados a lo largo del libro,            
en las actividades realizadas concernientes a la implementación del nuevo          
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 direccionamiento IP, las VLANs para la segmentación y el uso de plataformas de             
monitoreo como por ejemplo ​LibreNMS​. Resaltar que en este campo el trabajo            
debe ser siempre iterativo y de una constante supervisión, ya que una red,             
aunque se considera como una infraestructura de evolución o crecimiento lento           
dentro de la organización, es la encargada de ser la autopista sobre la que viaja               
toda la información (activo valioso) que allí se maneja. Por eso la proactividad que              
se cierna alrededor de la misma, hará posible la resolución y anticipación a             
posibles problemas y riesgos de seguridad que se puedan llegar a presentar,            
beneficiando a los usuarios con un mejor servicio y protección de la información. 
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 13.2  Acuerdos de confidencialidad 
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