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ABSTRACT 
Hybrid Automaton Based Controller Design for Damage Mitigation of Islanded Power 
Systems 
Sudipta Lahiri 
Dagmar Niebur, Ph.D 
Harry Kwatny, Ph.D. 
 
 
 
 Spurred by increasingly unpredictable weather, high penetration of renewable 
resources and a period of focused US government policy, it is widely expected that 
microgrids within the electric distribution system will show exponential growth in the 
coming decade. Microgrids comprise of power generation, delivery and consumption 
assets within restricted electrical boundaries and under contiguous control oversight that 
enables holistic management of these assets. Microgrids can be islanded and operated 
independent of a larger electric power network, and as such, a primary function of 
microgrids is to enhance the energy reliability of the underlying loads. In this work, we 
focus on naval shipboard power systems. Apart from being islanded, in the true sense, 
resiliency and damage mitigation are key considerations in the design and operation of 
these power systems. 
 Islanded power systems encompass a rich diversity of discrete and continuous 
dynamic behavior in multiple time-scales. A high penetration of devices with power 
electronics interface, low inherent system inertia, and high density of switching devices 
can lead to rapid disturbance propagation and system failure without advanced damage 
mitigation strategies. 
 Hybrid systems formalism incorporates continuous dynamics as well as discrete 
switching behavior into a modeling and control framework, thus allowing a complete 
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system description while crystallizing concepts of safety into system design criteria. We 
build on existing work to enhance a Dynamic Mixed Integer Programming (DMIP) 
model of a power system that combines continuous time differential algebraic models 
with switching dynamics synthesized into mixed integer inequalities. We use this model 
to derive an optimal system reconfiguration strategy to prevent voltage collapse of a 
benchmark shipboard power system. However, this methodology is restricted by the 
computational complexity of dynamic programming and scalability of non-automated 
processes. 
 To overcome some of these limitations, we derive a hybrid automaton model of a 
power system as a Discrete Event System (DES) plant and controller. The DES plant 
consists of a switched continuous system with an interface. The system state space is 
categorized based on safety criteria and discrete control specifications are embedded as 
transition rules within the DES controller. The DES controller searches for feasible 
control policies that drive the system trajectories from unsafe states to safe states. We 
define metrics to quantify the performance of these policies, thus allowing the derivation 
of the most suitable policy for a set of design specifications and disturbance type. 
Applications in voltage control, frequency control and dynamic service restoration is 
presented on a benchmark power system with approximately forty continuous states and 
eighteen thousand discrete states.  
To enable the analysis, we build a computational framework based on efficienct 
symbolic computation tools in Mathematica and numerical integration tools in Matlab / 
Simulink so that the methodology can be replicated for a wide variety of applications. The 
framework is quite general, and may be expanded to problems beyond power systems. 
   1
1 INTRODUCTION 
 The rapidly changing behavior of the global climate is leading to enhanced 
awareness of the need to adapt critical infrastructure to withstand greater variability in 
weather patterns (Figure 1,  [1]). While energy infrastructure is absolutely critical for 
economic and social stability, the electric energy delivery infrastructure is among the 
most vulnerable to severely disruptive weather events. A concept gaining traction in this 
environment, is that certain end use customers, particularly institutional customers 
providing critical societal services and in need of very high levels of electric service 
reliability, will manage and operate power generation and load resources to ensure that 
electric service is maintained when the Load Serving Entity (LSE) or Distribution System 
Operator (DSO) is unable to provide that assurance. In summary, the need for electric 
reliability beyond that provided by the LSE is a key driver for the development of 
microgrids within the terrestrial electric distribution system. 
 
Figure 1:  Geo-satellite image of super-storm Sandy which struck North-East United 
States Oct 22-31, 2012. Image by NASA, MODIS/LANCE in public domain via 
Wikimedia Common. 
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The IEEE definition of microgrids is as follows  [2]: 
“Microgrids are Electric Power Systems (EPSs) that: 
1. have Distributed Resources (DR) and load 
2. have the ability to disconnect from and parallel with area EPS 
3. include the local EPS and may include portions of the area EPS, and 
4. are intentionally planned.” 
In the context of terrestrial distribution systems, the term ‘local EPS’ implies 
microgrid energy assets that are under contiguous control, are usually geographically and 
electrically co-located and owned/operated by the customer (Figure 2). The term ‘area 
EPS’ refers to the EPS operated by the LSE.  
 
Figure 2: Conceptual representation of a microgrid, source DNV KEMA. 
 
 In the United States, over the past decade, there have been several strategic 
initiatives directed by public and state energy commissions, driven by federal and state 
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incentives and adopted by LSE’s and electric energy market operators that has changed 
the paradigm in which electric energy is distributed and consumed. These are: 
• Increasing penetration of distributed generation (e.g. solar PV, combined heat and 
power) and storage within the electric distribution system. Currently, these units 
are predominantly customer owned and controlled. 
• Widespread adoption of energy efficiency measures and customer load 
curtailment initiatives. 
• Enhanced telemetry, automation and controls within the electric distribution 
system. This includes advanced distribution automation infrastructure owned and 
controlled by the DSO as well as smart metering, building automation, switchgear 
and controls owned and operated by the customer enabling the operation of 
generation, storage and load management assets. 
In essence, technologies enabling consumers to generate power and manage their 
individual energy needs have already gained widespread penetration. Microgrids 
constitute combinations of these technologies operated for the customer benefit and 
include switchgear enabling the customer to automatically isolate and operate 
independently from the larger grid. Combining generation, storage and demand 
management technologies with intelligent controls through microgrid architecture has the 
following benefits: 
• Increased reliability at lower overall cost: The standard set up for maintaining 
power during grid outage in facilities such as hospitals and defense bases is to 
have backup diesel or natural gas generators, usually connected to individual 
buildings. These generators are run on a maintainance schedule that is often 
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poorly followed, resulting in a high probability for generator non-start during grid 
failure. Since microgrids use generation assets operative during grid-connected 
conditions running thousands of hours a year, the system has a higher intrinsic 
reliability, while accruing savings from grid-connected operation. Moreover, 
these units are often central to the facility and combined with switchgear and 
controls enabling load curtailment, can provide higher reliability than individually 
connected generators. Multiple generation resources can also run on different 
types of fuel (or no fuel) thus providing diversification of energy supply. 
• Savings from co-optimization of multiple resources: Microgrid management 
systems can optimally schedule and dispatch multiple resources based on 
forecasts of renewable generation, weather, load and energy prices, thus providing 
financial returns from grid-connected operation  [3]. Holistic resource 
management includes building efficiency upgrades and load automation for 
energy savings and smart curtailment. In most cases, a unit of reduction in energy 
consumption involves much less capital investment than a unit of installed 
generation capacity. The financial savings from optimally managed microgrid 
resources in grid-connected mode is usually enough to justify an investment in 
microgrid resources even without the added benefit of enhanced reliability.  
• Renewable penetration: By combining intermittent non-controllable renewable 
generation resources with controllable fuel-based generation and storage 
resources, microgrids expand the envelope of functionality for renewable 
resources helping to justify the higher capital investment in procuring these 
resources. For example, solar PV generation combined with electric storage and 
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gas based turbine generator can provide better islanded reliability than an 
installation of only solar PV of equivalent capacity. Co-optimal management of 
renewable and non-renewable resources is critical to achieve necessary renewable 
penetration required to satisfy objectives such as US DoD’s 20% renewable 
goal  [4] and California’s commercial facility Zero Net Energy (ZNE) goals  [5].  
• Savings from participation in energy markets: Management of generation and 
load assets under a microgrid scenario enable savings from participation in 
wholesale energy markets, day-ahead utility or Independent System Operator 
(ISO) Demand Response (DR) markets, as well as real-time or hour-ahead 
markets in capacity reserves and ancillary services.  
In the US, additional impetus on bringing microgrid enabling technologies to 
market is gained from the keen interest shown by US Department of Defense (DoD) in 
deploying strategic microgrids in defense bases. DoD is the largest energy consumer in 
the world with an energy bill of USD 15.4 billion in FY2010. Microgrids combine energy 
security needs with the following DoD goals on renewable energy and energy 
efficiency  [4],  [6]: 
1. Energy efficiency: 37.5% reduction in energy intensity for all DoD facilities 
2. Renewable energy: 20% of all DoD facility energy consumption to be provided 
from renewable resources 
3. Vehicle fleets: 30% reduction in the use of petroleum products by non-tactical 
vehicle fleets from 2005 to 2020. 
4. Biogas: ten facilities will be operational by FY2020 for the production, capture 
and use of methane from landfills 
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5. 16 installations within Army bases with net zero energy, waste and/or water by 
2020. 25 net zero installations at home and/or abroad by 2024 (ref: DoD 2012 
operational energy strategy implementation plan) 
 
Figure 3:  Microgrid efforts at the end of FY 2011 by US DoD. Black existing 
microgrids, Blue: efforts that are underway or demonstrations, Red: planned efforts or 
studies, Grey: unable to detgermind microgrid status. Some locations have microgrid 
efforts of the same type  [7]. 
Figure 3  [7], shows the geographical distribution of DoD bases in the US suitable 
suitable for microgrid deployment as well as the bases where microgrid development is 
underway under the Smart Power Infrastructure for Energy Reliability and Security 
(SPIDERS) initiative.  
In summary, a combination of environmental awareness and need for adaptation, 
along supportive policy and increasing market penetration of enabling technologies will 
result in exponential escalation of microgrid deployment in the coming decade  [8]. 
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The operation of a microgrid can be described by two modes ( [9] [10]): 
• Parallel/Connected to the larger distribution system grid: In this mode, the 
microgrid may be generating energy to cover only internal load, may be 
generating energy less than internal load and importing energy from the 
distribution system grid, or may be generating more energy than internal load and 
exporting energy to the distribution system grid. 
• Islanded/Disconnected from the larger distribution system grid: The microgrid 
may disconnect from the distribution grid during a planned maintenance event or 
unplanned outage on the distribution grid. In this mode microgrid operation 
replicates a normal power system, albeit on a much smaller scale. Real and 
reactive power balance has to be maintained within a specified response time 
period, through generation control, power conditioning system or load 
management.  
The work in this thesis deals almost exclusively with challenges and solutions for 
power system controller design while the microgrid is islanded i.e. an islanded power 
system. In this work, the primary area of focus is microgrid control in the context of 
shipboard power systems – particularly the Next Generation Integrated Power System 
(NGIPS) as defined by the US Navy  [11]. The shipboard integrated power system 
provides power to propulsion, ship service and weapons support systems through a 
contiguous power system infrastructure. This is unlike traditional shipboard power 
system architecture that separates power sources for propulsion and ship service loads by 
mechanically coupling the propulsion motors to prime-movers. Since 1992, the US Navy 
has invested substantially in the NGIPS program with goals to develop advanced power 
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system architecture for future combatants and submarines while increasing deployment, 
operation and maintenance efficiencies. An underlying rationale driving the design of 
these ships is an “approach to survivability that addresses susceptibility, vulnerability and 
recoverability, with crew survival as the primary objective.” Accordingly, this new fleet 
of all-electric ships has power and automation requirements different from combatants of 
the past.  
From an operational context, the naval shipboard integrated power system is an 
islanded microgrid. Intelligent, automated power management systems directly addresses 
the key concerns of resiliency and efficiency by reducing crew size and maximizing the 
capability of delivering power to essential loads when the ship is significantly impaired. 
1.1 MOTIVATION 
 Controller design for power management and damage mitigation for shipboard 
integrated power system has to address the following challenges: 
• Very fast response – The integrated power system will have low inertia with net 
generation capacity around 100 MW and the largest units being around 30 MW. 
In addition, most generation and load resources are interfaced through power 
electronics. These common interfaces known as Power Electronic Building 
Blocks (PEBBs) are a significant development goal of the NGIPS initiative, 
intended to modularize the architecture of the power system and increase 
acquisition, maintenance and engineering efficiency. 
• Operated close to stability limits, particularly under combat conditions. 
• High density of switching devices within a limited electrical distance. These 
switches perform network reconfiguration, load curtailment, generation transfer 
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and toggle energy storage operation. In addition, most switching is performed by 
high speed power electronics based devices. 
• Diverse loads – The NGIPS will have a high proportion of ship service loads as 
compared to propulsion loads. The propulsion motors are large induction or 
synchronous machines with dynamic behavior that needs to be addressed in a 
control strategy. In addition, there are specialized loads such as electromagnetic 
weapons systems with high pulse power characteristics, usually coupled with fast 
response storage resources. Moreover, the zonal power system architecture will 
enable categorization of loads by priority classes. 
As described, the shipboard power system is a complex dynamical system 
involving a large number of disturbance and control inputs. Some of these inputs are 
discrete events and others are continuously varying. The discrete inputs can trigger abrupt 
changes in the state of the continuous dynamics by changing the structure of the 
continuous dynamical equations, or cause abrupt changes in system parameters. In view 
of the above challenges, this thesis adopts the following tenets for modeling and analysis 
of the shipboard power system: 
• Description of steady state as well as detailed dynamic behavior of the power 
system.  
• Characterization of continuously varying as well as discrete behavior of the power 
system. 
Accordingly, the continuous behavior is modeled through differential-algebraic 
equations capturing transient dynamics of time-scale greater than 0.1 s. This captures the 
time varying behavior of the following subsystems: governor based frequency response, 
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voltage regulation and exciter saturation, induction motor dynamics, load shedding and 
pickup, network reconfiguration and, generator startup or shut-down  [12]. The 
continuous dynamics and discrete events are combined into a hybrid systems framework 
which then characterizes the complete system. 
An approach investigated in detail within this thesis is the design of optimal 
controllers for damage mitigation using a hybrid system description of the power system. 
The optimal control problem is solved backward in time from fixed final states over a 
finite time horizon.  
However, the operational context of the shipboard power management system 
might change in a manner that cannot be fully anticipated at the design stage. This leads 
to a supervisory approach to power management, based on multiple levels of hierarchy 
within the system decision process. The lower level controllers manage decisions at the 
device level based on directives that may be generated based on local or nodal 
measurements. These controllers may activate certain transitions in the discrete event 
system, but largely act through the continuous dynamics. The supervisory controller has 
the responsibility to insure the integrity of the network. This is done by taking explicit 
discrete actions, if necessary, and limiting the actions that can be taken by the lower level 
controllers. Moreover, the lower level controllers may have access to information not yet 
available to the supervisor. Hence the supervisor must allow as much flexibility to local 
controllers as is consistent with the primary objective of the supervisor. At the top of the 
decision tree is the ship/microgrid operator who makes decisions within the constraints of 
the supervisor, or who can over-ride the supervisor.  
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Consequently, in this thesis, the supervisory power management system is a 
controller design tool which communicates feasible control strategies for critical system 
functions to the operator, and relies on operator input for mission objectives and system 
constraints.   
 Traditional power system system security analysis procedures, particularly 
transient stability for large terrestrial systems, is performed by analyzing the behavior of 
the system one disturbance event at a time for any operating state, and devising 
mitigation strategies for the most damaging contingencies. However for small systems 
with fast response times and no built-in resilience to failure propagation, a dynamic 
mitigation strategy is necessary. This requires modeling the behavior of the power system 
under sequences of multiple disturbances – often in a chain of consequence – and 
devising control strategies that are sequences of control actions. Such behavior is 
particularly suitable for analysis through hybrid system theory. Moreover, the number of 
components of a microgrid is much smaller than those of a terrestrial system. This allows 
a more flexible approach to deal with the combinatorics in terms of computational 
complexity for modeling and analysis.   
1.2 REVIEW OF HYBRID SYSTEMS APPLICATIONS IN POWER SYSTEMS 
Hybrid systems are described as systems that characterize the interaction of 
continuous and discrete dynamics. At a basic level, these arise when continuous plants 
are controlled by digital devices incorporating logic and heuristics, and encompass most 
engineering systems in existence today. Traditionally, analysis of such systems has 
focused on conversion into purely discrete or purely continuous models (Figure 4). The 
purely discrete model may approximate the hybrid system as a finite automaton or a 
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discrete event dynamic system, whereas the continuous approximation of discrete actions 
may be embedded in non-linear Ordinary Differential Equations (ODE’s).  [13] and 
related work shows that this leads to an overly conservative model. 
 
Figure 4: Hybrid systems as a combination of continuous and discrete dynamics. 
Over the past two decades there has been growing interest in development of a 
theoretical framework for addressing hybrid systems  [14] -  [16]. Some of the earliest 
work in the description of hybrid systems and their control is found in  [17] -  [18]. Hybrid 
automata theory, belonging to the intersection of the fields of computer science 
verification and engineering systems and control, is ideally suited for the modeling and 
verification of safety critical systems such as air-traffic control  [19], autonomous 
vehicles  [20] -  [21] and semi-autonomous highway systems  [22]. Some applications in 
hybrid systems within disparate engineering fields include bioengineering  [23], chemical 
process control  [24] -  [25] and manufacturing  [26]. 
Several groups of reserachers have provided considerable insight into applications 
of hybrid system theory in power systems design and analysis. In a review of the state of 
the art of such applications, the work of two groups shall be discussed in detail as having 
the most applicability to this thesis: Morari et. al. in optimal control of hybrid systems 
and Mitchell, Guo, et. al. in safety verification of power systems through hybrid system 
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modeling. We will review the work by these groups of researchers in detail in the next 
section. 
Among researchers outside of the two groups, the work of Hiskens et. al. is has 
provided excellent perspectives in the applications of hybrid systems theory for stability 
analysis of dynamical power systems. In  [27], a hybrid systems model (Differential-
Algebraic-Discrete or DAD) has been developed for power systems to adequately 
represent the continuous and discrete dynamics for control and stability problems. The 
DAD model has been applied in  [28] to perform trajectory sensitivity analysis on hybrid 
systems in order to derive insight into dynamic stability of power systems. Trajectory 
sensitivity analysis involves linearizing the system around a nominal trajectory, rather 
than an equilibrium point and quantifies the changes in system evolution for perturbations 
in parameters or initial conditions. A numerical algorithm is presented to compute 
trajectory sensitivities across continuous dynamics and discrete jumps. A particularly 
exciting application of this idea is presented in  [29], where uncertainty in power system 
dynamic performance has been evaluated through trajectory-sensitivity analysis, which is 
tremendously more efficient than a Monte-Carlo sampled simulation based analysis as is 
currently the norm.  
In  [30], Fourlas et. al. encoded the operation logic of inverse time relays 
protecting two transmission lines between a generator and a load within a hybrid 
automaton model. The model was demonstrated in Simulink-Stateflow, a platform that 
has also been used in  [33] to simulate the behavior of a hybrid system based optimal 
controller. Iravani et. al.  [31] has applied a hybrid automaton model for hierarchical 
control of a microgrid with wind turbine generation, electric energy storage and loads. 
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Duo has expanded on this idea  [32] by using stochastic methods to device the control 
algorithm for switching between discrete states of Distributed Generation (DG) sources. 
1.1.1 Background – Optimal control of hybrid systems 
A direct background to the work in this thesis is the work on hybrid systems modeling 
and optimal control presented in  [33]. In fact, this thesis may be regarded as an extension 
and enhanced application of the ideas developed in  [34] -  [38]. There has been substantial 
work in the design of optimal controls for hybrid systems. Some examples include 
optimal control through Pontryagin maximum principle  [39], mixed integer mathematical 
programming  [13] [40] and Bellman’s Principle of optimality and dynamic 
programming  [40],  [41],  [42]. 
A precursor to the work in  [33], is the seminal work by Bemporad and 
Morari  [40], which proposes a compact framework for modeling of hybrid systems with 
operational constraints and develops optimal control for such systems. The basic idea is 
that operating constraints governing the continuous time system as well as the transition 
logic for the discrete event system is encoded through propositional logic. The 
propositional logic is converted to linear mixed integer inequalities, framing the hybrid 
systems as a Mixed Logical Dynamical (MLD) system, described by linear dynamical 
equations subject to linear mixed integer inequalities. An advantage of this approach is 
that there is a large body of work on the formulation of complex decision problems as 
logical statements and encoding the logic into mathematical programming  [43] -  [45]. 
Optimal feedback control of these systems is proposed through a receding horizon 
philosophy based on the prediction of future states  [46]. The control problem is solved 
online at each time step through Mixed Integer Quadratic Programming (MIQP). This 
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method is applied to a power systems problem in  [47],  [48] by demonstrating 
ememergency voltage control in a three bus system by the discrete actions of tap-
changing transformer and load shedding. 
A drawback of this method is that the set of inqualities is large for practical 
problems and the process of conversion of the logical specification to IP formulas can be 
time-consuming and prone to human error. A second drawback is that the method reduces 
the hybrid system to a piecewise linear (affine) dynamical system, to satisfy 
computational requirements of applying the controller in online feedback. In small 
systems it is possible to generate a reasonable piecewise affine approximation through 
appropriate software  [49]. However, the approach is not viable for practical power 
systems. 
In  [33], these drawbacks have been addressed as follows: 
• Development of a symbolic processing package in Mathematica that generates IP 
inequalities from logical propositions  [35]. The package has been extended based 
on the work described in  [50],  [51]. Significant additions are the descriptions of 
logical propositions in Conjunctive Normal Form (CNF), Disjunctive Normal 
Form (DNF) and the Exclusive Or (XOR). The additional predicates are 
particularly suitable for the hybrid system model described in later chapters and 
allow the formulation of tighter constraints to represent the discrete dynamics.  
• Formulate and solve the optimal control problem as a backward in time dynamic 
programming problem. The computations are performed offline and the controller 
implemented in state feedback. A Dynamic Mixed Integer Programming (DMIP) 
package was implemented in Mathematica, which includes additional symbolic 
   16
methods for the efficient synthesis of the control solution from the highly 
constrained description of the control problem  [36].  
 In  [34], the hybrid systems modeling and optimal control problem has been 
applied to a power conditioning system with two discrete states and a dc-dc converter 
with three discrete states. In  [36], the problem has been expanded to a dynamic source 
(generator), dynamic and static prioritized loads and an Uninterruptible Power Supply 
(UPS). The discrete control actions are operation of the UPS and load shedding. In  [37], 
the notional abstraction of the all-electric shipboard power system of the destroyer class 
DDG-1000 has been considered. The system includes two dynamic generation sources, 
two dynamic loads, static vital and non-vital loads and UPS. The damage mitigation 
scenario considers the loss of one generator and an optimal solution is obtained for the 
discrete control of load-shedding. The applications demonstrated in this thesis are on an 
enhanced representation of the DDG-1000 system. 
1.1.2 Background – Supervisory control of hybrid systems 
Safety critical systems may be described as requiring separate emergency control 
and protection sub-systems to ensure that safety criteria are never violated. In the power 
system context, this comprises of the telemetry and protection subsystems whose primary 
functions, often through discrete operation, is to prevent damage propagation. Hybrid 
automaton theory is particularly suitable for providing a formal framework for the design 
and analysis of engineering systems that provide resiliency or safety functionality. 
Traditional protection design methods in power systems have focused on the continuous 
dynamics with the discrete dynamics being treated in the verification process, usually 
through simulation. As a result, the design paradigm is often too conservative and the 
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verification process often incomplete, since it is hardly possible to simulate the power 
system under every possible contingency scenario. A formal framework yields precise 
specification of design requirements, provides insight on the location of design errors and 
enhances efficiency in the verification process. Moreover, a formally well designed 
system provides higher and often indisputable levels of safety guarantee  [40] [52].   
Explicit inclusion of safety criteria during the control design phase is the crux of 
the idea of supervisory control. For discrete systems, the problem of determining safe sets 
has a long history  [53]. A formal synthesis of supervisory controllers was proposed by 
Ramdage and Wonham in  [54] -  [55] for Discrete Event Systems (DES). This system is 
specified only by discrete states and transitions between the states. Lower level 
controllers activate transitions to steer the system from state to state. The supervisor can 
enable/disable transitions through restricting the lower level controllers thereby 
preventing the system from ever entering an ‘unsafe’ state. An application of supervisory 
control of DES to power systems can be found in  [56]. The concept of supervisors for 
DES has been extended in  [57],  [58] to hybrid systems, by explicitly modeling an 
interface layer between the discrete controller and the continuous plant. The plant and the 
interface now form a DES which is a discrete abstraction of the continuous plant, i.e. the 
DES is an approximation of the continuous plant that can be realized by a finite state 
machine. DES control can now be applied to eliminate undesirable behaviors in the 
continuous sytem as long as a language exists to translate the signals between the discrete 
and continuous sub-systems. 
Since the future behavior of the continuous plant cannot be determined uniquely 
from the state of the DES, an approach is to incorporate all possible future behaviors of 
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the continuous plant into the DES model. This leads to the idea of forward and backward 
reachability in hybrid systems. The safety verification problem can be posed as: find the 
collection of trajectories that arrive at a designated set (backward reachability) or leave 
from the designated set (forward reachability) over some specified time. If the unsafe sets 
are clearly defined, the subsets of the continuous and discrete states that cannot reach an 
unsafe set can be computed. The controller then ensures that the trajectories stick to these 
safe sets in some ‘minimally restrictive’ way  [59]. The advantage to this approach is that 
the backward reachable sets can be formulated as a Hamilton Jacobi Isaacs (HJI) partial 
differential equations and solved numerically using level set methods  [60],  [61]. In  [62], 
the characterization of the hybrid system includes continuous inputs and disturbances and 
discrete control. Minimally restrictive controllers that guarantee safety have been 
developed for applications such as aircraft conflict resolution and vehicle collision 
avoidance. 
In  [63], the approach was extended to hybrid systems where the continuous 
system is characterized by differential-algebraic equations and reachability based analysis 
has been applied by Susuki et.al., to numerous problems in power systems  [64],  [65]. The 
computation of level sets for backward reachability and the algorithms for computation of 
safe sets as an iterative process on computation of backward and forward reachable sets 
has been refined in  [66] into a software package. This approach, although elegant in 
explicitly definining the safety regions, is computationally expensive due to the need for 
numerically solving complex PDE’s. In  [65], it was reported that the computation of each 
safety region for a single machine infinite bus system with recloser (two discrete states) is 
three hours on a quad-core machine. In  [67], safety based control design is applied to a 
   19
microgrid. The goal of the controller is to operate gas turbine generators to maintain 
stability of the microgrid given high intermittency of solar PV generation. 
1.3 OBJECTIVES 
 The objective of this thesis is to enhance the state of art in resiliency based design 
of autonomous power systems. Essential to this goal is the development of a scalable 
computational framework that will enable the abstraction-based modeling of power 
systems as hybrid automata and encode safety design criteria into controller 
specifications for damage mitigation of the power system. The framework will 
• Capture dynamic performance, steady state performance, and dynamic 
reconfiguration routines. 
• Allow the design of controllers under different damage scenarios through 
specification of system constraints, design parameters and control objectives. 
• Evaluate and compare the performance of multiple control strategies and 
determine the ‘best’ control alternatives with respect to desired system 
performace objectives.  
The control strategies will respond to dynamic system behavior and avoid damage 
propagation by steering the power system through acceptable system states by ordered 
sequences of control actions. In addition to damage mitigation, the framework can be 
applied to the design of controllers for 
• System restoration 
• Frequency and voltage regulation, particularly under intermittency of generation. 
• Economic operation  [68]. 
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1.4 SUMMARY OF CONTRIBUTIONS  
The original contributions of this thesis are: 
• Development of a hybrid automaton model of a power system that integrates 
continuous differential algebraic power system models with discrete switching 
behavior 
• Development of optimal control strategies through Dynamic Mixed Integer 
Programming (DMIP) for a power system model that includes the frequency as 
well as voltage dynamics of generators. This work is an extension of the methods 
developed in  [33]. The discrete switching dynamics are represented through 
Logical Specifications (LP), which is decomposed into Integer Programming (IP) 
formulas. These are combined with discrete time Difference-Algebraic models to 
form a hybrid automaton representation of a power system.    
• Expansion of the automaton framework into a supervisory control framework to 
systematically incorporate power system operational parameters and controller 
design specifications into a hybrid automaton model. The specifications are 
utilized to decompose the hybrid system state space into ‘safety’ regions and 
synthesize directives and constraints that govern the transitions between these 
regions. 
• Develop and implement a method to compute automatic control strategies for the 
supervisory control system. The control strategies constitute an ordered sequence 
of discrete and/or continuous control actions that will steer the power system from 
an ‘unsafe’ region to the best achievable ‘safe’ region under system constraints. 
The strategies are computed through forward-in-time solutions of the mixed 
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logical dynamical system starting from a fixed initial condition. Metrics that track 
the performance of the system under feasible sets of control actions are used to 
determine the best control strategy for a given system configuration and 
disturbance type. 
1.5 ORGANIZATION OF THESIS  
The remainder of the thesis is organized as follows: 
Chapter 2 presents work on optimal control of power systems modeled as hybrid 
systems. A hybrid automaton model of the power system for optimal controller 
application is derived and a methodology to convert transition specifications of mixed 
integer variables in presented. The controller problem is formulated and a solution 
methodology using dynamic programming is constructed. The problem is solved to for 
voltage regulation through reconfiguration of a two generator, six bus benchmark 
shipboard system 
Chapter 3 presents a supervisory controller formulation for power systems. It lays 
the groundwork for the computational framework of supervisory controller derivation by 
recasting the hybrid automaton model as a DES plant and DES controller. The 
supervisory control problem is defined and a solution methodology is presented.  
Chapter 4 presents the modeling and simulation tools developed for the 
implementation of the supervisory control design framework. 
Chapter 5 demonstrates application of supervisory control for dynamic service 
restoration to prevent voltage collapse after loss of transmission cables and frequency 
control after loss of generation. 
Chapter 6 outlines the main contributions and avenues for future work.  
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Appendix A provides a brief background on hybrid systems theory including a 
general description of a hybrid automaton model and concepts essential to the main part 
of the thesis. 
Appendix B describes the derivation of a reduced order model for the shipboard 
power system application considered in Section  2.6 
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2 OPTIMAL CONTROL OF ISLANDED POWER SYSTEMS  
2.1 INTRODUCTION 
The primary focus of this thesis is to develop control strategies for islanded power 
systems based on hybrid systems theory. This chapter presents the first application in this 
endeavor, the derivation of optimal control rules for management of power systems. The 
challenge is to derive discrete control actions that steer the trajectories of a continuous 
state power system over a finite time horizon, such that a performance objective is 
optimized. The performance objective may reflect varied power system operational 
problems such as voltage or frequency control, service restoration and load or generation 
balancing. For our applications, we focus on a system time-scale that characterizes 
dynamics of the transient time scale and slower.  While it is recognized that deriving 
optimal control laws for systems with a large number of continuous and discrete states is 
computationally restrictive, an optimal solution would provide a benchmark for later 
modifications in computational algorithms or even deriving sub-optimal policies through 
heuristic methods. 
Substantial work has been reported in the synthesis of optimal controllers for 
power systems management based on hybrid systems theory  [33]. Optimal controllers 
have been derived for the following applications 
i. Power conditioning system with 3 discrete states and 2 continuous 
states,  [34]. 
ii. 6 bus power system with 3 discrete load levels (states) and 1 continuous 
state (battery charge),  [34],  [35]. 
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iii. 3 bus power system with 8 discrete load levels (states) and 2 continuous 
states (battery charge and slip of induction motor),  [36]. 
The power system applications presented so far deal with a simplified generator 
model, where the frequency and excitation dynamics are ignored, and exciter saturation is 
included. This chapter describes the computational methods and modeling theory for 
optimal power management of an islanded shipboard system considering an extension of 
the generator dynamics modeled in previous work. An excitation model is included to 
capture governor response and frequency dynamics.   
2.2 OVERVIEW 
 A novel feature of the work is the development of hybrid system models which 
include continuous state dynamics as well as integer programming formulas generated 
from logical transition specifications. This framework is called the Dynamic Mixed 
Integer Program (DMIP) model and is particularly suitable for mixed integer 
programming algorithms. The development of the DMIP model is outlined and the 
optimal control problem is formulated with respect to the DMIP model. The control 
problem is solved by finite horizon dynamic programming while taking advantage of the 
special structure of the power system decision problem. Fast simulation methods enable 
the application to be scaled up to islanded shipboard power system featuring without 
neglecting dynamics of interest. The system dynamical equations as well as discrete 
transition specifications are explicitly presented. A disturbance scenario is developed, 
which leads to voltage collapse in the power system in open loop. The optimal controller 
is applied in feedback and the behavior of the closed loop system is demonstrated. The 
work presented in this chapter enables a deeper understanding of the computational 
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requirements for derivation of optimal control laws through discretization of state space 
and offers methods to restrict the scale of computation.  
2.3 HYBRID SYSTEMS MODEL OF POWER SYSTEMS 
 The general hybrid automaton definitions in Appendix A are used to develop a 
model specific to power systems. Discrete states are also denoted as discrete modes. The 
discrete states characterize the topology of the power system and represent system 
configuration under a certain combination of component operation. Within a discrete 
state, the continuous state system is described by a particular set of differential or, in the 
case of power systems, differential algebraic equations. Transitions occur between 
discrete states and are triggered by events, leading to a change in the differential 
algebraic representation of the continuous state system. Hence transitions are generally 
associated with discontinuity in the algebraic variables and may lead to reset of the 
dynamic variables or a contraction or expansion of the continuous state space. A directed 
graph representation of a hybrid automaton model is presented, which is used to derive a 
mixed integer programming model. 
2.3.1 Hybrid Automaton Model 
The prelude to the notations and concepts stated here is given in Appendix A. 
Consider a hybrid system composed of m discrete states designated by Boolean (True, 
False) variables. 1{ ,..., }mQ q q=  is the discrete state space. The definition of a hybrid 
time-set given in Appendix A can be extended to discrete time ,  , 0kt kh k h= ∈ >  as 
shown in Figure 6. Discrete transitions occur at integral multiples of h. Here, 2 3k k= , but 
2k  precedes 3k , i.e. 2 3k k .  
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Figure 5: A hybrid time-set in discrete time. 
The difference-algebraic representation of the power system in discrete state iq  is 
given below 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
1 , , ,      1,...,
0 , , ,          0,1, 2,...
qi
qi
x k f x k y k u k i m
g x k y k u k k
+ = =
= =
  (2.1) 
where nx X∈ ⊆   is the system continuous state, py Y∈ ⊆   is the set of algebraic 
variables and lu U∈ ⊆   is the set of continuous inputs. The subscript " "qi  indicates 
that the equations hold for the continuous state system indexed by the discrete state label 
iq  and ( )om n p liD q ∈ × ×   . The initial conditions of the continuous state system are 
given by 0 0 0, ,x y u . An execution consists of continuous evolution and discrete transitions. 
Transitions are triggered by events and can only occur between certain discrete states. 
The set of admissible transitions is S Q Q⊆ ×  . Events might be controlled or 
uncontrolled. The set of controlled events is denoted by sΣ  and the set of uncontrolled or 
exogeneous events is given by eΣ . Uncontrolled events may include disturbances such as 
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faults or component failures and also spontaneous transitions from one discrete state to 
another due to the occurrence of a fault, e.g. cascading failures.  
Assume that transitions are instantaneous and occur at the beginning of a time 
interval. Further, only one controlled transition may occur during a time interval, and a 
controlled and uncontrolled transition cannot occur at the same time interval. Transitions 
caused by controlled events are known as controlled transitions whereas transitions 
caused by uncontrolled events are called uncontrolled transitions. Assume that 
continuous state trajectories are continuous across a transition i.e. resets are not 
considered. Algebraic variables are discontinuous through a transition.  
Each discrete state q Q∈ , and events ss ∈Σ , ee∈Σ  can be associated with binary 
(0, 1) variables corresponding to ‘True’ and ‘False’ values of the respective Boolean 
variables. Hence the discrete state vector can be written as 1,...,q q qmδ δ δ =   . Note that 
since the system can be in only one discrete state at any time k, the following relation will 
hold always 
 1 2 ... 1q q qmδ δ δ+ + + =   (2.2) 
With the introduction of binary variables, the set of differential-algebraic equations 
in equation (2.2) can be replaced by a single DAE combining the binary and the 
continuous variables 
 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
1 1
1 1
1 , , ,
            , , .... , ,
          0 , , ,
           , , .... , ,
q
q q qm qm
q
q q qm qm
x k f x k y k u k k
f x k y k u k f x k y k u k
g x k y k u k k
g x k y k u k g x k y k u k
δ
δ δ
δ
δ δ
+ =
= + +
=
= + +
  (2.3) 
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The transition graph of a hybrid system can be expressed in the form of logical 
specification Λ . Moreover, guard conditions in continuous variables can be incorporated 
into Λ , and converted to mixed integer constraints. The hybrid automaton model given 
in Appendix A is modified as follows: 
• Inclusion of algebraic variables Y and continuous inputs U. 
• Differential algebraic representation of continuous dynamics given by (2.1). 
• Discrete transition specifications and guard conditions for discrete transitions 
encoded in logical specification   
The hybrid automaton is thus given by ( ), , , , nit, , , ,H Q X Y U I f g E= Λ , where  
• Q X∪  is the state space, Q  is finite and nX ⊆   
• pY ⊆   is a set of algebraic variables and lU ⊆   is a set of continuous inputs 
• nitI Q X Y U⊆ × × ×  is a set of initial conditions 
• :f Q X Y U X× × × → , is a vector field describing the evolution of the continuous 
state for each q Q∈ , 
• :g Q X Y U Y× × × → , are algebraic equations for each q Q∈  , 
• s eΣ = Σ ∪ Σ , is a finite collection of discrete events where sΣ  is a set of discrete 
control events and eΣ  is a set of discrete disturbances. 
• Λ , set of logical specifications 
2.3.2 Discrete dynamics to logical specifications 
Figure 6 illustrates the directed graph of a hybrid system with three discrete states. 
The events 1 2 3, ,s s s  denote controlled events and e is an uncontrolled event. 1 2 3, ,s s s  and 
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e can be thought of as switches, among which e is uncontrolled. For simplicity of 
illustration, no guard functions have been included. For ease of notation denote the event 
( ) ( )( )/ 1 1,i i i iq qτ τ+ +  as ( ) ( )( )/ 1,i iq qτ τ ++ . The transition specification for the disrected 
graph is given by  
 
Figure 6: Directed graph of a hybrid system with three discrete states. 
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q s q q s q
q s q q s q
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   Λ = ∧ ∧   
∧ ⇒ ∧ ∧ ⇒ ∧ ∧ ¬ ∨ ⇒ ∧
∧ ⇒ ∧ ∧ ¬ ⇒ ∧
∧ ⇒ ∧ ∧ ¬ ⇒
 (2.4) 
The discrete behavior of the system in Figure 6 can be described through two sets 
of logical specifications 1 2,  Λ Λ  as described below. The first line of the specifications 
indicates that the hybrid system can exist in only one of the discrete states 1 2,q q  or 3q  at 
time /τ  before a transition, and time τ +  after a transition, where /τ τ+ < . The second line 
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provides the specifications for transitions from discrete state 2q  with respect to switching 
events e and 3s . In addition, if the hybrid system is in discrete state 1q  and neither e or 
3s  is enabled, the system remains in discrete state 1q . Additional switching constraints 
can be introduced at this point to reduce the size of the solution search space. 
 
( ) [ ] ( ) ( ) ( )( )( )( )
( ) ( ) ( ) ( )( )( )( )
( ) ( ) ( ) ( )( )( )( )
/
2 1 1 3 1 2 3
/
2 3 2 1
/
3 2 3 1 2 3
atmost 1,{ , } exactly 1, , ,
        exactly 1, ,
        exactly 1, ,
q s e s q q q
q e q q q
q s s q q q
τ τ τ τ
τ τ τ τ
τ τ τ τ
+ + +
+ + +
+ + +
 Λ = ⇒ ¬ ∧ ∧ ∧ 
 ⇒ ¬ ∧ ¬ ∧ ∧ 
 ⇒ ¬ ∧ ¬ ∧ ¬ ∧  
 (2.5) 
The first line of the specifications 2Λ  indicates that if the hybrid system is in 
discrete mode 1q  , the switch 1s  is disabled. Moreover, at-most one of the switches e and 
3s  can be enabled at a time interval, which will lead to a transition to one of the discrete 
modes 2q  or 3q . Note that any transition constraints in continuous variables can be 
incorporated into the logical proposition as conjunction or disjunction with Boolean 
variables.  
2.3.3 Dynamic Mixed Integer Program Model 
Before stating the control problem, the transition logic will be converted to 
Integer Programming (IP) formulas for computational purposes. IP formulas are a set of 
linear inequalities in binary and real valued variables.  [43] contains some of the earliest 
work on converting logical propositions to IP formula for the purpose of solving an 
optimal control problem.  [45] proposes a series of transformations that brings a logical 
specification into a set of IP formulas. The idea has been refined in  [50] and  [51] and a 
systematic algorithm based on a Mathematica package has been presented for the 
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derivation of IP formulas from logical proposition. The algorithm has been further 
extended in  [33] and  [35] to obtain simpler and more compact IP formulas. The 
extensions include stream-lining the generation of IP formulas from specifications 
described by the Conjunctive Normal Form (CNF) and the Disjunctive Normal Form 
(DNF) and the introduction of Exclusive Or and Exactly predicates.  
The IP formulas derived from propositions 1 2Λ ∧ Λ  described in (2.4) and (2.5) 
are given in equation (2.6). 'id s  are auxiliary variables generated during the 
transformation process and are analogous to slack variables in Linear Programming (LP) 
inequalities. 
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The IP formulas in binary variables can be expressed in concise form by the 
system of inequalities in equation (2.7), where 1 4,...,E E   are binary matrices, ( )/qδ τ  is a 
binary valued vector of discrete states at time instant ik  before a transition, sδ  is a binary 
valued vector of switch positions and ( )qδ τ +  is a binary valued vector of discrete states 
at time k after a transition. 0E  is an integer valued matrix. 
 ( ) ( )/1 2 0 3 4q q sE E d E E Eδ τ δ τ δ+ + ≤ + +   (2.7) 
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Table 1 Solution of binary variables for transitions from discrete state 3qδ . 
1d  2d  3d  1sδ  2sδ  3sδ  ed  ( )1qδ τ +  ( )2qδ τ
+
 ( )3qδ τ
+
 
0 0 1 0 0 0 0 0 0 1 
0 0 1 1 0 0 0 0 1 0 
0 0 1 0 0 0 1 0 0 1 
0 0 1 1 0 0 1 0 1 0 
0 1 1 1 0 0 0 0 1 0 
1 0 1 0 0 0 0 0 0 1 
1 0 1 0 0 0 1 0 0 1 
 
At any time instant k, the exact values of 0 4,...,E E , ( )/qδ τ  and sδ  are known, 
while the unknowns are ( )qδ τ +  and sδ . A method of solving equation (2.7) is to evaluate 
the inequalities for every combination of the unknown binary variables. The set of 
solutions for the discrete state 3qδ  is shown in  
Table 1. Note that of the 72  possible solutions, the feasible number of solutions is 
7. Thus a great fraction of the binary search space is reduced by application of transition 
constraints.  
The inclusion of guard functions of continuous state variables into the logical 
specifications would generate IP formulas in real and binary variables, i.e. mixed integer 
IP formulas, as shown in equation (2.8). The complete model of the hybrid system 
consists of equations (2.1) and (2.7) or (2.8). 
 ( ) ( ) ( )/1 2 0 3 4 5,q q sE E d E E z x y E Eδ τ δ τ δ+ + ≤ + + +   (2.8) 
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2.4 CONTROL PROBLEM 
Assume that the system is observed over a finite time horizon T, divided into N 
discrete time intervals of equal length. We would like to compute discrete and continuous 
control at every discrete time interval, hence / 1i i kτ τ += = . A control policy is a sequence 
of functions given by  
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )0 1 10 , 0 , 1 , 1 ,...., 1 , 1q q N qx x x N Nπ µ δ µ δ µ δ−= − −   (2.9) 
such that  
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )0 1 10 , 0 , 1 , 1 ,...., 1 , 1q q N qx x x N Nπ µ δ µ δ µ δ−= − −   (2.10) 
Thus, ( )kµ  generates the continuous control ( )u k  and the discrete control event, ( )s kδ  
to be applied at time k, based on the hybrid state ( ) ( )( ), qx k kδ  observed at time k.  
Consider the set of m-tuples {0,1}m  corresponding to the space of the discrete 
states, and {0,1}ms  corresponding to the space of discrete control events. Let m∆  denote 
the subset of elements {0,1}mqδ ∈  that satisfy 1 2 ... 1q q qmδ δ δ+ + + = . Denote by Π  the 
set of sequences of functions : {0,1}msk mX Uµ × ∆ → × . 
The optimal feedback control problem can now be defined. Given each initial 
state ( )0x X∈ , ( )0q mδ ∈ ∆ , determine the control policy *π ∈Π  that minimizes the cost  
 ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )( )
1
0
0 , 0 , , , ,
N
q N q k q k q
k
J x g x N N g x k k x k kπ δ δ δ µ δ
−
=
= + ∑  (2.11) 
such that 
 ( ) ( )( ) ( ) ( )( )0 , 0 0 , 0 ,     q qJ x J xπ πδ δ π∗ ≤ ∀ ∈Π   (2.12)  
subject to constraints (2.1) and (2.7).  
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2.5 SOLUTION METHODOLOGY 
Finite horizon, recursive, backward in time dynamic programming is used to 
solve the control problem.  
2.5.1 Dynamic Programming  
Bellman’s principle of optimality  [69] can be directly applied to the optimal 
control problem as follows  [36]: suppose ( ) ( )( ) ( ) ( )( )0 , 0 0 , 0q qJ x J xπ πδ δ∗ ≤ , π∀ ∈Π  
is an optimal control policy. Then the sub-policy ( )* * * 1,....,k k Nπ µ µ −=  for 1 1k N≤ ≤ −  is 
optimal with respect to the cost function (2.11). Let ( ) ( )( )* ,k qJ x k kδ  denote the optimal 
cost of the trajectory starting at ( ) ( ), qx k kδ . Then it follows from the principle of 
optimality that 
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )
1
* *
1 11 , 1 min 1 , 1 ,
k
k q k q i qJ x k k g x k k J x k kµδ δ δ−− −
− − = − − +   (2.13) 
This provides a mechanism for backward in time, recursive solution to the optimal 
control problem. The end point ( ) ( ),x N Nδ  is free, so the computation is initiated by 
calculating ( ),N Ng x δ  and starting from a general terminal point as follows: 
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )* *1 1
1
1 , 1 min 1 , 1 ,N q N q N q
N
J x N N g x N N J x N N
µ
δ δ δ− −
−
− − = − − +  (2.14) 
Continuing in this way, solve for the pair ( )* *,N k N kJµ − −  at every control time step i, as 
described by equation (2.15). 
 ( ) ( )( )
( ) ( ) ( )( )
( ) ( )( )
*
*
1
, ,
, min
1 , 1N k
N k q
N k q
N i q
g x N k N k N k
J x N k N k
J x N k N kµ
δ µ
δ
δ−
−
−
− +
 − − −
 − − =
 + − + − + 
  (2.15) 
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2.5.2 Solution Algorithm  
Before beginning the time iteration for the dynamic programming solution, a 
discrete grid is constructed on the continuous state space. The discretized continuous 
state space is denoted by X . The hybrid state space is formed by combining the 
discretized continuous state space with the discrete states, given by Q X× . At each point 
in the grid, the solution of the binary transition variables is computed by solving equation 
(2.7). For each feasible solution of binary transition variables, the discrete time 
differential algebraic equations are solved for the continuous state and algebraic 
variables. The discrete event system is highly constrained and the constraints are linear in 
binary variables. This is exploited while solving for the binary transition variables. 
At each time iteration, the optimal cost and optimal control are evaluated at all 
discrete points in Q X× . Generally, before continuing on to the next stage, an 
interpolation function is set up to cover all points in Q X× . The detailed step-by step 
procedure to obtain the optimal control is given below: 
Step 1. Before beginning the time iteration: 
a. Separate the inequalities into binary and real sets. Binary formulas contain 
only binary variables and real formulas contain both binary and real 
variables. 
b. For each q Q∈ , obtain all feasible solutions of the binary inequalities. 
These are a list of feasible solution pairs given by ( )( ),q dδ τ + . 
c. Define projection PX X→ , where PX  is the subspace of continuous 
states appearing in the continous equations. 
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d. For each P Px X∈ : 
i. Pre-screen the binary solutions to eliminate those that do not 
produce solutions to inequalities containing continuous variables. 
Typically a very large fraction is dropped. 
ii. For every feasible combination of binary variables obtained above, 
solve the inequalities containing continuous variables and the 
discrete time differential algebraic equations for the continuous 
variables. 
iii. Map solutions to entire X . 
e. For each pair ( ),q x Q X∈ × , 
i. Enumerate the cost to go using the solutions of binary and 
continuous variables. This is Ng . 
ii. Construct an interpolation function for all points Q X×   using the 
cost Ng . 
Step 2. Begin the time iteration. Initiate the backward in time dynamic 
programming computations at the ( )1N −  iteration.  
For each 1,...,1k N= −  execute steps 2a – 2b as follows: 
a. For each pair ( ),q x Q X∈ × : 
i. Enumerate the values of the cost to go using the solutions of binary 
and real variables. This is kg .  
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ii. Using the values of ( ) ( )( ), 1 , 1q x k y kδ τ + + + , find * 1kJ +  using the 
interpolation function. 
iii. Find the total cost as * 1k k kJ g J += +  . 
iv. Select the minimum cost *kJ  . 
b. Update the interpolation function using values of *kJ . 
In Step 1b above, the number of solutions corresponding to each q can be very 
large because there are numerous redundant solutions associated with non-active 
transitions. Hence, additional logical constraints are added that specify the inactive 
transitions. An example of these constraints is given in equation (2.5). Step 1c exploits 
the fact that some continuous states do not appear in inequalities with continuous 
variables. Because a large fraction of the binary solutions do not lead to solutions in 
continuous variables, the pre-screening in Step 1d.i is very effective in reducing 
computation time. Finally, solutions of the constrained discrete time differential algebraic 
equations are independent of dynamic programming recursion and hence they need to be 
solved only once, before initiating the dynamic programming computations. Step 1d is by 
far the most intensive computational element of the algorithm. If the transition constraints 
consist of only binary variables, the algorithm is modified to remove Steps 1c, 1d.i, and 
1d.iii. The solution procedure is demonstrated through a power system example in the 
next section. 
2.6 APPLICATION 
This section demonstrates the application of feedback control for a shipboard 
power system modeled as a hybrid system. A single line diagram of the benchmark is 
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shown in Figure 7. Power is supplied by two synchronous generators with gas turbine 
prime movers. The propulsion motors are induction motors rated at 36.5 MW. The 
generator buses are connected to 13.8 KV transmission buses. The voltage is stepped 
down to two levels: 4.16 kV for propulsion motor buses and 450 V for ship service loads. 
The vital loads are on 375 V DC buses. In case of an interruption of power on the service 
load buses, the vital loads on each side can be supplied through UPS. The vital loads can 
also be switched between port and starboard sides in case of loss of power on one side of 
the ship. The ship service loads are 2 MW, 2 MVAr on each bus and modeled as constant 
admittance loads. The vital loads are 1 MW on each bus and modeled as constant power 
loads due to the inverter interface. The tie switch provides the option of transferring all 
power to one side of the ship in case of generation failure on the other side. 
 
Figure 7: Benchmark shipboard power system.  
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2.6.1 Continuous State Model of Benchmark Shipboard System  
The continuous state system consists of dynamical models of the following power 
system components:  
• Wound rotor synchronous generator with dynamics of d- and q- axis transient 
voltages /dE , 
/
qE , rotor angle and rotor speed ,δ ω   [70]. 
• IEEE Type 1 excitation system with dynamics of exciter field output fdE , voltage 
regulator RV  and stabilizing feedback FR  
• Aero-derivative gas turbine governor with dynamics of High Pressure (HP) 
turbine and compressor denoted by gω  and the dynamics of Low Pressure (LP) 
turbine denoted by fω   [71]. 
• Slip dynamics of induction motor loads connected to buses 5 and 6, 5 6,sl sl . 
The time domain of discrete control is in the transient to steady state time periods 
(greater than 0.5s). The slower dynamics of d-axis transient voltage, excitation output, 
voltage regulator and engine speed have been approximated by algebraic equation to 
obtain a reduced order differential-algebraic model. For a complete set of equations refer 
to Appendix B. Details on the model reduction is presented in  [72] and  [90]. The 
continuous state system is given by 
 ( )
( )
, ,
0 , ,
qi
qi
x f x y u
g x y u
•
=
=
  (2.16) 
where { }/ 5 6, , , , , ,qi i i fix X X E R sl slδ ω∈ =  and 1,2i =  are the continuous states . The 
superscripts " / "  denote reduced order equivalents of higher order dynamic states.
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{ }/ /, , , , , , 1,..8di fdi Ri gi t ty Y E E V V tω θ∈ = =  are the algebraic variables and ,V θ  are the 
voltage magnitude and angle at each bus. u U∈ , { }, , , ,ref ref ref gref fU V L Wω ω=  is the 
continuous control. The continuous controls comprise of the frequence reference signal to 
the turbine governor, refω , voltage regulator set point refV ,  load reference set point to the 
LP turbine, refL , frequency reference signal to the HP turbine, grefω , and fuel flow of the 
governor fW . Also included in the continuous description are saturation functions for 
voltage regulator output, excited output and turbine-generator fuel input. 
2.6.2 Discrete State Model of Benchmark Shipboard System  
Assume that the shipboard power system is initially in fully functional state with 
the two induction motors operating at full load. An outage on the generator at port causes 
the system to transition to discrete state 1q  as shown in Figure 9. Assume now that there 
is a control setting that detects the stressed condition on port and automatically reduces 
the propulsion speed, i.e. the load on the induction motors to 40% of full load and moves 
the vital load to the starboard side. This involuntary transition is denoted by 0s  to new 
state 2q . 2q  is now the nominal discrete state. 
The loading of the induction motors and the connections of the vital loads to the 
network are used to describe ‘super-states’ with transitions specified within each super-
state and between the super-states. Transition within each ‘super-state’ is directed by 
controlled events 1s  and 2s  whereas transition between super-states is directed by 
controlled event 3s . Within each super-state the control options include shedding the 
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non-vital loads individually or completely. Table 2 shows the status of non-vital loads 
and induction motors corresponding to the discrete states. 
Table 2: Status of loads for the discrete states of benchmark shipboard system. 
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Figure 8: Discrete state transitions. 
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Discrete state transitions are shown in the directed graph in Figure 8. Transitions 
between discrete states are enabled or disabled by events 1 2,s s  and 3s . The transition 
specifications are described in equation (2.17). 
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  (2.17) 
The logical propositions are in Conjunctive Normal Form (CNF). The first two 
lines indicate that the system can exist in exactly one discrete state at a time interval k 
and it can transition exactly to one discrete state at the next time interval. The third line 
describes the logical proposition when the system is in state 2q . When the system is in 
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state 2q  at time kt , it can transition to states 6 4 3, ,q q q  or 2q  at time kt + . The transition to 
the states 6 4,q q  and 3q  is triggered by the event 1 2,s s¬ ¬  and 3s  respectively.  When 
none of the events 1 2 3, ,s s s¬ ¬  occur, the system states remain in discrete state 2q  at time
k
t + . The specifications for additional transition contraints are given by equation (2.18). 
The complete set of logical specifications for the hybrid system is given by 1 2Λ ∧ Λ .The 
first specification in (2.18) describes that when the system is in discrete state 2q , none of 
the switches are disabled and atmost one of the switches 1 2 3, ,s s s¬ ¬  are enabled.  
 
{ }( ) { }( )
{ }( ) { }( )
{ }( ) { }( )
{ }
2 2 1 2 3 3 1 2 3
4 1 2 3 5 1 2 3
6 1 2 3 7 1 2 3
8 1 2 3
1, , , 1, , ,
       1, , , 1, , ,
       1, , , 1, , ,
       1, , ,
q atmost s s s q atmost s s s
q atmost s s s q atmost s s s
q atmost s s s q atmost s s s
q atmost s s s
Λ = ⇒ ¬ ¬ ∧ ⇒ ¬ ¬ ¬ ∧      
⇒ ¬ ∧ ⇒ ¬ ¬ ∧      
⇒ ¬ ∧ ⇒ ¬ ∧      
⇒  ( ) { }( )9 1 2 31, , ,q atmost s s s∧ ⇒ ¬   
  (2.18) 
The complete set of logical specifications for the hybrid system is given by
1 2Λ ∧ Λ . These are converted to Integer Programming (IP) formulas using methods 
detailed in  [33]. The derived IP formulas can be concisely represented by equation (2.19), 
where the binary variables are given by: 
• transition variables, ( ) ( ) ( ) ( )2 2 9...
T
q q q qk k k kδ δ δ δ
+ + + + =   , 
• auxiliary variables, [ ]1 2 8...
Td d d d= , 
• discrete state variables, 2 2 9...
T
q q q qδ δ δ δ =   , 
• event variables, [ ]1 2 3
Ts s s s= . 
 ( ) ( )1 2 0 4 5q q sE k E d E E k Eδ δ δ+ + ≤ + +   (2.19) 
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Note that the IP formulas consist only of binary variables. The hybrid system 
model is completely described by the continuous state differential algebraic system (2.16) 
and the discrete state system (2.19). The hybrid system evolution can be determined by 
solving for the following variables: 
• continuous states, { }/ 5 6, , , , , , , 1qi i i fiX E R sl sl iδ ω σ= = , 
• algebraic variables, { }/ /, , , , , , 1,..8, 1di fdi Ri gi t tY E E V V t iω θ= = = , 
• discrete state variables, 1 2 8...
T
q q q qδ δ δ δ =   , 
• auxiliary binary variables, [ ]1 2 8...
Td d d d= . 
2.6.3 Case study in controller implementation 
The case study evaluates controller operation in mitigating voltage collapse in the 
shipboard system. Consider that the system is in discrete state 2q , i.e. the propulsion 
motors reduced to 40% load and the vital load on the starboard side. Now, there is a 
servere fault in the line connecting buses 1 and 3 on the port side. The fault is simulated 
by reducing the admittance of the line to 1/6 of its original value, and its effects are 
shown in Figure 9. Generally, for naval shipboard systems, there is huge redundancy in 
the transmission cables and we assume that each the line connecting buses 1 and 3 has 
multiple parallel cable runs. The fault is characterized by reducing the admittance 
between buses 1 and 3 which implies that some of the conductors are broken or impaired. 
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0.8
368
Figure 9: Simulation of severe line fault on line 1-3 of DDG notional system when 
system is in discrete state 2q . Fault occurs at 3.5 s. 
The system is presumed to have reached a steady state in 2q  before the occurrence 
of the fault. The initial large drop in the frequency is due to the reaction of the induction 
motors. It is clearly seen that the voltage at bus 4 reaches undesirable values and 
continues to drop over time if the fault is not cleared. The frequency reaches a steady 
state of 60 Hz at around 6 seconds.  
 The controller cost function is shown in 
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( )( )
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2 2
1 1 4 2 3
0
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1 1 1
                   + 2
f
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s
k
qq qq qq qq qq qq
r V k r r
r
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δ δ δ δ δ δ
−
=
 
 − + − + −
 
 
 + + + + + =
∑
  (2.20) 
The constants 1r  - 4r  represent the weights to be assigned to voltage at vital bus, 
frequency, battery state of charge and load-shedding respectively. For this example, 
1 2 3 1r r r= = =  and 4 0.01r = . The continuous space is discretized as follows: 
 
'
5 6
{0.94,0.98,1.02},  {0, 1.57, 3.14, 4.71},  {377},
{0.025,0.03,0.035},  {0,0.1,0.2}, {0,0.1,0.2}
s
q f
f
E
R sl sl
δ ω= = − − − =
= = =
  (2.21) 
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The size of the X  is hence 3 4 1 3 3 3 324× × × × × = . The size of the total 
discretized state space is 8 324 2592Q X× = × = . The optimal control law is computed at 
each point in the discrete grid for N=50 time steps (i.e. 3.5 seconds) and the controller is 
implemented as state-feedback and controller action is determined from a look up table 
that maps values of the discretized state to controller action. 
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Figure 10: Control operation to prevent voltage collapse – simulation with optimal 
controller in state feedback. 
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 Figure 10 shows power system behavior with controller implemented in state 
feedback. It is assumed that measurement of state and controller actuation occurs 
every 3.5s (50 discrete time intervals) and the appropriate controller action is 
implemented at the next time step. Controller action is determined by comparing to 
state values in the look up table as closest Euclidean distance from the state values 
measured. At 7 seconds the values of the continuous state variables are
' 0.957, 4.67qE δ= = − , 376.975, 0.034f fRω = = , 5 60.119, 0.119s s= = . The system 
is in region 1q  and 4 0.808V = . The corresponding closest point in the discrete grid is
' 0.94, 4.71qE δ= = − , 5 6377, 0.035, 0.1, 0.1f fR s sω = = = = , 1iq = . The optimal 
control law at this point is 1 2 31, 0, 0s s sδ δ δ= = =  i.e. the system should make a 
transition to state 4q  by shedding the non-vital load on starboard side. This action is 
implemented at t=7 seconds. The value of the voltage at bus 4 at 10.5 seconds is 
4 0.826V = . At 10.5 seconds, the optimal control law is 1 2 30, 0, 0q q qδ δ δ= = =  which 
implies that the system should make a transition to state 8q  i.e. all non-vital load 
should be dropped. This is implemented at 10.5 seconds. At 14 seconds the value of 
the voltage at bus 4 is 4 0.872V = . The optimal control law states that the system 
should remain in this state. The simulation is continued till 24.5 seconds and the 
steady state value of 4V  is 0.875. 
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3 SUPERVISORY CONTROL OF ISLANDED POWER SYSTEMS 
3.1 INTRODUCTION 
 Hybrid system formalism has been used to design optimal power management 
strategies for autonomous power systems as detailed in Chapter  2. The controllers are 
state feedback controllers that trigger controllable discrete events like load shedding in 
order to maintain optimal performance in accordance to a specific performance index.  
This methodology requires computation of optimal control strategies on a 
discretized state space over the entire range of the continuous state variables. The main 
limitations in this approach, as identified in Chapter  2 are as follows: 
i. Scale: The main computational expense in the method outlined pertains to 
solving the Differential Algebraic Equations (DAE’s) at each point in the 
computational grid for a time t depending on the control horizon and the 
number of stages. This method is tractable for islanded power systems of 
limited number of continuous and discrete states. For applications of 
moderate size, for example shipboard systems or microgrids, it is 
reasonable to expect multiple generation sources, load locations, 
configurations and discrete control options. These might constitute 
systems with 10-50 continuous states, and a similar number of discrete 
states. Applying the optimal control design methodology as outlined in 
Chapter  2 would be computationally prohibitive for such systems. 
ii. Discretization: The size of the computational grid is given by X Q× , 
where X  is the discretized continuous state space and Q  is the discrete 
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state space. A coarse discretization of the continuous state system is often 
necessary to ensure computational tractability. However, discretization 
results in approximation of initial conditions for calculated trajectories and 
a coarse discretization reduces the quality of control solutions.  
iii. Constraint Specification: Synthesizing a Dynamic Mixed Integer Program 
(DMIP) model from a hybrid automaton model of a power system requires 
explicit description of transition specifications from each discrete state to 
every discrete state. This can be an extremely tedious process for systems 
with thousands of discrete states, and also subject to human error. 
This chapter presents a formulation of supervisory control for power systems 
modeled as hybrid systems. Supervisory control systems operate in conjunction with 
lower level controllers such as local control of devices, protection mechanisms as well as 
human operators. The supervisory controller acts explicitly through discrete control 
actions to limit the damage caused in the power system after a disturbance. Often the 
supervisor does not have access to information available to lower level system 
controllers; neither can it provide regulation as fast as local controllers. As such, it 
presents an outer level of control, which acts after the actuation of lower level regulation 
or protection mechanisms and allows flexibility in the operation of lower level controllers 
or operators. 
The operational regime of the supervisory controller is determined by the system 
components it can control. The control regime of the supervision system also depends on 
the nature of the power system disturbance and the status of the power system after a 
disturbance. Derivation of supervisory control strategies requires a detailed formulation 
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of the power system including models of lower level controllers and protection 
mechanisms. The power system models are presented in Chapter  4.  
The ideas of passive and active supervision are described as follows: 
• Passive supervision: Transitions are enabled or disabled by the supervisor but 
activated through lower level controllers.  
• Active supervision: In this case, the supervisor activates all transitions. Such 
a strategy would not be applicable to DES theory because the lower level 
controllers would have no role. However in the hybrid systems case, lower 
level controllers still act through the continuous dynamics. 
For the hybrid systems formalism presented here a combination of passive and 
active supervision is employed i.e., the lower level controllers may activate certain 
transitions in the discrete event system, but largely the lower level controllers act through 
the continuous dynamics. The supervisor can communicate set points or limits to the 
lower level controllers, but it primarily acts on the transitions of the discrete event 
subsystem. 
3.2 OVERVIEW 
In Chapter  2 a method for deriving optimal control strategies for a power system 
with a limited number of possible discrete states or system topologies has been presented. 
Several challenges, particularly in scale and implementation have been identified for 
islanded power systems with multiple loads and generation sources. For the supervisory 
controller problem, additional constraints on controlled transitions are included to 
drastically reduce the scale of the control problem and the state feedback optimal control 
problem is recast as an optimal path problem. The primitive hybrid automaton model, 
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where a switched dynamical system interacts with a discrete event system through an 
interface has been selected as the modeling framework for the power system. The model 
is described in detail and demonstrated through a power system example.  
The goal of the supervisory controller is to activate a sequence of control actions 
after a disturbance, to steer the power system to a topology or mode that is optimal is 
steady state. As a result, it is required to evaluate dynamic power system performance 
through controlled transitions, as well as system performance in steady state. The 
supervisory control problem using the hybrid automaton model is developed and a 
solution methodology is presented. 
3.3 HYBRID AUTOMATON MODEL 
For the supervisory control framework, we consider a hybrid automaton model as 
a Discrete Event System (DES) controller interfaced with a switched differential-
algebraic plant as shown in Figure 11 . This modeling framework has been examined in 
great detail in  [57],  [58],  [73] and  [74].  This framework is also particularly suitable for 
implementation through computer tools as desicribed in Chapter 5.   
We restate the continuous plant model from Chapter 3 in (3.1) 
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Figure 11: A hybrid system consisting of a switched dynamical system, finite state 
machine and interface. 
 ( )
( )
, ,
0 , ,
qi
qi
x f x y u
g x y u
•
=
=
  (3.1) 
Consider that 2mQ ∈ ⊆  is a finite set of discrete state variables, nx X∈ ⊆   is 
the system continuous state, py Y∈ ⊆   is the set of algebraic variables, lu U∈ ⊆   is 
the set of continuous inputs and ( ) ( )om iX Y U D q× × ⊆ . :f Q X Y U X× × × →  is a 
vector field describing the evolution of x for each discrete state q. Assume f is globally 
Lipschitz in X for each q and continuous in Y and U. :g X Y U Y× × →  is an algebraic 
manifold. We consider a finite set of discrete input variables s eΣ = Σ ∪ Σ  where eΣ  
denotes external discrete disturbances and sΣ  denotes discrete control. The interface 
provides the translation of signals between the continuous state and discrete state 
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systems. The event generator samples the continuous variable and generates the symbol 
denoting the occurance of a discrete disturbance such that 
( ) ( )( ) ( ) ( ) ( )( )/ /, , ,s e EG x k y k u kσ τ σ τ = . We specify that discrete control and discrete 
disturbance cannot be accepted at the same hybrid time interval, so either one of the 
symbols will necessarily be null.  
 :EG X Y U× × → Σ   (3.2) 
The Deterministic Finite Automaton (DFA) models the discrete dynamics by 
generating the discrete control through the function Φ  such that 
( ) ( )( ) ( ) ( )( )/ /, , ,s q qσ τ τ φ σ τ τ λ+ + = . 
 : sQ QΦ Σ× × Λ → Σ ×   (3.3) 
This implies that the DFA generates the discrete control s s Q Qσ ∈ ∑ ⊆ ×  based 
on the current state, the discrete control or disturbance accepted at the previous hybrid 
time interval and Λ , the set of logical specifications that embed the constraints on the 
discrete transitions. Controller and system design parameters are encoded as logical 
specifications.  
The reset map is used to translate the discrete control to the continuous plant and 
is denoted by R. The reset map specifies the initial conditions of the continuous variables 
as well as the vector field and the set of algebraic manifold within the domain of the new 
discrete state.  
 : 2
X Y UR Q X Y U × ×× × × →   (3.4) 
 Note that in this model, the continuous plant along with the interface acts as a 
discrete event system, i.e. it produces symbolic outputs through the event generator and 
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accepts symbolic inputs through the reset map. As such, the DES plant is an 
approximation of the continuous system which ‘looks’ like a DES to the DES controller. 
A useful property of this model is that the DES controller can be treated as a finite state 
transition system by abstracting away continuous evolution in time from the hybrid 
system. 
With respect to the DES controller, we categorize the discrete states as follows: 
1. Failed states: These are discrete states q Q
∧
∈  where continuous evolution 
is not possible at any time. If the hybrid automaton accepts this state, the 
trajectories are blocked, causing the system to deadlock.  
 | , , om , , , ,F q Q x y u D q R q x y u
∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧      = ∈ ∀ ⊆ = ∅      
      
  (3.5) 
2. Safe states: These are discrete states q Q
∧
∈ , such that a subset of ( )omD q  
allows continuous evolution for all [ )0,t = ∞ . 
 [ ) ( ) ( )| 0,  , , , omS q Q t q x t y t D q
∧ ∧ ∧    = ∈ ∀ = ∞ ∈    
    
  (3.6) 
3. Unsafe states: These are discrete states q Q
∧
∈  such that a subset of 
( )omD q will have the follow characteristic: at least one trajectory starting 
in q
∧
 will be eventually be forced to exit the discrete state through an 
uncontrolled transition. 
 
( ) ( ) ( )( )
( ) ( )( )
/ /
1 1
/
1 1
| , , om , ua ,
s
          ,
i i i i i
i i i i e
q Q x y u D q x G q q
U
q q
τ τ τ
τ τ
∧ ∧ ∧ ∧ ∧ ∧
+ +
+ +
      ∈ ∃ ∈ ∈           =  
 ∈ ∑ 
  (3.7) 
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This implies that there exist values of the continuous state and algebraic 
varibles within the domain of the unsafe discrete states which belong to 
the guard of an edge representing an uncontrolled transition. 
 Note that the accuracy of the characterization depends on the sampled state space. 
It is possible that a discrete state might be mis-characterized, for example, discrete states, 
whose continuous domain contain both stable and unstable equilibria may be categorized 
as either Safe or Unsafe, depending on the behavior of the trajectory within the sampled 
state space. For this reason, we simulate the trajectory for deriving the control law. 
However, we know for certain that the domain of a safe state has at least one set of stable 
equilibria and the domain of discrete states categorized as unsafe has atleast one set of 
unstable equilibria. We can also infer:  
• Continuous evolution is possible in the domain of safe and unsafe discrete states. 
In the domain of the unsafe discrete states, the trajectory may be forced to make 
an uncontrolled transition as t → ∞ . 
• sF S U Q∪ ∪ =   
We expand on the hybrid automaton model described in Appendix A and 
Chapter  2 to include the interface and the characterization of the discrete states. In 
summary, for supervisory control design, the hybrid automaton model of a power system 
is given by ( ), , , s, , , , , , nit, , , , ,H Q S F U X Y U f g I EG R= Σ Φ Λ , where 
• X  is the continuous state and nX ⊆    
• sQ F S U= ∪ ∪  is a finite set of discrete states, F is the set of failed states, S is 
the set of safe states and sU  is a set of unsafe states 
• pY ⊆   is a set of algebraic variables and lU ⊆   is a set of continuous inputs 
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• nitI Q X Y U⊆ × × ×  is a set of initial conditions 
• :f Q X Y U X× × × → , is a vector field describing the evolution of the continuous 
state for each q Q∈ , 
• :g Q X Y U Y× × × → , are algebraic equations for each q Q∈  , 
• s eΣ = Σ ∪ Σ , is a finite collection of discrete events where sΣ  is a set of discrete 
control events and eΣ  is a set of discrete disturbances. 
• :EG X Y U× × → Σ  is the event generator function  
• : 2X Y UR Q X Y U × ×× × × →  is the reset map 
• : sQ QΦ Σ× × Λ → Σ ×  is a function describing the discrete dynamics 
• Λ , set of logical specifications embedding transition constraints 
3.3.1 Example 
To demonstrate the ideas of safe, unsafe and failed states, consider the power 
system example shown in Figure 12, from the context of frequency regulation.  
 
 
Figure 12: Power system example with generators, lines and load. 
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Two generators with maximum output of 20 MW each are connected through two 
transmission lines to a load of 40 MW. The upper thermal limit on each transmission line 
is 20 MW. Limit violations on any of the above components will result in the protection 
system being activated to trip the component off-line. However, the transmission lines 
can tolerate thermal overload for some finite time before the trip occurs. 
Consider that the continuous states x consists of the second order dynamics of the 
generations ,δ ω
• •
 and the dynamics of the governor, MT
•
 where the vector field of the 
governor is given by Proportional-Integral (PI) control on the frequency error and the 
mechanical input of the governor is regulated with limits min maxM M MT T T≤ ≤ . Assume 
that the load shedding can be enabled through discrete controls to half-load (50%) and 
minimum priority load (10%). Assume that the discrete states of the three power system 
components are as follows: 
• Generator: Both offline, one online, both online 
• Lines: Both offline, one online, both online 
• Loads: Minimum load, half load, full load. 
The symbols within the parenthesis indicate the labels that denote the status of 
each component. The component status labels can now be mapped to the discrete state 
space as shown in Table 3.  
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Table 3: Classification of discrete states into safe, unsafe and failed. 
 
Without explicitly defining the vector fields (although that will be done in the 
later chapters) we try to arrive at a classification of the discrete states. Note that the states 
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which correspond to both the generators or both the lines being offline are failed states. 
The reset map to the continuous domain will be null for those transitions. In the unsafe 
states the continuous trajectory can evolve for some finite time till the governor reaches 
saturation or the thermal limit relays actuate. The actuation will force the execution to 
reach a failed state. In the safe states the trajectories can evolve for all time, by the 
continuous states reaching a stable equilibrium point, if there are no exogenous discrete 
or continuous disturbances. 
A controlled transition cannot occur such that a failed state is the vertex of an 
edge i.e. s Q FΣ ∉ × . Since the DES controller does not generate a reset map for a failed 
state, no transitions are possible from the failed states either. Assume that the only 
discrete control actions available to the discrete state controller are load shedding and 
pickup. Suppose, we would like to constraint the discrete transitions by specifying that 
load can be picked up in a specified order. For example, the discrete controller accepts 
transitions such that load is picked up in the order: minimum load, mid load and full load. 
The system cannot transition directly from minimum load to full load. This can be 
encoded as:  
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )/ / / /13 15 16 18 22 24 25 27, , ,q q q q q q q qτ τ τ τ τ τ τ τ+ + + +⇒ ¬ ⇒ ¬ ⇒ ¬ ⇒ ¬  (3.8) 
This example demonstrates qualitatively how control design requirements 
represented through logical specification can be encoded into the DES controller. 
3.4 SUPERVISORY CONTROL PROBLEM FORMULATION 
The underlying assumptions behind the supervisory control formulation are given 
below: 
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A1. The automaton is deterministic. 
A2. The measurement ( ) ( ) ( ), ,x k y k u k  at sampled time k, passed to the event 
generator from the continuous system is complete and perfect. 
A3. At-most one controlled event can occur at a hybrid time interval. 
A4. An uncontrolled event and controlled event cannot occur at the same time 
interval. 
Consider a discrete state q S∈  and the equilibrium points of the continuous 
variables in the domain of q given by  
 ( ) ( ) ( ) ( ){ }, om | , , 0, , , 0s s s s s s s sx y D q f x y u g x y u⊆ = =   (3.9) 
The equilibrium point is asymptotically stable if and only if the following conditions are 
satisfied  [75]: 
1. For any 10,  0ε δ> ∃ >  such that if ( ) ( )( ) ( )0 0 1, ,s sx t y t x y δ− < , then 
( ) ( )( ) ( ), ,s sx t y t x y ε− < 0, t t∀ >   
Consider a system observed over a finite time horizon T, divided into N discrete 
time intervals of equal length. We assume Γ  discrete transitions are accepted in [ ]0,T  
from an initial condition ( )0 0 0 0, , ,q x y u  such that the final transition occurs before T, i.e. 
/ TτΓ < . Let Tq  be the discrete state reached at the final transition, i.e. ( )/ Tq qτΓ = . A 
successful execution of the hybrid automaton is then stated as  
• Initial condition is ( )0 0 0 0, , , nitq x y u I∈  
• At time T, Tq S∈  and ( ) ( ), oms s Tx y D q∈  is an asymptotically stable equilibrium 
point in the domain of Tq  and 
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( ) ( ) ( ) ( )
1 1 1
0 | , om ,
0, | ,
T T T s T s Tx y D q x x y y
t
ε ε
ε ε ε ε
 ∃ > ∈ − + − < 
 
∃ > < ∞ ∀ <  
  (3.10) 
• For all discrete transitions 1,.., 1j = Γ − , ( ) ( )( )/ 1 1,j j j j eq qτ τ+ + ∉Σ , i.e. none of the 
discrete transitions within the execution are uncontrolled transitions.  
Define a control function : 2 s UQ X Yµ Σ ×× × →  as a map from the state space 
and algebraic manifold to subsets of the controller’s input space. At time k the control 
function is described by: 
• If a discrete transition occurs at the beginning of time interval k, i.e. { }/ik τ∈ , 
1,...i = Γ  ( ) ( ) ( )( ) ( ) ( )( )/, , ,k s ix k y k q k u kµ σ τ=   
• If a discrete transition does not occur at the beginning of time interval k, i.e.
{ }/ik τ∉ , 1,...i = Γ ,  ( ) ( ) ( )( ) ( )( ), , ,k x k y k q k u kµ = ∅  
In other words the discrete control signal is generated at those time steps a 
discrete transition takes place. Between two discrete transitions, the continuous system 
evolves according to inputs from the continuous control.  
 A control policy π ∈Π  is a sequence of functions  
 
( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
1 1 1 1 2 2 2 2, , , , , ,...,
, ,N N N N
x k y k q k x k y k q k
x k y k q k
µ µ
π
µ
  =  
  
  (3.11) 
 A feasible control policy Fπ ∈Π ⊆ Π  is defined as a control policy that 
generates a successful execution.  
The control problem is now defined as follows: Given an initial condition
( )0 0 0 0, , ,q x y u , a finite time of observation of the system 1,...,k N= , and the time 
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interval of discrete transitions { } /0 , ,i i iiI I τ τ
Γ
=
 =   , determine the control policy 
*
Fπ ∈Π  
that minimizes the cost 
 ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )( )
1
1 2
0
, , , , , ,
N
k
k
J c x T y T q T c x k y k x k y k q kπ µ
−
=
= + ∑   (3.12) 
such that  
 *   FJ Jππ π≤ ∀ ∈Π   (3.13) 
where, ( )1 .c  is the cost related to the final discrete and continuous states, ( )2 .c  is 
cost associated with the performance of the trajectory throughout the execution and the 
cost of the control. 
3.5 SOLUTION METHOD 
3.5.1 Characterization of discrete states 
Before attempting a solution to the control problem, we shall describe the 
categorization of the discrete state space into failed, safe and unsafe sets. This analysis is 
performed offline and the results saved in a look up table. Given that ( ), ,qi qi qiX Y U  
denote all points in ( )om iD q , the performance of the trajectory is evaluated over a part 
of the domain ( ), , , ,qi qi qiX Y U X Y U
∧ ∧ ∧  ⊆ 
 
, which provides an estimate for the 
characteristization of the entire domain. This is done by repeating the following 
procedure for every discrete state: 
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Step 1: Associate the candidate discrete state evalq Q∈  with another discrete state 
nomq S∈  which represents the nominal configuration of the system before 
a transition is accepted to the candidate discrete state. 
Step 2: From a set of asymptotically stable equilibrium points ( ), ,s s sx y q
( )om nomD q∈  in nomq , enable a transition to the discrete state evalq , i.e.
( ) ( ) ( )( )/, ua ,s s nom evalx y G q qτ τ +∈ . 
Step 3a: If the reset map is null, classify evalq F∈ , i.e. if ( ), , , ,nom eval s s sR q q x y u = ∅
, evalq F∈ . 
Step 3b: Consider a steady state trajectory performance function evaluated over 
1,..., evalk T= , divided into N intervals. Assume that the transition from the 
nominal discrete state to the evaluated discrete state occurs at 0k = . The 
performance function assigns a weight 1ssc  to the state of the trajectory at 
the end of the evaluation period and a weight 2ssc  to the overall variability 
of the trajectory through the evaluation period: 
 ( ) ( )( ) ( ) ( ) ( ) ( )( )1 2
1
, 1 1
N
ss ss ss
k
J c x N y N c x k x k y k y k
=
= + − − + − −∑   (3.14) 
If an uncontrolled transition occurs at any evalt T
∧
≤ , characterize the 
discrete state as sevalq U∈  and associate it with the evaluated performance 
factor of the trajectory. 
Step 3c: If the trajectory remains within discrete state evalq  at the end of evalT , 
characterize the discrete state as sevalq U∈ . 
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Note that evalT  is selected as much larger than the largest time constant of the system, 
to enable the system to attain equilibrium if the trajectories are within the region of 
attraction of a stable equilibrium point. The performance function is also devised such 
that any variability in the trajectories are penalized with the goal to determine that a 
steady state equilibrium has been attained by the system. 
 
Figure 13: Example depicting categorization of discrete states into failed, safe and unsafe 
states 
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 In essence, we are evaluating the performance of trajectories starting in a small 
sample set of the continuous domain corresponding to the discrete state, and 
characterizing the discrete state based on that performance. We realize that this may 
result in a flawed classification. Figure 13 depicts an example, where the colored regions 
depict the domain of discrete state EVALq , with two equilibrium points. In Figure 13 (a) 
and (b), the the initial condition ( ), ,s s sx y q  is in the region of attraction of the stable and 
marginally stable equilibrium respectively and the trajectory remains within the domain 
of EVALq  for time EVALT . However, in Figure 13 (c), the initial condition is within the 
region of attraction of the unstable equilibrium, and the trajectory exits the domain of 
EVALq  within EVALT . This results EVALq  to be classified as an unsafe discrete state.  
Other researchers have attempted to characterize the entire state space Q X×  into 
safe, unsafe and controllable regions  [60],  [64]. However the computational requirements 
grow prohibitively with the size of the system and necessitate an offline implementation 
of the analytics.  
 However, we know for certain that the continuous domain of the discrete state 
contains at-least one set of stable equilibria and this information is used in developing a 
control policy that can steer the system from a given initial condition to the region of 
attraction of the safe equilibrium. Because we have not examined the entire state space, 
there is no guarantee whether the system will reach its destination. Hence there is a need 
to explicitly evaluate the reachability of the hybrid system from the fixed initial state as 
described in sections 3.5.2 and 3.5.3.  
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3.5.2 Determining the reachable final states 
We now consider the DES controller as a finite state transition system, by 
considering only the discrete states and transition mechanics between the states to 
determine the set of discrete controls that will allow the system in initial state 0q  to reach 
a set of final states TQ S⊆ that are categorized as safe sets. More involved versions of 
this problem include synthesizing control laws in the presence of uncertain disturbances 
for finite automata  [76],  [77].  
Consider the initial state of the system to be 0q Q∈ . Given a set of available 
controls  s sΣ ⊆ Σ , we would like to determine S S⊆  that can be reached from 0q  by the 
deterministic finite automaton. Define an operator ost :P Q Q→   
  ( )  { }ost | , ,s s sP q q Q q q∧  = ∈ ∈Σ Σ ⊆ Σ     (3.15) 
( )ostP •  takes an initial state q  and returns the set of states that can be reached 
from q  in one transition. Using this operator the algorithm for forward reachability is 
described as follows. iW  is the set of forward reachable states at every iteration and S the 
set of safe final states: 
For each Tq S∈   
Initialize: { }0 0 ,  0W q i= =   
Repeat 
 If i TW q∩ ≠ ∅   
Return “ Tq  reachable”, “number of transitions to 
reach “ Tq  = i” 
 End if 
 ( )1 osti i iW P W W+ = ∪    
 i = i + 1 
Until 1i iW W −=   
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Return “ Tq  not reachable” 
  
The algorithm computes all the safe sets that can be reached from the initial discrete state 
and the number of transitions required to reach each safe set given the system transition 
constraints.  
3.5.3 Determining the best control policy 
From the computations in Section  3.5.2, let { }1 2 1, ,..., ηΓ Γ Γ  denote the number of 
discrete transitions required to reach any safe state, from 0q Q∈  and 1 2 1... ηΓ ≤ Γ ≤ ≤ Γ . 
Associated with each is a set of safe discrete states that can be reached through controlled 
transitions. So, { }1 1 2, ,...,T T Tq q q η  are the reachable safe sets from 0q  by an execution with 
iΓ  discrete transitions. These are ordered such that ( ) ( ) ( )1 2 2,...,ss T ss T ss TJ q J q J q η≤ ≤ . For 
a given final discrete state and specified number of transitions, denote by { }1 3x ,..., xE E η  
the set possible executions that the automaton can accept. The following algorithm is now 
used to compute the best control policy: 
For each 11,..,i ηΓ =   
 For each 21,...,Tj Tq q η=   
  For each 3x 1,..., xkE E η=   
Initial condition ( )0 0 0 0, , ,q x y u  
 
Simulate execution xkE  reaching final state Tjq  
through iη  discrete transitions 
 
if constraints in continuous variables are 
violated 
abort execution 
else if execution xkE  is successful 
 
evaluate trajectory performance ( ) FJπ • ∈Π  
   71
   else 
    Goto next execution 
   end if 
    end for 
 end for 
end for 
 
Return *   FJ Jππ π≤ ∀ ∈Π   
 
An exhaustive search is used to compute the best execution from given initial 
state to reach a safe state, given a fixed time interval between each discrete transition. 
The logical conditions for controller operation are encoded within the DFA that computes 
the feasible transitions at every hybrid time step. Additional hard constraints on the 
continuous variables, such as voltage limits, thermal limits for power flow etc, can be 
included within this framework. In that case, the algorithm is aborted if any of those 
constraints are violated.  
There is considerable scope to increase the efficiency of the search through 
heuristic methods or by characterizing a greater portion of the state space through offline 
computations.  
3.5.4 Illustrative example 
The solution method described in Sections  3.5.1 -  3.5.3 is illustrated through an 
example. Figure 14 shows a hybrid system with six discrete states 1 6,...,Q q q= , discrete 
control events 1 6,...,s s  and discrete uncontrolled events 1 12,...,e e . Assume that the 
discrete state 4q  characterizes the nominal condition or the design condition of the 
underlying system. It is known that 4q  is a safe discrete state with one set of 
asymptotically stable equilibrium points ( )0 0,x u . 
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Figure 14: A hybrid system with six discrete states and the possible transitions between 
the states 
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• Nominal discrete state
• Candidate discrete states
• Events that enable transition 
from nominal to candidate 
discrete state
Initial condition x0, 
u0, q4 at time t0
Candidate discrete 
state qc. Initialize 
with q1
At time t1 generate 
discrete event to transition 
to candidate discrete state 
Evaluate reset map 
Is
Evaluate trajectory in 
candidate discrete state till 
time TEVAL
Does an 
uncontrolled 
transition occur at  
• Classify qc as safe discrete 
state.
• Evaluate the steady state 
cost function Jss(qc) from 
time t0 to TEVAL
• Classify qc as unsafe 
discrete state.
• Evaluate the steady 
state cost function 
Jss(qc) from time t0 to 
• Classify qc as failed 
discrete state.
• Assign large cost to 
Jss(qc)  
Is final candidate 
discrete state
End
Increment to 
next candidate 
discrete state
NO
NO
YES
YES
YES
 
Figure 15: Flowchart depicting categorization of discrete states for example hybrid system 
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Figure 14 (a) shows a transition diagram with controlled transitions between the 
discrete states. Figure 14 (b) and (c) show the uncontrolled transitions between the 
discrete states. Figure 14 (b) and (c) are a super-position and are shown separately for 
reading clarity. Consider the hybrid time set /0 1 1 2, , ,τ τ τ τ
+    corresponding to the 
continuous time [ ]0 1, , EVALt t T  such that 0 1 EVALt t T< < . Figure 15 shows the flowchart of 
computations to classify the discrete states as ‘Safe’, ‘Unsafe’ or ‘Failed’. For this 
example, assume that 6q  is a failed state, 1 2 3, ,q q q  are unsafe states and 4 5,q q  are safe 
states. Also assume that the evaluated steady state cost is as follows 
5 4 3 2 1q q q q qJ J J J J< < < < . The categorization of the discrete states and steady state costs 
of each discrete state are saved in a look-up table. 
Assume that the system is in discrete state 4q  and transitions to unsafe discrete 
state 1q  at time 0t  due to exogenous event 1e . The control problem to be solved, is to 
apply a sequence of discrete controls to steer the hybrid system to a safe discrete state, 4q  
or 5q . Fix the maximum number of discrete transitions to be applied to two, can assume 
that they are applied at continuous time ( ) [ ]1 2 0, ,t t t T∈ . Through forward reachability 
analysis of the discrete event system as detailed in Section  3.5.2, the possible discrete 
transition maps: 
 
1 2 4
1 2 3 4
1 2 3 5
1 3 4
1 3 5
q q q
q q q q
q q q q
q q q
q q q
→ →
→ → →
→ → →
→ →
→ →
  (3.16) 
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To determine a control policy, the hybrid execution for each of the five discrete 
transition maps are evaluated according to the algorithm described in  3.5.3, from the 
initial condition ( ) ( )0 1x t Dom q∈ . The algorithm is further described through execution 
flow in Figure 15. If at any time 0:t t t T≤ <  , the constraints in continuous variables are 
violated, or an exogenous transition occurs to a discrete state not characterized in the 
discrete state map of the given execution, the execution is aborted. For all completed 
executions, the trajectory performance function J∏  is evaluated. The execution with the 
lowest value of J∏  selected as the suitable control policy. 
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4 COMPUTATIONAL FRAMEWORK FOR MODELING AND SIMULATION OF 
POWER SYSTEMS AS HYBRID AUTOMATA 
4.1 INTRODUCTION 
While developing a software computational platform for supervision and control of 
hybrid systems, the following design criteria has been considered: 
i. Dynamic simulation capability of differential algebraic power system 
models.  
ii. Models of varying fidelity based on the time horizon of the control 
problem or requirement of supervision scenario. 
iii. Characterization of switching behavior. 
iv. Efficient simulation capability – simulations that run several orders of 
magnitude faster than real time. 
v. Interface design for information exchange between the continuous state 
differential algebraic system and the discrete event system of a hybrid 
automaton model of the power system. 
vi. Operator input for design of supervision scenario and specification of 
solution constraints. 
vii. Component based graphical model assembly 
To implement the hybrid automaton model of the power system in software, two 
separate frameworks were chosen: symbolic models for power system components and 
controllers and, numerical models for simulation and implementation. The symbolic 
software has been developed in Mathematica while the numerical simulation software is 
implemented in Matlab/Simulink. 
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Evaluation of optimal supervisory strategy by complete enumeration requires very 
fast simulation capability. Previous work  [33],  [37] has focused on developing simulation 
models in the Simulink platform using the SimPowerSystems toolbox. The main 
advantage of this set-up is rapid graphical assembly of power system models as well as 
the extremely reliable numerical integration routines available through the Matlab-
Simulink platform. However, the simulations proved to be extremely slow – between 2-5 
orders of magnitude slower than real time. Validation of isolated cases of power 
management controllers has been possible through multi-day simulation, but any increase 
in the scale or complexity of the power system has been prohobitive.  
It has been identified that Simulink does not have the required solvers to handle 
large sets of Differential-Algebraic Equations (DAEs). SimPowerSystems resolves this 
issue by converting the algebraic equations to parasitic dynamics with very small time 
constants. The DAE system is thus reduced to a set of stiff differential/difference 
equations. This work-around has resulted in a prohibitively slow speed of simulation.  
As a result, we have decided to take a different approach to numerical simulation. 
Consider a traditional power system representation, where the algebraic equations consist 
of the network flow equations, with components bearing time dynamic characterizations 
attached to the network. These components may be generators and controls, motors, 
storage devices, etc. For simulation models, the basic idea is to create individual 
difference or algebraic models of each component of the power system as discrete time 
blocks. The discrete time difference models are interfaced to the algebraic network 
through PQ, PV or IV ports. The difference system is numerically integrated at each 
time-step and the solution is passed to the network block. The power flow equations are 
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solved in the network block through multiple iterations of Newton-Raphson’s method. 
The network solutions are the passed to the dynamic components to numerically integrate 
at the next time step. The DAE system is thus solved through the Partitioned Explicit 
(PE) method ( [70],  [78]) while leveraging the reliable functionality in Matlab for 
numerical simulation of Ordinary Differential Equations (ODEs). 
4.2 OVERVIEW 
 This chapter provides a detailed description of the simulation and modeling tools 
developed for supervisory control of islanded power systems. A mathematical 
formulation of numerical simulation of switched DAE systems is presented, followed by 
the software architecture. A mathematical description of the developed component 
models is given and the software tools for automated generation of models are described. 
Software implementation of the interface between the Discrete Event System (DES) and 
the continuous state system is described in detail, including ways to simulate 
discontinuities in algebraic and dynamic variables. The implementation of each of the 
key aspects outlined in Section  4.1 is touched upon in further sections.    
The modeling and simulation philosophy is quite general and need not be 
restricted to single phase equivalent power system representations. For example, the tools 
may be extended to unbalanced distribution systems, where the circuits for each phase are 
modeled separately. Similarly, the discrete events need not be restricted to component 
failures or symmetrical three phase faults. With separate models for the sequence 
networks, unsymmetrical faults may be analyzed through the given methodology.   
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4.3 NUMERICAL SOLUTION OF SWITCHED DIFFERENTIAL ALGEBRIAC 
SYSTEMS 
Consider a discrete time sequence, ,  0,1, 2,..kt kh k= = , where k is the time step 
index and 0h >  is the step size. Consider the times at which discrete state transitions 
occur as / 1,  1,...,i i iτ τ += = Γ  such that 
/
1i iτ τ +  and 
/
1,i iτ τ +  are integral multiples of k. The 
discrete states are denoted by 1{ ,..., }mQ q q= . Consider that a power system transitions 
from state iq Q∈  at the beginning of time interval 
/
1,i ik τ τ += =  to a state jq Q∈  such 
that /k τ τ +   , where the subscript i has been removed for notational simplicity. The 
algebraic variables as well as the initial conditions for the continuous states need to be 
recalculated at the instant of a discrete transition. 
Denote by ( )x τ + , ( )y τ +  and ( )u τ +  the values of the continuous state and 
algebraic variables and continuous control after a transition. Equation (4.1) gives the 
differential algebraic model in discrete state iq  and equation (4.2) represents the model in 
discrete state jq . 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
/ / /
/ / /
1 , ,
0 , ,
qi qi qi qi
qi qi qi qi
x k f x y u
g x y u
τ τ τ
τ τ τ
+ =
=
  (4.1) 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
1 , ,
0 , ,
qj qj qj qj
qj qj qj qj
x k f x y u
g x y u
τ τ τ
τ τ τ
+ + +
+ + +
+ =
=
  (4.2) 
Here ,qi qj
ji nnx x∈ ∈   are the system continuous states, , ppqi qj
jiy y∈ ∈   are the 
vectors of algebraic variables and , llqi qj
jiu u∈ ∈   are the vectors of continuous inputs. 
 We consider discontuities and resets in the algebraic and continuous state 
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variables over a transition. A reset map is associated with the change in the dimension of 
the continuous state space or vector of algebraic variables. The simulation methodology 
consists of two distinct steps: 
i. Computation of initial conditions after a discrete transition. 
ii. Simulation of trajectories within the discrete state to which the transition 
occurs. 
The computation is described by the following steps: 
Step 1: The discrete transition occurs at the beginning of time-period k. The 
values of ( ) ( ) ( )( )/ / /, ,x y uτ τ τ  are known from the values at the end of time-
period k-1. 
Step 2: The finite automaton computes the new discrete state to be accepted as 
( ) ( )( ) ( ) ( )( )/ /, , ,j s iq qτ σ τ φ σ τ τ λ+ + = . 
Step 3: The algebraic variables are computed in the new discrete state. The 
transition may involve a change in the dimension of the space of algebraic 
variables. Algebraic variables may appear j ip p>  or vanish, i jp p> . In case new 
variables appear, a pre-determined initial iterate is used to compute the algebraic 
variables from equation (4.3). Note that (4.3) specifies that the continuous states 
and inputs take values in the continuous domain of jq . An example is the 
condition that a discrete transition brings a generator online. In that case the real 
and reactive power injection by the generator represents ( )qjy τ + .  
 ( ) ( ) ( )( )/ /, , 0qj qj qj qjg x y uτ τ τ+ =   (4.3) 
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Step 4: The initial conditions for the continuous states and continuous control are 
computed based on ( )qjy τ + . Note that in this case as well, continuous states and 
controls can vanish, ,  i j i jn n l l> > , or appear, ,  j i j in n l l> > . The initial 
conditions are computed by solving the set of equations (4.4) 
 ( ) ( ) ( )( ), , 0qj qj qj qjf x y uτ τ τ+ + + =   (4.4) 
Step 5: The initial conditions for the entire system have now been obtained. The 
values of the continuous states and controls at the end of time interval k is 
computed by solving the backward difference trapezoidal formula  [79] as shown 
in equation (4.5). Note that we can now assume that the continuous variables are 
continuous in the time interval ( ), kτ +   
 
( ) ( )
( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )
, ,
2     , ,
                             , , , ,
qj qj qj qj
qj qj
qj qj qj qj
qj qj qj qj qj qj
f x k y u khx k x
f x y u
F x k y u k x u
τ
τ
τ τ τ
τ τ τ
+
+
+ + +
+ + +
 
 − =
 + 
=
  (4.5) 
Step 6: The solution to the algebraic variables are now obtained at the end of time 
 interval k by solving for ( )qjy k  in (4.6).  
 ( ) ( ) ( )( )0 , ,qj qj qj qjg x k y k u k=   (4.6) 
 The simulation can now be continued for time step k+1 by repeating Step 5 and 
Step 6. Note that for computation of the initial conditions after a discrete transition, the 
algebraic variables are solved first and then the continuous states and controls are solved. 
For simulation, the continuous states and controls are computed by numerically 
integrating to the end of the time step and then the algebraic variables are solved for 
values at the end of the simulation time-step. This implies that the simulation framework 
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has to accommodate a reversal of order in the computation of initial conditions from the 
computation of the trajectory over discrete time-steps. 
 The set of non-linear equations are solved through the Newton-Raphson method 
which involves taking a Taylor series expansion of the equations around the solution at 
the previous time-step and ignoring higher order terms. The iterate update equations for 
the algebraic variables in (4.7) are  
 
( )
( ) ( ) ( )1
n
qj qj
n
qj qj
n
n nqj
qj qj y y
qj y y
n n n
qj qj qj
g
y k g
y
y k y k y k
=
=
+
 ∂
   ∆ = −     ∂  
= + ∆
  (4.7) 
The term /qj qjg y ∂ ∂   is known as the Jacobian and n is the iteration counter. The 
iterations terminate when the difference in the update is smaller than ε <<1. The 
trapezoidal difference equations are solved as shown in (4.8) to compute the values of the 
continuous state and control at the end of time-period k+1. 
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= =
= =
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 ∂
   ∆ + = −     ∂  
 ∂
   ∆ + = −     ∂  
+ = + + ∆ +
+ = + + ∆ +
  (4.8) 
4.4 SOFTWARE DESCRIPTION 
4.4.1 General Architecture 
A key feature of the software toolset is the ability to have complete control of 
model descriptions. This is important in designing control or supervision strategies and 
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provides flexibility to adapt the toolset to different systems. Differential or algebraic 
models of system components are defined symbolically in Mathematica, and are 
converted to Simulink compatible C-code using separately created Mathematica 
packages. The C-code is compiled to create S-functions which can be integrated into the 
Simulink environment as a graphical user block. Figure 16 provides an overview of the 
software architecture  [85].  
 
Figure 16: Software architecture of supervisory system showing primary interfaces and 
capabilities. 
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The Hybrid Automaton model of a power system, as described in Chapter 4 has 
been implemented in the Matlab/Simulink software environment. Simulink provides the 
numerical simulation capability of the continuous state system, while the Discrete Event 
System (DES) plant consisting of discrete state dynamics and the interface are modeled 
by embedded Matlab code. This implementation takes advantage of a powerful feature, 
Simstate, available in Simulink versions starting from 7.4 (R2009b). Simstate allows 
pausing or stopping a simulation, and saves simulation values, including dynamic and 
algebraic variables, at the time instant of termination of the simulation. The embedded 
logic can then be executed and the discrete transition determined according to transition 
specifications. The transition information is passed to a simulation logic block, which 
maps the transition information into discrete inputs for the power system. The saved 
simulation values are used to compute initial conditions for the first time step after the 
discrete transition by the procedures detailed in Section 5.3. The simulation is then re-
started and evaluated for a specified time-period or till the next discrete transition. 
The supervision system allows the following ways of operator interaction: 
• Disturbance generation – Set the kind of disturbance and the time at which 
the disturbance occurs. 
• Objective metrics – Set the weights assigned to dynamic and steady state 
system parameters in the objective function. This enables the tuning the 
supervisory system for different control operations such as system 
restoration, damage mitigation or voltage or frequency leveling. 
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• Control specifications – The following specifications may be passed to the 
DES plant: list of components that can be controlled, number of controlled 
transitions and time interval between each transition. 
If feasible transitions exist under the specified transition constraints, the 
supervisory controller will determine the sequence of transitions that will optimize the 
objective function. The operator may choose to not specify control constraints, in which 
case the supervisor will use a default set of constraints which are generated based on the 
type of disturbance specified. 
The interface between the switched DAE system and the Deterministic Finite 
Automaton (DFA) as shown in Figure 13 has not been entirely implemented. 
Specifically, the Event Generator has not been implemented. The implementation would 
consist of a synthesis and logic block which would use power system measurement 
information to determine the location and nature of disturbance. While this functionality 
is not essential in a supervisory tool, it is desirable for application of the controller in 
closed loop feedback. The underlying issue of processing measurement information for 
state estimation in hybrid systems is complex and a topic of future work. 
Individual power system component models and and the characterization of the 
component models under discrete transitions is now described in greater detail. 
4.4.2 Model Details 
Simulink compatible C-code for the dynamic models are created by the 
Mathematica function CreateControllerMEX, which is included as a part of the Propac 
toolset developed by Techno-Sciences Inc. (TSi). The continuous time dynamic models 
are described in the form of equation (4.9). 
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 ( ), ,x f x y u
•
=   (4.9) 
where, x are the state variables, u is the vector of continuous inputs, f is a family of 
controlled vector fields. The state and control variables, constant parameters and vector 
fields are specified symbolically in Mathematica and the converted to Simulink 
compatible C-code using the function CreateControllerMEX. The inputs to the function 
CreateControllerMEX are: list of state variables, list of inputs, output equations, state 
equations, list of constant model parameters and dimensions of constant parameters. At 
the time-period k+1, the required inputs are ( ) ( ) ( ), 1 ,y k u k x k+ .The state equation is 
solved by any of Matlab’s numeric ODE solvers, and the output values are ( )1x k + . The 
results presented in Sections  4.6 and  5.5 are simulated using the ode23t integration solver 
in Simulink. Figure 14 shows an example of symbolic model creation in Mathematica and 
the use of CreateControllerMEX to generate Simulink compatible C-files. 
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Figure 17: Example of symbolic model generation in Mathematica – creation of dynamic 
induction motor model. 
Dynamic models for the following power system components are presented in this 
section:  
i. Wound rotor synchronous generator 
ii. IEEE Type I excitation system 
iii. Frequency regulation system with droop and Automatic Generation 
Control (AGC) 
iv. Induction motor 
v. Li-Ion battery 
The algebraic components are the power system network and static constant power loads. 
Logic statements have also been added to the C-file model descriptions for turn-on and 
turn-off of components. The components will be utilized to form the benchmark 
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shipboard power system model. Additional dynamic models that have not been included 
in the benchmark system are: aero-derivative gas turbine and permanent magnet 
synchronous generator with inverter interface.  
 
Wound Rotor Synchronous Generator 
The classical model of the synchronous machine assumes that the electrical 
dynamics have a much smaller time scale than the mechanical dynamics. The dynamical 
equations for stator axes voltages can be reduced to closed form algebraic equations by 
setting the time constants to zero. This results in a constant voltage behind transient 
reactance model  [70]. The continuous time electro-mechanical dynamics is given in 
equation (4.10). 
 ( )
'
sin2
δ ω ω
δ θ
ω
ω
•
•
= −
−
= −
s
T T
M
s d
EVH T
X
  (4.10) 
All quantities are in per unit and time dependent unless specified otherwise. Here, 
δ  is the rotor angle, ω  is the rotor speed in rad/s per unit, sω  is the reference speed, H  
is the inertia constant, MT  is an element of continuous control and represents the 
mechanical torque supplied by the governor system, E  is the magnitude of the internal 
stator voltage regulated by the excitation system, 'dX  is the equivalent internal transient 
reactance of the stator windings, TV  and Tθ   are the terminal bus voltage magnitude and 
angle. The real and reactive power produced by the generator is given by equation (4.11). 
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d d
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X X
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The list of inputs, outputs and constant parameters to the generator block in discrete 
time are shown below. Consider k as the previous time-step and k+1 as the next time-
step. 
• Inputs for reset map: ( )mT τ + , ( )E τ + , ( )TV τ + , ( )Tθ τ +   
• Outputs for reset map: ( )δ τ + , ( )ω τ + , ( )GP τ + , ( )GQ τ +  
• Inputs during simulation: ( )1mT k + , ( )1E k + , ( )TV k , ( )T kθ  
• Outputs during simulation: ( )1kδ + , ( )1kω + , ( )1GP k + , ( )1GQ k +  
• Constants: H, 'dX , sω   
The mechanical torque and excitation inputs are derived from the governor and 
excitation system respectively. The terminal voltage magnitude and angle inputs come 
from the network block. The values of the state variables at the previous time-step ( )kδ  
and ( )kω  need not be passed as input since they are internally saved in the S-function 
block. 
 
Generator Switching: To model the switching on and off of the generators, two additional 
inputs are included for the generator block:  
• Inputs: ( ) ( )/ ,GEN GENd dτ τ +   
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Here, GENd  is the service status of the generator, represented by a binary variable. If 
{ , }GENx δ ω=  and { , }GEN G Gy P Q= , the following logic statement is added to the model: 
If ( ) 1τ =/GENd  And ( ) 0τ + =GENd   
Set  0= ∅ =,GEN GENx y  
End If. 
If ( ) 0=GENd k  And ( )1 1+ =GENd k  
Compute ( )τ +GENx  , ( )τ +GENy  From (4.4) 
End If. 
 
IEEE Type I Exciter 
The IEEE exciter model  [70] is given by the set of equations in (4.12). Here, E  is 
the excitation signal, fR  is the feedback amplifier signal and ( )RV k  is the voltage 
regulator signal. ,  ,  E F AT T T  are the corresponding time constants and ,  ,  E F AK K K  are 
the gains. The exciter saturation function ( )ES E  is modeled as SATB ESATA e . refV  is the 
constant voltage reference. 
 
( )( )
( )
min max
E E E fd R
F
F F F
F
A F
A R R A f A ref T
F
R R R
T E K S E E V
KT R R E
T
K KT V V K R E K V V
T
V V V
•
•
•
= − + +
= − +
= − + − + −
≤ ≤
  (4.12) 
The list of inputs, outputs and parameters to the exciter block in discrete time is given 
below. Consider k as the previous time-step and k+1 as the next time-step. 
• Inputs for reset map: ( )τ +TV , ( ) ( )/ ,  τ τ +GEN GENd d  
• Outputs for reset map: ( )τ +E , ( )τ +FR , ( )τ +refV  
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• Inputs during simulation: ( )TV k  
• Outputs during simulation: ( )1+E k , ( )1+FR k , ( )1+RV k  
• Constants: ,  ,  E F AT T T , ,  ,  E F AK K K , min max,  R RV V , ,  SAT SATA B  
• Set points for continuous control: ( )refV k  
The excitation signal is passed as an input to the generator block, while the terminal 
voltage magnitude is derived from the output of the network block. 
 
Exciter Switching: If a generator is tripped offline, or brought into service, the 
corresponding excitation system has to be switched as well. For this reason, generator 
status GENd  at time intervals /τ  and τ +  are added as inputs to the excitation system. If 
{ }, , ,=EX F R refx E R V V  the following logic statement is added to the model: 
If ( ) 1/GENd τ =  And ( ) 0GENd τ + =   
Set EXx = ∅  
If ( ) 0GEN kδ =  And ( )1 1GEN kδ + =   
Compute ( )EXx k+  From (4.4) 
 
Frequency Regulation System 
Generator configurations vary while considering different power system 
topologies, especially when allowing islanded system operation. A single generator might 
supply an isolated island, or may operate in conjunction with other generation sources. 
As a result, the governor system has to accommodate load-following or droop control 
when several generators operate in parallel, as well as AGC when a generator 
independently regulates the frequency of a power system or maintains the frequency to a 
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set point in parallel operation with droop-controlled generators. Hence, both droop 
regulated and AGC with droop regulation functionality is provided for the governor 
systems of each generator. The mode of governor operation and the generation set points 
are determined by the Simulation Control Logic block depending on the current power 
system topology. Note that the frequency regulation system has been developed using 
Simulink signal blocks, without describing the dynamics in Mathematica. 
 
Droop Regulation Model 
Figure 18 shows the droop regulation block, where rD  is the droop constant, GK  
is the integrator gain and mT  is the mechanical power signal for the generator. The input 
signals are speed error ω∆  and load reference in p.u. 
 
Figure 18: Block diagram of droop control with load reference set point. 
 
AGC Model 
When multiple generators operate in parallel, the speed-droop characteristic with 
a load reference set point establishes the proportion of load picked up generator. However 
the system frequency maintains a steady state error, which is removed by adding another 
integral controller. The generators with AGC regulate their output to drive the system 
frequency error to zero, after a steady state has been established on the generators with 
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load reference set points  [80]. Figure 19 gives a schematic of the AGC control block. The 
proportional constant is AGCK . 
 
Figure 19: Schematic of droop control with AGC. 
The inputs, outputs and parameters of the frequency regulation system are listed 
below. rL  is the load reference value in p.u. while GOVd  is a binary vector of size two 
indicating the status of the droop regulation and the AGC governor blocks. These signals 
are generated from the Simulation Control Logic block. The list of inputs, outputs and 
constant parameters of the governor block in discrete time is given below. 
• Inputs for reset map: ( )/ω τ , ( )/τGOVd , ( )τ +GOVd , ( ) ( )/ ,  τ τ +GEN GENd d  
• Outputs for reset map: ( )τ +mT , ( )τ +rL  
• Inputs during simulation: ( )ω k  
• Outputs during simulation: ( )1+mT k  
• Constants: ,  ωs rD , ,  G AGCK K  
• Continuous control set points: ( )rL k  
If a particular governor block is disabled, its output mT  is set to null. When a 
governor is enabled, the initial condition ( )/ω τ , ( )/τrL  is set to nominal values (60 Hz), 
while ( )τ +mT  is computed from (4.4).  
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Induction Motor 
Neglecting the magnetizing inductance and stator impedance, the electro-
mechanical dynamics of an induction motor  [81] is given by equation (4.13). Here, sl is 
the slip of the induction motor, IMH  is the inertia constant and tV  is the voltage 
magnitude at the terminal bus. rR  and rX  is the equivalent resistance and inductive 
reactance of the rotor referred to stator side, while mP  is the mechanical power drawn 
from the motor. The real and reactive power drawn by the induction motor is given by 
equation (4.14). The inputs, outputs and parameters of the induction motor in discrete 
time are listed below. 
 ( )2 2 2 2
11• − 
= − + 
r
m t
IM r r
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  (4.14) 
• Inputs for reset map: ( )τ +TV , ( )/τMP , ( )τ +MP , ( )/τMOTd , ( )τ +MOTd  
• Outputs for reset map: ( )τ +sl , ( )τ +IMP , ( )τ +IMQ  
• Inputs during simulation: ( )TV k  
• Outputs during simulation: ( )1+sl k , ( )1+IMP k , ( )1+IMQ k  
• Constants: IMH , ,  r rR X  
The status of the motor at time-instants /τ  and τ +  is indicated by the binary 
variables ( )/τMOTd  and ( )τ +MOTd . 
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Induction Motor Switching 
The discrete events involving induction motors may be any of the following: 
i. Discrete load shedding: The mechanical load mP  is changed in discrete 
steps. The continuous state variable sl is continuous through this 
transition. Complete motor load may be dropped, in which case the motor 
outputs will take finite time to reach zero, as an effect of the motor inertia. 
Here, ( ) ( )/ 1τ τ += =MOT MOTd d  . 
ii. Motor trip off: In this case, ( )/ 1τ =MOTd  and ( ) 0τ + =MOTd . 0=sl , IMP  
and IMQ  are set to zero. 
iii. Motor brought online after trip off: In this case, /( ) 0τ =MOTd  and
( ) 1τ + =MOTd . The initial condition is set as ( ) 0τ + =sl , hence this is a 
case when the continuous state is reset through a transition. 
 
 
Li Ion Battery 
Li-Ion based battery systems are usually preferred for high power capacity storage 
applications in islanded power systems, due to higher energy densities and reasonable 
costs. Assume that the battery bank is connected to the network through a power 
electronics interface comprising of a Buck-Boost DC-DC converter and a voltage source 
PWM based inverter. Both the power electronics devices are bi-directional, thus 
permitting charging and discharging. The inverter regulates the active and reactive power 
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output of the battery bank according to the instantaneous power demand, while 
maintaining a pre-specified voltage and/or frequency on the system bus. The DC-DC 
converter provides a constant DC voltage to the inverter input. The battery inverter 
operates in voltage control mode regulating the magnitude and phase of its output 
voltage. Figure 20 shows a schematic of the interconnection. 
 
Figure 20: Interconnection of Li-Ion battery bank to grid through power electronics 
interface. 
The power injection of the battery into the network is given as  [82] 
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  (4.15) 
Here, GBP  and GBQ  are real and reactive power injected by the battery. invV  and 
δB  is the voltage magnitude and angle at the inverter output, while TV  and θT  is the 
voltage magnitude and angle at the grid interconnection. battI  is the d.c. output current of 
the battery, and LX  is the grid side inductance resulting from a filter circuit. 
The switching dynamics of the power electronics interface is much faster than the 
state of charge dynamics of the battery and neglected for supervision problems with a 
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time horizon of several seconds. In this case, the power electronics interface can be 
modeled by an inverter control loop which regulates the real and reactive power injection 
into the network. The inverter control loop is analogous to exciter and governor control 
of a generator, the difference being the very fast response of the battery subsystem due to 
the negligibly small time-constants of the dynamics involved with the power electronics 
system.  
Assuming zero losses in the interface, the current output of the battery in given by 
 = GBbatt
batt
PI
V
  (4.16) 
The Li-Ion battery model presented here is derived from  [83],  [84]. Figure 21 
shows the equivalent electrical circuit of the battery. The two separate circuits are linked 
by a voltage controlled voltage source and a current controlled current source. The 
capacitor CAPC  and current controlled current source model the capacity, State of Charge 
(SOC) and runtime of the battery. The RC elements simulate the dynamic response.  
 
 
Figure 21: Equivalent electrical circuit of a Li-Ion battery  [83]. 
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The state equations are given in (4.17) and the input-output relationship in (4.18). 
The function ( )CCAPg V  describes the relationship between the battery state of charge and 
the battery open circuit voltage. The function is implemented as by curve fitting the data 
given in  [83]. 
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  (4.17) 
 ( )= + + +Batt CCAP CTS CTL S BattV g V V V R I   (4.18) 
The inputs, outputs and parameters of the dynamic battery model in discrete time are 
listed below: 
• Inputs for reset map: ( )/τBattV , ( )/τGBP , ( )τ +GBP , ( ) ( )/ ,  τ τ +BATT BATTd d  
• Outputs for reset map: ( )τ +CCAPV , ( )τ +CTSV , ( )τ +CTLV , ( )τ +BattV  
• Inputs during simulation: ( )BattV k , ( )1+GBP k  
• Outputs during simulation: ( )1+CCAPV k , ( )1+CTSV k , ( )1+CTLV k , ( )1+BattV k  
• Constants: ,  ,  ,  ,  ,  TS TL S TS TL CAPR R R C C C   
Here, ( )1+BattI k  is computed from (4.15) and (4.16). The battery operates in two 
discrete states given by the binary status variable BATTd  – discharging and disconnected. 
The charging mode of operation has not been considered in the supervisory controller 
formulation, although the charging mode can be handled by the model. BattI  is negative 
when the battery charges, and positive when it discharges.  
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Battery Switching 
Let { , , }=Batt CCAP CTS CTLx V V V . The following transitions are considered: 
i. Disconnected to discharging: ( ) 0+ =Battx τ , ( ) 0+ =BattI τ  
ii. Discharging to disconnected: ( ) *+ =Batt Battx τ x , ( ) 1+ =BattV τ  
where ∗BATTx  is a vector of pre-specified initial conditions for the battery representing a 
fully charged state. 
 
Static Load Model 
Static loads are modeled as constant impedance loads. The real and reactive 
power outputs of a load with resistance R and reactance X with respect to terminal 
voltage TV  are given as 
 
2 2
2 2 2 2,  = =+ +
T TV R V XP Q
R X R X
  (4.19) 
The inputs, outputs and parameters of the static load block at discrete time-interval 
( )1+k  are: 
• Inputs: ( ) ( ) or +T TV k V τ  
• Outputs: ( )P k  , ( )Q k  
• Parameters: R, X  
Disconnection of static loads is modeled by setting the real and reactive power outputs to 
zero. 
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Network Model 
Consider an n-bus power system with generators connected at buses 1,…,m. The 
real and reactive power flow equations at the ith bus are given by 
 
( ) ( )
( ) ( )
1
1
cos sin
sin cos
=
=
 − = − + − 
 − = − − − 
∑
∑
n
Gi Di i j ij i j ij i j
j
n
Gi Di i j ij i j ij i j
j
P P VV G θ θ B θ θ
Q Q VV G θ θ B θ θ
  (4.20) 
Here, GiP  and GiQ  are the real and reactive power injection into bus i. DiP  and DiQ  are 
the real and reactive power demand on bus i. iV  and iθ  are the voltage magnitude and 
angle at bus i. ijG  and ijB  are the conductance and susceptance of the branch between 
buses i and j. Let the right hand sides of equation (4.20) be denoted by ( ),i i iP θ V  and 
( ),i i iQ θ V  respectively. 
If bus i is a generator bus, the expressions for real and reactive power injections 
can be replaced by (4.11), i.e. 
 
( ) ( ) ( )
( ) ( ) ( )
'
1
2
' '
1
sin
cos sin
cos
sin cos
=
=
−  − = − + − 
−  − + − = − − − 
∑
∑
n
i i i i
Di i j ij i j ij i j
jdi
n
i i i ii
Di i j ij i j ij i j
jdi di
E V δ θ
P VV G θ θ B θ θ
X
E V θ δV Q VV G θ θ B θ θ
X X
  (4.21) 
Expanding by Taylor’s series and neglecting the higher order terms, the set of non-linear 
equations in (4.20) and (4.21) can be solved for unknowns ,θ V  by Newton-Raphson 
method by the following iterative procedure in (4.22). The matrix of differentials is a 
×m m  symmetrical matrix called the Jacobian. Denote the Jacobian as J. The right hand 
side of (4.22) are called the mismatch equations. 
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( ) ( )
( ) ( )
11
,
,
,  ++
∂ ∂ 
   − −∆ ∂ ∂ =     ∆∂ ∂ − −      
 ∂ ∂ 
= + ∆ = + ∆
ν
νν
G D
G D
v ν νv ν ν
P P
P θ V P Pθθ V
VQ Q Q θ V Q Q
θ V
θ θ θ V V V
  (4.22) 
Consider that the islanded power system has multiple tie lines to enable further 
islanding, i.e. sections of the system can operate isolated from each other. Denote the 
autonomous configurations of the network as 1,..., κI I . Correspondingly, the vectors of 
unknown voltage variables are 1,..., κV V . The Jacobians are given by 1,..., κJ J  and the 
mismatch equations are 1,..., κf f .  
Using the Mathematica function CreateNetworkMEX the expressions 1,..., κV V , 
1,..., κJ J  and 1,..., κf f  are symbolically generated. At each time step, status of tie-lines 
indicates the islanded configurations of the network. The numerical values of network 
admittances, generator rotor angle and excitation voltage, as well as real and reactive 
power demand of loads at each bus are treated as input. Substitution of these values 
reduces the symbolic equations in (4.22) to a set of linear equations of the form 
 ( ) 1,  +∆ = = + ∆νν ν ν ν νA x B x x x   (4.23) 
where ∆ νx  are computed increments for unknowns x at the ν th iteration. The set of 
equations in (4.23) are solved by Cholesky decomposition by calling a linear solver 
routine linsolv.c. The number of iterations is pre-specified as an argument to the network 
function.  
In summary, the Mathematica function CreateNetworkMEX is used to create the 
C-file that solves the power flows of the system accepts the following arguments: 
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i. Branch data: From bus reference numbers of each branch, to bus reference 
numbers of each branch, conductance and susceptance of each branch. 
ii. Generator data: Reference number of generator buses, number of 
generators connected to each generator bus, reference number of each 
generator connected to each generator bus. 
iii. Topology data: Number of islands in each configuration, reference 
numbers of each bus in each island. 
iv. Tie line data: Branch data of each tie line in each configuration 
 
Figure 22: Interaction of network component with generation and load components 
Figure 22 shows the interaction of the algebraic network block with dynamic as 
well as algebraic components of the power system. The inputs, outputs and parameters of 
the Simulink network block are as follows: 
• Inputs for reset map: ( ) ( )/ /,  τ τbr brG B , ( ) ( )/ /,  τ δ τge geE , ( ) ( ),  τ τ+ +GEN GOVd d , 
( )τ +MOTd , ( ) ( ),  τ τ+ +lo loP Q  
• Outputs for reset map: ( )θ τ +bu , ( )+buV τ  
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• Inputs during simulation: ( ) ( ),  br brG k B k , ( ) ( ),  δge geE k k , ( ) ( ),  GEN GOVd k d k , 
( )τ +MOTd , ( ) ( ),  lo loP k Q k  
• Outputs during simulation: ( )θ τ +bu , ( )+buV τ  
• Constants: ( )+buV τ   
The subscripts are as follows: “br” stands for network branches, “ge” stands for 
generators in the network, “lo” stands for all loads connected to network buses and “bu” 
stands for network buses. G and B stand for branch conductance and susceptance, E and 
δ  stand for generator exciter output and rotor angle, P and Q stand for real and reactive 
power demand, 'dX  stands for the internal reactance of the generator stator winding, V , 
θ  stand for the voltage magnitude and angle at network buses and GENδ  denotes binary 
variables that represent the service status of generators. 
 
Generator Turn Off 
In the network model, the power injection into the network is expressed as a 
function of generator dynamic variables. This is equivalent to introducing the generator 
impedance into the network admittance matrix, i.e. the network power flow equations are 
functions of the generator impedance. This complicates calculations for the cases when a 
certain generator is tripped offline, but eliminates the need to consider a swing bus to get 
rid of the translational symmetry in the power flow equations. If the power injections 
were treated as numerical inputs to the network block at every time step, generator turn 
off could be modeled by setting the corresponding injections to zero. The generator 
injection expressions for a generator connected at bus i are repeated below for 
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completeness. Consider a network with m buses, where the Jacobian is a 2 2×m m  matrix. 
Equation (4.24) shows the terms in the Jacobian that are a function of generator variables 
corresponding to a generator at bus i.  
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  (4.25) 
To model the disconnection of generator i at time-step ( )1+k  the following 
changes are made in the mismatch equations and Jacobian: 
i. Set ( ) ( )/ /=i iE τ V τ  and ( ) ( )/ /=i iδ τ θ τ  in the mismatch equations. Hence 
( ) ( )/ / 0= =Gi GiP τ Q τ   
ii. Set ( ) ( )/ /=i iE τ V τ  and ( ) ( )/ /=i iδ τ θ τ  in the ( )×i i , ( )( )× +i m i , 
( )( )+ ×m i i  and ( ) ( )( )+ × +m i m i  terms of the Jacobian. This reduces the 
expressions corresponding to generator i to equation (4.26). 
 
( )2 /
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/
'
,    0,
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−∂ ∂
= =
∂ ∂
∂ ∂
= = −
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iGi Gi
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i i di
V τP P
θ VX
Q Q V τ
θ V X
  (4.26) 
iii. Change the ( )×i i  and ( ) ( )( )+ × +m i m i  terms of the Jacobian as shown 
in equation (4.27) 
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  (4.27) 
A flowchart of calculations performed in the network block is presented in Figure 23. 
The computations are embedded in the Mathematica package CreateNetworkMEX. The 
usage of the package is shown in Figure 24 to generate the C-function for the power 
system network described in Sections  4.5 and  5.1. Note that the underlying code is not 
displayed. 
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Figure 23: Flowchart describing the implementation of the network component 
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Figure 24: Illustration of usage of CreateNetworkMEX to generate network models as 
detailed in the section above. The actual code within CreateNetworkMEX is not displayed 
 
Simulation Control Logic Block 
The simulation control logic block acts as the interface between the DES 
controller and the switched continuous system. The discrete states are mapped to a vector 
with the status of power system components and provided as a look up table to this block. 
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In essence, the simulation control block communicates with the switched differential 
system through these signals: 
• GENd , specifying whether a generator is ON or OFF – signal sent to 
generator, exciter, governor and network blocks 
• GOVd , specifying whether a governor is on isochronous or droop control 
setting – signal sent to governor block. 
• rL , load setpoint of governor under AGC control – signal sent to governor 
block. 
• BATTd , specifying whether the battery is disconnected or discharging – signal 
sent to UPS block and vital load block. 
• ,  P Q , real and reactive power injections for the ship service loads – signal 
sent to network block. 
• MOTd , specifying whether the propulsion motor is ON or OFF – signal sent 
to induction motor band network block. 
• MP , real power load on the propulsion motor when it is ON – signal sent to 
induction motor block and network block. 
• ,  br brG B , indicates the conductance and susceptance on each branch. A value 
of zero specifies that a branch has been tripped off. This signal is sent to the 
network block. 
At the time intervals specified for controlled discrete transitions, the values of the 
continuous system ( ) ( ) ( ){ }/ / /, ,τ τ τx y u  are saved from the previous time instant. The 
simulation control block receives the discrete state the automaton accepts a transition to
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( )τ +q . It calls the network block by passing the values ( ) ( ) ( ) ( ){ }/ / /, , ,τ τ τ τ+q x y u  to 
determine the algebraic solution of the reset map ( )τ +y . The set of values 
( ) ( ) ( ) ( ){ }/ /, , ,τ τ τ τ+ +q y x u  are now passed to the continuous dynamical blocks to 
determine the complete reset map ( ) ( ) ( ) ( ){ }, , ,τ τ τ τ+ + + +q y x u . The simulation is now 
re-started with these as initial conditions and re-setting the time step to k.  
The simulation control block detects disturbances in the system or takes user 
inputs to generate exogenous transitions by a reverse mapping of the signals listed above 
to the corresponding edge of the transition. This uncontrolled transition signal σ e  is 
passed to the DES control block. 
Consider rL  as the load reference set point of each governor not on AGC control. 
The load reference set point for a generator during time interval ( )1+k  is computed 
according to participation factor as follows: 
i. Determine the total loading in an island ( )1+DTOTP k   
ii. Determine the total maximum real power rating of all generators in service 
in the island ( )1+GMAXTOTP k . 
iii. Assign the largest generator in the island with AGC. If there is only one 
active generator in the island, assign it AGC. 
iv. Let the rating of a generator on load reference control be GRATEP . Set 
( ) ( ) ( )
1 1
1
+ = × +
+
GRATE
r DTOT
GMAXTOT
PL k P k
P k
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4.5 BENCHMARK POWER SYSTEM 
The benchmark islanded power system is now introduced. The power system is an 
abstraction of a notional Integrated Power System (IPS) architecture of the DDG-1000 
class of destroyer. A schematic is presented in Figure 25.   
 
Figure 25: Benchmark islanded system: Abstraction of a shipboard power system 
The power system consists of the identical Port (P) and Starboard (SB) sides, 
connected through a tie-line. Opening the breakers on both ends of the tie-line would 
create two separate autonomous islands. The majority of the loading is by the Propulsion 
Motors (PM) which are modeled as induction motors. A Main Turbine Generator (MTG) 
and a Auxiliary Turbine Generator (ATG) is connected on each generator bus. The loads 
are prioritized as Vital Load (VL) and Non-vital Load (NVL). The maximum static non-
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vital load on the system is 4 MW, 3 MVAr. Vital loads are provided with a 10 min. 
Uninterrupted Power Supply (UPS) backup, modeled by a Li-Ion battery bank (BB) with 
power electronics interface. In addition, the vital load can be switched between port and 
starboard sides, in case of stressed conditions on one side. The branches are denoted as: 
Starboard Propulsion Motor Branch (SBPMB), Starboard Non-Vital load Branch 
(SBNVB), Port Propulsion Motor Branch (PPMB), Port Non-Vital load Branch (PNVB) 
and Tie Line (TL). 
 
Table 4: Discrete status of benchmark power system components  
Component Status 
Main Turbine Generator Starboard MTGSB 0 1 - 
Main Turbine Generator Port MTGP 0 1 - 
Auxiliary Turbine Generator Starboard ATGSB 0 1 - 
Auxiliary Turbine Generator Port ATGP 0 1 - 
Non-vital Load Starboard NVLSB 0 1 - 
Non-vital Load Port NVLP 0 1 - 
Propulsion Motor Starboard PMSB 0 1 2 
Propulsion Motor Port PMP 0 1 2 
Tie Line TL 0 2 - 
Starboard Propulsion Motor Branch SBPMB 1 2 - 
Starboard Non-vital Load Branch SBNVB 1 2 - 
Port Propulsion Motor Branch PPMB 1 2 - 
Port Non-vital Load Branch PNVB 1 2 - 
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Component Status 
Vital Load and Battery Bank VL 1 2 3 
 
Table 4 shows the discrete status of certain components of the benchmark shipboard 
power system. The status values have the following significance:  
• MTGSB, MTGP, ATGSB, ATGP: 0 implies generator is tripped offline, 1 
implies generator is brought into service. 
• PMSB, PMP: 0 implies that the entire propulsion load is dropped, 1 
implies that the maximum loading is restricted to half load, 2 implies that 
the maximum loading can be full load. 
• NVLSB, NVLP: 0 implies that the entire non-vital load is dropped, 1 
implies that maximum power can be drawn by the non-vital loads 
• TL: 0 implies tie-line breakers are open on both sides, 2 implies tie line 
breakers are closed on both sides. 
• SBPMB, SBNVB, PPMB, PNVB: 1 implies that the branch admittance is 
reduced to 1/3. This condition can exist for a symmetrical three-phase 
open circuit on one of the 3 parallel feeders that make up the branch. 1 
implies all 3 feeders are in service. 
• VL: The vital load and battery bank operates as a single component.1 
implies that the vital load is disconnected from the grid and is being fed by 
the battery bank, 2 implies the vital load is connected to starboard and 
battery is disconnected, 3 implies that the vital load is being supplied from 
the port side and battery is disconnected. 
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4.6 SIMULATION EXAMPLE 
A simulation example with multiple user-generated events is presented in this 
section. Figure 26 shows plots for the frequency at bus 2, voltage magnitude at bus 5 and 
slip of the starboard side propulsion motor. 
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Figure 26: Simulation plots for a sequence of 3 discrete events. 
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Under nominal condition, the tie line is open and the vital load is supplied by the 
starboard side, while the battery is disconnected. The system reaches steady state after 
start-up. At 10s, there is a line fault on the starboard propulsion motor branch, and the 
impedance is reduced to 1/3. At 10.5 s, corrective action is taken by closing the tie line. 
At 20 s, there is a second disturbance; the ATG on port is tripped off. The generation is 
unable to supply the reactive power consumed by the line and the loads, and the voltages 
start drifting. Around 27 s, the system fails. 
Figure 27 shows the same scenario, with an additional corrective action taken at 
25 s. The propulsion load on starboard side is limited to half load. This causes the 
voltages to recover and the system reaches a steady state. Note that the corrective 
scenario described is selected arbitrarily by the user, and is not the result of controller 
calculations. This demonstrates the capability of the simulation tool to handle sequences 
of discrete actions which create discontinuities in continuous state and algebraic 
variables. shows enabling of discrete transitions by changing the component status 
vector. Generally, each component status vector is associated with a discrete state.  
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Table 5: Change in component vector to create a sequence of discrete actions 
Component Status 
    0-10s 10-10.5s 10.5-20s 20-25s 25-30s 
Main Turbine Generator Starboard MTGSB 1 1 1 1 1 
Main Turbine Generator Port MTGP 1 1 1 1 1 
Auxiliary Turbine Generator 
Starboard ATGSB 1 1 1 1 1 
Auxiliary Turbine Generator Port ATGP 1 1 1 0 0 
Non-vital Load Starboard NVLSB 1 1 1 1 1 
Non-vital Load Port NVLP 1 1 1 1 1 
Propulsion Motor Starboard PMSB 1 1 1 1 0.5 
Propulsion Motor Port PMP 1 1 1 1 1 
Tie Line TL 0 0 2 2 2 
Starboard Propulsion Motor Branch SBPMB 2 1 1 1 1 
Starboard Non-vital Load Branch SBNVB 1 1 1 1 1 
Port Propulsion Motor Branch PPMB 1 1 1 1 1 
Port Non-vital Load Branch PNVB 1 1 1 1 1 
Vital Load VL 2 2 2 2 2 
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Figure 27: Simulation plots for a sequence of four discrete events 
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5 CASE STUDIES IN DAMAGE MITIGATION OF SHIPBOARD POWER 
SYSTEMS 
5.1 BENCHMARK POWER SYSTEM MODEL 
The supervisory controller concepts outlined in Chapter  3 are demonstrated through 
the benchmark shipboard islanded system described in Chapter  0. A single line diagram 
of shipboard power system is shown in Figure 28. Main Turbine Generator Starboard 
(MTGSB), Main Turbine Generator Port (MTGP), Auxiliary Turbine Generator 
Starboard (ATGSB) and Auxiliary Turbine Generator Port (ATGP) are designed as 
generators 1, 2, 3 and 4 respectively. Although the propulsion motors are rated at 36 
MW, maximum loading is taken to be 90% or 32 MW, whereas half load is taken as 18 
MW. 
 
Figure 28: Benchmark islanded power system: Abstraction of a shipboard power system 
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5.1.1 Continuous State System 
For the sake of completeness, the differential algebraic equations for the 
benchmark power system, developed in Section  4.4.2 0 are repeated here in the context of 
controller case studies. Generator dynamics are given by equations (5.1) - (5.2). Subscript 
i denotes generator number, i.e. 1,.., 4=i , while subscript j denotes the bus number, i.e. 
1=j  for 1,3=i  and 2=j  for  2, 4=i . The real and reactive power output of generator i 
connected to terminal bus j is given by (5.3). 
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( )
'
sin2 δ θ
ω
ω
• −
= − i Tj i Tji i Mi
s di
EVH T
X
  (5.2) 
 
( )
( )
'
2
' '
sin
cos
δ θ
θ δ
−
=
−
= − +
i Tj i Tj
Gi
di
i Tj i Tji
Gi
d di
EV
P
X
EVVQ
X X
  (5.3) 
Exciter dynamics of the IEEE Type I exciter is given by equations (5.4) -(5.6). 
Voltage regulator limits are depicted in (5.7). Subscript i denotes generator number, i.e. 
1,.., 4=i  and j indicates the terminal bus number. 
 ( )( )
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= − + +Ei i Ei Ei i i RiT E K S E E V   (5.4) 
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 min max≤ ≤Ri Ri RiV V V   (5.7) 
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For the governor of the ith generator with load frequency regulation provided by 
load set-point, the dynamic equation is given by (5.8). If the governor is operating on 
Automatic Generation Control (AGC), the dynamic equation is (5.9). 
 ( )1 1ω ω
•
= − −mi LRi i s
Gi Di Di
T u
K K K
  (5.8) 
 ( )1 1ω ω ω
•• • •
+ = − − −mi mi AIi i s i
Gi Di Di
T T K
K K K
  (5.9) 
Here, DK  is the droop constant, AIK  is the integral constant, while LRu  is the load 
set-point input. The governor valve limits are given by (5.10). 
 min max  1,.., 4≤ ≤ =mi mi miT T T i   (5.10) 
The induction motor dynamical equation for a motor connected to bus i is given 
by (5.11), whereas the real and reactive power demand of the motor as a function of slip 
is shown in (5.12). Equations (5.13) - (5.15) characterize dynamics of the Li-Ion battery 
bank, and (5.16) depicts its output terminal voltage. 
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 ( )= + + +Batt CCAP CTS CTL S BattV g V V V R I   (5.16) 
The real and reactive power demand of static constant admittance loads is a 
function of the terminal bus voltage i and is given by (5.17).  
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In addition, the algebraic equations of the network are given by  
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The dynamical equations of the benchmark shipboard system are (5.1) - (5.2), 
(5.4) - (5.6), (5.8) - (5.9), (5.11) and (5.13) - (5.15). The algebraic equations are (5.3), 
(5.7), (5.10), (5.12) and (5.17)-.(5.18). The continuous states of the islanded shipboard 
system where all generators and induction motors are active are listed below. All 
quantities are in per unit.  
• ,  1,..., 4δ =i i , generator rotor angle, 
• ,  1,...4ω =i i , generator speed, 
• ,  1,..., 4=iE i , excitation voltage, 
• ,  1,..., 4=fiR i , exciter rate feedback, 
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• ,  1,..., 4=RiV i , voltage regulator, 
• ,  1,..., 4=miT i , mechanical torque, 
• ,  
•
∈mj AGCT j G , where AGCG  is the set of generator numbers with governors on 
AGC control,  
• ,  5,6=is i , slip of induction motors at buses 5 and 6, 
• ,  ,  CCAP CTS CTLV V V , voltages across the equivalent capacitances in the Li-Ion 
battery model. 
The algebraic variables are listed below: 
• 1 6,...,V V , bus voltages magnitudes, 
• 1 6,...,θ θ , bus voltage angles. 
The continuous inputs to the dynamical system are: 
• ,  1,..., 4=refiV i , excitation reference, 
• ,  ∈LRj LRu j G , where LRu  is the load reference set-point and LRG  is the set of 
generator numbers with governors on load reference control, 
• ,  5,6=miP i , mechanical load on induction motors, 
• BattI , battery charging or discharging current. 
The constant parameters of the dynamic equations are: 
• ωs , the synchronous speed 
• ,  1,..., 4=iH i , generator inertia constant 
• ' ,  1,..., 4=diX i , equivalent stator transient reactance of the generators, 
• ,  ,  ,  1,..., 4=Ei Fi AiK K K i , exciter gains, 
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• ,  ,  Ei Fi AiT T T , 1,..., 4=i , exciter time constants,  
• ,  ,  ,  1,..., 4=Gi Di AIiK K K i , governor gains, 
• min max, ,  1,..., 4=Ri RiV V i , exciter saturation limits, 
• min max, ,  1,..., 4=mi miT T i , governor saturation limits,  
• ,  5,6=IMiH i , inertia constant of induction motor, 
• , ,  5,6=ri riR X i , equivalent admittance referred to rotor side of induction 
motor, 
• ,  ,  ,  ,  TS TS TL TL SR C R C R , equivalent R and C time constants of the Li-Ion 
battery model. 
This concludes the modeling description of the continuous state dynamical 
system. 
5.1.2 Discrete States 
Discrete states of the shipboard power system are indexed by the discrete status of 
power system components. The components considered for the supervision problem and 
their possible discrete status are listed in Table 6. Assume that discrete disturbances can 
change the status of any of the above components, whereas control actions activated by 
the supervisory controller can change the status of the following controllable 
components: Non-vital Load Starboard (NVLSB), Non-vital Load Port (NVLP), 
Propulsion Motor Starboard (PMSB), Propulsion Motor Port (PMP), Tie Line (TL), Vital 
Load and battery bank (VL). 
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Table 6: Possible discrete status of each component in benchmark power system 
Component Symbol Possible Discrete Status 
Main Turbine Generator Starboard MTGSB In service, offline 
Main Turbine Generator Port MTGP In service, offline 
Auxiliary Turbine Generator 
Starboard 
ATGSB In service, offline 
Auxiliary Turbine Generator Port ATGP In service, offline 
Non Vital Load Starboard NVLSB Serviced, disconnected 
Non Vital Load Port NVLP Serviced, disconnected 
Propulsion Motor Starboard PMSB Full load, half load, disconnected 
Propulsion Motor Port PMP Full load, half load, disconnected 
Tie Line TL Connected, disconnected 
Starboard Propulsion Motor Branch SBPMB Nominal, faulted  
Starboard Non-vital Load Branch SBNVB Nominal, faulted 
Port Propulsion Motor Branch PPMB Nominal, faulted 
Port Non-vital Load Branch PNVB Nominal, faulted 
Vital Load and battery VL Serviced by: port, starboard, battery 
 
The discrete status of generators indicates whether the source is online or tripped 
off. Non-vital static loads can be online or shed entirely. The induction motors can 
operate at full load, can be restricted to half load or can be tripped off. The tie line can be 
connected or disconnected. A faulted status of the non-tie branches represents a fault 
   125
which reduces the admittance of the branch to 1/3 of nominal value. Disturbances with 
faults on more than one branch are not considered i.e. topologies where more than one 
branch is faulted is not considered within the indexed list possible discrete modes. Hence 
the total number of discrete states is 7 32 3 5 17280× × = . 
5.2 CHARACTERIZATION OF DISCRETE STATES 
Each discrete state is now characterized into the following categories by 
evaluating the performance of trajectories in a sample of the continuous domain of the 
discrete state starting with a nominal initial condition in that state:  
• Safe – At least one set of stable equilibria exist in the continuous domain of 
these discrete states and the system trajectories appear to reach the region of 
attraction of the stable equilibria within the time-horizon of simulation. Safe 
discrete states generally preserve the balance of real and reactive power 
between generation and load. 
• Unsafe – The automaton makes an uncontrolled transition to another discrete 
state before the time-horizon of simulation. A subset of this domain allows 
continuous evolution for some finite time. Unsafe discrete states generally 
have an unbalanced condition of real and reactive power and allow the 
trajectories to evolve till the continuous controller reach saturation 
• Failed – No continuous evolution is possible, characterized by a null reset 
map. These discrete states generally show singularity in the network Jacobian 
even while allowing the network injections to be modulated. 
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For every discrete state ∈q Q , the performance of the trajectory is evaluated by 
selecting a discrete state  ( )/τq  before the transition. A transition is then accepted such 
that  ( )  ( )( )/ ,τ τ σ+ ∈ sq q  at t=5 seconds. The performance of the trajectory in ( )omD q  is 
evaluated till t=15 seconds. If the continuous system does not generate an uncontrolled 
transition within 15s denote the number of time intervals between t=5 seconds to t=15 
seconds as N. Otherwise, denote the number of time intervals between t=5 seconds and 
the time interval of the uncontrolled transition as N. The performance is evaluated 
through (5.19). 
 
( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( )
1
1 , 1, 2
1
3 4
5 6
7 , , 8 ,
        
        
       
     
−
−
=
+ + + +
+ + +
= − + −
+ + +
+ + +
− + −
+
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N
ss k i k i k s
k
NVLSB NVLP PMSB PMP
PMSB PMP Batt
N i nom i N nom i
FAIL
J μ V V μ ω ω
μ η τ η τ μ η τ η τ
μ φ τ φ τ μ η τ
μ V V μ ω ω
ν
  (5.19) 
Here, i = 1,..,6 is the number of network buses  
1 2µ µ−  are the weights associated with the overall variance of the voltage at each bus 
and the system frequency during the simulation. Note that if the tie-line is disconnected, 
the frequency on the two isolated systems is considered separately. 
7 8µ µ−  are the weights associated with the final state of the trajectory 
FAILν  is a large weight associated with the failed state if  the reset map in the state after 
the transition is null, i.e.,  ( ) ( ) ( ) ( )( ), , ,τ τ τ τ+ + + + = ∅R q x y u   
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3 6µ µ−  are the penalties associated with the system topology related to the discrete state 
such that 
• ( ) 1,  if NVLSB is shed0, if NVLSB is servicedη τ
+ = 

NVLSB   
• ( ) 1,  if NVLP is shed0, if NVLP is servicedη τ
+ = 

NVLP   
• ( ) 1,  if the entire mechanical load on PMSB is dropped0, otherwiseη τ
+ = 

PMSB   
• ( ) 1,  if the entire mechanical load on PMP is dropped0, otherwiseη τ
+ = 

PMP   
• ( ) 1,  if the mechanical load on PMSB is restricted to half load0, otherwiseϕ τ
+ = 

PMSB   
• ( ) 1,  if the mechanical load on PMP is restricted to half load0, otherwiseϕ τ
+ = 

PMP   
• 
1,  if the battery is discharging
0, otherwise
η

= 

Batt   
The discrete state q  is selected as follows: 
Step 1. Initialize the bus admittances. Initialize the real and reactive power loads 
at buses 3 – 6. The propulsion motor loads are taken as the maximum 
allowable load for the given topology.  
Step 2. Select the reference generator. Consider the following cases: 
a. Tie line disconnected: The power system consists to two autonomous 
islands on the port and starboard sides. Select the MTG’s on each 
side as the reference generator. If the MTG is offline, select the ATG. 
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b. Tie line connected: All buses form one contiguous system. The order 
of ascendance for selecting a reference generator, based on the 
availability is: MTGSB, MTGP, ATGSB, ATGP. 
Consider the discrete state where all generators are on-line, all loads are online 
with the induction motors on full load, the tie line is connected and the vital load is being 
supplied from the starboard side. This state is determined to be a safe set. Table 7 shows 
values of steady state parameters calculated for the discrete state described above. All 
values are in p.u., except bus voltage angle θ ’s and rotor angle 'sδ , which are in rad/s. 
 
Table 7: Steady state values for a sample discrete state in p.u. 
1GP  2GP  3GP  4GP  1GQ  2GQ  3GQ  4GQ  1V  2V  
0.79 0.787 0.088 0.087 0.345 0.214 0.038 0.023 1.000 0.998 
3V  4V  5V  6V  1θ  2θ  3θ  4θ  5θ  6θ  
0.997 0.996 0.974 0.973 0.00 0.001 -0.006 -0.002 -0.082 -0.082 
1E  2E  3E  4E  1δ  2δ  3δ  4δ  1RV  2RV  
1.08 1.053 1.001 0.999 0.147 0.151 0.003 0.004 1.103 1.074 
3RV  4RV  1fR  2fR  3fR  4fR  1refV  2refV  3refV  4refV  
1.02 1.018 0.019 0.019 0.019 0.018 1.055 1.052 1.048 1.018 
1ω  2ω  3ω  4ω  1mT  2mT  3mT  4mT  5s  6s  
1 1 1 1 0.79 0.787 0.088 0.087 0.057 0.057 
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5.3 PERFORMANCE OF EXECUTIONS 
For the described benchmark shipboard system example, the dynamic 
performance of a sequence of controlled events is evaluated by the cost function given in 
(5.20). This corresponds to equation (3.12) as described in Chapter  3. Given an initial 
condition ( )0 0 0 0, , ,q x y u , a finite time of observation of the system 1,...,=k N , and the 
time interval of discrete transitions { } /0 , ,τ τ
Γ
=
 =  i i iiI I , the performance of a control 
policy π ∈Π  is determined through evaluating the cost function in (5.20) for the 
execution resulting from the control policy 
 
( )
( )
( )
1, 2, 3, 4, 5, 6,
, ,
1
, ,
10 1 1 1 1 1 1
30 60 400 1 10
15
π ω η η ν
η η
=
 − + − + − + − + − + −
 
 = + − + − + + + +
 
 +
 
∑
k k k k k k
N
k SOC NVLSB k NVLP k FAIL
k
PMSB k PMP k
V V V V V V
J V   (5.20) 
Here,  
• 1 6,..,V V  are the magnitudes of bus voltages at buses 1 - 6. 
• ω  is the system frequency in Hz. If the tie-line is closed, ω  is the frequency 
measured at bus 1. If the tie-line is open and both port and starboard side systems 
are functional then ω  is the average of the frequency measured at buses 1 and 3. 
If the tie-line is open and only one side is functional, then ω  is the frequency 
measured on functional side. 
• SOCV  is the normalized state of charge of the battery  
• ,
1,   when NVLSB is shed
0,  when NVLSB is serviced
η
∀
=  ∀
NVLSB k
k
k
  
• ,
1,   when NVLP is shed
0,  when NVLP is serviced
η
∀
=  ∀
NVLP k
k
k
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• ,
1,   when the entire mechanical load on PMSB is dropped
0,  when the mechanical load on PMSB is serviced
η
∀
=  ∀
PMSB k
k
k
  
• ,
1,   when the entire mechanical load on PMP is dropped
0,  when the mechanical load on PMP is serviced
η
∀
=  ∀
PMP k
k
k
  
• ,
1,   when the mechanical load on PMSB is restricted to half load
0,  when the mechanical load on PMSB is  half load
ϕ
∀
=  ∀ ≥
PMSB k
k
k
  
• ( ) 1,   when the mechanical load on PMP is restricted to half load0,  when the mechanical load on PMP is  half load ϕ τ
+ ∀=  ∀ ≥
PMP
k
k
  
• ν FAIL  is a large cost if the execution reaches a failed discrete state before Γ , or 
the execution cannot reach the safe discrete state within Γ , or the execution 
violates a dynamic constraint before Γ .  
5.4 TRANSITION CONSTRAINTS 
Transition constraints encoded as logical specifications within the DES controller 
are: 
• Propulsion motors: The propulsion motors cannot pick up full load in one 
controlled transition. Usually, there is a ramp-up rate associated with the turn 
on large induction motors. Instead, constraints are included to limit the load 
pick up of the motors. This implies that if the status of induction motors is 
‘no-load’, the control event can change the status of only ‘half load’. It is 
assumed that the entire load of the motor can be shed in a single controlled 
event. 
• Load chattering: In any sequence of controlled actions, the discrete status of a 
power system component cannot be enabled more than once. This constraint 
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is included to prohibit chattering in load management strategies. This 
constraint is modeled in the framework of the automaton, by including a 
minimum time-interval between re-enabling any discrete status of any 
component. The time-interval is set to be greater than the time-horizon of 
control by default. 
• Restriction of components under control: The power system components 
included in a sequence of control events consists of only those components 
whose discrete status should change from the initial discrete state to the final 
discrete state.  
In addition to the static constraints, the following dynamic constraint is included to 
evaluate feasible sequences of control actions: 
• Connecting tie lines: A Tie line cannot be switched on if the voltage angle 
difference between the tie buses is greater than 30 . This is necessary to 
prevent power surge through the line, which results in the tripping of breakers 
on either side of the line, resulting in isolation. 
5.5 SUPERVISORY CONTROL CASE STUDIES 
The components of the shipboard power system under the regime of the 
supervisory controller are: Non-vital load starboard, non-vital load port, propulsion motor 
starboard, propulsion motor port, tie-line, battery and vital load. Note that if a discrete 
disturbance has changed the status of any of the above components, they are not available 
for control actions till the status has been reset. The following examples of supervisory 
control operation are presented to demonstrate the implementation of the work presented 
so far: 
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• Voltage Control  
• Frequency Control 
• Service Restoration 
5.5.1 Voltage Control  
A voltage control is example is presented, where control actions are initiated to 
prevent voltage collapse. Under nominal operation of the shipboard system, all generators 
are in service, the propulsion motors are operating at full load, the battery is disconnected 
and the vital load is connected to the port side. The tie-line is disconnected, so the 
shipboard system constitutes two autonomous islands. At 10s, there is a disturbance, 
given by an open circuit on two of three parallel feeders supplying the induction motor on 
the starboard side. This causes a gradual reduction of voltage on the starboard system, 
followed by eventual collapse. 
After the disturbance, the components accessible to the supervisory controller are: 
Non-vital load starboard, non-vital load port, propulsion motor starboard, propulsion 
motor port, tie-line, battery and vital load.  
The status of lower level components inaccessible to the supervisory controller 
maintained unchanged. The final discrete state that minimizes the steady state 
performance index is represented by the status of components as shown in Column three 
of Table 8. The components to be included in a sequence of control actions are: 
propulsion motor starboard, tie line and vital load.  
The status of propulsion motor starboard can be changed to restrict maximum 
loading to half load or zero, under a controlled event. The maximum number of 
controlled events in the control sequence is four, and the minimum is three. For this 
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example, the number of stages, or the number of controlled events in a control sequence 
is set to three. 
 
Table 8: Status of power system components for voltage control supervisory action 
Components Nominal Status Component status  
at initial discrete state 
(after disturbance) 
Component status 
of final discrete state 
MTGSB In-service In-service In-service 
MTGP In-service In-service In-service 
ATGSB In-service In-service In-service 
ATGP In-service In-service In-service 
NVLSB Serviced Serviced Serviced 
NVLP Serviced Serviced Serviced 
PMSB Full load Full load Half load 
PMP Full load Full load Full load 
Tie Line Disconnected Disconnected Connected 
SBPMB Un-faulted Faulted Faulted 
SBNVB Un-faulted Un-faulted Un-faulted 
PPMB Un-faulted Un-faulted Un-faulted 
PNVB Un-faulted Un-faulted Un-faulted 
VL and batt. Battery discon., 
VL on SB 
Battery discon., 
VL on SB 
Battery discon., 
VL on port 
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The time instants for actuation of the three control events are 11s, 11.3s, 11.6s. 
The time horizon is taken to be 20s. Table 9 shows the sequence of controlled events that 
are feasible to static and dynamic constraints. The costs associated with each control 
sequence computed according to the dynamic performance function in (5.20) is also 
shown. The control strategy denoted by ID 1 is the best strategy according to the 
performance index. 
Table 9: Costs of feasible sequence of control events for voltage control example 
Sequence 
ID 
Control 
Event 1 
Control  
Event 2 
Control  
Event 3 
Dynamic 
Performance 
Index 
1 VL to port Tie line on PMSB 
restricted to 
half load 
11.01 
2 Tie line on VL to port PMSB 
restricted to 
half load 
12.19 
3 VL to port PMSB restricted 
to half load 
Tie line on 18.84 
4 PMSB restricted 
to half load 
VL to port Tie line on 28.15 
5 Tie line on PMSB restricted 
to half load 
VL to port 20.56 
6 PMSB restricted 
to half load 
Tie line on VL to port 28.72 
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Figure 29:  Simulation of optimal control sequence for voltage control example 
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The feasible sequence of control actions that minimizes the dynamic performance 
index is given by: 
• 11.0s : Vital load is switched to port side. 
• 11.3s: Tie line is connected. 
• 11.6s: Induction motor on starboard is restricted to half load 
Figure 29 shows simulation plot of the following parameters between 9 s and 20 
s: voltage magnitude at bus 5, voltage angle differential between buses 1 and 2 and slip of 
induction motor at bus 5.  
 
 
Figure 30: High fidelity plot of voltage magnitude at bus 5 for voltage control example 
 
Figure 30 shows the voltage magnitude at bus 5 from 9.5s – 12.5s. After the fault 
at 10s, the voltage magnitude steadily decreases and approaches bifurcation point At 11s, 
the vital load is shifted to port and this control action has negligible impact on the voltage 
   137
collapse. At 11.3s the tie line is closed and the voltage starts recovering after induction 
motor load is halved at 11.6s. 
5.5.2 Frequency Control  
In the frequency control example presented, under nominal operation of the 
shipboard system, all generators are active, the induction motors are drawing full load, tie 
line is disconnected, battery is disconnected and the vital load is connected to the 
starboard side. At 10s there is a discrete disturbance which trips the auxiliary turbine 
generators on the port and starboard side offline, ss shown in Table 10. The final discrete 
state that minimizes the steady state cost involves the changing the discrete status of the 
following components: propulsion motor on starboard, propulsion motor on port, tie line 
and vital load.  
The time-horizon of observation is 20s. The number of controlled events in a 
control sequence is four, i.e. N=4. The time instants for actuation controlled events are 
11s, 11.3s, 11.6s and 11.9s. 
There are 24 sequences of controlled events feasible to the static constraints, and 
15 sequences of controlled events are feasible to dynamic constraints. These are 
described in Table 11, along with the dynamic performance index of each sequence. The 
control strategy that minimizes the dynamic cost function is found to be: 
• At 11s, the vital load is switched to the port side 
• At 11.3s, the tie line is connected 
• At 11.6 s, the load on propulsion motor on the port side is restricted to half 
load. 
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• At 11.9s, the load on propulsion motor on starboard side is restricted to half 
load. 
 
Table 10: Status of power system components for supervisory frequency control example 
Components Nominal Status Component status  
at initial discrete state 
(after disturbance) 
Component status 
of final discrete state 
MTGSB In-service In-service In-service 
MTGP In-service In-service In-service 
ATGSB In-service Offline Offline 
ATGP In-service Offline Offline 
NVLSB Serviced Serviced Serviced 
NVLP Serviced Serviced Serviced 
PMSB Full load Full-load Half load 
PMP Full load Full-load Half load 
Tie Line Disconnected Disconnected Connected 
SBPMB Un-faulted Un-faulted Un-faulted 
SBNVB Un-faulted Un-faulted Un-faulted 
PPMB Un-faulted Un-faulted Un-faulted 
PNVB Un-faulted Un-faulted Un-faulted 
VL and batt. Battery discon., 
VL on SB 
Battery discon., 
VL on SB 
Battery discon,  
VL on port 
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Table 11: Feasible sequence of control actions and dynamic costs for frequency control 
example 
Sequence 
ID 
Control Event 
1 
Control Event 
2 
Control 
Event 3 
Control 
Event 4 
Dynamic  
Performance 
index 
1 VL to port Tie line on PMP 
halved 
PMSB 
halved 
46.38 
2 Tie line on VL to port PMP 
halved 
PMSB 
halved 
46.74 
3 VL to port PMP halved Tie line on PMSB 
halved 
53.79 
4 Tie line on PMP halved VL to port PMSB 
halved 
55.19 
5 PMP halved Tie line on VL to port PMSB 
halved 
66.02 
6 VL to port Tie line on PMSB 
halved 
PMP 
halved 
46.44 
7 Tie line on VL to port PMSB 
halved 
PMP 
halved 
46.8 
8 Tie line on PMSB halved VL to port PMP 
halved 
55.06 
9 PMSB halved Tile line on VL to port PMP 
halved 
64.41 
10 VL to port PMP halved PMSB 
halved 
Tie line 
on 
61.15 
11 Tie line on PMP half PMSB 
halved 
VL to 
port 
63.06 
12 PMP halved Tie line on PMSB 
halved 
VL to 
port 
73.82 
13 Tie line on PMSB halved PMP 
halved 
VL to 
port 
62.85 
14 PMSB halved Tie line on PMP 
halved 
VL to 
port 
71.92 
15 PMSB halved PMP halved PMSB 
halved 
VL to 
port 
79.62 
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Figure 31 shows simulation results for the optimal strategy. The plots show 
frequency on the starboard side and the voltage angle difference between buses tie-buses 
from 9s – 20s. After the disturbance at 10s, the frequency of the shipboard power system 
collapses on the port and starboard side. After the tie-line is connected, the angle 
difference between the port and starboard sides is negligibly small. Due to inertia, the 
system requires around 5s after the final controlled event to recover to steady state. 
 
Figure 31: Simulation plots for optimal control sequence for frequency control example 
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5.5.3 Dynamic Service Restoration 
Under nominal shipboard system operation, all generators and loads are 
connected, the induction motors are fully loaded, tie line and battery are disconnected and 
the vital load is supplied from the starboard side. 
At 10s, there is a discrete disturbance that trips all generation on the starboard 
side offline. Hence the starboard side is completely de-energized and service on the non-
vital and propulsion load on the starboard side is interrupted. The vital load is 
automatically moved to battery back-up. It is assumed that all discrete disturbances occur 
at the same time-instant.  
The policy for service restoration involves changes in discrete status of the 
following power system components: Non-vital load on starboard is picked up, 
propulsion motors on port and starboard are reduced restricted to half load, the tie line is 
connected and the vital load is supplied from the port side. The control operations 
basically restore service to the starboard side by connecting the tie-line. The example is 
particularly interesting since the real power loads on the port and starboard sides have to 
be balanced before the tie-line can be connected. This is expressed through the dynamic 
constraint regarding the voltage angle differential between the port and starboard ends of 
the tie-line. Table 12 details the status of power system components under nominal 
condition, after discrete disturbances and the components involved in the control strategy.  
The number of control events in a control policy is 6. The control events are 
actuated at time-instants 11s, 11.3s, 11.6s, 11.9s, 12.2s and 12.5s. The number of 
sequences of control events feasible to static constraints is 282. Only 4 of those 
sequences are feasible to the dynamic constraint. Hence a vast majority of control 
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policies are rejected. The feasible control strategies are shown in Table 13, with the 
associated dynamic performance costs. 
 
Table 12: Status of power system components for dynamic service restoration example 
Components Nominal Status Component status  
at initial discrete state 
(after disturbance) 
Component status 
of final discrete state 
MTGSB In-service Offline Offline 
MTGP In-service In-service In-service 
ATGSB In-service Offline Offline 
ATGP In-service In-service In-service 
NVLSB Serviced Disconnected Serviced 
NVLP Serviced Serviced Serviced 
PMSB Full load No load Half load 
PMP Full load Full-load Half load 
Tie Line Disconnected Disconnected Connected 
SBPMB Un-faulted Un-faulted Un-faulted 
SBNVB Un-faulted Un-faulted Un-faulted 
PPMB Un-faulted Un-faulted Un-faulted 
PNVB Un-faulted Un-faulted Un-faulted 
VL and batt. Battery discon., 
VL on SB 
VL on battery Battery discon,  
VL on port 
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Table 13: Feasible control policies and dynamic performance costs for service restoration 
example 
Sequence 
ID 
Control 
Event 1 
Control 
Event 2 
Control 
Event 
3 
Control 
Event 4 
Control 
Event 5 
Control 
Event 6 
Dynamic 
Perform-
ance Index 
1 PMP 
dropped 
VL to 
port 
Half 
load on 
PMP 
Tie-line 
connected 
Half 
load on 
PMSB 
NVLSB 
picked 
up 
303.78 
2 PMP 
dropped 
Half 
load on 
PMP 
VL to 
port 
Tie-line 
connected 
Half 
load on 
PMSB 
NVLSB 
picked 
up 
295.96 
3 PMP 
dropped 
VL to 
port 
Half 
load on 
PMP 
Tie-line 
connected 
NVLSB 
picked 
up 
Half 
load on 
PMSB 
301.57 
4 PMP 
dropped 
Half 
load on 
PMP 
VL to 
port 
Tie-line 
connected 
NVLSB 
picked 
up 
Half 
load on 
PMSB 
294.33 
 
Hence, the computed optimal control strategy is as follows: 
• At 11s, drop all load on propulsion motor at port. 
• At 11.3s, pick up half load on propulsion motor at port. 
• At 11.6s, transfer vital load to port. 
• At 11.9s connect the tie line. 
   144
• At 12.2s, non-vital load on starboard is restored. 
• At 12.5s, pick up half load on propulsion motor at starboard. 
Figure 32 shows simulation plots for frequency on port and starboard sides, as 
well as the voltage angle difference between tie buses for the optimal control sequence. 
The frequency on the starboard side goes to zero after the disturbance and is restored 
after the tie line is closed. A sharp transient voltage drop is observed on the port side 
frequency associated with the closure of the tie line. The sequence of control events 
between 11s – 11.6 seconds acts as a load balancing strategy between the port and 
starboard sides, associated with a decrease in the voltage angle difference at the ends of 
the tie-line. Although the induction motors can be set to half load in a single control 
event, the loading on the port side induction motor is completely dropped and then pick-
up as a part of the load-balancing mechanism. Note that complete shedding of propulsion 
load is not similar to complete disconnect or shut down of the motor; in this case the 
motor is connected to the grid and spinning. Hence black-start and motor start up 
transients can be ignored for this process. 
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Figure 32: Simulation plots of system parameters for optimal control strategy for 
dynamic service restoration 
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6 CONCLUSIONS AND FUTURE WORK 
6.1 CONCLUDING REMARKS 
Islanded power systems generally comprise of power generation, delivery and 
consumption assets located within limited geographical boundaries and operated under 
contiguous control oversight. As such, islanded power systems are a microcosm of larger 
terrestrial electric power systems spanning multiple nations and continents. However, 
there are a few key differences between islanded systems and large terrestrial power 
systems due to the compressed nature of the former: 
• Islanded power systems incorporate a rich diversity of continuous dynamics in 
multiple time scales, as well as higher density of switching behavior. In general, 
terrestrial microgrids operate under two fundamentally different operational tenets 
– while connected to a larger grid, microgrid assets optimize economic 
performance of the microgrid operator, whereas while disconnected from a larger 
grid, these assets optimize reliability. Microgrid assets, at a basic level, need to 
switch between different states of operation. Moreover, islanded power systems 
are generally set up with controllers and switchgear enabling higher levels of 
reconfiguration than terrestrial systems of equivalent size. 
• System dynamics in islanded systems are faster, which also implies that the 
propagation of failures or disturbances is faster.  
Providing energy reliability is a key objective of the islanded power system. In 
this thesis, we focus on shipboard power systems, where resiliency of the power system is 
the primary criteria for system architecture, design and operation. In particular, this thesis 
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develops techniques and tools for advanced damage mitigation strategies of islanded 
power systems and applies these methods to the shipboard power system. 
Hybrid systems formalism incorporates continuous dynamics as well as discrete 
switching behavior into a modeling and control framework. In addition, this formalism 
crystallizes concepts of criticality and safety as controller design (as opposed to controller 
evaluation) criteria and allows us to draw from a rich body of existing work in the fields 
of Operation Research and Computer Sciences. The goal of the controller is to prevent 
damage propagation and hence the controller operation includes multiple sequences of 
control actions based on the dynamic states of the power system. This is unlike traditional 
terrestrial power system security analysis procedures, which examine disturbance events 
one or two at a time. 
In this thesis, we present an optimal control solution for damage by 
reconfiguration of a shipboard power system. This work expands on the formulation 
developed by Mensah, Kwatny, et. al. to include exciter and governor dynamics of the 
generator. We represent discrete transition dynamics through logical specifications that 
are converted to mixed integer programming formulas. These formulas combined with 
the continuous differential-algebraic representation of the power system complete the 
hybrid automaton model. Optimal control policy is derived by backward in time dynamic 
programming. The dynamic programming approach has limitations with respect to 
computational complexity as the scale of the system increases. Another limitation is that 
the construction of logical specifications is a manual procedure given to human errors. 
To overcome these limitations, we derive a hybrid automaton model of the power 
system as a discrete event system plant and controller, where the discrete event system 
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plant is an abstraction of the continuous system with an interface. Transition 
specifications can now be embedded directly as transition rules of the discrete event 
system controller. The discrete states are characterized into safe, unsafe and failed states 
based on observed behavior on a subset of the continuous domain of the discrete states. 
Metrics are then derived to evaluate the steady state and dynamic performance of 
automaton executions. Discrete transition rules combined with constraints in the 
evolution of the continuous system allow the derivation of damage mitigation strategies 
and the evaluation of the best feasible strategy. In summary, we embed constraints in the 
discrete and continuous systems to steer the evolution of the hybrid system from an 
unsafe state to a safe state.  
We build a computational framework based on efficienct symbolic computation 
tools in Mathematica and numerical integration tools in Matlab / Simulink so that the 
power system and controller design can be replicated for a wide variety of applications. 
The framework is quite general, and may be used to develop terrestrial or shipboard 
power systems, and applied to controller design for economic operation and damage 
mitigation. 
From the outset, our work has been directed towards scalability of computations 
and applicability of hybrid systems design concepts to practical power systems. As such, 
we have created computational tools that allow the power system to be depicted in 
software through modular libraries of system components. The user can then embed 
system specifications and controller design criteria and evaluate controller strategy for 
custom disturbance scenarios. The controller can be applied in state feedback as a look up 
table for real time operation. The controller case studies presented in this thesis pertain to 
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benchmark shipboard Integrated Power Systems (IPS) models as designated by U.S. 
Navy. To our knowledge, this thesis is the largest scale application examined yet, where 
hybrid automata based controllers have been designed for power systems. However, other 
researchers, notably Susuki, Mitchell, et. al. have presented work on safety based 
controller design for power systems that is more thorough from a theoretical viewpoint. 
6.2 SUMMARY OF RESEARCH CONTRIBUTIONS 
The main contributions of this thesis are: 
• Expansion of the Dynamic Mixed Integer Program (DMIP) model of hybrid 
automaton to include generator exciter and governor dynamics. Derivation of 
optimal control on benchmark power system using the DMIP model for 
prevention of voltage collapse. 
• Development of a hybrid automaton model for power systems as a switched 
dynamical system, discrete event system controller and an interface. System and 
controller design specifications are embedded as constraints of the DES 
controller.  
• Develop methodology to classify discrete states according to safety critria. 
Derivation of metrics that evaluate the steady state as well as dynamic 
performance of hybrid executions. 
• Develop a method to compute automatic control strategies for the supervisory 
control system. The control strategies constitute an ordered sequence of discrete 
and/or continuous control actions that will steer the power system from an 
‘unsafe’ region to the best achievable ‘safe’ region under system constraints. The 
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strategies are computed through forward-in-time solutions of the mixed logical 
dynamical system starting from a fixed initial condition.  
• Development of computational framework and software toolset that allows the 
modeling of power system as hybrid automata. The switched differential algebraic 
system is denoted symbolically and converted to numerical integration routines in 
C-code. The continuous domains and computation of reset maps is embedded in 
the symbolic characterization of the differential algebraic systems. 
• Supervisory controller implementation on benchmark shipboard power system 
demonstrating applications in voltage control, frequency control and dynamic 
service restoration. 
6.3 FUTURE WORK 
Several avenues for future work have been identified: 
• Apply the modeling and control framework for development of resiliency based 
control of terrestrial microgrids. 
• Apply the modeling and control framework to derive economic operation criteria 
for terrestrial microgrids under different market conditions while connected to a 
larger grid. 
• Apply heuristic search methods for determining best feasible control policy in 
Section  3.5.3. Current implementation performs an exhaustive search to determine 
executions that are feasible in continuous constraints. 
• Hybrid state estimation – A basic assumption for the work developed in this thesis 
is that the measurements of the continuous and discrete states are perfect and 
there is no time-lag in transmitting information through the interface. However, 
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this assumption would not hold for controller implementation in hardware-in-
loop. Further investigation into the state estimation problem for hybrid systems is 
required, particularly in the derivation of the interface in the presence of 
incomplete or erroneous measurements.  [86] provides a good starting point.  
• An approach will be to derive a better safety classification of the discrete states 
through bifurcation analysis of the domain of the discrete states. Some initial 
studies have been done in  [33]. This analysis will help derive a more accurate 
classification of discrete states than provided in Section  3.5.1.  
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APPENDIX A. DEFINITIONS IN HYBRID SYSTEMS 
We will outline mathematical concepts and definitions pertaining to hybrid systems 
theory for use in the remainder of the thesis. The notation and definitions in this chapter 
have been heavily borrowed from  [87] -  [89].  
 Consider a continuous system whose state nx ∈ , takes values in the Euclidean 
space n  for 1n ≥ . The states q of a discrete system takes values in a countable finite set 
{ }1 2, ,....q q . A system with both continuous and discrete states is commonly refered to as 
a hybrid system. Some states in a hybrid system take values in n  while others take 
values in a finite set.  
 Consider the time over which the dynamics of the system evolve. A system is 
continuous time system if the set of times is a subset of the real line, t ∈ . A system is a 
discrete time system if the set of times is a subset of integers, k ∈ . A hybrid time 
system evolves in continuous time, but there are discrete times when discontinuities in 
the system occur. 
 Consider a continuous dynamical system in state space form, ( )x f x
•
= . At time 
0t =  the initial state is 0x , i.e. ( ) 00x x= . The trajectory of this sytem given some 0T >  
is a function ( ) [ ]: 0, nx T →   such that ( )0 0x =   and ( ) ( )( ) [ ], 0,x t f x t t T
•
= ∀ ∈ . 
 A function ( ) : n nf →    is called Lipschitz continuous if there exists 0λ >  
such that for all , nx x ∈  , ( ) ( ) f x f x x xλ− < − . A Lipschitz continuous function is 
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continuous, but not necessarily differentiable. All differentiable functions are Lipschitz 
continuous. 
 Existence and Uniqueness of Solutions: If f is Lipschitz continuous, then the 
differential equation, ( ) ( ) 0,  0x f x x x
•
= = , has a unique solution ( ) [ ]: 0, nx T →   for all 
0T ≥  and 0
nx ∈ . 
 Continuity of Solutions: Assume f is Lipschitz continuous with constant λ . Let 
( ) [ ]: 0, nx T →   and  ( ) [ ]: 0, nx T →   be solutions to ( )x f x
•
=  with initial conditions 
( ) 00x x=  and  ( ) 00x x= . Then for all [ ]0,t T∈ , ( )  ( ) 0 0 tx t x t x x eλ− ≤ − .  
 A hybrid automaton H is a collection ( ), , , nit, om, , ua,H Q X f I D E G R= , where: 
• { }1 2, ,...Q q q=  is a set of discrete states; 
• nX ⊆   are the continuous states; 
• ( ), : nf Q X× →    is a vector field; 
• nitI Q X⊆ ×  is a set of initial states; 
• ( ) ( )om :D Q P X→  is a domain, where ( )P X  is the power set of X;  
• E Q Q⊆ ×  is a set of edges; 
• ( ) ( )ua :G E P X→  is a guard condition; 
• ( ) ( ), :R E X P X× →   is a reset map. 
The state of H is given by ( ),q x Q X∈ × . ( )omD   assigns a set of continuous states 
( )om nD q ⊆   to each discrete state q. The hybrid automaton defines the evolution of the 
states as follows: 
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 Assume a system starts from the initial value ( )0 0, nitq x I∈  and the trajectories 
evolve according to ( ) ( )0 0, , 0x f q x x x
•
= = . The discrete state remains constant at
( ) 0q t q= . When the trajectory reaches the guard ( )0 1G , nua q q ⊆   of an edge
( )0 1,q q E∈ , the discrete state may change value to 1q  and the continuous state may be 
reset to a value ( )0 1, , nR q q x ⊆  .  
It is convenient to visualize hybrid automata as directed graphs ( ),Q E  with 
vertices Q and edges E. With each vertex q Q∈ , is associated a set of initial states
( ){ }| , Ix X q x nit∈ ∈ , a vector field ( ), : n nf q →    and a domain ( )D nom q ⊆  . An 
edge ( )/,q q E∈  starts at q Q∈  and ends at /q Q∈ . With each edge, ( )/,q q E∈  is 
associated a guard ( )/G , nua q q ⊆   and a reset function ( ) ( )/, , : n nR q q P→   . 
 A hybrid time set is a sequence of intervals { } { }0 1 0, ,...,
N
N i
I I I Iτ
=
= =  , where N is 
finite or infinite such that,  
• /,i i iI τ τ =    for all i N< ; 
• If N < ∞  , then either /,N N NI τ τ =    or )/,N N NI τ τ=  ; 
• / 1i i iτ τ τ +≤ =  for all i. 
Note here that /iτ  corresponds to a time just before a discrete transition and 1iτ +  is the 
time just after the transition. Since transitions are instantaneous, / 1i iτ τ += . 
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Figure 33: A hybrid time-set in continuous time 
 Figure 33 shows the example of a hybrid time-set. For /1 ,i it τ τ ∈    and
/
2 ,j jt τ τ ∈  
, we have 1t  precedes 2t , denoted by 1 2t t , if 1 2t t<  or i j<  (as is the case with 2t  and 
3t  in the figure. 
 Consider two hybrid time sets { } 0
N
i i
Iτ
=
=   and { }
0
M
i
i
Iτ
=
=  . τ  is a prefix ofτ , if 
either they are identical, or τ  is a finite sequence and   0,..., 1i iI I i N= ∀ = − , N NI I⊆ . τ  
is a strict prefix of τ  if the above conditions hold andτ τ≠  . 
A hybrid trajectory is a triple ( ), ,q xτ  consisting of a hybrid time set { }0
NIτ =  
and two sequences of functions ( ){ }0
N
q q=   and ( ){ }0
N
x x=   such that ( ) : nx I →   and 
( ) :q I Q→  . 
 An execution of a hybrid automaton is the hybrid trajectory of its state variables. 
H is a hybrid trajectory ( ), ,q xτ  which satisfies the following conditions: 
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1. Initial condition given by: ( ) ( )( )0 00 , 0 nitq x I∈ , 
2. Discrete evolution given by: for all i, ( ) ( )( )/ 1 1,i i i iq q Eτ τ+ + ∈ , 
( ) ( ) ( )( )/ / 1 1ua ,i i i i i ix G q qτ τ τ+ +∈  and ( ) ( ) ( ) ( )( )/1 1 1 1, ,i i i i i i i ix R q q xτ τ τ τ+ + + +∈ . 
3. Continuous evolution given by: for all i,  
i. ( ) :i iq I X→  is constant over it I∈ , i.e. ( ) ( )i i iq t q τ=  for all it I∈ , 
ii. ( ) :i ix I X→  is the solution of the differential equation
( ) ( ) ( )( ),i i ix t f q t x t
•
=  over iI  with starting point ( )i ix τ ; and, 
iii. For all )/,i it τ τ∈   , ( ) ( )( )omi ix t D q t∈ .  
The second requirement in the above definition states that ( ) ( )( )/ 1 1,i i i iq qτ τ+ +   is 
an edge of the graph, ( )/i ix τ  belongs to the guard of this edge and ( )1 1i ix τ+ +  belongs to 
the reset map of this edge. Conversely, this relationship can be thought of as the guard 
enabling a discrete transition. The first part of the third requirement specifies that the 
discrete states remain constant within an execution, the second part specifies that the 
continuous evolution follows the differential equation ( ),x f q x
•
=  and the third part 
specifies that along continuous evolution, the continuous state x remains in the domain 
( )Dom q  of the discrete state q. In modeling terms, a hybrid automaton accepts rather 
than ‘makes’ or ‘takes’ a transition.  
The basic classifications of executions are: 
• Finite, if τ  is a finite sequence and the last interval in τ  is closed. 
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• Infinite, if τ  is an infinite sequence or if the sum of the time intervals in τ  is 
infinite, i.e. ( )/
0
N
i i
i
τ τ
=
− = ∞∑ , 
• Zeno, if the execution is infinite but ( )/
0
i i
i
τ τ
∞
=
− < ∞∑ , 
• Maximal, if it is not a strict prefix of any other execution of H. 
A state  ( ),q x Q X∈ ×  of a hybrid automaton H is called reachable if there exists 
a finite execution ( ), ,q xτ  ending in  ( ),q x  i.e., { }/
0
,
N
i iτ τ τ =   , N < ∞  and
( ) ( )( )  ( )/ /, ,N N N Nq x q xτ τ = . Denote eachR Q X⊆ ×  as all sets reachable by H.  
Transition states  ( ),q x  are states from which continuous evolution is impossible, 
i.e. these are the sets of states for which continuous evolution forces the system to exit the 
domain instantaneously. Formally, 
 ( ) [ )  ( )( ) ( ){ }T , | 0, 0,  such that , Drans q x Q X t q x t om qε ε= ∈ × ∀ > ∃ ∈ ∉   
A hybrid automaton H is called non-blocking if for all initial states ( ), Iq x nit∈ , 
there exists an infinite execution starting at ( ),q x . A hybrid automaton is non-blocking if 
for all reachable states for which continuous evolution is possible, discrete transition is 
possible, i.e. there are no continuous states which ‘block’ an evolution.  
A hybrid automaton is called deterministic if for all initial states ( ), Iq x nit∈ , 
there exists at least one maximal execution starting at ( ),q x . Intuitively, a hybrid 
automaton that is deterministic and non-blocking will have an unique evolution at every 
point in the state space. This is stated more formally as follows: 
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A hybrid automaton H is non-blocking if for all each TR rans , there exists 
/q Q∈   such that ( )/,q q E∈  and ( )/G ,x ua q q∈ . If H is deterministic, then it is non-
blocking if and only if this condition holds.  
A deterministic hybrid automaton is: A hybrid automaton H is deterministic if and 
only if for all ( ), eachq x R∈   
• If ( )/G ,x ua q q∈  for some ( )/,q q E∈ , then ( ), ransq x T∈ . 
• If ( )/,q q E∈  and ( )/ /,q q E∈  with / / /q q≠ , then ( ) ( )/ / /ua , ua ,x G q q G q q∉  . 
• If ( )/,q q E∈  and ( )/ua ,x G q q∈  then ( ) { }/ /, ,R q q x x= , i.e. the set contains the 
single element /x . 
Existence and Uniqueness: A hybrid automaton accepts an unique infinite execution 
for each initial state if and only if it satisfies all conditions for determinism and non-
blocking automata as defined above.  
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APPENDIX B. SINGULAR PERTURBATION MODEL FOR SHIPBOARD 
POWER SYSTEMS 
 Please refer to  [72] for a detailed explanation of model order reduction for the 
benchmark shipboard model with an aero-derivative gas turbine. The description of the 
reduced order model is given below. All notations are consistent with Chapter  2. The 
superscript “s” denotes the reduced order equivalent dynamics or a corresponding higher 
order model. Here all quantities are in p.u unless otherwise mentioned. The wound rotor 
synchronous generator variables are given as: δ  is the rotor angle of the generator, fω  is 
the speed of the generator shaft in Hz, sω  is the synchronous speed in Hz, dI  and qI  are 
currents through d- and q- axis stator windings, /dX  and 
/
qX  are the transient reactances 
of d- and q- axis, /0dT  and 
/
0qT  are the d- and q- axis transient time constants, 
/
dE  and 
/
qE  
are the transient d- and q-axis e.m.f.’s, fdE  is the field e.m.f., H is the shaft inertia 
constant and D is the frequency damping constant. The IEEE type I exciter variables are 
given as: fdE  is the exciter field output, ,  E EK T  is the exciter gain and time constant, RV  
is the voltage regulator output, ,  A AK T  is the voltage regulator gain and time constant, 
FR  is the stabilizing feedback output, ,  F FK T  is the stabilizing feedback gain and time 
constant and REFV  is the voltage regulator set-point. ( ) SAT fdB EE fd SATS E A e=  is the exciter 
saturation function. TV  and Tθ  is the voltage magnitude and angle of the network bus at 
which any device is connected. 
 ( )( )
/
/ /
/
0
1sq s s s
q d d d fd
d
dE
E X X I E
dt T
= − − − +   (B.1) 
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 δ ω ω= −
s
s
i s
d
dt
  (B.2) 
 
( ) ( ) ( )1 / / / /
,2   
ss
f gf s s s s s s s
d d q q q d d q f ss
s f
f WdH E I E I X X I I D
dt
ωω
ω ω
ω ω
= − − − − − −   (B.3) 
 1
 
= − + 
 
s
s sF F
F fd
F F
dR KR E
dt T T
  (B.4) 
 
( )
( )( )
( )
( ) ( )( )
/ /s s
di q q q
F SAT A F T REFs
fd
A F SAT SAT E F
A SAT F SAT SAT F F E F F SAT SAT F REF T E F REF Ts
R
A F SAT SAT F E F
E I X X
T A K R V V
E
K K A B K T
K A K A B R T K R T A B T V V K T V V
V
K K A B T K T
= −
− + − +
= −
+ +
+ + + − + −
=
+ +
 
  (B.5) 
 ( )/ /sin 0s s s sd T T s d q qE V R I X Iδ θ− − − + =   (B.6) 
 ( )/ /cos 0s s s sq T T s q d qE V R I X Iδ θ− − − − =   (B.7) 
The induction motor variables are given as: sl is the slip, IMH  is the inertia of the 
induction motor, mP  is the mechanical load on the induction motor, rR  and rX  is the 
equivalent rotor side resistance and inductance of the induction motor. 
 ( )2 2 2 2
11
2
r
m T
IM r r
R sl sl
sl P V
H R sl X
• − 
= − + 
  (B.8) 
The turbine-governor variables are given as: gω  is the speed of the low pressure turbine 
connected to the generator, fω  is the speed of the high pressure turbine, refL  is the 
frequency reference signal to the high pressure turbine, fW  is the fuel flow signal, ISPK  
and PSPK  are the integral and proportional constants for the low pressure turbine speed 
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control, INGK  and PNGK  are integral and proportional constants for the speed control of 
the high pressure turbine. The function 1f  is derived by fitting fuel flow vs. power output 
data and the function 2f  is derived by fitting fuel flow vs. high pressure turbine data as 
given in  [71].  
 ( )2       sg ff Wω =   (B.9) 
 
( ) ( ) ( )1 / / / /
,
        
2
s
f
F ISP REF
s
s
f g s s s s s s sPSP s
d d q q q d d q f ss
f
C K L
f WK E I E I X X I I D
H
ω
ω
ωω
ω ω
ω
 
= −  
 
 
 + − − − − − −
 
 
  (B.10) 
 ( )sg ING g gREFC K ω ω= −   (B.11) 
 ( ), min ,f f initial G FW W t C C= + ∆   (B.12) 
 ,min ,maxf f fW W W≤ ≤   (B.13) 
In summary, the dynamics of the reduced order differential – algebraic model consists of 
generator and exciter dynamics (B.1) - (B.4) and induction motor dynamics (B.8). The 
algebraic equations consist of fast generator and exciter dynamics replaced by steady 
state equations (B.5) - (B.7), the stator current equations (B.6) - (B.7), algebraic 
equivalent of fast governor dynamics (B.9) - (B.13), and the power flow equations which 
are not described in this appendix. 
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