Introduction {#Sec1}
============

In 2016, the global spend on health was US\$ 7.5 trillion, representing close to 10% of global GDP \[[@CR27]\]. Studies across Europe estimate around 30% have been lost to wasteful spending \[[@CR14]\]. A study in 2016 by \[[@CR25]\] confirms the financial value of fraud cases in Europe, with France leading the way with ( ![](492453_1_En_35_Figa_HTML.gif){#d29e534} ) of which 37% was committed by healthcare practitioners, 27% by health facilities and less than 20% by insured persons. Netherlands ( ![](492453_1_En_35_Figb_HTML.gif){#d29e537} ) fraudulent activity was mostly relating to wrongful billings, followed closely by UK ( ![](492453_1_En_35_Figc_HTML.gif){#d29e541} ) relating to fraud, bribery and corruption. In the United States healthcare fraud ranges from \$80 billion to \$200 billion \[[@CR19]\] with some of reasons relating to improper coding, phantom billing, kickback schemes and wrong diagnosis.

In Africa, challenges like the lack of strong financial, processes and systems are some of the reasons contributing to healthcare fraud \[[@CR20]\]. Reports suggests that approximately 3--4% of the R160 billion medical industry relates to fraudulent claims and abusive or wasteful healthcare costs in South Africa \[[@CR4], [@CR15]\]. Despite numerous efforts to solve for healthcare fraud, detection of these fraudulent activities within the healthcare sector is still a challenge due to poor data quality or lack of data \[[@CR17], [@CR24]\].

Due to the lack of confirmed fraud cases of healthcare providers, it is necessary to mention that GANs is a remarkable deep learning model in unsupervised and semi-supervised learning. Not only does the GANs model detect fraudulent activities and malicious users on online social platforms \[[@CR7]\], they have been used to augment minority class that solve classification between fraudulent and normal samples \[[@CR26]\]. Previous studies used traditional machine learning approaches to solve anomaly/fraud detection problems \[[@CR2], [@CR5], [@CR23], [@CR24]\], there has also been an increase in deep learning approaches to solve similar problems. These solutions have been predominately focusing on image problems and there is an opportunity for deep learning models to be applied within the health care domain to classify anomalies \[[@CR12], [@CR23], [@CR26]\].

The objective was to build a single model across the various healthcare provider types to predict if a provider is fraudulent or not. This study uses a public data set from *Medicare Provider Utilization and Payment Data: Physician and Other Supplier* \[[@CR4]\] and another private dataset from a *South African claim administration organisation*.

The remaining parts of this paper are structured as follows, Sect. [2](#Sec2){ref-type="sec"} introduces the previous literature on healthcare provider cost abuse, discusses the various anomaly detection techniques and anomaly score. Section [3](#Sec5){ref-type="sec"} presents our proposed methodology highlighting the GANS architecture, anomaly score function, algorithms, data sets used, data pre-processing and performance metrics. Section [4](#Sec8){ref-type="sec"} discusses the results and implications. Finally Sect. [5](#Sec12){ref-type="sec"} summarises the paper and proposes possible future work.

Literature Review {#Sec2}
=================

This section covers previous literature regarding the constructs, cost abuse and wastage, and anomaly detection models within the healthcare domain. Further to this, the literature was reviewed in the context of how machine learning has assisted in anomaly detection within the insurance and healthcare industry.

Healthcare Cost Abuse and Wastage {#Sec3}
---------------------------------

Healthcare fraud is an intentional deception to obtain unauthorised benefits. Research by \[[@CR10]\] describes healthcare provider abuse as, a healthcare provider who practices, either directly or indirectly, in a manner that results in unnecessary costs to the provider. Abuse also relates to any healthcare provider that is not consistent in providing patients with medical services that are necessary, inconsistent adherence to professionally recognised standards and are not fairly priced \[[@CR4], [@CR24]\].

Recently a model proposed by \[[@CR3]\] identified potentially fraudulent hospitals in the Brazilian public healthcare system. The methodology was based on analysing various procedures carried out across different hospitals in each city. The model makes use of a 2 step approach using the consumer anomaly detection using a K-nearest neighbours (*k*NN) algorithm and thereafter a consumer-provider transfer score showing the relationship between consumer and provider. In contrast, the *k*NN model was not effective with either very small or very big cities. Further challenges were experienced when the procedures were distributed across several cities.

Literature by \[[@CR24]\] discusses how fraud detection could help combat healthcare provider cost abuse by securing the claim input process, checking on irregularities and analysing claim data sets to identify behavioural indicators of fraud. Anomaly detection can be used to identify potentially fraudulent behaviour which we discuss next.

Anomaly Detection {#Sec4}
-----------------

Anomalies are defined as patterns in data that do not conform to expected or normal behaviour \[[@CR11]\]. The finding of such patterns is often referred to as anomaly detection \[[@CR11], [@CR29], [@CR31]\]. Different anomaly detection techniques may be applied depending on the nature of the data. Usually if fully labelled data is available, supervised anomaly detection may be adopted. Data sets are considered as labelled if both the normal and anomalous data points have been recorded \[[@CR29], [@CR31]\]. When labels are not recorded or available, the only option is an unsupervised anomaly detection approach \[[@CR31]\].

Research by \[[@CR2]\] looked at supervised machine learning methods to detect fraudulent medicare providers across various states across America. The study evaluated three machine learning models indicating the decision tree and logistic regression as good performing models. The lack of fraud labels contributed to the imbalance of data and a random under-sampling strategy was employed to create the different class distributions. Sparsity of medical claim data and the availability of labelled fraudulent cases highlighted in \[[@CR2], [@CR10], [@CR16], [@CR23], [@CR24]\] is a common challenge when solving for anomaly detection problems.

Canadian researchers \[[@CR16]\] experimented on detecting anomalies using an unsupervised spectral ranking approach (SRA). The problem was approached as unsupervised learning which did not use labels when generating anomaly ranking using SRA. The study focused on detecting anomaly in the feature dependence using similarity kernels \[[@CR16]\]. In addition, outcomes from the research highlighted the most important features to classify fraudulent claims are policy features, car types and cause of accident features.

The work of \[[@CR5]\] includes a comparative survey over the last 20 years of outlier detection relating to fraud detection machine learning algorithms. The study indicates that Isolation Forest is a suitable model for efficiently identifying anomalies with good potential on scalability along with optimized memory utilisation when using large data sets. In contrast, One Class Single Vector Machines (OCSVM) is considered to be another good model for anomaly detection but does not perform well on large data sets and also can be challenging in tuning the input parameters \[[@CR16]\].

Popular research across the healthcare and machine learning domains are either based on supervised learning \[[@CR2]\], predefined medical rules \[[@CR9]\], application of anomaly detection on medical images \[[@CR21]\] or non healthcare data \[[@CR28]\]. Further to this, research like \[[@CR2], [@CR3]\] also highlighted challenges like availability of data relating to healthcare providers, even if it is available there is not enough data or the data is not reliable since the providers themselves generate it \[[@CR3]\].

Given the above, our methodology is a two step approach for anomaly detection. First, a GAN based approach was applied to identify the *anomaly* or *normal* labels. Second, the results from the deep learning model served as labels into identifying the features that contribute to the anomalous data points.

Methodology {#Sec5}
===========

Figure [1](#Fig1){ref-type="fig"} illustrates the two step modelling approaches used describing the proposed methodology carried out. The first modelling step is a GANs model designed to identify the anomalous healthcare providers based on the reconstruction error. The second modelling step uses the anomaly labels in the supervised classification models and SHAP (SHapley Additive exPlanation) to explain the features contributing to the anomaly.Fig. 1.Proposed methodology approach

Data Collection and Pre-processing {#Sec6}
----------------------------------

To evaluate our anomaly detection approach, we describe the datasets and pre-processing in detail.

**Medicare Dataset:** The data for the current study is a public data set from the Centers for Medicare and Medicaid Services (CMS) for the 2016 calendar year only \[[@CR4]\]. The *Medicare Provider Utilization and Payment Data: Physician and Other Supplier* contains payment and claims data with information on services and procedures provided to claimants and beneficiaries. The medicare dataset is aggregated containing 1,053,958 samples with 70 features. As part of the data pre-processing phase, a one-hot encoding representation was applied on categorical features. Thereafter, standardised scaling was applied and highly correlated features was removed. The final output from the pre-processing step that was used in the GANs model contained 91 features with a combination of categorical features representing the practitioner type, type of injury and continuous features representing payment across beneficiaries and injury types.

**Private Dataset:** The research also used data from an organization for which access has been granted to carry out the research. The required data was obtained from a South African company that performs the administration of claims occupational injuries and diseases according to the South African Compensation for Occupational Injuries and Diseases Act (COIDA). The data was aggregated to healthcare provider level with features created to represent financial and injury information. Thereafter the similar pre-processing step applied on the Medicare data set was also applied on the private data set. The final output from the pre-processing step was used in the GANs model contained 95 features.

We applied our modelling approach to both data sets. The data has been modified to mask the healthcare providers details in the results, and examples shown in this paper due to ethical and privacy issues.

Algorithms {#Sec7}
----------

Both data sets described in Sect. [3](#Sec5){ref-type="sec"} does not contain any labels. Unlike other machine learning algorithms, that requires a vast amount of labelled data in order to generalize well, GANs can be trained with missing data \[[@CR1], [@CR21]\] and can also improve the performance of classifiers when limited data is available. The labels were defined by the application of a GANs with a "feature-matching" anomaly score. Thereafter several classification models (Random Forest, Decision Trees, Logistic Regression and Extreme Gradient Boosting) were applied to get a deeper understanding of how the features contribute to the anomalous labels.

**Generative Adversarial Networks (GANs)** algorithm consists of two adversarial networks, a generator *G* and a discriminator *D* \[[@CR8]\]. In the context of anomaly detection, the first term in Eq. [1](#Equ1){ref-type=""} ($\documentclass[12pt]{minimal}
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**Classification Algorithms:** Four binary classification algorithms were applied in the second part of the study to give interpretability to the anomalies. The algorithms applied include the logistic regression (LR), extreme gradient boosting (XGB), random forest (RF) and decision tree (DT) \[[@CR22]\]. These algorithms are summarised highlighting their core capability.

*Logistic Regression (LR)* is a classification algorithm that is used to predict the probability of a binary dependent variable. In the current context, the dependent variable contains data coded as 1 (anomaly) or 0 (normal). *Extreme Gradient Boosting (XGB)* is a powerful machine learning technique for classification, regression and ranking problems \[[@CR18]\] which produces a prediction model in the form of an ensemble decision tree \[[@CR18]\]. The XGB model is built in a multi step approach where each step, introduces a new weak learner to compensate the shortcomings of the existing weak learners \[[@CR18]\]. *Random Forest (RF)* is a tree constructed algorithm from a set of possible trees with random features at each node. Random forest can be generated efficiently and the combination of large sets of random trees generally leads to accurate models to detect anomalies \[[@CR22]\]. Moreover, the random forest algorithm has been used in this study due to its versatility in being applied to large data sets and feature importance \[[@CR6]\]. *Decision Tree (DT)* is a simple and intuitive algorithm that utilizes a top-down approach in which the root node creates binary splits until a certain criteria is met \[[@CR6]\]. In the current context of anomaly classification, the decision tree model outputs a predicted target class (anomaly or normal) for each terminal node produced. Decision Trees automatically reduce complexity, selection of features and the predictive analysis structure is understandable and interpretable \[[@CR22]\].

The LR, XGB, RF and DT algorithms are successful in detecting anomalies \[[@CR6], [@CR18], [@CR22]\] however their main use in the current study is their ability to generalize, feature selection, interpretability \[[@CR6], [@CR18], [@CR22], [@CR30]\] and further explain how the features contribute to the anomalous healthcare providers. This explanation was further achieved through the use of SHapley Additive exPlanation (SHAP)\[[@CR13]\].

**SHAP (SHapley Additive exPlanation)** objective is to explain the prediction of anomalous healthcare providers by computing the contribution of the features to the prediction. The explanation method within SHAP computes Shapley values from game theory \[[@CR13]\] which indicates how the distribution of the anomaly label (the prediction) among the predictors (features). In the context of the current study, SHAP provided a unified approach for the interpretability of the features in detecting anomalies across healthcare providers. The SHAP framework was applied to assist in explaining the accuracy, consistency, stability, certainty, feature importance and representation of the features.

Results and Analysis {#Sec8}
====================

In this section, we discuss the predication results of our proposed methodology on the two data sets. First, we discuss the generative capability of the GANs and the appropriateness of the data generation and scoring approach for anomaly detection. Thereafter, we discuss the four classification models and SHAP results.

Unsupervised Label Generation {#Sec9}
-----------------------------

**Generation of Realistic Data:** The challenge in the study is the lack of fraud labels across the data sets which plays an important role in measuring model performance and accuracy in machine learning models. This simplify the current study to adopt a GANs approach to generate fraud labels that is used as the ground truth. The trained GANs model generates realistic data across the different features. The generated data is conditioned by sampling from latent representations *z* discussed in Sect. [3](#Sec5){ref-type="sec"}. The data distribution for the generated data and real data is represented for one feature across the two data sets (see Fig. [2](#Fig2){ref-type="fig"}). The distribution of the generated data show some similarities to the real data and also points that is vastly different from the normal data points.

**Detection of Fraud Labels:** Figure [4](#Fig4){ref-type="fig"} shows the anomaly detection based on the anomaly score from the GANs algorithm (Eq. [2](#Equ2){ref-type=""}). The distributions of the anomaly score (Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}) show that both components of the proposed adversarial score are suitable for the classification of normal and anomalous samples.Fig. 2.Real vs Generated data across (a) Medicare and (b) private data set Fig. 3.The anomaly scores on Medicare data set for (a) normal healthcare providers is at the lower end (below 100) whereas (b) anomalous healthcare providers is spread across low and high anomaly scores Fig. 4.The anomaly scores on private data set for (a) normal healthcare providers is at the lower end (below 100) whereas (b) anomalous healthcare providers have higher anomaly scores

Model Interpretation {#Sec10}
--------------------

In the following subsection, the results are based on the model performance from the Logistic Regression, Random Forest, Decision Tree and Extreme Gradient Boosting algorithms. The supervised modelling process used 60% of instances for training and the remainder in test (20%). Due to the imbalance of data between normal and anomalous labels under sampling was applied during the training process. Table [1](#Tab1){ref-type="table"} highlight the results from the supervised classification-based models.

The performance across all the models exceeds 90% on the private data set with the two high performing models based on Area Under Curve (AUC) was LR (97.4%) and XGB (90.3%) respectively. On the Medicare data set the performing model based on AUC was the LR (75.7%) followed by the XGB (74.7%). Table [1](#Tab1){ref-type="table"} shows the LR results on both data sets with regards to AUC, 75.7% and 97.4% respectively. With sensitivity and specificity rates of 81.3% and 70.1% for the Medicare dataset, and 99.6% and 95.2% for the private dataset. The high sensitivity rate across the two data sets indicates the LR model does well in classifying the anomalous labels identified by the GANs model.

In the context of the current classification problem, a higher sensitivity value would be preferred in identifying anomalous healthcare providers. The second part of the study was aimed to identify the key features contributing to the anomalies so the necessary controls can be in place. Further to this, the results indicates that the supervised classification algorithms performed well across the private data however the results on the Medicare dataset is lower. This can be attributed to the imbalance of labels in the dataset.Table 1.Model results across the Medicare and private datasetModelMedicarePrivateAccuracySensitivitySpecificityAUCAccuracySensitivitySpecificityAUC**LR0.8020.813**0.701**0.7570.9920.9960.9520.974**CART0.70.7020.6880.6950.9720.990.8120.901XGB0.7590.762**0.731**0.7470.9760.9940.8120.903RF0.7870.7970.6890.7430.9720.9930.7830.888

SHAP {#Sec11}
----

SHAP analysis was conducted and shows the features which push the base value to the model output. Figures [5](#Fig5){ref-type="fig"} and [6](#Fig6){ref-type="fig"} shows features pushing the prediction higher (in red) and those pushing the prediction lower (in blue).

Figure [5](#Fig5){ref-type="fig"} shows the features in Medicare containing high values for total unique beneficiaries, number of HCPCS and beneficiaries between 65 and 74 indicating major impact on increasing the prediction. In addition, low feature values for total unique beneficiaries, number of HCPCS, beneficiaries between 65 and 74 indicate these features decreases the prediction value.Fig. 5.SHAP feature summary - Medicare (Color figure online) Fig. 6.SHAP feature summary - Private (Color figure online)

Figure [6](#Fig6){ref-type="fig"} shows the features in the private dataset containing high values for reporting lag, days to end of month and payment have a major impact on increasing the prediction, while low feature value for reporting lag decreases the prediction. Overall features like reporting lag, value of payments and number of injuries for a specific injury group are important features in determining if a healthcare provider is fraudulent or not.

Conclusion {#Sec12}
==========

The study proposed an anomaly detection model based on generative adversarial networks. By training a generator and discriminator model, anomalies were identified from unseen data based on unsupervised training of a model. The labels generated from the GANs model was used as the ground truth in the supervised classification models to gain further insight on the features contributing to the anomalous healthcare providers. Across the four supervised models evaluated, the logistic regression was the best performing classifier across the two data sets. This methodology applied on similar data sets can offer subject matter experts the ability to detect anomalous healthcare providers with a high degree of accuracy.

Results showed the GANs model identified anomalous healthcare providers and the use of SHAP explained predictors. This approach can be beneficial to future researchers where availability of fraud labels is a challenge. Future studies could solve some of the limitations in the evaluation of the model. The evaluation of label generation in unsupervised models is a challenge and solving this problem would give researchers the opportunity of evaluating the labelling method more precisely. Furthermore explore the use of SHAP directly on deep learning models to better explain feature importance and interpretability.
