The solid-state nuclear track detector CR-39 is widely used as a detecting mechanism in physics experiments as well as for industrial purposes such as neutron dosimetry and radon detection. The upper limit of detectable charged-particle fluence on CR-39 is set by physical overlapping or 'pulse pileup' of particle tracks on the surface. In the low-overlap regime the overlapping fraction of tracks scales as w Z Â ðpD 2 Þ where Z is the density of tracks and D is the average track diameter. We report on the development of a Monte Carlo simulation to predict the severity of track overlap for any fluence of an arbitrary diameter distribution of tracks. Furthermore, we present an algorithm to correct for particle-track overlap in a post hoc manner based on these Monte Carlo simulations, which can extend the upper fluence limit for a quasimonoenergic source by a factor of 3-4 when counting accuracies $ 10% are acceptable.
Introduction
Solid-state nuclear track detectors have been developed for several decades [1] [2] [3] [4] . CR-39 itself was developed as a nuclear track detector starting in the 1980s [5] . Significant work characterizing the response of CR-39 has been published in the last three decades; a recent comprehensive paper on the response of CR-39 to protons has been published by Sinenian et al. along with a comprehensive bibliography of studies on CR-39 [6] . Of particular interest to this work is that CR-39 is widely used in modern Inertial Confinement Fusion (ICF) [7] experiments due to its 100% charged particle detection efficiency 1 and relative insensitivity to electromagnetic pulse (EMP) and x-ray irradiation. The first use of this detector was to measure fuel areal density [8] ; recent experiments have used CR-39 for chargedparticle spectroscopy [9] [10] [11] [12] , neutron diagnostics [13, 14] , and charged-particle radiography [15] [16] [17] . In many of these applications at modern ICF facilities such as OMEGA [18] or the National Ignition Facility (NIF) [19] , charged-particle fluxes of 10 5 210 7 cm À2 are possible or expected. As typically a few percent of particle tracks are observed to overlap at track densities of order 10 4 cm À2 , these are well into the current saturation regime. For example, an image of CR-39 exposed to 1:8 Â 10 5 protons=cm 2 is shown in Fig. 1 , which clearly shows significant track overlap. Recent work has been published on CR-39 data in extremely high fluence environments, such as short-pulse laser ion acceleration [20, 21] .
Extending the upper fluence limit of CR-39 would allow: high-contrast charged-particle spectroscopy (e.g. simultaneous measurements of fusion products with reactivities differing by orders of magnitude), higher signal-to-background neutron spectroscopy of ignited implosions through increased allowable instrument efficiency, higher-contrast proton radiography of mass and EM field distributions, and simple extensions of various existing CR-39 based diagnostics to higher yields. These potential applications clearly motivate development of methods to operate CR-39 detectors into track-overlap saturation regimes, which is quantitatively addressed in this paper.
In addition to the modeling work, experimental data is presented in this paper from CR-39 diagnostics used on implosions at the OMEGA laser facility [18] and from the MIT Linear Electrostatic Ion Accelerator (LEIA) [22, 23] .
The structure of this paper is as follows. Section 2 presents an analytic model of track overlap and a convenient dimensionless parameter to describe the amount of overlap, Section 3 discusses the Monte Carlo code developed to model track overlap, Section 4 presents some simulated results, Section 5 describes a post hoc algorithm to correct for overlap in data, which is tested experimentally. Finally, the paper is concluded in Section 6.
Analytic model of track overlap
A complete recurrence-relation model of mono-energetic tracks has been derived [24] . For our purposes it is sufficient to present an integral equation model for single and double tracks at low densities, Let Z be the total density of tracks. Then,
where P i is the probability that a new particle track on the detector will have an 'overlap fraction' i (where i¼1 is a single track, i¼2 is two tracks overlapping each other, i¼3 is a cluster of three mutually overlapping tracks, etc). A i is the cross-section of a track, i.e. the area in which a new particle track will overlap with it (see Fig. 2 ), with overlap fraction i and N i is the density of tracks with overlap fraction i. Now assume that N i ¼ 0 8i 42. We can write the two probabilities as
Therefore using Eqs. (1) and (2) with Eqs. (3) and (4), (5) and (6)) we vary the track diameter and plot the counting error due to overlap versus the primary neutron yield in Fig. 4 . At diameters 122 mm the data would be indistinguishable from intrinsic noise in the CR-39, placing a lower limit on the fluence dynamic range gain achievable with short etch times. This information can also be plotted as the maximum allowable yield versus track diameter, Fig. 5 . This is calculated for six MRS configurations; in high-yield implosions the efficiency can be reduced to avoid track overlap via thinner foils and smaller apertures, but this has the undesirable effect of simultaneously lowering the signal-to-background ratio.
Simulation code
A Monte Carlo track overlap code has been developed for computational studies of this problem. The code randomly places tracks using a uniform spatial distribution in the simulation plane. Track diameters are chosen from Gaussian or arbitrary distributions. The code incrementally adds a number of tracks dN and computes the overlap fractions at each step. A buffer region outside of the proper simulation area ensures accurate counting without edge effects (see Fig. 6 ).
The problem is polynomial run time in the total number of tracks, increment dN, and the total fraction of tracks overlapping. While polynomial algorithms are in general computationally easy, the large Ns required can cause long run times. For that reason the simulation plane is split into multiple areas for parallel processing. 2 Since the track area pD 2 this is only valid in the limit where the distribution width s obeys s=D51. For wide distributions the overlap is more heavily weighted towards the higher diameter part of the distribution. In Fig. 8 , we see that s=Dr0:3 has no effect on overlap calculations.
Simulation results
In this section, we present simulation results under various conditions to both illustrate the versatility of the code as well as examine properties of track overlap in CR-39 and other similar detectors. For the former, we first show the fractions F n for n¼1, 2, 3 and n Z 4 versus track density w in Fig. 7 . We can see that the track overlap becomes significant when w is a few tenths. The parameter w is 'universal' for any diameter and fluence combination through w Z Â ðpD 2 Þ, so the curves in Fig. 7 can clearly see that there is no effect on F 1 ðwÞ for Gaussian distributions up to s=D $ 1=3. However, if we instead plot F 2 ðwÞ we can see deviations for w of order unity between the various distributions. We therefore conclude that the distribution width is a second-order effect in that it does not change the fraction of tracks that are non-overlapping for reasonable w. For higher n there is an effect for s=D\0:1.
Similar effects can result from non-Gaussian diameter distributions, which occur in real data. Fig. 9 shows a track diameter distribution from $ 3 MeV protons incident on a CR-39 detector. There are small components in the distribution at much larger track diameters than the mean, at D $ 18 and 27 mm.
The track overlap for the distribution in Fig. 9 was simulated when considering the whole distribution and a Gaussian fit to the prominent peak at D $ 9 mm. The results are shown in Fig. 10 .
Similarly to the effect of the distribution standard deviation we Fig. 4 , the allowable Y n for a 3% counting error is plotted versus track diameter for the NIF MRS efficiency using a the configurations in Table 1 , from top to bottom: solid (#1), dotted (#2), dashed (#3), dot-dashed (#4), solid gray (#5), and dashed gray (#6). see no difference in the fraction of single tracks for the raw distribution compared to the Gaussian distribution. However, the double track fraction F 2 shows a deviation indicating that non-Gaussian distributions are also a second-order effect changing overlap fractions F n for n Z2.
Post hoc overlap correction algorithm
The Monte Carlo simulation is also used for a post hoc correction of track overlap in data. In experimental data it is difficult to analyze an overlapping track structure due to complicated geometry and the stochastic track placement (e.g. see Fig. 1 ). If the number of non-overlapping tracks is known, on the other hand, it can be related via theory or simulation to the total number of tracks (see Section 2 or 4).
To discriminate against overlapping tracks, which are still detected by the automated optical microscope system used to process CR-39 [12] , it is necessary to discriminate between single and overlapping tracks in this method. In principle this can be done by using the track eccentricity information; e.g. two overlapping non-concentric tracks will form a quasi-elliptical shape with non-zero eccentricity and larger diameter than a single track. As a demonstration, Fig. 11 shows a contour plot of CR-39 data with overlap. The single tracks are clustered at D $ 11 mm and eccentricity of about a few percent. The overlapping tracks appear at larger diameter and eccentricities of several tens of percent. Additionally, we note that inferred diameter is proportional to eccentricity as expected from geometry. In this case, the data could be limited to eccentricities below 8-10% to reject overlapping tracks while retaining single tracks.
Once the data is discriminated to single tracks only, the measured track distribution is used as a source function in the Monte Carlo simulation. The code then incrementally increases the track fluence until it matches the observed fluence of single tracks, at which point the code reports the total fluence necessary to match the data.
Experimental tests of this method have been performed using a linear electrostatic ion accelerator (LEIA) fusion products source at MIT [22, 23] , and with capsule implosions at the OMEGA laser [18] . In the accelerator experiment we used energetic protons from the reaction The results of this experiment are shown in Fig. 12 , plotted as the measured counting error in the overlapping data versus the fraction of tracks overlapping. In the naïve case, with all overlapping tracks thrown away and no correction, the trend would be a 451 line (dashed line). For relatively low amounts of overlap 10-20%, the algorithm has a counting error o10%. For higher overlap fractions $ 30245% the counting error increases to $ 10220%. Finally, at very high overlap fractions (70%) the algorithm breaks down and the counting error becomes very large.
The algorithmic accuracy is primarily limited by the single vs overlapping track discrimination (via eccentricity cuts in the CR-39 analysis), as well as statistics in determining fluence and diameter distributions in both the data and calculation. For these reasons the current results are a limitation of the method.
By comparison to Fig. 7 , where the overlap fractions are plotted versus fluence, we can see that in applications were $ 10% counting accuracy is acceptable this technique can extend the upper fluence limit of CR-39 by about a factor of 3-4.
Conclusions
The solid-state nuclear track detector CR-39 is used in various diagnostics at laser ICF facilities, where high track fluences are easily achievable. Previous counting techniques were limited to regimes in which the physical overlap of particle tracks was small, which defined the upper limit of dynamic range for many of these diagnostics. In the low-overlap regime the overlapping fraction of tracks scales as w Z Â ðpD 2 Þ where Z is the density of tracks and D is the average track diameter, derived in a simple theory. A Monte Carlo simulation code has been developed to study the effects of track overlap in these detectors under various scenarios. Illustrative examples of simulation results are presented. We report on a post hoc overlap correction algorithm, which uses Monte Carlo simulations to correct for overlap in CR-39 data based on matching simulated single track results to the data. In applications where counting accuracy $ 10% is acceptable, this technique can extend the upper fluence limit by a factor of 3-4 Â. Future work will focus on the development of a new algorithm to recognize overlapping tracks based on shape during the optical microscope scan, which will allow for diameter measurements and more accurate counting in high-fluence scenarios.
For applications such as high-precision counting (to a few percent for MRS data) or diameter identification of overlapping tracks for complicated distributions (i.e. Wedge Range Filter [12] data) another technique is required. The future work of this project includes the development of an algorithm to recognize overlapping tracks during the optical microscope scan by the track shape. Benchmarking this algorithm will then allow its application to diagnostics at laser fusion facilities. We will also study the response of CR-39 track detectors at short etch times (1-2 h, versus typical 6) to characterize the minimum etch time necessary to distinguish data from noise; this short-etch technique will also be useful for extending the upper fluence range of these detectors. Appendix A. Diameter distribution evolution
As an example, we provide contour plot of number of tracks versus track eccentricity and diameter as well as diameter histograms for a dataset with overlap induced via progressive etches (Figs. A1 and  A2 ). Filters are used to reduce the proton energy from 14.7 MeV (undetectable with CR-39) to $ 4 MeV, which is in the detectable regime. All CR-39 used in this study was etched with a 6 molar NaOH solution at 80 1C. He-p data etched to 2-6 h. Solid traces are for eccentricities less than 15%, while dotted curves are summed over all eccentricities. The data presented in this plot is the same as in Fig. A2 . 
