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Kurzfassung
Die Analyse der Lastenhefte fu¨r die Planung der Software bringt einen erheblichen ma-
nuellen Aufwand mit sich. Bei Robert Bosch GmbH werden die Anforderungen aus den
Lastenheften der Kunden auf eine V-Prozessmodell-Datenbank abgebildet. Diese Daten-
bank besteht aus den sogenannten internen Anforderungen, die Richtlinien fu¨r Hardware-
und Softwareentwicklung enthalten. Jede Kundenanforderung muss von den Mitarbeitern
manuell auf eine oder mehrere interne Anforderungen abgebildet werden.
In Rahmen dieser Arbeit wurde ein automatisiertes Verfahren entwickelt, welches den
Mitarbeiter bei dem Abbildungsprozess unterstu¨tzen kann. Dafu¨r wurde aus den Textda-
ten der Kundenanforderungen eine Ontologie automatisch generiert, die Fachbegriffe und
ihre Beziehungen entha¨lt. Aus dieser Ontologie wurden Merkmale erzeugt, welche mit ei-
nem unu¨berwachten Verfahren des maschinellen Lernens, na¨mlich hiearchisches Clustering
gruppiert wurden. Dadurch war es mo¨glich eine neue Kundenanforderung in ein bestehen-
des Cluster einzuordnen und, basierend auf die Kundenanforderungen in dem Cluster,
Vorschla¨ge fu¨r die zutreffenden internen Anforderungen zu erhalten.
Um die entstandene Ontologie zu evaluieren, wurde diese auf falsch extrahierte Konzepte
und Beziehungen u¨berpru¨ft. 16% der Konzepte und 24% der Relationen erwiesen sich als
falsch. Die Voraussage der Vorschla¨ge erreichte ein F-Maß von 58%, bei den Evaluations-
metriken Pra¨zision@5 und Ausbeute@5.
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1. Einleitung
Bei der Entwicklung neuer Softwaresysteme im Automobilbereich ist die Anzahl der Anfor-
derungen in den letzten Jahren rasant gewachsen. Besonders im Zuge der Digitalisierung
erwartet man heutzutage vieles von einem Fahrzeug, sei es ein automatisches Bremssystem
oder ein Einparkassistent. All diese Anforderungen mu¨ssen in einem Lastenheft festgehal-
ten werden und das Lastenheft fu¨r die Planung der Software analysiert werden. Dies bringt
einen erheblichen manuellen Aufwand mit sich.
Beispielsweise werden bei der Robert Bosch GmbH die Lastenhefte der Kunden auf eine V-
Prozessmodell-Datenbank abgebildet. Diese Datenbank besteht aus sogenannten internen
Anforderungen, die Richtlinien fu¨r Hardware- und Softwareentwicklung enthalten. Jede
Kundenanforderung muss von den Mitarbeitern manuell auf eine oder mehrere interne
Anforderungen abgebildet werden. Dabei schaut sich der zusta¨ndige Mitarbeiter den Tex-
tinhalt und die Metainformationen der Kundenanforderung an und durchsucht darauf die
Datenbank nach einer passenden internen Anforderung. Offensichtlich ist dieser Prozess
fehlerbehaftet und redundant. Auch nimmt er viel Zeit in Anspruch und sorgt fu¨r beacht-
liche Kosten. Ein solcher Prozess bietet eine gute Grundlage fu¨r die Optimierung. Diese
Masterarbeit befasst sich mit der Automatisierung der Abbildung der Kundenanforderun-
gen auf die internen Anforderungen.
Das Ziel ist die Erstellung von einem System, welches einen Mitarbeiter bei dem Abbil-
dungsprozess einer neuen Anforderung unterstu¨tzen kann. Da die Algorithmen der ku¨nst-
lichen Intelligenz heutzutage in Bereichen der Textklassifikation signifikante Erfolge vor-
weisen, soll ihre Eignung als automatische Abbildungsunterstu¨tzung evaluiert werden. So
kann ein solcher Algorithmus darauf trainiert werden, fu¨r die Informationen aus einer
bestimmten Kundenanforderung eine passende interne Anforderung vorauszusagen.
Um einen solchen Algorithmus verwenden zu ko¨nnen, mu¨ssen aus den Anforderungen
sinnvolle Eingabedaten, auch Merkmale genannt, erzeugt werden. Diese Merkmale dienen
dazu, dem Algorithmus Muster beizubringen, anhand deren eine Voraussage vorgenommen
wird. Die Wahl solcher Merkmale ist entscheidend fu¨r die Qualita¨t der Voraussage. Im
Rahmen dieser Arbeit werden Verfahren entwickelt und evaluiert, welche die Erzeugung
von Merkmalen aus den Anforderungen behandeln. Ein besonderer Fokus wird auf die
Erstellung einer Wissensbasis aus den Textinformationen der Anforderungen, in Form einer
Ontologie, gelegt. Mithilfe einer solchen Ontologie ko¨nnen mo¨gliche Merkmale identifiziert
und fu¨r eine Verwendung in einem Klassifikationsalgorithmus aufbereitet werden.
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2. Grundlagen
In diesem Abschnitt werden die Themen und Technologien erkla¨rt, welche signifikant fu¨r
das Versta¨ndnis dieser Arbeit sind. Es werden Grundlagenkenntnisse in Bereichen Anfor-
derungsmanagement, maschinelles Lernen und Computerlinguistik vermittelt.
2.1 Software-Anforderungen
In der Softwareentwicklung stellen die Anforderungen die formale Form der Kommunikati-
on zwischen einem Kunden und einem Auftragnehmer dar. In einer Anforderung beschreibt
der Kunde eine Bedingung, die das Softwaresystem erfu¨llen muss, um ein bestimmtes Ziel
zu erreichen. Die Beschreibung erfolgt meist im Fließtext. Des Weiteren existieren Techni-
ken wie Satzschablonen, um die Klarheit einer Anforderung zu gewa¨hrleisten. Ein Beispiel
fu¨r eine Satzschablone ist
”
Das System soll X sein“, wobei X mit einer Bedingung vom
Kunden ausgefu¨llt wird, wie
”
24 Stunden am Tag erreichbar“.
Heute ist Anforderungsmanagement eine Wissenschaft mit definierten Standards. Software-
Anforderungen ko¨nnen in mehrere Arten aufgeteilt werden. Es gibt die funktionalen Anfor-
derungen, die die Funktionsweise des Systems beschreiben, wie beispielsweise
”
Das System
berechnet die Summe der Ableitungen bis auf 4 Nachkommastellen genau“. Des Weiteren
gibt es die nicht-funktionalen Anforderungen, die die Qualita¨t des Systems definieren. Ein
Beispiel hierfu¨r ist ”Das System soll fu¨r gelegentliche Benutzer einfach zu benutzen sein”.
Auch ko¨nnen die funktionalen und nicht-funktionalen Software-Anforderungen weiter un-
terteilt werden, wobei mehrere Modelle der Aufteilung existieren. Beispielsweise ko¨nnen
sich die funktionalen Anforderungen in Berechnung-Anforderungen, welche die mathema-
tischen Wege der Berechnung definieren, und Datenmanipulation-Anforderungen, welche
die A¨nderungen an der Datenbank beschreiben, aufteilen.
Viele Projekte scheitern aufgrund von falsch spezifizierten oder fehlerhaften Anforderun-
gen. Bekannte Beispiele aus dem deutschen Raum sind das Bewerbungsportal hochschul-
start.de und das Mauterfassungssystem Toll Collect.
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Abbildung 2.1: How Projects Really Work1
Die Schwierigkeiten, die wa¨hrend der Definition der Anforderungen und Kommunikation
auftreten, ko¨nnen durch die metaphorische Bildreihe in der Abbildung 2.1 verdeutlicht
werden. So werden die Anforderungen von jedem Teilnehmer der Kommunikation subjektiv
aufgefasst und dadurch kann es zu gravierenden Missversta¨ndnissen kommen. [ER03]
2.2 V-Prozess-Modell
Das V-Prozess-Modell in der Abbildung 2.2 ist ein Vorgehensmodell. Es unterteilt den
Prozess der Softwareentwicklung in Phasen und ist als eine Richtlinie wa¨hrend der Umset-
zung eines Softwareprojekts zu betrachten. Es zeigt außerdem, wie die einzelnen Phasen
zueinander in Beziehung stehen. Auf der linken Seite werden die Phasen von der Anfor-
derungsdefinition bis zur Implementierung der Software festgelegt. Auf der rechten Sei-
te werden die Tests festgelegt, die fu¨r den Einsatz der Software beno¨tigt werden. Jeder
der Tests bezieht sich auf eine Phase des Prozesses von der linken Seite. Zum Beispiel
wird die Software-Architektur mit Unit-Tests getestet, wa¨hrend die Anforderungsdefiniti-
on mit einem Abnahmetest seitens des Kunden gepru¨ft wird. Die Definition der Software-
Anforderungen finden dabei links oben im Modell statt. Danach werden die Anforderungen
verfeinert, bis schließlich die Anforderungen fu¨r den exakten Software-Entwurf spezifiziert
sind und die Entwicklung stattfinden kann. [ER03]
2.3 Maschinelles Lernen
Als maschinelles Lernen werden Algorithmen bezeichnet, die aus Daten Muster bzw. Ge-
setzma¨ßigkeiten extrahieren und diese auf unbekannte Daten anwenden, um sie zu beur-
1Quelle: http://www.projectcartoon.com/cartoon/2, zuletzt besucht am 23.10.2018
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Abbildung 2.2: V-Prozess-Modell [ER03]
teilen. Das Extrahieren der Muster aus den Lerndaten wird als Trainingsphase bezeichnet,
wa¨hrend die Anwendung auf neue Daten als Klassifikationsphase bezeichnet wird. Je mehr
Lerndaten man zu Verfu¨gung hat, desto besser sind in der Regel die Ergebnisse der Klas-
sifikationsphase. Beispielsweise verwendet man maschinelles Lernen bei der Kreditbeurtei-
lung. Als Lerndaten verwendet man die Merkmale der Personen wie das Alter, Einkommen
und den Wohnort. Zu jeder Person gibt es in den Lerndaten die Angabe, ob ein Kredit
gewa¨hrt wurde oder nicht. Diese Angabe wird als Klasse bezeichnet und wird von dem
Algorithmus in der Klassifikationsphase anschließend vorausgesagt. Bei einer Voraussage
wendet der Algorithmus die zuvor gelernten Muster an. Beispielsweise wird aus den Lern-
daten statistisch ein Entscheidungsbaum erzeugt, welches das Alter, Einkommen und den
Wohnort als Entscheidungszweige fu¨r die Kreditvergabe entha¨lt. Ein Beispiel fu¨r den Ent-
scheidungsbaum befindet sich in der Abbildung 2.3. Ein Zweig wird dabei aus den Daten
ausgerechnet. Falls man beispielsweise bei Mehrheit der Personen u¨ber 30 Kreditwu¨rdigkeit
vorfindet, wird daraus ein Entscheidungszweig erzeugt.
Wenn man das Alter, Einkommen und den Wohnort einer bisher unbekannten Person
erfasst, kann man voraussagen, ob diese Person einen Kredit bekommen soll oder nicht.
Dieses Beispiel geho¨rt zum sogenannten u¨berwachten maschinellen Lernen. Beim u¨ber-
wachten maschinellen Lernen ist die Klasse in den Lerndaten bekannt. Die andere Art ist
unu¨berwachtes Lernen, dort sind die Klassen nicht bekannt und werden von dem Algorith-
mus vor der Trainingsphase ermittelt, beispielsweise durch Clustering-Verfahren. [Mur12]
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Abbildung 2.3: Entscheidungsbaum fu¨r die Kreditvergabe
2.3.1 Na¨ıve-Bayes-Klassifikator
Der Na¨ıve-Bayes-Klassifikator ist ein u¨berwachtes Verfahren des maschinellen Lernens. Das
Verfahren geht von der naiven Annahme aus, dass jedes Merkmal in den Lerndaten nur von
der Klassenzugeho¨rigkeit abha¨ngt. Im obigen Beispiel mit den Kreditdaten bedeutet es,
dass die Merkmale Alter, Einkommen und Wohnort voneinander unabha¨ngig anzunehmen
sind. Um eine Voraussage zu treffen, wird die Bayes-Regel angewendet. Die Bayes-Regel
ist in der Gleichung 2.1 dargestellt.
P (Klassei |Merkmali) = P (Merkmali | Klassei)P (Klassei)
P (Merkmali)
(2.1)
Der rechte Teil der Gleichung la¨sst sich dabei aus den Lerndaten abza¨hlen. Zum Beispiel ist
die Wahrscheinlichkeit fu¨r P (Merkmali | Klassei) gleich der Anzahl der Vorkommnisse
der Klassei mit dem Merkmal Merkmali, geteilt durch die Gesamtmenge der Lernda-
ten. Durch die naive Annahme ist der Na¨ıve-Bayes-Klassifikator schnell und bei einfachen
Problemen gut einsetzbar. [Mur12]
2.3.2 Random-Forest-Klassifikator
Der Random-Forest-Klassifikator ist ein u¨berwachtes Verfahren des maschinellen Lernens.
Es basiert auf den Entscheidungsba¨umen, die in der Abbildung 2.3 gezeigt wurden. Bei dem
Random-Forest-Klassifikator werden eine zuvor festgelegte Anzahl von Entscheidungsba¨u-
men aus den Lerndaten erzeugt. Als Vorgehen der Erzeugung ko¨nnen die einzelnen Merk-
male als Zweige des Baums zufa¨llig gewa¨hlt werden. Um eine Voraussage zu treffen, werden
die Ergebnisse aller erzeugten Entscheidungsba¨ume gesammelt und die finale Klasse durch
einen Mehrheitsentscheid ausgewa¨hlt. Der Random-Forest-Klassifikator eignet sich gut fu¨r
Datenmengen mit vielen Merkmalen, wie zum Beispiel Textmengen. [Mur12]
2.3.3 Neuronales Netzwerk
Das neuronale Netzwerk ist dem menschlichen Gehirn nachempfunden und hat einen Gra-
phenaufbau. In der Abbildung 2.4 sieht man den Aufbau eines dreischichtigen neuronalen
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Abbildung 2.4: Neronales Netzwerk
Netzwerks. Jede Schicht besteht dabei aus mehreren Knoten (Neuronen genannt), wel-
che durch gewichtete Kanten miteinander verbunden sind. Die Neuronen von der Ein-
gangsschicht nehmen dabei die Merkmale auf, beispielsweise ko¨nnte das erste Neuron das
Merkmal Alter einer Person aufnehmen und das zweite das Merkmal Einkommen. Die
Merkmale xi werden mit den Kanten wi gewichtet und an die versteckte Schicht geschickt,
wo jedes Neuron eine Aktivierungsfunktion f implementiert. Ein einfaches Beispiel fu¨r die
Aktivierungsfunktion befindet sich in der Gleichung 2.2.
f(x) =
{
0
∑
iwixi ≤ t
1
∑
iwixi > t
(2.2)
Diese Aktivierungsfunktion gibt eine 1 aus, falls das Produkt aus allen eingehenden Merk-
malen und Gewichten u¨ber einem festgelegten Schwellenwert t liegt, sonst 0. Das Ergeb-
nis der Aktivierungsfunktion jedes Neurons in der versteckten Schicht wird mit seinen
Ausgangskanten gewichtet und an die Ausgabeschicht weitergeleitet. Die Neuronen der
Ausgabeschicht geben das endgu¨ltige Ergebnis der Klassifikation aus. Die Trainingsphase
eines neuronalen Netzwerks besteht darin, die Kantengewichte anhand der Lerndaten zu
ermitteln. Dafu¨r existieren mehrere Verfahren, beispielsweise die Ru¨ckpropagierung. Die
neuronalen Netzwerke eignen sich gut fu¨r komplexe Probleme, da man durch eine große
Anzahl an Neuronen und mehrere versteckte Schichten (auch Deep-Learning genannt)
komplexe Muster aus den Daten extrahieren kann. [Mur12]
2.3.4 Hierarchisches Clustering
Clustering bedeutet eine automatische Strukturentdeckung in den Daten. Dabei versucht
man die Daten durch vordefinierte Distanzmaße nach ihren Merkmalen zusammenfassen.
Ein mo¨gliches Distanzmaß ist die euklidische Distanz zwischen zwei n-dimensionalen Vek-
toren x und y. Sie ist definiert durch die Gleichung 2.3.
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Abbildung 2.5: Hierarchisches Clustering von Personendatensa¨tzen
d(x, y) =
√√√√ n∑
i=1
(xi − yi)2 (2.3)
Bei hierarchischem Clustering handelt es sich um ein unu¨berwachtes Verfahren des maschi-
nellen Lernens. Auf obiges Beispiel bezogen, wu¨rde man die Kreditwu¨rdigkeit der Personen
in den Lerndaten nicht kennen. Man versucht die Personen nach ihren Merkmalen Alter,
Einkommen und Wohnort zu strukturieren und darauf basierend Gruppen fu¨r die Kredit-
vergabe zu identifizieren.
Bei dem Von-Unten-Nach-Oben-Verfahren wu¨rde man jede Person zuna¨chst als ein einzel-
nes Cluster betrachten. Danach wu¨rde man die na¨chst a¨hnliche Person suchen, die beinahe
das gleiche Alter, Einkommen und Wohnort hat, und die beiden Personen zu einem Cluster
zusammenfassen. Nachdem alle Paare Cluster ergeben, wu¨rde man alle Paare miteinander
zu neuen Clustern zusammenfassen. Am Ende ergibt sich eine Hierarchie von Clustern, an
deren Wurzel alle Personen in einem Cluster liegen.
Bei dem Von-Oben-Nach-Unten-Verfahren wu¨rde man zuerst alle Daten als ein Cluster
betrachten und es danach in zwei Cluster aufteilen. Dafu¨r wu¨rde man beispielsweise zwei
sich am wenigsten a¨hnliche Personen suchen und alle restlichen Personen zu einer von den
beiden Personen zuordnen. Die entstandenen Cluster wu¨rde man wiederum aufteilen, bis
man am Ende eine hierarchische Struktur mit jeder einzelnen Person am Ende besitzt oder
ein Abbruchkriterium erreicht ist.
In der Abbildung 2.5 sieht man ein mo¨gliches Clustering fu¨r 5 Personen mit dem euklidi-
schen Distanzmaß. Die Cluster
”
AB“ (niedriges Einkommen, Wohnung) und
”
CDE“ (hohes
Einkommen, eigenes Haus) ko¨nnen als Gruppen fu¨r die potentielle Kreditwu¨rdigkeit iden-
tifiziert werden. [Mur12]
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Tabelle 2.1: Konfusionsmatrix
Realita¨t besagt
Korrekt Falsch
Voraussage besagt
Korrekt wahr korrekt wahr fa¨lschlich
Falsch falsch fa¨lschlich falsch korrekt
2.3.4.1 Calinski-Harabaz-Maß
Das Calinksi-Harabaz-Maß hilft die Anzahl der Cluster fu¨r die Lerndaten festzulegen. Es
ist ein Maß fu¨r die Trennscha¨rfe zwischen den Clustern. Es wird berechnet durch die Glei-
chung 2.4,
CH(k) = [B(k)/W (k)]× [(n− k)/(k − 1)] (2.4)
wobei k die Anzahl der Cluster darstellt und n die zuvor festgelegte maximale Clusteran-
zahl. Bei W (k) in der Gleichung 2.5 handelt es sich um die Intra-Cluster-Varianz, also der
quadratischen Distanz jedes Punktes xi des Clusters Ck von dem Mittelpunkt rk des Ck .
W (k) =
n∑
k=1
∑
xi∈Ck
d(x, rk)
2 (2.5)
B(k) in der Gleichung 2.6 ist die Inter-Cluster-Varianz bzw. die quadratische Distanz
zwischen den Mittelpunkten aller Cluster:
B(k) =
∑
1≤j<k≤K d(rj , rk) (2.6)
Je ho¨her das Calinski-Harabaz-Maß ausfa¨llt, desto eindeutiger sind die entstandenen Clus-
ter voneinander getrennt. [Mur12]
2.4 Evaluationsmetriken
Um die Qualita¨t der Vorhersagen der Klassifikatoren zu evaluieren existieren vordefinierte
Metriken. Die Konfusionsmatrix in der Tabelle 2.1 definiert die mo¨glichen Ausga¨nge einer
Klassifikation.
Die ”wahr korrekt”-Zelle der Matrix definiert ein Ergebnis, das von dem Klassifikator als
korrekt erkannt wurde und in der Wirklichkeit auch korrekt ist. Die ”wahr fa¨lschlich”-Zelle
bedeutet, dass der Klassifikator ein Ergebnis als korrekt klassifiziert, welches aber in der
Wirklichkeit falsch ist. Die Ergebnisse, welche falsch sind und auch als falsch eingestuft
wurden, werden als ”falsch korrekt” bezeichnet. Die ”falsch fa¨lschlich”-Zelle bezieht sich
auf die Ergebnisse, welche in Wirklichkeit korrekt sind, von dem Klassifikator aber als
falsch eingestuft wurden.
Auf die Konfusionsmatrix beziehen sich die Metriken Pra¨zision, Ausbeute und F-Maß.
Die Metrik Pra¨zision in der Gleichung 2.7 gibt an, wie viele Klassen aus der Menge der
vorausgesagten korrekten Klassen wirklich korrekt sind.
Pra¨zision =
wahr korrekt
wahr korrekt + falsch korrekt
(2.7)
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Abbildung 2.6: Computerlinguistik-Fließband [CEE+09]
Beispielsweise mo¨chte man 10 Personen auf ihre Kreditwu¨rdigkeit u¨berpru¨fen. Wenn der
Klassifikator 6 Personen als kreditwu¨rdig klassifiziert, davon aber in Wirklichkeit nur 3
kreditwu¨rdig sind, dann betra¨gt die Pra¨zision 36 = 0.5.
Die Metrik Ausbeute in der Gleichung 2.8 gibt an, wie viele korrekte Klassifikationen
insgesamt vorgenommen wurden. Beispielsweise mo¨chte man 10 Personendatensa¨tze auf
ihre Kreditwu¨rdigkeit u¨berpru¨fen. Wenn der Klassifikator 6 Personen als kreditwu¨rdig
klassifiziert, davon aber in Wirklichkeit nur 3 kreditwu¨rdig sind, dann betra¨gt die Ausbeute
3
10 = 0.3.
Ausbeute =
wahr korrekt
wahr korrekt + falsch fa¨lschlich
(2.8)
Das F-Maß in der Gleichung 2.9 ist das harmonische Mittel aus Pra¨zision und Ausbeute.
F1 =
2 · Pra¨zision ·Ausbeute
Pra¨zision + Ausbeute
(2.9)
Der Wertebereich aller drei Metriken liegt im Intervall {0, 1}. Je na¨her der Wert an 1 liegt,
desto besser ist die Voraussage. [Mur12]
2.5 Computerlinguistik
Die Computerlinguistik ist ein Fachgebiet, welches die maschinelle Verarbeitung von na-
tu¨rlicher Sprache behandelt. Offensichtlich ko¨nnen Computer keine natu¨rliche Sprache ver-
stehen, explizite Verfahren sind no¨tig um Versta¨ndnis zu schaffen und Syntax, Semantik
sowie Pragmatik extrahieren zu ko¨nnen. Beispiele fu¨r Computerlinguistik-Anwendungen
sind Textklassifikation und semantische Rollenzuweisung. Typisch bei der Verarbeitung
von Texten ist ein Fließband. Das Fließband verarbeitet die Informationen des Textes
mithilfe von einzelnen Stationen, welche in der Abbildung 2.6 zu sehen sind. Im Ein-
leser werden die Informationen des Textes eingelesen und im Portionierer nach Sa¨tzen
oder Wo¨rtern zerteilt. Im Etikettierter weist man den zuvor portionierten Entita¨ten be-
stimmte Etiketten zu, beispielsweise will man alle Nomen als solche kennzeichnen. Der
Grundformenermittler ermittelt die Grundform eines Wortes. Im Zerteiler werden die Sa¨t-
ze nach gewu¨nschten Eigenschaften zerteilt, beispielsweise erstellt man aus einem Satz
einen Syntax-Baum. Der Semantik-Interpreter sucht nach den mo¨glichen Bedeutungen des
Satzes und der Diskursinterpreter nach den mo¨glichen Bedeutungen fu¨r den ganzen Text.
[CEE+09]
2.5.1 Bag-of-Words
Bag-of-Words ist ein Verfahren zur Konstruktion von Merkmalen aus einem Text. Dabei
wird eine Liste, der im Dokument vorkommenden Wo¨rter, erstellt. Diese Liste wird nach
der Ha¨ufigkeit der einzelnen Wo¨rter sortiert. Oft werden nicht alle Wo¨rter betrachtet,
sodass Wo¨rter mit wenig Information wie Artikel und Pra¨positionen weggelassen werden.
Aus der Liste werden anschließend Merkmale fu¨r die Sa¨tze oder einzelne Wo¨rter aus dem
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Tabelle 2.2: Beispielhaftes Dokument fu¨r das Bag-of-Words-Verfahren
Nr. Satz
1 Ein Auto hat ein automatisches Bremssystem.
2 Der Fahrer von dem Auto fa¨ngt an zu bremsen.
3 Das Bremssystem von dem Auto ist defekt.
Tabelle 2.3: Vektoren fu¨r Nomen aus Bag-of-Words
Nr. Auto Bremssystem Fahrer
1 1 1 0
2 0 0 1
3 1 1 0
Dokument generiert. Dafu¨r wird aus der Liste ein Vektor erstellt, welcher an den Stellen
der betrachteten Wo¨rter eine 1 entha¨lt und an den anderen Stellen eine 0. In der Tabelle 2.2
wird ein beispielhaftes Dokument, bestehend aus drei Sa¨tzen, gezeigt. Es wird eine Liste
erzeugt, welche alle Nomen von dem Dokument entha¨lt. Fu¨r die Nomen aus den einzelnen
Sa¨tzen ergeben sich folgende Vektoren, welche in der Tabelle 2.3 gezeigt werden. So kommt
im ersten Satz das Nomen Auto vor, was durch eine 1 gekennzeichnet wird. Die 1 steht an
erster Position, da das Nomen Auto im Dokument am Ha¨ufigsten vorkommt. [Mur12]
2.5.2 Vorkommensha¨ufigkeit-und-inverse-Dokumentha¨ufigkeit
Die Vorkommensha¨ufigkeit tf gibt an, wie oft ein Wort t in einem Dokument d vorkommt.
Fu¨r die Normalisierung wird die Anzahl der Vorkommen des Wortes durch die Anzahl
der Vorkommen des am ha¨ufigsten aufgetretenen Wortes unter allen Wo¨rtern geteilt. Das
Vorgehen wird in der Gleichung 2.10 gezeigt.
tfi,d =
#(t, d)
maxt′∈d #(t′, d)
(2.10)
Die inverse Dokumentha¨ufigkeit idf steht fu¨r den Informationsgehalt von einem Wort in-
nerhalb einer Dokumentensammlung an und durch die folgende Gleichung 2.11 berechnet.
idf(t) = log
N∑
D:t∈D 1
(2.11)
Die beiden Maße werden in der Gleichung 2.12 kombiniert und geben den Vorkommensha¨ufigkeit-
und-inverse-Dokumentha¨ufigkeit-Maß tfidfi,d eines Wortes in einer Dokumentensammlung
an. Mithilfe dieses Maßes lassen sich die wichtigen Wo¨rter eines Textes identifizieren.
Auch ist es mo¨glich, den Bag-of-Words-Vektor durch Vorkommensha¨ufigkeit-und-inverse-
Dokumentha¨ufigkeit-Maße zu erweitern, indem man statt der bina¨ren Kodierung der Wo¨r-
ter ihre Vorkommensha¨ufigkeit-und-inverse-Dokumentha¨ufigkeit-Maße benutzt. Dadurch
ergibt sich die Mo¨glichkeit die Merkmale zu erweitern. [Mur12]
tfidfi,d = tfi,d · idfi (2.12)
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1. Ein Auto hat ein automatisches Bremssystem.
2. Der Fahrer von dem Auto fängt an zu bremsen.
3. Das Bremssystem ist defekt. 
(Auto, Bremssystem) -> (1 0 0 0 0, 0 1 0 0 0)
(Fahrer, Auto) -> (0 1 0 0 0, 1 0 0 0 0)
(automatisch, Bremssystem) -> (0 0 0 1 0, 0 1 0 0 0)
(Bremssystem, defekt) -> (0 1 0 0 0, 0 0 0 0 1) Paare von 
Nomen und Adjektiven
extrahieren
…
1
0
0
0
0
0
1
0
0
0
(w2_11,….,w2_nm)
= Worteinbettung von “Auto”
Auto Bremssystem
Abbildung 2.7: Worteinbettungen
2.5.3 Konstruktion der Worteinbettungen
Eine weitere Mo¨glichkeit zur Konstruktion von Merkmalen aus Texten sind Worteinbet-
tungen. Um Worteinbettungen zu ermitteln, wird beispielsweise ein neuronales Netzwerk
trainiert. Man trainiert dabei auf Paare von Wo¨rtern. In der Abbildung 2.7 sieht man die
extrahierten Paare von Nomen bzw. Adjektiven und das dazugeho¨rende neuronale Netz-
werk, welches die Worteinbettungen berechnet. Die Paare werden durch Bag-of-Words-
Vektoren repra¨sentiert, bei welchen nur die Stelle des vorkommenden Wortes besetzt ist.
Der Vektor des ersten Wortes des Paares dient als Eingangsmerkmale des neuronalen Netz-
werks. Der Vektor des zweiten Wortes des Paares wird als Ausgangsklasse behandelt. Der
Vektor der Worteinbettung wird nach der Lernphase aus den Gewichten der versteckten
Neuronen extrahiert. Weit verbreitet sind die 300-stelligen Worteinbettungen, extrahiert
durch eine versteckte Schicht mit 300 Neuronen.
Der große Vorteil von Worteinbettungen ist die Mo¨glichkeit des Vergleichs von Wo¨rtern,
denn a¨hnliche Wo¨rter bekommen a¨hnliche Gewichte der versteckten Schicht. Der Ver-
gleich von Wo¨rtern ist dabei signifikant schneller als mit den Bag-of-Words-Vektoren,
welche Hunderttausend oder mehr Stellen bei großen Dokumenten erreichen ko¨nnen. Ein
Nachteil ist die beno¨tigte Menge an Lerndaten, da man nach dem Training keine Mo¨glich-
keit besitzt neue Wo¨rter einzufu¨gen und die Lerndaten mo¨glichst viele Wo¨rter abdecken
mu¨ssen. [MCCD13]
2.6 Ontologie
Urspru¨nglich stammt der Begriff Ontologie aus der Philosophie und bedeutet systema-
tische Darstellung der Existenz. In der Informatik bedeutet eine Ontologie eine formale
Repra¨sentation einer bestimmten Wissensdoma¨ne. Eine Ontologie besteht aus Konzepten
dieser Doma¨ne und Beziehungen zwischen diesen Konzepten. Ein Beispiel fu¨r eine Onto-
logie ist in der Abbildung 2.8 dargestellt. Es ist eine Ontologie der Doma¨ne Fahrzeug. Es
handelt sich um einen Auszug. Um die gesamte Wissensdoma¨ne des Autos zu modellieren,
wu¨rde man tausende Konzepte beno¨tigen. Die Ontologie stellt vier Konzepte dar: Auto,
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Wurzel
Auto Rad
hat 4
Reifen
hat 1
Gummi
besteht aus
Familien
auto Sportauto
Breitreifen
Abbildung 2.8: Ausschnitt der Ontologie der Fahrzeugdoma¨ne
Rad, Reifen und Gummi (dargestellt durch blaue Kreise). In der Ontologie ko¨nnen Ober-
konzepte definiert werden, in dem Beispiel sind die vier Konzepte an das Oberkonzept
Wurzel angeha¨ngt. Die Beziehungen zwischen den Konzepten sind mithilfe gru¨ner Pfeile
dargestellt. Das Konzept Auto hat eine Beziehung
”
hat 4“ zum Konzept Rad, was bedeuten
soll, dass ein Auto vier Ra¨der besitzt. Auch ist es mo¨glich in der Ontologie Instanzen von
Konzepten anzulegen. Familienauto und Sportauto sind Instanzen des Konzepts Auto und
Breitreifen ist eine Instanz des Konzepts Reifen. Eine Instanz bekommt alle Eigenschaften
und Beziehungen von ihren Konzepten, dementsprechend besitzt ein Familienauto auch 4
Ra¨der. Die Mo¨glichkeiten eine Wissensdoma¨ne zu modellieren sind sehr vielfa¨ltig. So kann
man die Instanzen Familienauto und Sportauto auch als Unterkonzepte von dem Konzept
Auto darstellen. Es kommt auf den Ersteller an, welche Informationen in welcher Form
beno¨tigt werden. [Mur12]

3. Verwandte Arbeiten
Nachfolgend werden Arbeiten aus den letzten Jahren vorgestellt, welche fu¨r die Zielsetzung
und Vorgehensweise dieser Arbeit relevant sind.
Die Klassifikation von Software-Anforderungen wurde 2016 von Winkler und Vogelsang
[WV16] behandelt. Dort werden die Texte der Software-Anforderungen bina¨r klassifiziert in
zwei mo¨gliche Klassen
”
Information“ und
”
Anforderung“. Als Klassifikator wird ein Neuro-
nales Netzwerk verwendet, mit diskreter Faltung als Aktivierungsfunktion. Als Lerndaten
werden die Texte der Anforderungen verwendet. Zuvor werden die Texte der Anforderun-
gen alle manuell untersucht und darauf basierend werden Filter definiert. Aus den An-
forderungen werden alle Tabellen, Formeln, Aufza¨hlungen, Referenzen und Abbildungen
entfernt. Es bleiben natu¨rlichsprachliche Wo¨rter. Um Merkmale zu erzeugen, werden mit
einem neuronalen Netzwerk eigene Worteinbettungen aus den Texten der Anforderungen
erstellt. Die Worteinbettungen werden dann von dem neuronalen Netzwerk mit diskreter
Faltung in zwei mo¨gliche Klassen klassifiziert. Aus der Evaluation folgt, dass der Ansatz
mit 70% Pra¨zision und 85% Ausbeute gut funktioniert. Des Weiteren werden neue Anfor-
derungen mit unbekannten Wo¨rtern fu¨r die Worteinbettungen evaluiert. Um die Pra¨zision
und Ausbeutemaße zu behalten, mu¨ssen mindestens 40% der Wo¨rter durch die Wortein-
bettungen bekannt sein. Die Mo¨glichkeit des Einsatzes der Worteinbettungen als Merkmale
ist interessant fu¨r diese Arbeit, allerding besitzt Winkler weitaus mehr Textdaten als die
Anzahl der Anforderungen, die fu¨r diese Arbeit zur Verfu¨gung steht.
Rashwan et al. [ROW13] stellten die Klassifikation von nicht-funktionallen Anforderungen
vor. Die Anforderungen wurden mithilfe eines Stu¨tzvektormaschine-Klassifikators in sie-
ben mo¨gliche Klassen klassifiziert. Die Klassen sind die Unterarten von nicht-funktionallen
Anforderungen wie zum Beispiel Operationsseinschra¨nkung oder Qualita¨tsanforderung.
Außerdem wurde eine Ontologie manuell erstellt und wa¨hrend des Klassifikationsprozes-
ses angereichert. Die erstellte Ontologie entha¨lt dabei diese Klassen als Konzepte. Als
Lerndaten wird ein eigenerstellter Korpus verwendet, bei welchem die Anforderungen von
mehreren Studenten ha¨ndisch annotiert und auf Fehler untersucht wurden. Als Merk-
male fu¨r die Klassifikation werden die Unigramme der Wo¨rter der Anforderungen ver-
wendet, wobei Stoppwo¨rter entfernt werden. Nach der Klassifikation werden mithilfe des
Computerlinguistik-Fließbands Fachbegriffe aus den Anforderungen extrahiert und als
Konzepte in der Ontologie angeha¨ngt. Die Klassifikation liefert eine Pra¨zision von 77%
und eine Ausbeute von 60%. Die Klassifikation in mehrere Klassen ist auch fu¨r diese Ar-
beit von Bedeutung, allerdings liegt bei den Anforderungen von Bosch kein bereinigter
und annotierter Korpus vor. Der Aspekt der Ontologie als Wissensbasis ist auch in der
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Fahrzeugdoma¨ne von Bedeutung. Es wa¨re vorteilhaft zu wissen, welche Begriffe fu¨r welche
Systeme und Anforderungen relevant sind.
2013 untersuchten Wijewickrema und Gamage [WG13], wie man eine Ontologie in die
Klassifikation von Textdokumenten einbeziehen kann. Das Klassifikationsproblem besteht
aus mehreren Klassen, geisteswissenschaftliche Texte werden nach ihren Thematiken klas-
sifiziert. Eine Ontologie wird im Vorfeld manuell erstellt und dient dazu die Ausgabe eines
Vorkommenha¨ufigkeit-und-inverse-Vorkommenha¨ufigkeit-Klassifikators zu verfeinern. Als
Merkmale werden die Vorkommensha¨ufigkeit-und-inverse-Dokumentha¨ufigkeit-Vektoren und
die Bag-of-Words-Vektoren der Texte verwendet. Die Ontologie entha¨lt alle mo¨glichen The-
matiken und Begriffe. Die von dem Klassifikator vorausgesagte Klasse wird in der Ontolo-
gie gesucht und alle Konzepte, die damit in Beziehung stehen extrahiert. Diese Konzepte
werden anschließend im Eingabetext gesucht. Die Klasse mit den meisten Suchtreffern ist
schließlich die vorausgesagte Klasse. Das Verfahren kommt dabei auf 73% Genauigkeit.
Die Idee der Suche der Konzepte ist auch in der Anforderungsdoma¨ne von Bedeutung,
falls sich aus den Texten geeignete Konzepte und Hierarchien erstellen lassen.
Die automatische Erstellung einer Ontologie aus den Software-Anforderungen wurde von
Roth und Klein [RK15] behandelt. Die Ontologieerstelllung erfolgt dabei mithilfe von
Syntaxanalyse und semantischer Rollenerkennung des Computerlinguistik-Fließbands. So
werden drei Konzepte definiert: Akteur, Aktion und Objekt. Diese Konzepte werden in den
Texten identifiziert und anschließend in die Ontologie u¨bernommen. Das Konzept Aktion
definiert dabei eine Beziehung zwischen Akteur und Objekt. Die semantische Rollenerken-
nung wird mithilfe des Werkzeugs mate durchgefu¨hrt, das auf Nachrichtentexte trainiert
wurde. Die Ansa¨tze von Roth und Klein sind hilfreich fu¨r die automatische Erstellung der
Ontologie fu¨r diese Arbeit, wobei die Anforderungen der Fahrzeugdoma¨ne viele ungram-
matikalische Sa¨tze wie Aufza¨hlungen und Tabellen enthalten. Das ko¨nnte ein Problem fu¨r
die semantische Rollenerkennung werden.
Ein weiterer automatischer Ansatz der Repra¨sentation von Software-Anforderungen wird
von Verma und Beg [VB13] vorgeschlagen. Dort wird die Syntaxanalyse angewendet, um
einen Graphen aus dem Text einer Anforderung zu erzeugen. Die Erzeugung geschieht
mithilfe zuvor manuell erstellter Regeln, welche die Syntaxetiketten jedes Wortes betrach-
ten. Ein besonderer Fokus wird dabei auf die Erkennung von Zahlenwerten gelegt, da die
betrachteten Anforderungen allesamt funktionalle Anforderungen sind. Der Ansatz von
Verma eignet sich gut fu¨r die schnelle Erzeugung von Graphstrukturen. Die Frage ist, wie
sich der Ansatz bei nicht-funktionallen Anforderungen verha¨lt, welche in der Fahrzeugdo-
ma¨ne vertreten sind.
Bei Taylor et al. [TMKW] werden Informationen aus Texten automatisch in die CYC-
Ontologie eingeordnet. Die Einordnung geschieht mithilfe von Klassifikatoren. Die CYC-
Ontologie zielt darauf ab, das Weltwissen zu repra¨sentieren und setzt sich aus einer Vielzahl
von Mikrotheorien zusammen. Jede Mikrotheorie steht fu¨r einen Fachgebiet, beispielsweise
gibt es Mikrotheorien fu¨r Haustiere, Fahrzeuge oder Raumfahrt. Die Namen der Wurzel-
konzepte der Mikrotheorien repra¨sentieren die mo¨glichen Klassen. Die Texte werden mit-
hilfe von manuell erstellen Regeln zu mo¨glichen Konzepten und Beziehungen umgewandelt.
Danach werden diese in ein Bag-of-Words-Vektor u¨bersetzt und als Merkmale verwendet.
Fu¨r die Klassifikation wird der Na¨ıve-Bayes-Klassifikator verwendet, die Wahrscheinlich-
keiten dafu¨r werden aus den Konzepten der Mikrotheorien und der Gesamtontologie be-
rechnet. Der Ansatz erreicht 95% Pra¨zision und 83% Ausbeute. Die guten Ergebnisse
der Klassifikation ko¨nnen ein Indiz fu¨r die Eignung des Na¨ıve-Bayes-Klassifikators fu¨r die
Textklassifikation sein. Bei dem Abbildungsproblem zwischen internen und externen An-
forderungen handelt es sich um so ein Problem. Die Frage ist, ob sich die manuell erstellten
Regeln von Taylor et al.[TMKW] auch auf die Fahrzeugdoma¨ne u¨bertragen lassen, da die
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Sprache der CYC-Ontologie Englisch ist.
Smith et al. [STHH17a] bescha¨ftigten sich mit der Transformation der Worteinbettungen
von einer Sprache zu einer anderen. Urpru¨nglich wurden von Facebook Worteinbettungen
fu¨r 78 Sprachen vero¨ffentlicht, die auf der Grundlage von Nutzerkommentaren erstellt
wurden. Mithilfe der Singula¨rwertzerlegung der Matrix aller Worteinbettung einer Sprache
erstellten Smith et al. eine Transformationsmatrix, um die Worteinbettung fu¨r ein Wort
in einer Sprache in eine andere Sprache zu transformieren. Dadurch lassen sich Wo¨rter
oder sogar Texte in zwei verschiedenen Sprachen vergleichen. Bei der Transformation von
Deutsch nach Englisch erreicht der Ansatz eine Pra¨zision von 73%. In der Fahrzeugdoma¨ne
von Bosch sind die Sprachen Deutsch und English beide stark vertreten. Eine Mo¨glichkeit,
sprachu¨bergreifend Texte zu vergleichen, ist hilfreich bei der Analyse von Anforderungen.
Manku et al. [MJDS07] bescha¨ftigen sich mit der Erkennung von Fast-Duplikaten in den
Webdokumenten. Der Inhalt der Webdokumente wird dabei extrahiert und danach mit
dem deterministischen Hashing-Verfahren Simhash in einen Hashwert umgewandelt. Die
enstandenen Hashwerte lassen sich nach ihren Hamming-Distanz sortieren, Hashwerte mit
geringer Distanz haben dabei einen sehr a¨hnlichen Inhalt. Das Verfahren eignet sich nicht
nur fu¨r Webdokumente, sondern auch fu¨r Sa¨tze. Die Pra¨zision des Verfahrens liegt bei 90%.
Auch in der Anforderungsdoma¨ne ist die Erkennung von Fast-Duplikaten von Bedeutung,
da dadurch Kopien und gegebenenfalls a¨hnliche Anforderungen sich identifizieren lassen.

4. Analyse und Entwurf
Das Ziel dieser Arbeit ist die Erstellung einer automatischen Abbildung der externen Anfor-
derungen eines Kunden der Fahrzeugindustrie auf die internen Anforderungen von Bosch,
sodass bei einer neuen externen Anforderung dem Mitarbeiter Vorschla¨ge fu¨r eine sinn-
volle interne Abbildung geliefert werden ko¨nnen. Zurzeit la¨uft der Vorgang manuell ab.
Bosch-Mitarbeiter mit breitem Doma¨nen-Wissen bearbeiten ein Kundenlastenheft, extra-
hieren daraus die Anforderungen und bilden die Anforderungen ab. Nachfolgend wird der
Abbildungsprozess beschrieben und die vorliegenden Daten der Anforderungen analysiert.
4.1 Beschreibung des Lastenhefts
Am Anfang erha¨lt der zusta¨ndige Mitarbeiter ein Lastenheft von dem Kunden im DOORS-
Datenbankformat, welches informative Richtlinien und Anforderungen fu¨r ein Projekt ent-
ha¨lt. In dieser Arbeit werden die Projekte der Bremssysteme fu¨r den Kunden namens A
betrachtet. Bei einem Projekt handelt es sich um einen bestimmten Fahrzeugtyp, bei-
spielsweise beschreibt das Projekt 714123 die Anforderungen der Bremssysteme fu¨r das
Fahrzeugmodell A1 . Das Lastenheft ist unter anderem in die Abschnitte wie
”
Einleitung“
oder
”
Einzulesende PDU/ Signale“ gegliedert. In den einzelnen Abschnitten befinden sich
die Anforderungen als Textblo¨cke. Zusa¨tzlich zu den Abschnitten sind die Anforderun-
gen in Module gegliedert. Ein Modul steht fu¨r einen bestimmten Funktionsumfang eines
Systems.
Die Tabelle 4.1 zeigt einen Ausschnitt des Lastenheftes. In der Spalte
”
Extern Heading“
werden die U¨berschriften der Abschnitte angezeigt. Die Spalte
”
Extern Text“ zeigt den
Textblock einer Anforderung. In der Spalte
”
Extern Module“ ist das Modul einer Anforde-
rung enthalten. So geho¨ren die 10 ersten Anforderungen in dem Abschnitt
”
Einzulesende
PDU/ Signale“ zu dem Modul
”
A1 714123 Start Stopp ESC Signale“ und beschreiben
somit die Start-Stopp-Funktion. Die Struktur der Module wird vom Kunden bei jedem
Lastenheft gesondert erstellt.
4.2 Abbildungsprozess
Das Lastenheft wird von einem Mitarbeiter in die Bosch-interne DOORS-Datenbank einge-
lesen. Danach pru¨ft der Mitarbeiter die einzelnen Anforderungen nacheinander und weißt
jeder Anforderung einen Status zu. Der Status einer Anforderung bestimmt die weitere
Vorgehensweise des Mitarbeiters. Es gibt mehrere Statusarten. Der Status no evaluation
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Tabelle 4.1: Auszug des Lastenheftes
Extern Heading Extern Text Extern Module
1. Einleitung
Fu¨r alle nachfolgend beschriebenen Anforde-
rungen mu¨ssen dem Auftraggeber auf Anfra-
ge detaillierte Funktionsbeschreibungen der
Umsetzung u¨bergeben werden.
A1 714123 Funktionen Spezifikation
Bei Bedarf sind zusammen mit dem Auftrag-
geber Reviews durchzufu¨hren.
A1 714123 Funktionen Spezifikation
1.1 Ein- und Ausgaben
(Busschnittstellen)
Die nachfolgend angegebenen Signale sind
der aktuelle Stand der Vernetzungsumfa¨nge
A1 714123 Funktionen Spezifikation
Die Weiterentwicklung des Vernetzungsum-
fangs erfolgt in der Kommunikationsmatrix
fu¨r das entsprechendes Fahrzeugprojekt
A1 714123 Funktionen Spezifikation
1.2 Einzulesende PDU /
Signale
Die einzulesenden Signale sind der jeweils
gu¨ltigen Kommunikationsmatrix zu entneh-
men.
A1 714123 Start
Stopp ESC Signale
Die bisher in diesem Lastenheft enthaltene
Auflistung der PDUs und Signale wird ver-
worfen
A1 714123 Start
Stopp ESC Signale
1.2.1 PDU A11 101
ZZA 01 QA A1 714123 Start
Stopp ESC Signale
ZZA 01 QB A1 714123 Start
Stopp ESC Signale
ZZA 01 QC A1 714123 Start
Stopp ESC Signale
ZZA 01 QD A1 714123 Start
Stopp ESC Signale
ZZA 01 QE A1 714123 Start
Stopp ESC Signale
ZZA 01 QG A1 714123 Start
Stopp ESC Signale
ZZA 02 QA A1 714123 Start
Stopp ESC Signale
ZZA 02 QB A1 714123 Start
Stopp ESC Signale
ZZA 02 QC A1 714123 Start
Stopp ESC Signale
ZZA 02 QD A1 714123 Start
Stopp ESC Signale
ZZA 02 QE A1 714123 Start
Stopp ESC Signale
1.2.2 PDU A11 102
BBN 03 04 A1 714123 Start
Stopp ESC Signale
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bedeutet, dass es sich bei der Anforderung um eine informative Richtlinie handelt, welche
nicht implementiert und somit nicht abgebildet werden muss. Der Status no req besagt,
dass die Anforderung fu¨r die Funktionsweise des Systems nicht von Bedeutung ist. Wenn
der Status auf accepted gesetzt wird, dann handelt es sich um eine Anforderung, welche
abgebildet werden muss. Wenn der Status auf accepted w remarks gesetzt wird, wird
zu der Anforderung ein Kommentar des Mitarbeiters erstellt und die Anforderung muss
abgebildet werden. Nachdem der Status gesetzt wurde, weist der Mitarbeiter jeder An-
forderung einen Typ zu. Eine Anforderung kann drei mo¨gliche Typen besitzen: System,
Hardware oder Software. Aus dem Typ ergibt sich die zusta¨ndige Abteilung, welche die
Abbildung der Anforderung u¨bernimmt. Zusa¨tzlich wird eine sogenannte FN-ID fu¨r jede
Anforderung gesetzt, welche auf einen bestimmten Mitarbeiter innerhalb dieser Abtei-
lung verweist, der die Abbildung auf eine oder mehrere interne Anforderungen vornehmen
muss. Die internen Anforderungen befinden sich in der internen DOORS-Datenbank und
besitzen ebenfalls Text und Modulinformationen. Dabei trennen sich die internen Anfor-
derungen wie auch die externen Anforderungen in drei Typen: System, Hardware oder
Software. Diese Typen beziehen sich auf das V-Modell. Die Anforderungen der Syste-
mebene definieren dabei die System-Architektur. Die Anforderungen der Hardwareebene
definieren den System-Entwurf und die Anforderungen der Softwareebene definieren die
Software-Architektur. Um eine Abbildung vorzunehmen, muss der zusta¨ndige Mitarbeiter
die DOORS-Datenbank nach einer passenden internen Anforderung durchsuchen und die
DOORS-Verweise der externen und der internen Anforderungen miteinander verknu¨pfen.
In der Tabelle 4.2 sieht man einen Ausschnitt des Lastenheftes mit externen Anforderun-
gen und den dazugeho¨rigen abgebildeten internen Anforderungen. Die Spalten der externen
Anforderungen sind die Gleichen wie im Kapitel 4 beschrieben. Die Informationen der zu-
geho¨rigen internen Anforderungen sieht man in den Spalten
”
Intern Text“ und
”
Intern
Module“.
4.3 Datenanalyse
Insgesamt liegen 648 851 Anforderungen vor, welche aus der DOORS-Datenbank von Bosch
exportiert wurden. Die Anforderungen kommen aus 10 Projekten, wobei alle Projekte
Systeme fu¨r mehrere Fahrzeugmodelle des Kunden A behandeln. Bei den Anforderungen
handelt es sich bei 176 112 um externe Anforderungen, alle anderen sind interne Anforde-
rungen. Die Verteilung der Anforderungen ist in der Abbildung 4.1 als ein Kreisdiagramm
zu sehen. Es gibt insgesamt 160 139 Abbildungen. Bei der Betrachtung der Abbildungen
wurde festgestellt, dass auch interne Anforderungen auf andere interne Anforderungen ab-
gebildet werden. Dies ist durch die Strukturierung als V-Modell zu begru¨nden. Die internen
Anforderungen der Systemebene sind auf die internen Anforderungen der Hardware- und
Softwareebene abgebildet. Dabei sind die Abbildungen von internen auf interne Anfor-
derungen sogar ein Großteil, 129 546 der Gesamtabbildungen sind interne. Im Rahmen
dieser Arbeit sind die Abbildungen von internen auf interne Anforderungen nicht von Be-
deutung, da dies auch nicht dem Ziel der automatischen Abbildung entspricht. 30 593
externe Anforderungen sind abgebildet. Die Zahl der internen Anforderungen, auf welche
die externen Anforderungen abgebildet wurden, betra¨gt 15 093. In der Abbildung 4.2 wird
die Ha¨ufigkeit der Abbildungen gezeigt. Dafu¨r wurde fu¨r jede externe Anforderung aus
den 30 593 geza¨hlt, wie viele Abbildungen auf die internen Anforderungen diese Anforde-
rung besitzt. So existieren 12 084 1-zu-1-Abbildungen, wo eine externe Anforderung auf
eine interne Anforderung abgebildet wird. Maximal wurde eine externe Anforderung auf
132 verschiedene interne Anforderungen abgebildet. So eine 1-zu-132-Abbildung kommt
allerdings nur einmal vor.
22 4. Analyse und Entwurf
E
x
te
rn
H
e
a
d
in
g
E
x
te
rn
T
e
x
t
E
x
te
rn
M
o
d
u
le
In
te
rn
T
e
x
t
In
te
rn
M
o
d
u
le
1
.
E
in
le
itu
n
g
F
u¨
r
a
lle
n
a
c
h
fo
lg
e
n
d
b
e
sc
h
rie
b
e
n
e
n
A
n
fo
rd
e
-
ru
n
g
e
n
m
u¨
sse
n
d
e
m
A
u
ftra
g
g
e
b
e
r
a
u
f
A
n
fra
-
g
e
d
e
ta
illie
rte
F
u
n
k
tio
n
sb
e
sc
h
re
ib
u
n
g
e
n
d
e
r
U
m
se
tz
u
n
g
u¨
b
e
rg
e
b
e
n
w
e
rd
e
n
.
A
1
7
1
4
1
2
3
F
u
n
k
tio
n
e
n
S
p
e
z
ifi
k
a
tio
n
L
in
k
to
M
a
trix
1
1
0
0
A
1
1
1
1
1
1
F
u
n
k
tio
n
sa
n
fo
rd
e
ru
n
g
e
n
S
p
e
z
ifi
k
a
tio
n
B
e
i
B
e
d
a
rf
sin
d
z
u
sa
m
m
e
n
m
it
d
e
m
A
u
ftra
g
-
g
e
b
e
r
R
e
v
ie
w
s
d
u
rc
h
z
u
fu¨
h
re
n
.
A
1
7
1
4
1
2
3
F
u
n
k
tio
n
e
n
S
p
e
z
ifi
k
a
tio
n
L
in
k
to
M
a
trix
1
1
0
0
A
1
1
1
1
1
1
F
u
n
k
tio
n
sa
n
fo
rd
e
ru
n
g
e
n
S
p
e
z
ifi
k
a
tio
n
1
.1
E
in
-
u
n
d
A
u
sg
a
b
e
n
(B
u
ssc
h
n
ittste
lle
n
)
D
ie
n
a
c
h
fo
lg
e
n
d
a
n
g
e
g
e
b
e
n
e
n
S
ig
n
a
le
sin
d
d
e
r
a
k
tu
e
lle
S
ta
n
d
d
e
r
V
e
rn
e
tz
u
n
g
su
m
fa¨
n
g
e
A
1
7
1
4
1
2
3
F
u
n
k
tio
n
e
n
S
p
e
z
ifi
k
a
tio
n
A
c
e
n
tra
l
ta
b
le
sh
o
u
ld
d
e
fi
n
e
th
e
se
n
sitiv
ity
o
f
a
ll
m
o
n
ito
rin
g
s.
E
a
c
h
m
o
n
ito
rin
g
sh
a
ll
b
e
m
a
n
ip
u
la
te
d
se
p
a
ra
tly
.
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
D
ie
W
e
ite
re
n
tw
ic
k
lu
n
g
d
e
s
V
e
rn
e
tz
u
n
g
su
m
-
fa
n
g
s
e
rfo
lg
t
in
d
e
r
K
o
m
m
u
n
ik
a
tio
n
sm
a
trix
fu¨
r
d
a
s
e
n
tsp
re
c
h
e
n
d
e
s
F
a
h
rz
e
u
g
p
ro
je
k
t
A
1
7
1
4
1
2
3
F
u
n
k
tio
n
e
n
S
p
e
z
ifi
k
a
tio
n
If
th
e
re
is
n
o
p
o
ssib
ility
to
re
q
u
e
st
th
e
g
e
-
a
rb
o
x
p
a
rk
p
o
sitio
n
,
th
e
v
a
lu
e
A
X
m
u
st
b
e
d
isp
la
y
e
d
.
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
1
.2
E
in
z
u
le
se
n
d
e
P
D
U
/
S
ig
n
a
le
D
ie
e
in
z
u
le
se
n
d
e
n
S
ig
n
a
le
sin
d
d
e
r
je
w
e
ils
g
u¨
ltig
e
n
K
o
m
m
u
n
ik
a
tio
n
sm
a
trix
z
u
e
n
tn
e
h
-
m
e
n
.
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
D
ie
b
ish
e
r
in
d
ie
se
m
L
a
ste
n
h
e
ft
e
n
th
a
lte
n
e
A
u
fl
istu
n
g
d
e
r
P
D
U
s
u
n
d
S
ig
n
a
le
w
ird
v
e
r-
w
o
rfe
n
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
1
.2
.1
P
D
U
A
1
1
1
0
1
Z
Z
A
0
1
Q
A
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
A
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
Z
Z
A
0
1
Q
B
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
B
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
Z
Z
A
0
1
Q
C
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
C
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
Z
Z
A
0
1
Q
D
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
D
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
Z
Z
A
0
1
Q
E
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
E
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
Z
Z
A
0
1
Q
G
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
Z
Z
A
0
1
Q
G
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
1
.2
.2
P
D
U
A
1
1
1
0
2
B
B
N
0
3
0
4
A
1
7
1
4
1
2
3
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
le
B
B
N
0
3
0
4
A
1
1
1
1
1
1
S
ta
rt
S
to
p
p
E
S
C
S
ig
n
a
ls
T
a
b
elle
4.2:
A
u
szu
g
d
es
L
asten
h
eftes
m
it
in
tern
en
A
n
ford
eru
n
gen
4.3. Datenanalyse 23
20%
5%
48%
27%
Abgebildete interne Anforderungen(129 564)
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Nicht abgebildete interne Anforderungen(312 582)
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Abbildung 4.1: Verteilung der Anforderungen
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4.3.1 Wichtige Felder
Die Daten wurden mit den Mitarbeitern von Bosch besprochen, gemeinsam wurden Felder
fu¨r weitere Arbeit an der automatischen Abbildung identifiziert. Es stellte sich heraus,
dass viele Felder in der DOORS-Datenbank Duplikate darstellen oder fu¨r bestimmte An-
forderungen als Metadaten angelegt wurden. Die Tabelle 4.3 zeigt einen Auschnitt der
Anforderungen mit den wichtigen Feldern. Die Felder, die in jeder Anforderung vorkom-
men und Aussagekraft besitzen, sind:
Created On
Dieses Feld entha¨lt das Datum der Anforderung, als diese in dem DOORS-System von
Bosch angelegt wurde. Die Zeitangabe besteht aus Tag Monat Jahr. Dieses Feld wird
von dem DOORS-System automatisch erzeugt. Dieses Feld ist von Bedeutung, da man
dadurch die zeitliche Abfolge der Abbildung sehen kann.
Beispiel: 29 Sep 2009
Created By
Das Feld Created By entha¨lt den Ku¨rzel des Mitarbeiters, der im DOORS-System an-
gemeldet war und die Anforderung dort erstellt hat. Jeder Mitarbeiter hat eine eindeutige
Kennung. Die Kennung des Mitarbeiters ist nu¨tzlich, um mo¨gliche Gruppen der Anfor-
derungen zu identifizieren, da ein Mitarbeiter eine bestimmte Menge von Anforderungen
abbildet.
Beispiel: abx4rng
Object Heading
Bei den Anforderungen kann es sich um U¨berschriften handeln. Falls es eine U¨berschrift
ist, so steht sie in diesem Feld.
Beispiel: Einleitung
Object Level
Dieses Feld zeigt mithilfe einer Nummer, wo sich die Anforderung urspru¨nglich im Lasten-
heft befand. Object Level ist eine ganzzahlige Nummer, beginnend bei 1.0. Dieses Feld
ist wichtig, da es die Anforderungen zu ihren U¨berschriften zuordnet und diese somit in
Abschnitte trennt.
Beispiel: 1.1.2
Object Text
In diesem Feld steht der Text einer Anforderung. Der Text ist nicht einheitlich, er kann
nur aus einem Begriff bestehen. Es ist ebenso mo¨glich, dass dort Tabellen, Formeln oder
Verweise auf Dateien als Inhalte gespeichert sind.
Beispiel: ZZA Grenzsteigung: ZZA Grenzsteig = 20 Prozent
Module
Bei dem Feld Module handelt es sich um das Modul einer Anforderung. Alle Anforderun-
gen sind einem bestimmten Modul zugeordnet. Ein Modul repra¨sentiert einen Funktions-
umfang. Eine Modulbezeichnung besteht aus dem Pra¨fix des Fahrzeugs, danach folgt die
Projektnummer. Danach folgt die Bezeichnung des Bremssystems fu¨r das Fahrzeug.
Beispiel: A1 714123 Funktionsanforderungen Spezifikation
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URL
Bei dem Feld URL handelt es sich um einen Identifikationspfad in der DOORS-Datenbank.
Jede Anforderung hat eine eigene URL und diese ist eindeutig. Damit kann jede Anfor-
derung abgerufen werden.
Beispiel: doors.de.bosch.com:12345?1-123456789
Status
Das Feld Status repra¨sentiert den Status der Anforderung. Es sagt aus, ob die Anfor-
derung abgebildet werden muss. Die einzelnen Statuswerte werden in dem Abschnitt 4.2
beschrieben.
Beispiel: accepted w remarks
FN-ID
In diesem Feld steht die ID des zusta¨ndigen Mitarbeiters, der die Anforderung abbilden
muss. Dabei handelt sich viel mehr um eine Mitarbeiterrolle, sodass mehrere Mitarbeiter
einer Abteilung die gleiche ID bekommen ko¨nnen. Durch die Betrachtung der FN-ID
wu¨rden sich mo¨glicherweise Gruppen von Anforderungen finden lassen.
Beispiel: 234
Type
Das Feld Type zeigt den Typ der Anforderungen. Hier werden die Anforderungen in
System, Hardware oder Software unterteilt.
Beispiel: System
4.4 Herausforderungen des Abbildungsprozesses
Fu¨r das Vorgehen der automatischen Abbildung ergeben sich mehrere Herausforderun-
gen. So sind die externen Anforderungen alle in deutscher Sprache verfasst, wa¨hrend die
internen Anforderungen auf Englisch geschrieben sind. Dies ist fu¨r einen Mitarbeiter we-
nig problematisch, da die zusta¨ndigen Mitarbeiter Deutsch und Englisch beherrschen. Fu¨r
eine automatische Abbildung kann sich ein U¨bersetzungsproblem ergeben. Wenn man bei-
spielsweise gemeinsame Begriffe wie
”
Bremse“ und
”
Brake“ in den Paaren von internen und
externen Anforderungen automatisch identifizieren mo¨chte, verursachen zwei unterschiedli-
che Sprachen eine zusa¨tzliche Schwierigkeit. Um die Anforderungen sinnvoll zu u¨bersetzen,
mu¨sste man auf die Online-U¨bersetzungssysteme wie Google, Bing oder DeepL zugreifen.
Bei den Lastenheften handelt es sich aber um aktuelle Fahrzeugprojekte, die noch nicht
auf dem Markt sind. Die Texte unterliegen daher der Geheimhaltung und ko¨nnen nicht
ohne Weiteres an die U¨bersetzungsserver gesendet werden. Es ergibt sich die Frage, ob
man mit Oﬄine-U¨bersetzern ein gutes Ergebnis erzielen kann.
Des Weiteren sind die textuellen Informationen der Anforderungen oft mit anderen Infor-
mationen vermischt. So sind in manchen Anforderungen Tabellen von Microsoft Excel ma-
nuell herein kopiert worden. Manche Anforderungen enthalten Verweise auf PDF-Dateien
oder Bilder, die aber nicht im DOORS-System enthalten sind. Diese Informationen sind
dabei nicht strukturiert und ko¨nnen u¨berall im Text auftauchen. Solche Informationen
erschweren die automatische Abbildung, da man zusa¨tzliche Regeln und Filter definieren
muss, um diese Informationen von den textuellen Informationen der Anforderungen zu
trennen.
Außerdem werden die Anforderungen nicht auf Grammatik und Rechtschreibung u¨ber-
pru¨ft. Bei der Analyse sind mehrmals Rechtschreibfehler aufgefallen, wie zum Beispiel
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Tabelle 4.4: Abstraktionsstufen zwischen externen und internen Anforderungen
Extern Intern
A1-Fahrzeuge mit Automatik-
Getriebe (Stoppgeschwindigkeit
10km/h): - Sensorgeschwindigkeit
Default: 10 km/h
Values for A1: AStop10 = 10km/h,
AStop34 = 5km/h
ADelta10 and ADelta35 are calibra-
table. Default values: - ADelta10 =
5,5 km/h - ADelta35 = 4,5 km/h
If an emergency brake is detected,
the stop prohibition must be set for
the calibratable duration D. Default
value: 50s. Note: if the engine is off,
the timer will be updated.
”
Farhzeugbremse“ statt
”
Fahrzeugbremse“. Diese ko¨nnten problematisch werden, da die
automatischen Extraktoren wie das Computerlinguistik-Fließband mit Modellen arbeiten,
die keine Rechtschreibfehler beru¨cksichtigen ko¨nnen. Dadurch ko¨nnen wichtige Informa-
tionen einer Anforderungen verloren gehen.
Ein weiteres Problem ist die unterschiedliche Abstraktionsstufe der Anforderungen. Es
gibt Anforderungen, die genau ein Signal beschreiben wie
”
ZZA Grenzsteigung:
ZZA Grenzsteig = 20 Prozent“, aber auch Anforderungen, die sehr allgemein beschrieben
sind wie
”
Ist der vom Fahrer angetretene Bremsdruck zu gering und das Fahrzeug rollt an,
darf kein aktiver Druckaufbau erfolgen“. Dies kann den automatischen Abbildungsprozess
erheblich erschweren. So kann man zwar mithilfe des Fließbands der Computerlinguistik
die wichtigen Wo¨rter im Text identifizieren, aber ihre Abstraktionsstufen verfa¨lschen die
Aussagekraft. Ein Wort, welches nur auf der untersten Abstraktionsstufe auftaucht, ist
fu¨r die Anforderung der ho¨heren Abstraktionsstufe als Merkmal bedeutungslos. Um die
Abstraktionsstufen zu verstehen, beno¨tigt ein Mitarbeiter viel Hintergrundwissen. Dieses
Wissen muss in einem automatischen Prozess beru¨cksichtigt werden. Eine externe Anfor-
derung mit einer sehr genauen Beschreibung kann auf mehrere interne Anforderungen mit
verschiedenen Abstraktionsstufen abgebildet werden. Ein Beispiel hierfu¨r befindet sich in
der Tabelle 4.4. Eine externe Anforderung wird dort auf drei verschiedene interne Anforde-
rungen abgebildet. Fu¨r einen Laien ist der Zusammenhang schwer erkennbar. Es stellt sich
die Frage, ob nicht nur Hintergrundwissen, sondern auch die Texte und die U¨berschriften
der Umgebung der Anforderung fu¨r die Entscheidung einbezogen werden.
Des Weiteren erhalten die Anforderungen sehr viele Fachwo¨rter und Abku¨rzungen. Die
Abku¨rzungen auf der externen Seite sind oftmals andere als die Abku¨rzungen auf der
internen Seite der Anforderungen. Fu¨r die Fachwo¨rter und Abku¨rzungen gibt es Lexika
seitens Bosch; diese enthalten jedoch nicht alle Begriffe. Somit muss die automatische
Abbildung mit unbekannten Wo¨rtern umgehen ko¨nnen.
Bei der Abbildung von Anforderungen handelt es sich um eine m-zu-n-Abbildung. Ei-
ne externe Anforderung kann auf mehrere interne Anforderungen abgebildet werden und
mehrere externe Anforderungen ko¨nnen auf eine interne Anforderung abgebildet werden.
Eine Minimum- bzw. Maximumanzahl der Abbildungen ist nicht definiert. Es gibt exter-
ne Anforderungen, die auf 100 oder mehr verschiedene interne Anforderungen abgebildet
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wurden. Dies bedeutet einen zusa¨tzlichen Aufwand fu¨r die automatische Abbildung, da
man Informationen aus einer einzigen externen Anforderung extrahieren muss, welche re-
pra¨sentativ fu¨r eine Vielzahl der internen Anforderungen sind.
Zuletzt ist die Konsistenz der Anforderungen ein Problem. Viele der externen und inter-
nen Anforderungen wurden kopiert, wenn sie in anderen Projekten beno¨tigt wurden, oder
leicht umgea¨ndert, falls die vorherigen Formulierungen fehlerhaft waren. Bei dem Kopier-
vorgang werden allerdings keine Referenzen zu der urspru¨nglichen Anforderung hergestellt,
sodass man den Ursprung der Kopie nicht aus den Attributen der Kopie bestimmen kann.
Es existiert daher eine unbekannte Menge von Duplikaten oder Fast-Duplikaten. Solche
Duplikate ko¨nnen die Ergebnisse einer automatischen Abbildung verfa¨lschen.
4.5 Lo¨sungsansa¨tze
Durch die Herausforderungen im Abschnitt 4.4 ist das Problem mit einfachen Mitteln
wie ha¨ndisch erstellen Regeln schwer bis unmo¨glich zu lo¨sen. Die m-zu-n Abbildungen
erfordern die Definition von komplexen Regeln. Beispielsweise mu¨sste man bei einer 100-
zu-1 Abbildung 100 mo¨gliche Regeln definieren. Zusa¨tzlich dazu muss man die Regeln nach
ihren Abstraktionsstufen gruppieren, wobei dafu¨r keine Trennungen in den Daten gegeben
sind.
Fu¨r den Einsatz automatischer Lo¨sungsmo¨glichkeiten muss die Beschaffenheit der Anfor-
derungen beru¨cksichtigt werden. Die Tabellen, Formeln und Verweise auf Dateien mu¨ssen
mithilfe geeigneter Verfahren von Textinformationen der Anforderungen getrennt werden.
Das Betreiben von umfassender Fehleranalyse und Filterung ist aber nicht das Ziel die-
ser Arbeit. Somit mu¨ssen Verfahren ausgewa¨hlt werden, die robust gegen Rauschen in
den Daten sind. Der Einsatz von Sperrlisten ko¨nnte bei der Auswahl von wichtigen In-
formationen helfen. Des Weiteren ko¨nnte man mo¨glicherweise mit wenigen annotierten
Lerndaten Klassifikatoren trainieren, welche die Informationen der Texte als wichtig oder
nicht klassifizieren.
Eine Lo¨sungsmo¨glichkeit fu¨r die automatische Abbildung ist der Einsatz von Texta¨hnlich-
keiten. So ist zwar die Mo¨glichkeit der Online-U¨bersetzung nicht gegeben, doch gibt es bei
Smith et al. [STHH17b] eine Oﬄine-Mo¨glichkeit der Transformation der Worteinbettun-
gen von Deutsch nach Englisch. Dadurch ist man in der Lage die Worteinbettungen von
den deutschen Texten der Anforderungen zu erstellen und diese in englische Worteinbet-
tungen zu transformieren. Die A¨hnlichkeit von beiden Worteinbettungen kann berechnet
werden. Dadurch ko¨nnen die richtigen Paare von den externen und internen Anforderun-
gen identifiziert werden. Es stellt sich allerdings die Frage, wie sich die Texta¨hnlichkeiten
bei m-zu-n-Abbildungen verhalten. Die unbekannten Begriffe des Modells stellen auch ein
erhebliches Problem dar, da man fu¨r die Fachbegriffe der Fahrzeugdoma¨ne keine Wortein-
bettungen besitzt.
Eine mo¨gliche Lo¨sung des Problems ist die automatische Klassifikation der Anforderungen
mit einem Verfahren des maschinellen Lernens. Dabei muss man aus den Informationen der
externen Anforderungen sinnvolle Merkmale extrahieren und diese zum Trainieren eines
Klassifikators verwenden. Hierbei ergibt sich die Frage, was als Klasse fu¨r die Voraussage
verwendet werden soll. Man ko¨nnte versuchen, die zutreffenden Begriffe der internen An-
forderungen vorauszusagen, aber auch die zutreffenden Module oder die Verweise auf die
internen Anforderungen. Der Mitarbeiter wu¨rde bei der Eingabe einer neuen externen An-
forderung diese Klasse als Ausgabe erhalten und daraufhin die endgu¨ltige Entscheidung der
Abbildung treffen. Deshalb muss die Klasse von der Seite der Bedienbarkeit versta¨ndlich
und schnell lesbar sein, um fu¨r den Mitarbeiter keinen zusa¨tzlichen Aufwand zu erzeugen.
Die Wahl der Merkmale ist ebenfalls entscheidend. Die Ansa¨tze der Anforderungsklassifi-
kation von Rashwan et al. [ROW13] extrahieren die Merkmale aus den Anforderungstexten
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mithilfe des Fließbands der Computerlinguistik. Des Weiteren ko¨nnen die Merkmale auch
aus den Metadaten wie U¨berschriften, Autoren, Zeitstempeln und Modulinformationen
entnommen werden. Dadurch kann die Klassifikation gegebenenfalls pra¨ziser werden.
Fu¨r die Klassifikation kann zum Beispiel den Na¨ıve-Bayes-Klassifikator verwenden. Da-
durch la¨sst sich ein Ergebnis schnell herstellen. Man nimmt dabei aber auch an, dass
alle Merkmale unabha¨ngig sind, was aber aufgrund der Wortreihenfolge sowie bestimmten
Metadaten (Ein bestimmter Autor bildet bestimmte Anforderungen zum bestimmten Zeit-
punkt ab) die Ergebnisse verfa¨lschen kann. Fu¨r die Arbeit mit hochdimensionalen Daten
wie Textmengen eignet sich außerdem der Random-Forest-Klassifikator. Wie bei Winkler
und Vogelsang [WV16] kann ein neuronales Netzwerk verwendet werden. Dadurch ko¨nnen
auch komplexe Beziehungen in den Daten erkannt werden.
Eine weitere Lo¨sung ist das Clustering der Anforderungen. Hierbei ist die Wahl der Merk-
male ebenfalls entscheidend. Anstatt anhand der Merkmale eine Voraussage fu¨r die Ab-
bildung zu treffen, werden durch Clustering die bestehenden Abbildungen nach Merkma-
len gruppiert. Beispielsweise durch Clustering der externen Anforderungen bekommt man
Gruppen dieser Anforderungen, die a¨hnliche Merkmale aufweisen. Danach kann man eine
neue Anforderung einer Gruppe zuordnen und dadurch die Abbildungskandidaten erhal-
ten. Ebenso kann man die internen Anforderungen gruppieren und darauf abgebildeten
Merkmale der externen Anforderungen betrachten. Dadurch ko¨nnte man eine externe An-
forderung direkt einer Gruppe mit internen Anforderungen zuordnen.
Wu¨nschenswert ist eine Mo¨glichkeit das Doma¨nenwissen repra¨sentieren zu ko¨nnen. Eine
Datenstruktur, welche die relevanten Informationen wie Bezeichnungen der Signale, Sys-
teme und Beziehungen zwischen ihnen repra¨sentiert, ko¨nnte fu¨r die Wahl der Merkmale
verwendet werden. Auch fu¨r einen Mitarbeiter kann diese Struktur wertvolle Informatio-
nen liefern, um beispielsweise neue Anforderungen zu definieren oder nach Begriffen in den
bestehenden zu suchen. Fu¨r die Erstellung einer Datenstruktur ko¨nnen Lexika von Bosch
verwendet werden. Weitere Begriffe ko¨nnen mithilfe des Computerlinguistik-Fließbands
aus den Anforderungen extrahiert werden.
Um eine solche Datenstruktur zu repra¨sentieren eignet sich kein relationales Model [SSH10].
Wenn ein Begriff aus den Anforderungen Beziehungen zu n anderen Begriffen besitzt, mu¨ss-
te man in einem relationalen Modell n Tabellen mit Fremdschlu¨sseln anlegen. Dadurch
wu¨rde die Anzahl der Tabellen schnell unu¨bersichtlich werden und viel Speicherplatz fu¨r
die Verarbeitung beno¨tigen. Ein nicht-relationales Model wie eine graphbasierte Daten-
bank wa¨re als Darstellung der Datenstruktur besser geeignet. Beispielsweise kann eine
Ontologie als Modell verwendet werden.
Um die Ontologie mit den Informationen aus den Anforderungen anreichern zu ko¨nnen,
muss zuvor die Struktur der Ontologie definiert werden. Fu¨r jede Art der extrahierten Be-
griffe muss ein Konzept oder eine Instanz angelegt werden. Fu¨r die Beziehungen zwischen
den Begriffen werden in der Ontologie Relationen definiert, welche die extrahierten Begriffe
miteinander verknu¨pfen. Diese Beziehungen ko¨nnen mo¨glicherweise mit der Syntaxanalyse
des Computerlinguistik-Fließbands erkannt werden, wie die Adjektiv-Nomen-Beziehungen.
Außerdem ist es wichtig, jede Anforderung als ein eigenes Konzept oder eine eigene Instanz
in der Ontologie zu besitzen und die daraus extrahierten Begriffe und Entita¨ten darauf
zu verweisen. Damit bleibt fu¨r jede Anforderung die Information u¨ber ihre Ontologie-
Entita¨ten erhalten.
4.6 Texta¨hnlichkeiten
Um die Schwierigkeit des Abbildungsproblems einzuscha¨tzen, wird in diesem Abschnitt
die Texta¨hnlichkeit zwischen externen und darauf abgebildeten internen Anforderungen
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betrachtet. Die Texta¨hnlichkeiten werden mithilfe von den Worteinbettungen berechnet.
Als Worteinbettungen werden die vortrainierten Worteinbettungen von Facebook verwen-
det, welche auch bei Smith et al. [STHH17b] zum Einsatz kamen. Ein eigenes Modell
wird nicht erstellt, da die Texte der Anforderungen eine geringe Menge an Trainingsdaten
darstellen und ungefiltert vorliegen.
Um das bestehende U¨bersetzungsproblem von Deutsch nach Englisch zu lo¨sen, wurden die
Transformationsmatrizen von Smith et al. [STHH17b] verwendet. Die einzelnen Wo¨rter
einer externen Anforderungen werden mithilfe des Computerlinguistik-Fließbands extra-
hiert. Fu¨r jedes extrahierte Wort wi wird es nach einer Worteinbettung in den deutschen
Worteinbettungen gesucht. Falls ein Wort fu¨r das Modell unbekannt ist, wird das Wort
ignoriert. Dies ist beispielsweise bei den Fachbegriffen und Akronymen aus der Fahrzeugdo-
ma¨ne der Fall. Die resultierenden Worteinbettungen werden mithilfe der Transformations-
matrix in ihre englische Repra¨sentation vi u¨bersetzt. Danach wird der Wert tfidfi jedes
Wortes berechnet und mit den dazugeho¨rigen transformierten Worteinbettungen multi-
pliziert. Das sorgt dafu¨r, dass den seltenen Wo¨rtern mehr Gewicht verliehen wird. Die
so resultierenden Vektoren einer Anforderung werden addiert und durch die Anzahl der
Wo¨rter n in dieser Anforderung geteilt. Daraus ergibt sich der Textvektor textv einer
Anforderung. Die Gleichung, welche diese Vorgehensweise beschreibt, befindet sich in der
Gleichung 4.1.
textv =
∑n
i=1 tfidfi · vi
n
(4.1)
Die Texte der internen Anforderungen werden ebenfalls durch die Gleichung 4.1 in einen
Vektor transformiert. Der einzige Unterschied ist, dass die Worteinbettung nicht in die
englische Repra¨sentation u¨bersetzt wird, sondern direkt in der Formel als vi verwendet
wird. Nach der Erstellung aller Textvektoren ergeben sich Paare von externen und inter-
nen Vektoren der Texte. Um die A¨hnlichkeit zwischen den Textvektoren der Paare messen
zu ko¨nnen, wird das Maß Kosinusa¨hnlichkeit verwendet. Dieses Maß bestimmt den Kosi-
nus des Winkels zwischen zwei Vektoren. Der Maß ist nah bei 1, wenn zwei Vektoren in
einem Raum gleich orientiert sind, 0, wenn die Vektoren orthogonal sind, und −1, falls
die Vektoren entgegengesetzt orientiert sind. Die Kosinusa¨hnlichkeit wird nach folgender
Gleichung 4.2 berechnet.
Kosinusa¨hnlichkeit = cos(θ) =
a · b
‖a‖2‖b‖2 =
∑n
i=1 ai · bi√∑n
i=1 (ai)
2 ·√∑ni=1 (bi)2 (4.2)
Die Tabelle 4.5 zeigt fu¨nf externe Anforderungen mit den dazugeho¨rigen internen Anforde-
rungen und den Kosinusa¨hnlichkeit-Maßen. In dem ersten Beispiel betra¨gt die A¨hnlichkeit
etwa 0.52, die Texte des Paares haben dabei keinen fu¨r Menschen sichtbaren Zusammen-
hang. Das zweite Beispiel zeigt ein Paar mit gleicher Thematik, die A¨hnlichkeit betra¨gt
dabei etwa 0.70. Beim dritten Beispiel ergibt sich fu¨r einen Menschen kein sichtbarer Zu-
sammenhang, obwohl die A¨hnlichkeit etwa 0.73 betra¨gt. Das vierte Beispiel zeigt zwar ein
Paar an, aber die A¨hnlichkeit zwischen den beiden Texten betra¨gt nur etwa 0.27. Beim
fu¨nften Beispiel besteht wieder kein sichtbarer Zusammenhang, obwohl die A¨hnlichkeit
etwa 0.71 betra¨gt.
Durch die Ergebnisse der A¨hnlichkeiten kann keine eindeutige Texta¨hnlichkeit als Weg fu¨r
die Abbildungen hergestellt werden. Es wird angenommen, dass die Fachbegriffe in den
Anforderungen eine sehr große Rolle spielen. Insbesondere Texte mit geringer La¨nge und
niedriger Abstraktionsstufe ha¨ngen sehr stark von den Fachbegriffen ab. Daher kann der
Ansatz der Texta¨hnlichkeiten nur dann brauchbare Ergebnisse liefern, wenn man fu¨r die
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Tabelle 4.5: Kosinusa¨hnlichkeit zwischen externen und internen Anforderungen
Extern Intern Kosinusa¨hnlichkeit
Der fu¨r das Fahrzeugprojekt gu¨ltige A-IX mit den zu-
grundeliegenden Vernetzungsumfa¨ngen und Parame-
tern sind fu¨r die Vernetzungsumsetzung bindend.
Link to A-IX 3.0: tcm: SW-Archives/A-1/Start-
Stop/122
0.52870374
Fu¨r sich wa¨hrend der Fahrzeugnutzungsdauer vera¨n-
dernden Fahrzeugparameter ist ein Langzeitabgleich
vorzusehen (z.B. fu¨r Lenkwinkelsensor, Reifentole-
ranzabgleich, ...).
The tolerance compensation shall compensate diffe-
rences in wheel circumference, so that all wheel speeds
of a straight ahead free rolling vehicle are the same.
0.70501932
Die wichtigsten Parameter unterliegen wa¨hrend der
Entwicklung sta¨ndigen A¨nderungen, deshalb mu¨ssen
diese ohne Logika¨nderung verstellbar sein.
In case the combustion engine has already reached
a speed threshold, then the holding phase shall be
finished immediately and the release phase shall be
started.
0.7340458
ZZA Grenzsteigung: ZZA Grenzsteig = 20 The internal information ZZA Trigger is set to False
if all the above mentioned permanent activation con-
ditions and all of the following conditions are fulfilled.
0.2650704
Mindestmotordrehzahl nach Motorstopp, bis Motor
sicher la¨uft: A1 min = 270 1/min
In case the combustion engine has already reached
a speed threshold, then the holding phase shall be
finished immediately and the release phase shall be
started.
0.71462857
Fachbegriffe ebenfalls Worteinbettungen besitzen wu¨rde. Fu¨r das Trainieren eines Modells
beno¨tigt man allerdings eine umfassende Datenbereinigung und eine gro¨ßere Menge an
Daten. Desweiteren mu¨ssten die Transformationsmatrizen neu erstellt werden.
4.7 Erkennung von Fast-Duplikaten
Manche externe und interne Anforderungen werden in dem DOORS-System kopiert. Bei-
spielsweise wenn Fehler in den Anforderungen gefunden werden, werden diese oftmals neu
erstellt, statt verbessert. Zusa¨tzlich werden bei neuen Projekten fu¨r interne Anforderun-
gen neue Module erzeugt und die bestehenden Anforderungen werden dort hineinkopiert.
Dadurch entstehen in der Datenbank redundante Informationen. Was das Problem beson-
ders kritisch macht, ist das Fehlen des Verweises zu der urspru¨nglichen Anforderung. Das
bedeutet, dass sich in den Daten eine unbekannte Anzahl von Fast-Duplikaten befindet.
Insbesondere fu¨r interne Anforderungen kann daraus fu¨r die automatische Abbildung ein
großes Problem werden, da man mehrere gleiche Vorschla¨ge als unterschiedlich behandelt.
Um dieses Problem zu vermeiden, wird das Simhash-Verfahren von Manku et al. [MJDS07]
verwendet, um Duplikate in den internen Anforderungen zu finden. Dafu¨r werden die zu-
vor analysierten 30 593 Anforderungspaare betrachtet. Fu¨r jede interne Anforderung wird
iteriert und jeder Text der internen Anforderung wird mithilfe von Simhash in einen Has-
hwert umgewandelt. Bei Simhash werden aus einem Text alle Trigramme bestimmt und es
wird ein deterministischer Gesamt-Hashwert fu¨r diese Menge an Trigrammen gebildet. Der
Gesamt-Hashwert wird basierend auf die Hamming-Distanz zu den Gesamt-Hashwerten der
anderen Texte in eine Liste einsortiert. Die Hamming-Distanz ist ein Maß fu¨r das Messen
des Unterschieds zweier Zeichenketten x und y und wird nach folgender Gleichung 4.3
berechnet.
h(x, y) := ‖ {j ∈ {1, . . . , n} | xj 6= yj} ‖ (4.3)
In der enstandenen Liste befinden sich die Gesamt-Hashwerte mit kleinen Hamming-
Distanzen nah beieinander. Danach definiert man einen Schwellenwert fu¨r maximale zula¨s-
sige Hamming-Distanz fu¨r ein Duplikat. Laut Manku et al. eignet sich der Schwellenwert
von 3 fu¨r die Texte von kleiner bis mittlerer La¨nge. Alle Gesamt-Hashwerte mit Hamming-
Distanz weniger als 3 werden als Duplikate betrachtet.
Die Tabelle 4.6 zeigt repra¨sentative Resultate der Duplikatenerkennung. Im Feld
”
Intern
Text 1“ befindet sich ein Text einer internen Anforderung. Im Feld
”
Intern Text 2“ befin-
det sich der Text einer anderen Anforderung, welche spa¨ter eingefu¨gt wurde, aber gema¨ß
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Tabelle 4.6: Texte mit gleichem Simhashwert
Intern Text 1 Intern Text 2
Reference -03123 Reference 03123
In case a gearstep to neutral position is recognized
the deactivation timer A1 gear th is set to a tunable
time.
In case a gearstep from backward to neutral position
is recognized the deactivation timer A1 gear th is set
to a tunable time.
ZZA can be active if velocity is greater than Para-
meter: P ABB Max 1 (Current value in DCMs is 1)
An active ABB will be aborted when the velocity is
goes below Parameter: P ABB Max 1 (Current value
in DCMs is 0)
SZZA and Velocity threshold: ZZA can be active if ve-
locity is greater than Parameter: P ABB Max 1 (Cur-
rent value in DCMs is 1) An active ABB will be
aborted when the velocity is goes below Parameter:
P ABB Max 1 (Current value in DCMs is 0)”
- The signal ESC Konsistenz 1=Konsistent in feed-
back channel has to be set.
ZZA and Velocity threshold: -The signal
ESC Konsistenz 1=Konsistent in feedback chan-
nel has to be set.
Byte 10 Actuator ID $123 - Brake Pedal Appliance Format: Byte 10 Actuator ID $123 - Brake Pedal Ap-
pliance
der Hamming-Distanz mit dem Schwellenwert 3 als ein Duplikat erkannt wurde. Im ersten
Beispiel wurde im Nachhinein beim Kopieren der Anforderung der Bindestrich gestrichen.
Im zweiten Beispiel wurde die Beschreibung der Anforderung leicht umgea¨ndert, dadurch,
dass der Startzustand ”from backward” dazugekommen ist. Das dritte Beispiel zeigt die
Pra¨zisierung der Anforderung, indem eine U¨berschrift eingefu¨gt wurde. Im vierten Bei-
spiel wurde der Bindestrich um ein Leerzeichen verschoben. Das fu¨nfte Beispiel zeigt eine
Pra¨zisierung mit einer U¨berschrift.
Bei allen von den Beispielen handelt es sich um Duplikate. Die Duplikatenerkennung mit-
hilfe des Simhash-Ansatzes funktioniert dementsprechend zuverla¨ssig. Dadurch ergibt sich
die Mo¨glichkeit die Zielmenge der internen Anforderungen zu verkleinern, indem die Du-
plikate zusammengefasst werden.
5. Implementierung
In diesem Abschnitt wird zuerst die Vorgehensweise definiert. Danach wird die Implemen-
tierung der einzelnen Schritte der Vorgehensweise erkla¨rt.
5.1 Vorgehensweise
Zuerst wird die Zielmenge der internen Anforderungen verkleinert. Dies geschieht durch
die Entfernung der Duplikate und danach durch die Zusammenfassung von 1-zu-n Abbil-
dungen, welche nur einmalig in den Daten vorkommen.
Danach werden die Verfahren des maschinellen Lernens auf den bestehenden Datenfeldern
aus dem Abschnitt 4.3.1 getestet, um einen U¨berblick u¨ber die Mo¨glichkeiten der Klassifi-
kation zu verschaffen und erste Richtlinien zu erstellen. Die Merkmale sollen dabei aus den
Datenfeldern der externen Anforderungen generiert werden, wa¨hrend eine Klasse aus den
Informationen der internen Anforderungen generiert wird. Als mo¨gliche Klassen eignen
sich beispielsweise die Modulinformationen, Identifikationsnummern oder die Begriffe der
internen Anforderungen. Die Klassifikationen werden mit den Na¨ıve-Bayes- und Random-
Forest-Klassifikatoren durchgefu¨hrt. Danach soll mithilfe einer Datenstruktur die Wahl
der Merkmale verfeinert werden und die Klassifikation mit den bestehenden Richtlinien
verglichen werden.
Die Datenstruktur wird in Form einer Ontologie modelliert. Um die Ontologie zu erstel-
len werden aus den Anforderungen mo¨gliche Konzepte und Beziehungen extrahiert. Um
die Fachbegriffe zu extrahieren, werden die Lexika von Bosch verwendet und die Anforde-
rungen nach Begriffen aus den Lexika durchgesucht. Die gefundenen Fachbegriffe werden
nach ihren Arten gruppiert und als Konzepte in der Ontologie modelliert. Zusa¨tzlich zu
den Fachbegriffen werden mithilfe des Computerlinguistik-Fließbands weitere Begriffe ex-
trahiert, welche nicht in den Lexika vorkommen. Um die Beziehungen der Begriffe zu
finden, werden mithilfe des Computerlinguistik-Fließbands Adjektive und Verben gesucht,
welche auf die gefundenen Fachbegriffe zutreffen. Zusa¨tzlich zu den Fachbegriffen und ihren
Beziehungen sollen die Metainformationen in der Ontologie gespeichert werden. Die Mo-
dule, U¨berschriften und Identifikationsnummern der Anforderungen werden als Konzepte
modelliert.
Nach der Erstellung der Ontologie werden die extrahierten Konzepte nach gemeinsamen
Wortanteilen gruppiert. Dafu¨r werden neue Konzepte erstellt, die unter sich Konzepte mit
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Abbildung 5.1: Vorgehensweise der Implementierung
a¨hnlichen Bestandteilen repra¨sentieren wie beispielsweise alle Auspra¨gungen eines Signals.
Diese neuen Konzepte sollen als neue Merkmale verwendet werden.
Danach wird Hierarchisches Clustering fu¨r die Erzeugung der Vorschla¨ge der Abbildun-
gen verwendet. Dafu¨r werden fu¨r jede externe Anforderung ihre zutreffenden Konzepte
und Relationen aus der Ontologie als Merkmale kodiert. Mit diesen Merkmalen wird das
Clustering durchgefu¨hrt. Dadurch lassen sich Gruppen von a¨hnlichen externen Anforde-
rungen generieren, bezogen auf ihre Fachbegriffe und Beziehungen. Wenn man eine neue
externe Anforderung entha¨lt, werden daraus alle Fachbegriffe und Beziehungen extrahiert.
In der Ontologie werden die passenden Oberkonzepte gesucht. Anschließend werden fu¨r
diese Anforderung Merkmale generiert und die Anforderung wird einem Cluster zugeord-
net. Danach werden fu¨r jede externe Anforderung innerhalb des Clusters ihre zutreffenden
internen Anforderungen ausgegeben. Die Ausgabe der internen Anforderungen stellt die
Vorschla¨ge fu¨r den Mitarbeiter dar.
Die Abbildung 5.1 zeigt die Vorgehensweise. Die Textinformationen der externen Anfor-
derungen werden in die Ontologie extrahiert und die Metainformationen werden damit
verknu¨pft. Aus der Ontologie werden Merkmale generiert, die mithilfe von Clustering grup-
piert werden. Danach werden fu¨r jedes Cluster die internen Anforderungen aus den darin
enthaltenen externen Anforderungen bestimmt.
5.2 Behandlung von Duplikaten
In dem Abschnitt 4.7 wurde die Erkennung von Duplikaten in den Daten analysiert. Die
Erkennung funktionierte zuverla¨ssig, deshalb werden die Duplikate in den internen Anfor-
derungen zusammengefasst. Zuerst wird fu¨r jede interne Anforderung Interni eine Menge
gebildet, welche ihre Duplikate und Fast-Duplikate entha¨lt. Jede Anforderung in dieser
Menge wird durch Interni ersetzt und die darauf zutreffenden Abbildungen angepasst, so-
dass die externen Anforderungen auf Interni abbilden. Durch dieses Verfahren verkleinert
sich die, im Abschnitt 4.3 ermittelte, Zielmenge der internen Anforderungen von 15 093
auf 9 866.
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Tabelle 5.1: 1-zu-100-Abbildung
Extern Text Intern Text
Wird bei aktiver ABB - Funktion ein zuru¨ckrollen des
Fahrzeugs entgegen der Fahrtrichtung...
BBC shall prevent the vehicle from rolling...
While A is active, the active pressure...
A must be able to detect a sliding vehicle during
drive...
B must be able to detect skidding when making...
BBC must detect skidding of the vehicle during...
Hold functions must be able to detect skidding...
Skid should be detected by O...
When a skidding situation is detected...
BBC must be able to detect...
BBC must be able to detect...
BBC must be able to detect...
BBC must be able to detect...
If a valve failure occurs then the pressure...
If a valve failure occurs then the pressure...
If a valve failure occurs then the pressure...
When AA-S holds actively a vehicle - it must...
When AA-S holds actively a vehicle - it must...
Use case: Vehicle is rolling due to...
5.3 Behandlung von einmaligen 1-zu-n Abbildungen
Bei der Analyse der Daten in dem Abschnitt 4.3 fielen externe Anforderungen auf, die
auf eine Vielzahl von internen Anforderungen abbilden. Auf der Tabelle 5.1 wird ein Aus-
schnitt einer externen Anforderung gezeigt, welche mehr als auf 100 interne Anforderungen
abbildet. Die Spalte
”
Extern Text“ entha¨lt den Text von der externen Anforderung. Die
Spalte
”
Intern Text“ entha¨lt die Texte der internen Anforderungen, auf welche die exter-
ne Anforderung abgebildet wurde. Die 1-zu-100-Abbildung ist dadurch zu erkla¨ren, dass
der Text der externen Anforderung lang ist und die Thematik von mehreren internen
Anforderungen abdeckt. Solche Fa¨lle treten in den Daten allerdings nicht oft auf, sodass
nur eine bestimmte externe Anforderung auf bestimmte 100 interne Anforderungen ab-
gebildet wird. Diese 100 interne Anforderungen tauchen bei keiner anderen Abbildung in
den Daten auf. Somit ko¨nnen diese 100 interne Anforderungen als eine einzige interne
Anforderung betrachet werden. Um solche einmalig vorkommenden Gruppen zu finden,
werden alle Abbildungen u¨berpru¨ft. Falls eine einmalige Gruppe gefunden wird, so wer-
den alle Identifikationsnummern von den internen Anforderungen der Gruppe gesammelt.
Die Gruppe bekommt eine eigene Identifikationsnummer und wird als eine neue interne
Anforderung behandelt. Die Abbildungen werden dementsprechend angepasst. Demnach
wird die Abbildung aus der Tabelle 5.1 von 1-zu-100- zu einer 1-zu-1-Abbildung. Durch
die Identifizierung von solchen Gruppen wird die Menge der internen Anforderungen von
9 866 weiter auf 7 210 verkleinert.
5.4 Richtlinienerstellung
Die folgenden Klassifikationsansa¨tze zielen darauf ab, Vergleichswerte fu¨r die spa¨tere Ontologie-
basierende Erzeugung der Vorschla¨ge zu schaffen.
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Tabelle 5.2: Klassifikation, basierend auf die URL, mithilfe der Merkmale aus allen Feldern
Klassifikator Pra¨zision Ausbeute F-Maß
Na¨ıve-Bayes 0.07 0.08 0.07
Random-Forest 0.15 0.18 0.16
5.4.1 Alle Felder, URL-Klassen
Bei diesem Ansatz wird versucht, aus den Informationen der Felder der externen Anfor-
derungen auf die darauf abgebildete URLs der internen Anforderungen zu schließen. Die
zur Verfu¨gung stehenden Daten bestehen aus insgesamt 30 593 externen Anforderungen,
welche auf 7 210 interne Anforderungen abgebildet werden. Um die Lerndaten zu erstel-
len, werden die 30 593 Anforderungen nach ihren Projekten getrennt und zeitlich nach den
Informationen aus dem Feld Created On sortiert.
Insgesamt existieren zehn Projekte. Die ersten sieben Projekte werden als Lerndaten ver-
wendet, was einer Anforderungszahl von 24 115 entspricht. Die aktuellsten drei Projekte
mit insgesamt 6 478 Anforderungen werden als Testdaten verwendet. Diese Unterteilung ist
realistischer als eine zufa¨llige Wahl der Testdaten aus der Gesamtmenge, da die Anforde-
rungen aus den zeitlich fru¨heren Projekten keine Informationen u¨ber die zeitlich spa¨teren
Projekte enthalten ko¨nnen. Die Mitarbeiter beziehen ihr Wissen aber aus den fru¨heren
Projekten, um aktuelle Projekte abzubilden.
Fu¨r die Klassifikation wird die python-Bibliothek scikit-learn [PVG+11] verwendet. Als
Klassifikationsverfahren werden der Na¨ıve-Bayes-Klassifikator und der Random-Forest-
Klassifikator verwendet. Als Merkmale werden die Informationen aus allen Feldern ver-
wendet, die im Abschnitt 4.3.1 pra¨sentiert wurden. Um die Merkmale fu¨r die Klassifika-
toren verwenden zu ko¨nnen, mu¨ssen diese als Zahlenwerte repra¨sentiert werden. Die kate-
gorischen Daten werden in bina¨re Vektoren u¨bersetzt. Beispielsweise werden drei mo¨g-
liche Autoren acc1rng, bcc2rng und ccd3rng im Feld Created By zu Vektoren 100,
010 und 001 kodiert. Um die Textdaten der Anforderungen fu¨r die Klassifikation zu be-
ru¨cksichtigen, werden diese ebenfalls in Vektoren transformiert. Dafu¨r werden die Texte
aus dem Feld Object Text mit Bag-of-Words- und Vorkommensha¨ufigkeit-und-inverse-
Dokumentha¨ufigkeit-Verfahren zu Vektoren kodiert. Dabei werden keine Wo¨rter ausgelas-
sen. Die URLs der internen Anforderungen werden als Klassen fu¨r die Voraussage verwen-
det.
Um die Klassifikation zu evaluieren wurden die vordefinierten Maße Pra¨zision, Ausbeute
und F-Maß verwendet. Die Ergebnisse befinden sich in der Tabelle 5.2. Es zeigen sich
F-Maß Werte von 0.07 und 0.16, wobei der Random-Forest-Klassifikator bessere Werte
liefert. Diese Werte sind dennoch schlecht, da nicht mal 20% der Anforderungen korrekt
klassifiziert werden. Die spa¨teren Implementationen sollten diese Werte u¨bertreffen.
5.4.2 Alle Felder, Modul-Klassen
Statt den URLs als Klassen wie im Abschnitt 5.4.1, wird das Module-Feld als Klasse
verwendet. Das Module-Feld entha¨lt das Modul einer internen Anforderung. Mehrere
interne Anforderungen besitzen das gleiche Modul, was die Klassenmenge sehr stark von
7 210 auf 514 einschra¨nkt. Die ausgewa¨hlten Merkmale der Anforderungen bleiben die
gleichen wie im Abschnitt 5.4.1 beschrieben. Die Klassifikation wird erneut durchgefu¨hrt
mit folgenden Ergebnissen: Tabelle 5.3. Die Daten werden dabei wie im Abschnitt 5.4.1
als Lern- und Testdaten getrennt.
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Tabelle 5.3: Klassifikation basierend auf die Module, mithilfe der Merkmale aus allen Fel-
dern
Klassifikator Pra¨zision Ausbeute F-Maß
Na¨ıve-Bayes 0.61 0.59 0.60
Random-Forest 0.69 0.68 0.68
Tabelle 5.4: Anzahl interner Anforderungen innerhalb eines Moduls
Module Anzahl
A1 111111 Functions ESC 3919
A1 1111111 Functions Diagnosis 1837
A1 111111 Functions Hold functions 1663
A1 111111 Functions Information Management 1171
A1 1111111 Functions Spezifikation 833
A1 2222222 Functions ABB 33
A1 3333333 Functions ABB 33
A1 3333333 Functions IX 15
Trotz der guten Ergebnisse ist die automatische Klassifikation basierend auf das Modul als
Unterstu¨tzung fu¨r einen Mitarbeiter oft nicht hilfreich. Wie in der Tabelle 5.4 zu sehen,
enthalten manche Module bis zu 4 000 interne Anforderungen. Somit ist ein Vorschlag
eines Moduls bei einer neuen externen Anforderung nicht sinnvoll, wenn es auf ein Modul
mit Vielzahl von internen Anforderungen zeigt. Des weiteren fiel auf, dass das Ergebnis der
Klassifikation stark von den Attributen Created On und Created By abha¨ngt. Wenn
man diese Attribute aus dem Merkmalsvektor entfernt, dann fa¨llt der F-Maß unter 50%.
Das zeigt eine starke Abha¨ngigkeit der Voraussage von dem Autor und dem Datum einer
Anforderung. Das ist nicht vorteilhaft, da diese beiden Werte als Metadaten durch den
DOORS-Import entstehen und deshalb nicht zu den Informationen einer neuen Anforde-
rung geho¨ren.
5.4.3 Eigennamen, URL-Klassen
Die dritte Richtlinie wird durch die Verfeinerung der Merkmale erzeugt. Dafu¨r werden
die Eigennamen aus den Anforderungen extrahiert und als Merkmale verwendet. Dadurch
la¨sst sich mo¨glicherweise das Rauschen in den Texten der Anforderungen umgehen.
5.4.3.1 Eigennamenerkennung
Die Fachbegriffe in den Anforderungen enthalten viel Information und sind einer der Gru¨n-
de, warum die Ansa¨tze der Texta¨hnlichkeiten in Abschnitt 4.6, welche mit der Alltagsspra-
che trainiert sind, nicht funktionieren. Um die Fachbegriffe automatisch zu erkennen, wird
mithilfe der python-Bibliothek spacy [HM17] ein eigenes Model erstellt. Bei spacy gibt es
die Mo¨glichkeit, einen U¨bereinstimmer zu definieren, welcher alle Wo¨rter des Textes mar-
kiert, die einem gewissen Muster folgen. Von Bosch wurde ein Lexikon bereitgestellt, das
die Fachbegriffe entha¨lt, die in den Anforderungen des Kunden A benutzt werden. Aus dem
Lexikon lassen sich die Abku¨rzungen einzelner Systeme, Processing Digital Units(PDU)
genannt, rauslesen und auch die dazugeho¨rigen Signale. Um die PDU und Signale zu iden-
tifizieren, werden fu¨r den U¨bereinstimmer automatisch Wortlisten definiert. Dafu¨r werden
alle Begriffe der PDU und Signale des Lexikons extrahiert und in Form einer Liste be-
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Tabelle 5.5: Eigennamen aus den Anforderungen
Bezeichnung Regel Beispiel
Akronym Ein Wort ist ein Akronym,
falls es mindestens drei hinter-
einander folgende Großbuch-
staben entha¨lt
ESP
Akronym Ein Wort ist ein Akronym,
falls es zusa¨tzlich durch Un-
terstrich oder Trennstrich ge-
trennt ist
ABB1-Anforderung v B max
PDU Ein Wort ist ein PDU, falls
es in dem PDU-Lexikon vor-
kommt
A1 ESP 2200
Signal Ein Wort ist ein Signal, falls
es in dem Signal-Lexikon vor-
kommt
ZZA aktiv 1
Tabelle 5.6: Evaluation des Modells der Eigennamenerkennung
Modell Pra¨zision Ausbeute F-Maß
Eigennamenerkennung 0.91 0.85 0.87
reitgestellt. Da nicht alle Abku¨rzungen mit PDU und Signalen abgedeckt werden, werden
ha¨ndisch weitere Regeln definiert. Diese Regeln sind in der Tabelle 5.5 zu sehen.
Mit den U¨bereinstimmer-Mustern lassen sich die Texte der Anforderungen automatisch
mit den Bezeichnungen markieren. Um ein eigenes Modell fu¨r spacy zu erzeugen, werden
die markierten Texte als Lerndaten verwendet. Mit diesen Lerndaten trainiert man ein
spacy-internes neuronales Netz, welches die Eigennamenerkennung durchfu¨hrt. Dies ist
von Vorteil, da die Nachbarschaft der Begriffe gelernt wird und dadurch mehr gefunden
werden kann als nur mit einem U¨bereinstimmer. Die Abbildung 5.2 zeigt die erkannten
Entita¨ten der Eigennamenerkennung in einer Anforderung. So wurden mehrere Akronyme
identifiziert und jeweils ein Signal und ein PDU.
Um das entstandene Modell zu evaluieren, werden die vordefinierten Maße Pra¨zision, Aus-
beute und F-Maß verwendet. Die 30 593 vorliegenden Texte der Anforderungen wurden
dabei in 70% Training- und 30% Testdaten zufa¨llig aufgeteilt. Die Ergebnisse befinden sich
in Tabelle 5.7. Die Eigennamenerkennung zeigt gute Resultate, was das F-Maß von 0.87
deutlich zeigt.
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Eigennamenerkennung
Die hydraulische Druckunterstu¨tzung ist eine Erweiterung der Schutzfunktion mit
Hilfe der A1 ABB-Notbrems fu¨r folgende Anwendung: Wird das Fahrzeug am Hang
durch die Betriebsbremse gehalten und die eingelegte Gangstufe verhindert nicht das
Zuru¨ckrollen beim Lo¨sen der Betriebsbremse und der Schalter der ABB wird bis zu
einer Grenzgeschwindigkeit in Richtung
”
schließen“ beta¨tigt, muss durch den aktiven
ZZA aktiv 1 die Parkbremse vor U¨berlastung geschu¨tzt werden. Die ABB sendet eine
D-Verzo¨gerungsanforderung an das ESP.
•Akronyme
•Signale
•PDU
Abbildung 5.2: Eigennamenerkennung in einer Anforderung
Tabelle 5.7: Klassifikation basierend auf Eigennamen und URLs
Klassifikator Pra¨zision Ausbeute F-Maß
Na¨ıve-Bayes 0.41 0.49 0.44
Random Forest 0.53 0.55 0.54
5.4.3.2 Klassifikation
Als Merkmale der Klassifikation werden die Eigennamen aus dem Abschnitt 5.4.3.1 verwen-
det. Die Eigennamen werden als ein Bag-of-Words-Vektor kodiert. Zusa¨tzlich zu den Eigen-
namen werden alle Nomen einer Anforderung mithilfe des Computerlinguistik-Fließbands
von spacy identifiziert. Diese Nomen werden als Bag-of-Words-Vektor kodiert und als
Merkmale verwendet. Die Klassen sind die URLs der internen Anforderungen. Die Daten
werden wie im Abschnitt 5.4.1 als Lern- und Testdaten getrennt. Die Ergebnisse befinden
sich in der Tabelle 5.7. Durch die Beschra¨nkung der Merkmale auf die Eigennamen und
Nomen wird ein F-Maß von 0.54 erreicht. Das ist erheblich besser als bei dem Ansatz
aus dem Abschnitt 5.4.1, bei welchem alle Felder als Merkmale verwendet werden. Es ist
vorteilhafter, die Merkmale einzuschra¨nken, statt alle Felder als Merkmale zu verwenden.
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5.5 Ontologie-Erstellung
Fu¨r die Erstellung der Ontologie werden mithilfe des Fließbands der Computerlinguistik
aus den Texten der externen Anforderungen Konzepte und ihre Beziehungen extrahiert.
Hierbei werden die Texte der Anforderungen der ersten sieben Projekte fu¨r die Erstellung
der Ontologie genommen, sodass die Anzahl der verwendeten externen Anforderungen 24
115 betra¨gt. Die restlichen 6 478 Anforderungen werden fu¨r die Evaluation der Ontologie-
basierenden Erzeugung der Vorschla¨ge zuru¨ckgehalten.
Die Texte der internen Anforderungen werden nicht betrachet. Um die Texte der inter-
nen Anforderungen zu betrachten, muss das Problem der Zweisprachigkeit zuerst gelo¨st
werden, was mit bisherigen Ansa¨tzen in Abschnitt 4.4 und Abschnitt 4.6 aufgrund der
Beschaffenheit der Anforderungen nicht mo¨glich ist. Die Metainformationen der internen
Anforderungen werden aber fu¨r die Ontologie verwendet, beispielsweise ihre Identifikati-
onsnummern. Damit werden die Informationen der Abbildungen auch in der Ontologie
aufrechterhalten.
5.5.1 Konzeptextraktion
A¨hnlich wie bei Roth et al. [RK15] werden im ersten Schritt mo¨gliche Konzepte fu¨r die On-
tologie identifiziert und extrahiert. Die definierten Eigennamen aus dem Abschnitt 5.4.3.1
werden als Konzepte verwendet: Akronym, Signal und PDU. Diese drei Konzepte werden
an den Wurzelknoten angeha¨ngt. Alle mithilfe der Eigennamenerkennung extrahierten Be-
griffe werden unter den drei Konzepten als Unterkonzepte angeha¨ngt.
Danach wird ein Konzept Term erstellt, welches als Oberkonzept fu¨r alle Nomen in den
Anforderungen verwendet wird, welche nicht durch die Eigennamenerkennung identifiziert
werden ko¨nnen. Dieses Konzept wird an den Wurzelknoten angeha¨ngt. Um die Nomen
zu finden, werden mithilfe des Etikettierers von spacy alle Nomen in der Anforderung
identifiziert. Von den identifizierten Nomen wird mithilfe des Grundformerermittlers von
spacy die Grundform ermittelt. Danach wird das Konzept als Unterkonzept von Term an-
geha¨ngt. Die Ermittlung der Grundform ist wichtig, um Duplikate in den Konzepten zu
vermeiden. Beispielsweise identifiziert der Etikettierer die Nomen
”
Fahrzeugen“ und
”
Fahr-
zeugs“. Durch die Ermittlung der Grundform ergibt sich daraus das Nomen
”
Fahrzeug“,
welches dann als Konzept verwendet wird.
Aus den Metainformationen einer Anforderung werden die U¨berschrift und die Modul-
bezeichnung extrahiert. In der Ontologie werden zwei Konzepte U¨berschrift und Modul
erstellt, welche an den Wurzelknoten angeha¨ngt werden. Die extrahierten U¨berschriften
und Module werden unter diese beiden Konzepte angeha¨ngt.
Des Weiteren werden zwei Konzepte ”Externe Anforderung” und ”Interne Anforderung”
erstellt. Diese Konzepte werden an den Wurzelknoten angeha¨ngt und werden spa¨ter im
Abschnitt 5.5.3 fu¨r die Instanzen verwendet.
Alle bisher beschriebenen Konzepte werden in dem Abbildung 5.3. Am Anfang befindet sich
der Wurzelknoten, von dem acht Unterkonzepte PDU, Signal, Akronym, Term, U¨berschrift,
Modul,
”
externe Anforderungen“ und
”
interne Anforderungen“ ausgehen. In jedem der acht
Konzepte werden die extrahierten Begriffe untergeordnet. Beispielsweise werden durch die
Eigenamenerkennung zwei Signale
”
ZZA aktiv 1“ und
”
ZZA aktiv 2“ extrahiert und dem
Konzept Signal untergeordnet. Zwei durch den Etikettierer erkannten Nomen
”
Fahrzeug“
und
”
Bremssta¨rke“ werden dem Konzept Term untergeordnet. Die Identifikationsnummern
der Anforderungen, aus welchen die Begriffe extrahiert wurden, werden als Instanzen von
Konzepten
”
externe Anforderung“ und
”
interne Anforderung“ modelliert.
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Abbildung 5.3: Ontologie-Konzepte mit extrahierten Begriffen
5.5.2 Relationenextraktion
Im zweiten Schritt werden die Relationen zwischen den Konzepten identifiziert. Nach Roth
et al. [RK15] besitzen die Verben zwischen den Subjekten und Objekten eine starke Aus-
sagekraft. Auch in der Doma¨ne der Fahrzeuganforderungen beschreiben Verben wichtige
Informationen, wie zum Beispiel die Bedingungen fu¨r die Aktivierung eines Signals. Um
die Verben zu extrahieren, werden mit dem Etikettierter alle Verben in einer Anforderung
identi
fiziert.Danach wird mithilfe der Syntaxanalyse von spacy gepru¨ft, ob sich ein Verb auf
ein Subjekt oder ein Objekt bezieht.
Um die Subjekte und Objekte zu finden, werden die extrahierten Nomen aus dem Ab-
schnitt 5.5.1 mithilfe der Syntaxanalyse verarbeitet. Die Syntaxanalyse weißt jedem Nomen
seine syntaktische Bedeutung zu, beispielsweise Subjekt oder Pra¨dikat.
Um die Verben in der Ontologie darzustellen, wird ein Konzept Verb als ein Unterkon-
zept von der Wurzel erzeugt und alle extrahierten Verben werden darunter angeha¨ngt.
Als Name des Verbs wird seine Grundform verwendet. Danach werden zwei Relationen
erstellt,
”
Akteuer von“ und
”
Agiert auf“. Alle Subjekt-Verb-Beziehungen werden als Un-
terrelationen von
”
Akteuer von“ modelliert, indem diese Relation zwischen dem Konzept
des Subjekts und dem Konzept des Verbs erstellt wird. Alle Verb-Objekt-Beziehungen wer-
den als Unterrelationen von
”
Agiert auf“ modelliert, indem diese Relation zwischen dem
Konzept des Verbs und dem Konzept des Objekts erstellt wird. Dadurch erha¨lt man eine
eindeutige Zuordnung zwischen den Nomen und Verben.
Die Abbildung 5.4 zeigt einen Ausschnitt mit diesen Relationen. Hierbei wird zu der be-
stehenden Ontologie aus der Abbildung 5.3 das Konzept Verb hinzugefu¨gt. Zwischen den
Konzepten PDU, Signal, Term und Akronym und dem Konzept Verb werden die Relatio-
nen
”
Akteuer von“ und
”
Agiert auf“ erstellt. Im Auschnitt wird nur die Modellierung fu¨r
die Konzepte PDU und Term gezeigt. Aus einer Anforderung wurde das Verb
”
aktivie-
ren“ extrahiert. In dieser Anforderung ist ein PDU
”
ABB“ als Subjekt enthalten, welches
die Beziehung
”
Akteur von“ zum
”
aktivieren“ bekommt. Des Weiteren ist dort der Term
”
Notbremsung“ als Objekt enthalten, welches die Beziehung
”
Agiert auf“ zum
”
aktivieren“
bekommt.
Des Weiteren sind die Adjektive von Bedeutung. In der Anforderungsdoma¨ne beschreiben
die Adjektive die Eigenschaften der Begriffe, wie zum Beispiel die mo¨glichen Zusta¨nde eines
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Abbildung 5.4: Ontologie-Konzepte mit Verb-Relationen
Wurzel
Adjektiv
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Abbildung 5.5: Ontologie-Konzepte mit Adjektiv-Relationen
Signals. Um die Adjektive zu identifizieren, werden diese mit dem Etikettierter erkannt.
Danach wird mithilfe der Syntaxanalyse ihre Beziehung zu einem bestimmten Subjekt
oder Objekt u¨berpru¨ft. Die Adjektive werden in der Ontologie a¨hnlich wie die Verben
dargestellt. Es wird ein Konzept Adjektiv erstellt, welches alle extrahierten Adjektive
als Unterkonzepte entha¨lt. In den Relationen wird eine Relation
”
Beschreibt“ angelegt.
Alle Adjektiv-Subjekt- und Adjektiv-Objekt-Beziehungen werden als Unterrelationen von
”
Beschreibt“ modelliert, indem diese Relation zwischen dem Adjektiv und dem Subjekt
bzw. Objekt erstellt wird.
Die Abbildung 5.5 zeigt die Adjektiv-Relationen. Zwischen dem Konzept Adjektiv und den
Konzepten PDU, Signal, Term und Akronym wird die Relation
”
Beschreibt“ modelliert.
Aus einer Anforderung wurde das Adjektiv
”
hydraulisch“ extrahiert, welches auf den Term
”
Druckunterstu¨tzung“ zutrifft. Es wird eine Relation
”
Beschreibt“ zwischen
”
hydraulisch“
und
”
Druckunterstu¨tzung“ erstellt.
Zuletzt wird eine Relation
”
Abbildet auf“ erstellt, welche zwischen den Instanzen in dem
Abschnitt 5.5.3 erstellt wird und die Abbildung von einer externen Anforderung zu einer
internen Anforderung repra¨sentiert. Die Information hierfu¨r wird aus den Abbildungsver-
weisen zwischen den Anforderungen aus den Daten extrahiert.
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Text: Die hydraulische Druckunterstützung ist eine Erweiterung der Schutzfunktion mit Hilfe der A1_ABB-
Notbrems.
Term
Druckunterstützung
Erweiterung
Schutzfunktion
Verb
sein
Akteur von
Agiert auf
Adjektiv
hydraulisch
Beschreibt
Hilfe
Akronym
A1_ABB-
Notbrems
Externe
Anforderung55330146
Interne 
Anforderung
85330146
Bildet auf
Externe Anforderung 55330146
Überschrift: Erweiterungen Schutzfunktion
Modul: A1\_714123\_Fuktionsanforderungen\_Schutzfunktionen
Modul Schutzfunktionen
Überschrift
Erweiterungen
Schutzfunktion
Abbildung 5.6: Ontologie-Auschnitt mit der Instanz einer externen Anforderung
5.5.3 Instanzen
Die bisher extrahierten Konzepte und Relationen aus dem Abschnitt 5.5.1 und dem Ab-
schnitt 5.5.2 werden in der Ontologie repra¨sentiert, ohne einen Verweis auf die Anforde-
rung, aus welcher sie extrahiert wurden, zu besitzen. Um die Zugeho¨rigkeit von Konzepten
und Relationen zu Anforderungen herzustellen, werden die externen und internen Anfor-
derungen als Instanzen modelliert. Die zugeho¨rigen Konzepte und Relationen werden auf
eine Instanz verwiesen.
5.5.3.1 Externe Anforderungen
Fu¨r jede externe Anforderung wird eine Instanz erzeugt. Diese Instanz bekommt die Iden-
tifikationsnummer aus der URL der Anforderung als Namen. Der Text der Anforderung
wird als eine Annotation in der Instanz gespeichert. Alle Konzepte und Relationen, welche
aus der Anforderung extrahiert wurden, werden auf die Instanz verwiesen. Die Instanz
der Anforderung kann als ein Beha¨lter fu¨r die darauf zutreffenden Konzepte und Relatio-
nen betrachtet werden. Die Instanz entha¨lt somit alle darauf zutreffenden PDU, Signale,
Akronyme, Terme, U¨berschriften, Module, Adjektive und Verben. Da die internen Anfor-
derungen ebenfalls als Instanzen modelliert werden, wird als Typ der Instanz das Konzept
”
Externe Anforderung“ angeben, um zwischen den internen und externen Instanzen unter-
scheiden zu ko¨nnen. Des Weiteren wird eine Relation
”
Abbildet auf“ zwischen der Instanz
der externen Anforderung und der Instanz der internen Anforderung erstellt, falls die ex-
terne Anforderung auf diese interne Anforderung abbildet.
Ein Beispiel der Instanz einer externen Anforderung befindet sich in der Abbildung 5.6.
Die extrahierten Konzepte und Relationen befinden sich in dem Ausschnitt der Ontologie.
Die extrahierten Konzepte verweisen auf die Instanz der externen Anforderung. Die Be-
ziehung ”Abgebildet auf” verweist auf die Instanz einer internen Anforderung, auf welche
die externe Anforderung abgebildet wurde.
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Abbildung 5.7: Beispiel der Konzeptpra¨fixe der Ontologie-Konzepte
5.5.3.2 Interne Anforderungen
Fu¨r jede interne Anforderung wird ebenfalls eine Instanz erzeugt. Diese Instanz bekommt
die Identifikationsnummer der Anforderung als Namen. Der Text der internen Anforderung
wird als eine Annotation in der Instanz gespeichert. Als Typ der Instanz wird ”Interne
Anforderung” angegeben.
5.5.4 Gemeinsame Konzeptpra¨fixe
Nachdem alle Konzepte und Relationen sowie Instanzen erstellt wurden, werden die ge-
meinsamen Wortbestandteile der Konzepte identifiziert. Dies geschieht auf der Grundlage
der gemeinsamen Wortpra¨fixe der Konzepte. Fu¨r die Unterkonzepze von PDU, Signal und
Akronym werden die gemeinsamen Wortpra¨fixe identifiziert.
Beginnend ab einer festgelegten Pra¨fixla¨nge P werden die Konzepte nach ihren Pra¨fixen
gruppiert. Danach wird P um eins vermindert und die Pra¨fixe der La¨nge P nach ihren
Pra¨fixen der La¨nge P−1 gruppiert. Dieses Verfahren wird rekursiv bis zu einer festgelegten
Pra¨fixla¨nge Pmin fortgesetzt. Danach wird gepru¨ft, ob die Gruppen mit der Pra¨fixla¨nge P
mehr als einen Pra¨fix enthalten. Falls dies der Fall ist, wird aus dem Pra¨fix der Gruppe
ein neues Konzept erzeugt, welches unter jeweiliges Konzept PDU, Signal oder Akronym
angeha¨ngt wird. Die Pra¨fixe in der Gruppe werden als Unterkonzepte daran angeha¨ngt.
Danach wird mit der Pra¨fixla¨nge von P − 1 fortgefahren. Dieses Verfahren wird bis zu
einer Pra¨fixla¨nge Pmin wiederholt.
Die Abbildung 5.7 zeigt ein Beispiel der Pra¨fixfindung bei den Unterkonzepten von Signal.
So wurden die Begriffe
”
zza1 b fill“ und
”
zza1 ha param“ nach dem Pra¨fix
”
zza1 “ der
La¨nge fu¨nf gruppiert, da diese Gruppe als einzige mehr als einen Begriff enthielt. Die
Begriffe
”
zza2 freigabe“ und
”
zza2 ru¨ckprofil“ wurden nach dem Pra¨fix
”
zza2 “ der La¨nge
fu¨nf gruppiert. Danach wurden die Pra¨fixe
”
zza1 “ und
”
zza2 “ nach ihrem gemeinsamen
Pra¨fix
”
zza“ der La¨nge drei gruppiert.
Die extrahierten Terme werden nach einem anderen Verfahren gruppiert. Bei jedem Begriff
wird gepru¨ft, ob es sich um ein Kompositum handelt. Ein neuronales Netzwerk von Tug-
gener [Tug16] wird verwendet, welches auf die Erkennung deutscher Komposita trainiert
ist. Fu¨r jeden Term wird dabei die linke Konstituente ermittelt und die Begriffe werden
nach diesen Konstituenten gruppiert. Die Konstituenten werden als Oberkonzepte von den
Komposita modelliert. Es werden die linken Konstituenten verwendet, da die Komposita
in der Anforderungsdoma¨ne links oftmals die Zugeho¨rigkeit zu bestimmten Fahrzeugkom-
ponenten enthalten. Die Abbildung 5.8 zeigt zwei Gruppierungen anhand gemeinsamer
Konstituenten. So wurden die Begriffe
”
Kodierdaten“,
”
Kodierschalter“,
”
Kodierungsplau-
sibilisierung“ und
”
Kodierwerte“ unter die Konstituente
”
Kodier“, und die Begriffe
”
Kom-
biinstrument“ und
”
Kombimeldung“, unter die Konstituente
”
Kombi“ eingruppiert.
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Abbildung 5.8: Beispiel der Konstituentenpra¨fixe der Ontologie-Konzepte
Tabelle 5.8: Bag-of-Words-Vektor fu¨r die Konzepte der Anforderung
”
Die pra¨ventive
Schutzfunktion gibt ZZA aktiv 1 aus“
Signale Terme
ZZA ak-
tiv 1
ZZA ak-
tiv 2
ZZA ak-
tiv
ZZA ... Schutz Schutz
funktion
Not
bremse
...
1 0 1 1 ... 1 1 0 ...
5.6 Merkmalerzeugung aus der Ontologie
Das prima¨re Zweck der Ontologie in dieser Arbeit ist die Erzeugung von neuen Merk-
malen. Fu¨r jede Instanz der externen Anforderungen wird ein Merkmalsvektor erstellt.
Zuerst werden alle Konzepte der PDU, Signale, Akronyme und Terme jeder Instanz als
ein Bag-of-Words-Vektor repra¨sentiert. Der Bag-of-Words-Ansatz wird verwendet, da es
im Abschnitt 5.4.3.1 mit der Kodierung der Eigennamen eine deutliche Verbesserung der
Klassifikation gezeigt hat. Dabei werden nicht nur die einzelnen Konzepte, sondern auch
ihre Oberkonzepte verwendet, welche in dem Abschnitt 5.5.4 erstellt wurden. Dadurch soll
die Unabha¨ngigkeit des Vektors von der exakten Formulierung der Begriffe sichergestellt
werden. Die Anforderung mit dem Begriff
”
ZZA aktiv 1“ und eine andere Anforderung
mit dem Begriff
”
ZZA aktiv 2“ erhalten dadurch eine 1 in ihrem Vektor an der Stelle
”
ZZA aktiv“. Dadurch erkennt man, dass beide Anforderungen das Signal
”
ZZA aktiv“
behandeln. Die Abbildung 5.8 zeigt einen Ausschnitt des Bag-of-Words-Vektors fu¨r Signa-
le und Terme einer Instanz einer externen Anforderung. Der Text der Anforderung lautet
”
Die pra¨ventive Schutzfunktion gibt ZZA aktiv 1 aus“.
Danach werden alle Relationen, die in der Instanz vorkommen als Bag-of-Words-Vektor
repra¨sentiert, indem die Konzepte aus den Relationen als Bezeichnungen verwendet wer-
den. Die Tabelle 5.9 zeigt einen Ausschnitt des Bag-of-Words-Vektors fu¨r
”
Akteur Von“-
und
”
Beschreibt“-Relationen einer Instanz einer externen Anforderung. Der Text der An-
forderung lautet
”
Die pra¨ventive Schutzfunktion gibt ZZA aktiv 1 aus“.
Anschließend werden die U¨berschriften und Module einer Instanz als ein Bag-of-Words-
Vektor kodiert. Alle drei entstandenen Vektoren werden zu einem Vektor kombiniert und es
wird ein Verweis zu den Identifikationsnummern der zutreffenden internen Anforderungen
gespeichert. Es ergibt sich ein Vektor als eine Form der Repra¨sentation einer externen
Tabelle 5.9: Bag-of-Words-Vektor fu¨r die Relationen der Anforderung
”
Die pra¨ventive
Schutzfunktion gibt ZZA aktiv 1 aus“
”
Akteur von“
”
Beschreibt“
Schutzfunktion
ausgeben
Notfunktion aus-
geben
... Pra¨ventiv
Schutzfunkti-
on
Pra¨ventiv Maß-
nahme
...
1 0 ... 1 0 ...
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Abbildung 5.9: Calinski-Harabaz-Maße fu¨r die Clusteranzahl 0- 24 114
Anforderung. Diese Repra¨sentation ist unabha¨ngig von dem Rauschen in den Texten, unter
der Bedingung, dass die Modelle der Extraktion das Rauschen nicht als ein Konzept oder
eine Relation erkennen.
5.7 Clustering der Vektoren
In diesem Abschnitt wird ein Clustering-Verfahren verwendet, um mithilfe der erzeugten
Vektoren aus dem Abschnitt 5.6 ein Vorschlagssystem zu entwickeln. Durch Clustering
ko¨nnen a¨hnliche Vektoren gruppiert werden. Dadurch, dass jeder Vektor einen Verweis
zu den internen Anforderungen besitzt, enthalten die entstandenen Cluster eine Menge
an Verweisen zu den internen Anforderungen. Wenn fu¨r eine neue externe Anforderung
ebenfalls ein Vektor erstellt wird, kann dieser Vektor einem bestehenden Cluster zugeord-
net werden und die Menge an Verweisen als Vorschla¨ge fu¨r eine Abbildung ausgegeben
werden. Um das Clustering umzusetzen, wird ein hierarchisches Clusteringverfahren ver-
wendet. Dafu¨r wird die Implementierung des Von-Unten-Nach-Oben-Verfahrens aus der
Bibliothek scikit-learn [PVG+11] verwendet. Als Lerndaten ergeben sich 24 114 Vek-
toren, die nach den Regeln im Abschnitt 5.6 erzeugt wurden. Um die beste Anzahl der
Cluster auszuwa¨hlen, wird das Calinski-Harabaz-Maß mit der Obergrenze 24 114 verwen-
det. Bei der Obergrenze von 24 114 kann kein Clustering stattfinden, da es der Anzahl
der Vektoren entspricht. Es werden alle mo¨glichen Clusterzahlen darunter ausprobiert. Als
Distanz fu¨r das Clustering wird die euklidische Distanz verwendet. In der Abbildung 5.9
werden die resultierenden Calinski-Harabaz-Maße dargestellt. Der ho¨chste Wert von 302
befindet sich bei einer Clusteranzahl von 6 103 auf der untersten Hierarchieebene. Diese
Clusteranzahl wird verwendet.
5.8 Abbildungsvorschla¨ge fu¨r eine neue Anforderung
Wenn eine neue externe Anforderung eintrifft, mu¨ssen daraus alle Begriffe extrahiert wer-
den, sodass sich PDU, Signale, Akronyme und Terme der Anforderung, und die darauf
zutreffenden Relationen
”
Akteuer Von“,
”
Agiert Auf“ und
”
Beschreibt“ ergeben. Zusa¨tz-
lich mu¨ssen die U¨berschrift und das Modul der Anforderung aus den Metainformationen
extrahiert werden. Als na¨chstes mu¨ssen die Oberklassen von den Entita¨ten aus der Onto-
logie gefunden werden. Aus allen Informationen kann ein Vektor erzeugt werden, welcher
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Abbildung 5.10: Erzeugung der Vorschla¨ge fu¨r eine neue Anforderung mithilfe von Clus-
tering und Ontologie
dieselbe Struktur hat, wie der Vektor aus dem Abschnitt 5.6. Der neue Vektor wird in die
Clustering-Hierarchie eingeordnet und der zutreffende Cluster wird ausgegeben. Danach
werden die Vektoren innerhalb des Clusters nach ihrer A¨hnlichkeit zu dem Vektor der neu-
en Anforderung sortiert. Als Distanzmaß fu¨r die A¨hnlichkeit wird die euklidische Distanz
verwendet. Nach der Sortierung werden die Verweise auf die internen Anforderungen von
jedem Vektor ausgegeben. Dadurch ergeben sich die gewerteten Vorschla¨ge. Der Ablauf ist
in der Abbildung 5.10 dargestellt. Dort sind die einzelnen Schritte durch Pfeilu¨berga¨nge
repra¨sentiert.

6. Evaluation
In diesem Abschnitt werden die entwickelten Verfahren evaluiert. Zuerst wird die entstan-
dene Ontologie auf Fehler u¨berpru¨ft. Das Ziel dabei ist, den Anteil der Konzepte und
Relationen zu bestimmen, welche aus den Anforderungen falsch extrahiert wurden. Da-
nach wird das Ontologie-basierende Vorschlagssystem evaluiert, indem die Maße Pra¨zision,
Ausbeute und F-Maß bei der Erzeugung der Vorschla¨ge aus den Testdaten berechnet wer-
den. Diese Maße werden anschließend mit den zuvor entwickelten Richtlinien in Vergleich
gesetzt.
6.1 Evaluation der Ontologie
Im diesem Abschnitt der Evaluation wird die entstandene Ontologie auf fehlerhafte Kon-
zepte und Relationen u¨berpru¨ft. Dabei werden die falsch positiven Konzepte und Relatio-
nen gesucht, also die Konzepte und Relationen, welche durch eine fehlerhafte Extraktion
in die Ontologie eingeordnet wurden. Die falsch negativen Konzepte und Relationen, also
solche, die in die Ontologie eingeordnet werden sollen, aber durch die Extraktion ignoriert
wurden, werden nicht betrachtet. Dafu¨r mu¨ssen alle Texte der Anforderungen manuell
betrachtet werden, was den zu Verfu¨gung stehenden Zeitraum dieser Arbeit u¨bersteigt.
6.1.1 Evaluation der Konzepte
Es werden die Oberkonzepte PDU, Signal, Akronym, Term, Adjektiv und Verb der On-
tologie betrachtet. Fu¨r jedes ihrer Unterkonzepte wird u¨berpru¨ft, ob das Unterkonzept
fehlerhaft eingeordnet wurde. Des Weiteren wird die Anzahl der Konzepte ausdiskutiert.
Die Konzepte Modul, U¨berschrift,
”
externe Anforderung“ und
”
interne Anforderung“ wer-
den nicht betrachtet, da diese direkt aus den Metadaten der Anforderungen erzeugt werden
und nicht durch die Fehler der Extraktion betroffen sind.
6.1.1.1 Fehlerhafte PDU-Konzepte
Fu¨r jedes Unterkonzept des PDU-Konzepts wird gepru¨ft, ob sich dieses Konzept in dem
Lexikon der PDU wiederfinden la¨sst. Wenn das Unterkonzept im Lexikon vorkommt, ist
es nicht fehlerhaft, sonst wird es als fehlerhaft eingestuft. Die Abbildung 6.1 zeigt die
Anzahl der PDU-Unterkonzepte und wie viel davon fehlerhaft sind. So wurden insgesamt
aus den 24 115 Anforderungen 37 PDU-Bezeichnungen extrahiert. Alle Unterkonzepte der
PDU ließen sich im Lexika wiederfinden, außer dem Unterkonzept
”
bremse xa 03“, welches
nicht im Lexikon vorkommt, aber von der Eigennamenerkennung als PDU erkannt wurde.
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Fehlerhaft(1)
2.7%
Fehlerfrei(36)
97.3%
Abbildung 6.1: Fehlerhafte PDU-Konzepte
Tabelle 6.1: Fehlerhafte Signale
Nr. Konzeptbezeichnung
1 src
2 pextenratecorrection
3 aag bz
4 tqt
5 mrepetitioncycle
Dies ist auf die Erkennungsrate des Modells der Eigennamenerkennung aus dem Ab-
schnitt 5.4.3.1 zuru¨ckzufu¨hren. So liegt dort die Pra¨zision bei 91%, was die Fehler wie
”
bremse xa 03“ zula¨sst. Bei
”
bremse xa 03“ handelt es sich um einen Signal. Als mo¨gliche
Lo¨sung ko¨nnte man die extrahierten PDU-Unterkonzepte automatisch mit dem PDU-
Lexikon abgleichen. Dies setzt voraus, dass das PDU-Lexikon vollsta¨ndig ist.
6.1.1.2 Fehlerhafte Signal-Konzepte
Fu¨r jedes Unterkonzept des Signal-Konzepts wird gepru¨ft, ob sich dieses Konzept im Le-
xikon der Signale wiederfinden la¨sst. A¨hnlich wie bei den PDU-Konzepten aus dem Ab-
schnitt 6.1.1.1 wird es als fehlerhaft gewertet, wenn es nicht im Lexikon ist. Die Abbil-
dung 6.2 zeigt die Anzahl der fehlerfreien und fehlerhaften Signal-Konzepte. Es wurden
476 Signale extrahiert und 9 davon wurden nicht im Lexika gefunden. Die Tabelle 6.1 zeigt
fu¨nf Beispiele aus den fehlerhaften Signalkonzepten. Bei einigen handelt es sich um Akro-
nyme, wie zum Beispiel
”
src“ oder
”
tqt“. Auch ganze Wo¨rter wie
”
pextenratecorrection“
wurden als ein Signal erkannt.
Diese Fehler weisen auf die Fehlerrate der Eigennamenerkennung hin. Die extrahierten
Signale sollten mit dem Signal-Lexikon abgeglichen werden. Wie auch bei PDU, setzt es
die Vollsta¨ndigkeit des Signal-Lexikons voraus.
6.1.1.3 Fehlerhafte Akronym-Konzepte
Bei den Akronymen stehen keine Lexika zu Verfu¨gung. Um die Fehler in den Akronymen
zu finden, wird jedes einzelne Unterkonzept des Akronyms manuell angeschaut. Die Abbil-
dung 6.3 zeigt den Anteil der fehlerhaften Akronyme. Die Tabelle 6.2 zeigt fu¨nf fehlerhafte
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Fehlerhaft(9)
2%
Fehlerfrei(467)
98%
Abbildung 6.2: Fehlerhafte Signal-Konzepte
Tabelle 6.2: Fehlerhafte Akronyme
Nr. Konzeptbezeichnung
1 AIX.5301388.b signalbeschreibung ASW 2.docx
2 n]-[q]+1)-zyklen
3 wenn:((CDE naesselevel
4 -3,5M/S2
5 T=
Akronyme. So wurden Verweise auf Dateien wie
”
AIX.5301388.b signalbeschreibung ASW
2.docx“ als Akronyme erkannt. Des Weiteren hat der Portionierer des Computerlinguistik-
Fließbands offenbar Probleme bei der Trennung der Wo¨rter, sodass Formeln und Bedingun-
gen wie
”
n]-[q]+1)-zyklen“ und
”
wenn:((CDE naesselevel“ als Akronyme erkannt werden.
Aber auch Begriffe, die nicht den Akronymregeln entsprechen, wurden von der Eigenna-
menerkennung als Akronym erkannt, wie zum Beispiel
”
T=“.
Der Anteil der fehlerhaften Akronyme liegt 19% und u¨bersteigt somit die Fehlerrate des
Modells der Eigennamenerkennung aus dem Abschnitt 5.4.3.1 um das Doppelte. Mo¨glicher-
weise waren in den Testdaten der Eigennamenerkennung wenig Akronyme enthalten und
deshalb fiel die Fehlerrate des Modells deutlich geringer aus. Die Regeln fu¨r die Akronyme
sind zu schwach definiert. Derzeit gilt, dass ein Akronym mehrere hintereinander folgende
Großbuchstaben enthalten muss und durch einen Unterstrich oder Trennstrich getrennt
sein. Allerdings werden durch diese Regeln auch solche Wo¨rter wie mit Großbuchstaben
definierte Geschwindigkeitsangaben
”
50 KMH“ als Akronyme erkannt. Das sorgt fu¨r Fehler
wa¨hrend der Trainingsphase der Eigennamenerkennung. Um das Problem zu lo¨sen, soll-
ten die Regeln fu¨r Akronyme sta¨rker definiert werden. Beispielsweise du¨rfen die Zahlen
nicht am Anfang des Wortes stehen oder ein Maximallimit an Unterstrichen kann als eine
weitere Regel definiert werden.
6.1.1.4 Fehlerhafte Term-Konzepte
Ein Unterkonzept von Term wird als fehlerhaft bezeichnet, falls es sich dabei nicht um ein
deutsches Nomen handelt. Die deutschen Nomen mit Rechtschreibfehlern gelten ebenfalls
als fehlerhaft. Um die fehlerhaften Konzepte zu ermitteln, wird jedes Unterkonzept manu-
ell u¨berpru¨ft. Die Abbildung 6.4 zeigt die Anzahl der fehlerhaften Terme. 11% der Terme
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Fehlerhaft(825)
19%
Fehlerfrei(4 244)
81%
Abbildung 6.3: Fehlerhafte Akronym-Konzepte
Tabelle 6.3: Fehlerhafte Terme
Nr. Konzeptbezeichnung
1 controlsetting==off
2 max.mustermann@a1.de
3 signal(e
4 t>10s
5 aabruch
sind fehlerhaft. Die Tabelle 6.3 zeigt fu¨nf Beispiele der fehlerhaften Terme. So werden
englische Begriffe als Nomen erkannt, wie zum Beispiel
”
controlsetting==off“ und
”
that“.
Eine Email-Adresse wurde ebenfalls als ein Nomen erkannt. Durch die Fehler im Portionie-
rer werden Formeln und Klammerabschnitte fehlerhaft behandelt und dadurch als Nomen
erkannt, beispielsweise
”
signal(e“ und
”
t>10s“. Auch Nomen mit Rechtschreibfehlern wie
”
aabruch“ werden als Nomen erkannt.
Der fehlerhafte Anteil von 11% zeigt, dass die Zuverla¨ssigkeit des Etikettierers von spacy
fu¨r die Anforderungsdoma¨ne eingeschra¨nkt ist. Das Modell von spacy, das fu¨r die No-
menerkennung benutzt wird, wurde auf den deutschen Nachrichtentexten trainiert, welche
typischerweise keine mathematischen Angaben enthalten. Außerdem handelt es sich bei
den Nachrichtentexten um grammatikalisch korrekte Sa¨tze. Die Anforderungstexte dage-
gen ko¨nnen nur aus Aufza¨hlungen und einzelnen Wo¨rtern bestehen. Das macht die Nome-
nerkenung besonders schwierig, da keine Umgebung der Wo¨rter betrachtet werden kann.
Um das Problem zu lo¨sen, ko¨nnte das Modell von spacy mit ausgewa¨hlten Texten der
Anforderungen nachtrainiert werden. Diese Texte mu¨ssen allerdings manuell etikettiert
werden.
6.1.1.5 Fehlerhafte Verb-Konzepte
Alle Unterkonzepte von Verb werden betrachtet. Ein Unterkonzept gilt als fehlerhaft, falls
es sich nicht um ein deutsches Verb handelt. Dafu¨r muss jedes Unterkonzept manuell
betrachtet werden. Die Abbildung 6.5 zeigt den Anteil der fehlerhaften Verben. 29% der
Verben sind fehlerhaft. Die Tabelle 6.4 zeigt fu¨nf repra¨sentative Beispiele der fehlerhaften
Verben. So werden beispielsweise Adjektive als Verben erkannt wie
”
bedarfsgerechte“. Auch
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Abbildung 6.4: Fehlerhafte Term-Konzepte
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Abbildung 6.5: Fehlerhaft Verb Konzepte
Teile eines Signals wie
”
anha¨nger erkannt“ oder falsche Wortrennungen wie
”
beschreiben-
sein“ und
”
druckverlauf sein“ werden als Verb gekennzeichnet. Eine Zeitangabe
”
50ms“
wurde als Verb erkannt.
Der Anteil von 29% zeigt, dass der Etikettierer von spacy nicht fu¨r die Verberkennung
in der Anforderungsdoma¨ne geeignet ist. Es ist auf die gleiche Problematik wie bei der
Erkennung der Nomen im Abschnitt 6.1.1.4 zuru¨ckzufu¨hren. Die Texte der Anforderungen
sind oft nicht grammatikalisch korrekt, sodass die Verben nicht durch die Umgebungs-
informationen der Wo¨rter erkannt werden ko¨nnen. Hier wa¨re eine mo¨gliche Lo¨sung das
Nachtrainieren des Modells mithilfe von Anforderungstexten, bei welchen die Verben zu-
vor manuell etikettiert wurden.
6.1.1.6 Fehlerhafte Adjektiv-Konzepte
Fu¨r jedes Unterkonzept von Adjektiv wird manuell gepru¨ft, ob es sich um ein deutsches
Adjektiv handelt. Der Anteil der fehlerhaften Adjektive wird in der Abbildung 6.6 gezeigt.
Dieser betra¨gt 26%. Es wurden beispielsweise Verben als Adjektive erkannt wie
”
o¨ffnen“.
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Tabelle 6.4: Fehlerhafte Verben
Nr. Konzeptbezeichnung
1 bedarfsgerechte
2 beschreiben-sein
3 anha¨nger erkannt
4 druckverlauf sein
5 50ms
Fehlerhaft(374)
26%
Fehlerfrei(1 451)
74%
Abbildung 6.6: Fehlerhafte Adjektiv Konzepte
Auch Abku¨rzungen wie
”
w.“ oder
”
v-vzg“ wurden als Adjektive erkannt. Des Weiteren
wurden englische Begriffe als Adjektive erkannt, wie
”
other“, und Teile von PDU, wie
”
diagnose 10“, was in der Tabelle 6.5 gezeigt wird.
Wegen dem hohen Fehleranteil ist der Etikettierer von spacy ebenfalls nicht fu¨r die Adjek-
tiverkennung in der Fahrzeugdoma¨ne geeignet. A¨hnlich wie in Abschnitt 6.1.1.4, ko¨nnte das
Nachtrainieren des Modells mit Anforderungstexten fu¨r eine Verbesserung der Erkennung
sorgen. Auch hier mu¨ssen die Adjektive manuell etikettiert werden.
6.1.2 Evaluation der Relationen
In diesem Abschnitt werden die resultierenden Relationen der Ontologie betrachtet. Es
wird der Anteil der fehlerhaften Relationen ausgewertet. Folgende Relationen werden be-
trachtet:
”
Akteur Von“,
”
Agiert Auf“ und
”
Beschreibt“. Die Relation
”
Bildet Auf“ wird
nicht betrachtet, da diese aus den Metadaten einer Abbildung erzeugt wird und nicht
durch die Textextraktion betroffen ist.
Tabelle 6.5: Fehlerhafte Adjektive
Nr. Konzeptbezeichnung
1 o¨ffnen
2 w.
3 v-vzg
4 other
5 diagnose 10
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Abbildung 6.7: Fehlerhafte
”
Akteur Von“-Relationen
Tabelle 6.6: Fehlerhafte
”
Akteur Von“-Begriffe
Nr. Konzeptbezeichnung
1 zielbremsung fahrergetriggert verz info==0x1
2 a change
3 that soll
4 t= bedarfsgerechte
5 aabruch beschreiben-sein
6.1.2.1 Fehlerhafte
”
Akteur Von“-Relationen
Die
”
Akteur Von“-Relation setzt sich aus einem Unterkonzept von PDU, Signal, Term oder
Akronym als Subjekt und einem Verb als Pra¨dikat zusammen. Dementsprechend kann
die Anzahl der fehlerhaften Relationen im schlechtesten Fall gleich der Summe ihrer feh-
lerhaften Komponenten sein. Um die Anzahl der fehlerhaften
”
Akteuer Von“-Relationen
zu ermitteln, wurde bei der vorherigen Betrachtung der fehlerhaften Konzepte im Ab-
schnitt 6.1.1 die Anzahl ihrer
”
Akteuer Von“-Relationen notiert. Dies ist mo¨glich, da im
Abschnitt 5.5.2 die Relationen zwischen zwei Konzepten erstellt werden und man somit
Verweise auf Relationen seitens der Konzepte besitzt. In der Abbildung 6.7 wird die Anzahl
der fehlerhaften
”
Akteur Von“-Relationen gezeigt. Der fehlerhafte Anteil betra¨gt 15%. Die
Tabelle 6.6 zeigt fu¨nf repra¨sentative Beispiele. So werden die fehlerhaften Verben gemischt
wie in
”
zielbremsung fahrergetriggert verz info==0x1“ oder englische Begriffe werden mit
Abku¨rzungen gemischt wie in
”
a change“ und
”
that soll“. Eine Mischung aus den fehler-
haften Nomen und Verben wie in
”
t= bedarfsgerechte“ und
”
aabruch beschreiben-sein“ ist
ebenfalls pra¨sent.
Obwohl 15% der Relationen fehlerhaft sind, ist die Tatsache, dass sich der Anteil der feh-
lerhaften
”
Akteur Von“-Relationen nicht aus der Summe ihrer fehlerhaften Komponenten
zusammensetzt, dennoch vorteilhaft. Es ist ein Indiz dafu¨r, dass die große Menge an feh-
lerhaften Verben aus dem Abschnitt 6.1.1.5 keinem Subjekt zugeordnet werden kann. Da
sich die Syntaxanalyse von spacy auf die Ergebnisse der Etikettierer aufbaut, ko¨nnte die
Lo¨sung mit dem Nachtrainieren des Modells fu¨r Nomen- und Verberkennung, auch bessere
”
Akteuer Von“-Relationerkennung ermo¨glichen.
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Abbildung 6.8: Fehlerhafte
”
Agiert auf“-Relationen
Tabelle 6.7: Fehlerhafte
”
Agiert Auf“-Begriffe
Nr. Konzeptbezeichnung
1 gehen d.h
2 gelten e10)und
3 ko¨nnen o.
4 sein oder
5 ref motordrehzahl
6.1.2.2 Fehlerhafte
”
Agiert Auf“-Relationen
Die
”
Agiert Auf“-Relation setzt sich aus einem Verb als Pra¨dikat und einem Objekt aus
einem Unterkonzept von PDU, Signal, Term oder Akronym zusammen. Um die Anzahl der
fehlerhaften
”
Agiert Auf“-Relationen zu ermitteln, wurde bei der vorherigen Betrachtung
der fehlerhaften Konzepte in dem Abschnitt 6.1.1 die Anzahl ihrer
”
Agiert Auf“-Relationen
notiert. In der Abbildung 6.8 wird die Anzahl der fehlerhaften
”
Agiert Auf“-Relationen
gezeigt. Hierbei ist der Anteil von 25% problematisch. Beispielsweise tauchen als Relatio-
nen Kombinationen von Verben und Konjunktionen auf, wie
”
gehen d.h“ und
”
sein oder“.
Auch Fehler durch den Portionierer finden sich wieder, wie
”
gelten e10)und“ und
”
ko¨n-
nen o.“. Außerdem tauchen fehlerhaft erkannte Verben in der Relation auf, beispielsweise
”
ref motordrehzahl“.
Aus dem hohen Fehleranteil folgt, dass die Syntaxanalyse das Objekt in den Anforderungs-
texten unzuverla¨ssig erkennt und es auch einem fehlerhaften Verb zuordnen kann. Da in
einem Satz mehrere Objekte auftauchen ko¨nnen, ist die Erkennung des Objekts schwieri-
ger als die Erkennung des Subjekts. Da die Sa¨tze der Anforderungstexte grammatikalisch
oft nicht korrekt sind, wird die Objekterkennung dadurch noch weiter erschwert.
6.1.2.3 Fehlerhafte
”
Beschreibt“-Relationen
Die
”
Beschreibt“-Relation setzt sich aus einem Adjektiv und einem Unterkonzept von
PDU, Signal, Term oder Akronym zusammen. In der Abbildung 6.9 wird die Anzahl
der fehlerhaften
”
Beschreibt“-Relationen gezeigt. 28% der Relationen sind fehlerhaft. Die
”
Beschreibt“-Relationen stellen mit einer Gesamtzahl von 5 171 die gro¨ßte Relationenart
dar. Das bedeutet, dass viele Adjektive mehrfach verwendet werden, da die Gesamtzahl der
Adjektive in der Ontologie 1 451 betra¨gt. Die Tabelle 6.8 zeigt repra¨sentative Beispiele der
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Abbildung 6.9: Fehlerhafte
”
Beschreibt“-Relationen
Tabelle 6.8: Fehlerhafte
”
Beschreibt“-Begriffe
Nr. Konzeptbezeichnung
1 30sec default
2 o.a algorithmus
3 while freeze
4 b. kapitel
5 1 august
fehlerhaften Relationen. So werden Zahlenangaben als zutreffende Adjektive erkannt, wie
in
”
30sec default“ und
”
1 august“. Auch englische Begriffe werden fa¨lschlich zugeordnet
wie
”
while freeze“ und
”
30sec default“. Des Weiteren werden beispielsweise Abku¨rzungen
”
o.a algorithmus“ und
”
b. kapitel“ als Adjektive erkannt.
Es gibt dabei mehr fehlerhafte Relationen als es insgesamt Adjektive gibt. Die fehlerhaften
Adjektive werden also mehrmals einem Konzept zugeordnet. Das sorgt fu¨r eine Ausbrei-
tung der Fehler und ko¨nnte bei gro¨ßeren Datenmengen fu¨r einen weitaus ho¨heren Anteil
als 28% sorgen. Die Lo¨sung aus dem Abschnitt 6.1.1.6 ko¨nnte in diesem Fall helfen, wenn
dadurch die fehlerhaften Adjektive eliminiert werden.
6.1.3 Alle Konzepte und Relationen
Nach den U¨berpru¨fungen der einzelnen Konzepte und Relationen lassen sich folgende
Kennzahlen bestimmen. In der Ontologie existieren 11 992 aus den Textdaten extrahierte
Konzepte. 2 001 davon sind fehlerhaft. Das entspricht 16%, dieser Sachverhalt ist in der
Abbildung 6.10 zu sehen. Den gro¨ßten Anteil an den fehlerhaften Konzepten haben die
Akronym Konzepte. Dieser betra¨gt 41%.
In der Ontologie existieren 10 793 Relationen und 2 635 sind dabei fehlerhaft. Im diesem
Fall entspricht es 24%, was in der Abbildung 6.11 gezeigt wird. Den gro¨ßten Anteil an den
fehlerhaften Relationen von 56% haben die ”Beschreibt”-Relationen.
Die Fehleranteile von 16% und 24% ko¨nnen die Merkmalserzeugung aus der Ontolo-
gie im Abschnitt 5.6 beeintra¨chtigen. Wenn beispielsweise eine Geschwindigkeitsangabe
”
50 KMH“ als ein fehlerhaftes Akronym erkannt wird und darauf zusa¨tzlich in mehreren
”
Agiert Auf“-Relationen auftaucht, wird diese Information im Merkmalsvektor kodiert.
58 6. Evaluation
Fehlerhaft(2 001)
16%
Fehlerfrei(9 991)
84%
Abbildung 6.10: Fehlerhafte Konzepte insgesamt
Fehlerhaft(2 635)
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Fehlerfrei(8 158)
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Abbildung 6.11: Fehlerhafte Relationen insgesamt
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Diese Geschwindigkeitsangabe hat wenig Bedeutung fu¨r die Entscheidung einer Abbil-
dung, ko¨nnte aber dafu¨r sorgen, dass die Vektoren nach dieser Geschwindigkeitsangabe
wa¨hrend des Clusterings gruppiert werden.
6.1.4 Evaluation der Konzeptpra¨fixe
Um die Gruppierung der Konzepte PDU, Signal, Akronym und Term nach Wortpra¨fixen
sowie Komposita aus dem Abschnitt 5.5.4 zu evaluieren, werden die entstandenen Gruppen
betrachtet. Es wird manuell gepru¨ft ob sich die Konzepte, welche in dem Abschnitt 6.1.1
als fehlerhaft bezeichnet wurden, in den Gruppen befinden. Da die Gruppen erst ab zwei
Konzepten gebildet werden, ist es mo¨glich, dass fehlerhafte Konzepte, welche nur einmal
extrahiert wurden, in den Gruppen nicht auftauchen.
6.1.4.1 Fehlerhafte PDU-Gruppen
Es wird manuell gepru¨ft ob eine Gruppe, die durch die Gruppierung der PDU-Begriffspra¨fixe
entstanden ist, ein fehlerhaftes PDU-Unterkonzept entha¨lt. Falls dies der Fall ist, wird die
Gruppe als fehlerhaft bezeichnet. Es wurden 6 Gruppen aus den PDU-Unterkonzepten er-
stellt, wobei keine der Gruppen das fehlerhafte Konzept aus dem Abschnitt 6.1.1.1 entha¨lt.
Insgesamt wurden 19 aus 37 PDU-Unterkonzepten in die Gruppen eingeordnet.
6.1.4.2 Fehlerhafte Signal-Gruppen
Es wird manuell gepru¨ft ob eine Gruppe, die durch die Gruppierung der Signal-Begriffspra¨fixe
entstanden ist, ein fehlerhaftes Signal-Unterkonzept entha¨lt. Aus den Signal-Unterkonzepten
wurden 46 Gruppen erstellt, wobei 451 sich in eine Gruppe einordnen ließen. Die 9 feh-
lerhaften Konzepte aus dem Abschnitt 6.1.1.2 wurden keiner Gruppe zugeordnet. Dies
ist vorteilhaft, da dadurch die Pru¨fung der fehlerhaften Konzepte eingeschra¨nkt werden
kann. Nur die Konzepte, welche keiner Gruppe zugeordnet wurden, mu¨ssen als fehlerhaft
u¨berpru¨ft werden.
6.1.4.3 Fehlerhafte Akronym-Gruppen
Die Anzahl der fehlerhaften Gruppen der Akronym-Begriffspra¨fixe wird in der Abbil-
dung 6.12 gezeigt. Bei den Akronym-Unterkonzepten wurden 275 Gruppen erstellt, wo-
bei 33 davon fehlerhafte Konzepte enthalten. In der Abbildung 6.13 ist eine fehlerhaf-
te Gruppe dargestellt. So wurden zwei durch den Portionierer falsch getrennte Wo¨rter
”
ABS-(toleranzschwelle“ und
”
ABS-(ackermann“ zu einer Gruppe zusammengefasst. In
der Abbildung 6.14 wird ein weiteres Beispiel gezeigt. Drei Internetadressen
”
https:doors-
bosch.com:123“,
”
https:doors-bosch.com:456“ und
”
https:req-bosch.com“ wurden falsch als
Akronyme erkannt und zu einer Gruppe zusammengefasst. Zuerst wurden diese nach dem
Pra¨fix
”
doors-bosch.com“ gruppiert und daraufhin nach dem Pra¨fix
”
https:“.
Hier kann durch die Gruppierung nichts gewonnen werden, da 12% der Gruppen fehlerhafte
Akronyme enthalten. Das bedeutet, dass die Merkmale, welche aus den Gruppenpra¨fixen
erzeugt werden, ebenfalls fehlerhaft sein ko¨nnen. Eine Lo¨sung liefert die Verbesserung der
Eigennamenerkennung, wie im Abschnitt 6.1.1.3 beschrieben wird.
6.1.4.4 Fehlerhafte Term-Gruppen
Jede entstandene Gruppe wird manuell u¨berpru¨ft, ob diese fehlerhafte Term-Unterkonzepte
entha¨lt. Es ergeben sich 414 Gruppen, von welchen keine fehlerhaft ist. Dies ist dadurch zu
erkla¨ren, dass das Modell der Kompositazerlegung fu¨r die fehlerhaft erkannten Nomen aus
dem Abschnitt 6.1.1.4 keine Konstituenten generieren kann. Die Gruppierung nach den
Term-Gruppen eignet sich daher als ein Filter, um die fehlerhaften Term-Unterkonzepte
zu entfernen.
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6.2 Evaluation des Ontologie-basierenden Vorschlagssystems
In diesem Abschnitt wird das Ontologie-basierende Vorschlagssystem aus dem Abschnitt 5.8
mithilfe der vordefinierten Maße Pra¨zision, Ausbeute und F-Maß evaluiert. Des Weite-
ren werden die Ergebnisse der Klassifikation mit den erzeugten Richtlinien aus dem Ab-
schnitt 5.4 verglichen.
6.2.1 Evaluation der Vorschla¨ge
Um die Maße Pra¨zision, Ausbeute und F-Maß anwenden zu ko¨nnen, werden zuerst die Trai-
ningsdaten erzeugt. Aus den zu¨ruckgehaltenen 6 478 Anforderungen der drei aktuellsten
Projekte werden nach dem Verfahren aus dem Abschnitt 5.8 Merkmalsvektoren generiert.
Die Merkmalsvektoren werden einem Cluster zugeordnet und die zutreffenden Verweise auf
die internen Anforderungen werden ausgegeben. Um die Klassifikation zu evaluieren, wer-
den die Maße Pra¨zision@k und Ausbeute@k verwendet. Das Maß Pra¨zision@k bedeutet,
dass die Pra¨zision innerhalb der ersten k Ergebnisse berechnet wird (Gleichung 6.1).
Pra¨zision@k =
wahr korrekt innerhalb k
k
(6.1)
Das Maß Ausbeute@k bedeutet, dass die Ausbeute innerhalb der ersten k Ergebnisse
berechnet wird (Gleichung 6.2).
Ausbeute@k =
wahr korrekt innerhalb k
wahr korrekt
(6.2)
Diese Maße sind sinnvoll, da die Ausgabe der Verweise in Form einer geordneten Liste
stattfindet und diese Liste als Vorschla¨ge der Abbildung fu¨r den Mitarbeiter dient. Um
den Mitarbeiter mit einer großen Zahl an Vorschla¨gen nicht zu u¨berfordern, werden nur
die k ersten Ergebnisse betrachtet. Die Klassifikation wird fu¨r k im Intervall von {1, 10}
durchgefu¨hrt. Die Ergebnisse der Pra¨zision befinden sich in der Abbildung 6.15. So bleibt
die Pra¨zision bis einem k von 4 bei u¨ber 60%. Die Ergebnisse der Ausbeute befinden sich
in der Abbildung 6.16. Ab k = 5 bleibt die Ausbeute konstant bei 68%. Um die beiden
Werte in Verha¨ltnis zu setzen, wird das F-Maß daraus errechnet. Die Ergebnisse der F-
Maße befinden sich in der Abbildung 6.17. Die ho¨chsten F-Maße befinden sich bei k = 1
und k = 5.
Die Klassifikation mithilfe des Clustering-Ansatzes kann gut mit den Anforderungen um-
gehen, welche eine n-zu-1-Abbildungen besitzen. Dies wird durch eine gute Pra¨zision bei
k = 1 deutlich. Der k-Wert von 1 wird als Vergleichswert fu¨r die Gegenu¨berstellung mit
den Richtlinien verwendet, da die Richtlinien ebenfalls nur eine mo¨gliche Klasse ausge-
ben. Der k-Wert von 5 zeigt ein vergleichsweise hohes F-Maß und wird ebenfalls fu¨r die
Gegenu¨berstellung mit den Richtlinien verwendet.
Fu¨r ein Produktivsystem sind diese Werte allerdings zu gering. Bei einer hohen Anzahl an
falschen Vorschla¨gen, was im derzeitigen Zustand mo¨glich ist, wu¨rde ein solches System
den Mitarbeiter mo¨glicherweise sogar sto¨ren, anstatt ihm zu helfen. Ein Produktivsystem
mu¨sste sehr gute Ergebnisse liefern ko¨nnen, was einem F-Maß u¨ber 90% und auch einer
ebenso hohen Ausbeute entspricht.
6.2.2 Gegenu¨berstellung mit den Richtlinien
Die Richtlinien und die beiden besten Ergebnisse des Vorschlagssystems werden in diesem
Abschnitt verglichen.
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Abbildung 6.15: Pra¨zision@k fu¨r das Ontologie-basierende Vorschlagssystem
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Abbildung 6.16: Ausbeute@k fu¨r das Ontologie-basierende Vorschlagssystem
Tabelle 6.9: Gegenu¨berstellung der Richtlinien und des Ontologie-basierenden Vorschlags-
systems
Verfahren Pra¨zision Ausbeute F-Maß
Alle Felder, URL-Klassen, Na¨ıve-Bayes 0.07 0.08 0.07
Alle Felder, URL-Klassen, Random-Forest 0.15 0.18 0.16
Alle Felder, Modul-Klassen, Na¨ıve-Bayes 0.61 0.59 0.60
Alle Felder, Modul-Klassen, Random-Forest 0.69 0.68 0.68
Eigennamen, URL-Klassen, Na¨ıve-Bayes 0.41 0.49 0.44
Eigennamen, URL-Klassen, Random-Forest 0.53 0.55 0.54
Ontologie-basierendes Vorschlagssystem@k1 0.71 0.46 0.56
Ontologie-basierendes Vorschlagssystem@5 0.51 0.68 0.58
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Abbildung 6.17: F-Maß fu¨r das Ontologie-basierende Vorschlagssystem
Das beste F-Maß liefert der
”
Alle Felder, Modul-Klassen, Random-Forest“-Ansatz. Al-
lerdings werden bei diesem Verfahren Module als Klassen ausgegeben. Ein Modul kann
mehrere Tausend Anforderungen enthalten, was fu¨r den Mitarbeiter in so einem Fall keine
Hilfe wa¨re.
Das zweitbeste F-Maß von 0.58 kann mit dem Verfahren
”
Ontologie-basierendes Vor-
schlagssystem@5“ erreicht werden. Als Ergebnisse werden dabei fu¨nf Verweise auf die in-
ternen Anforderungen ausgegeben. Das drittbeste F-Maß von 0.56 erreicht der Ansatz
”
Ontologie-basierendes Vorschlagssystem@1“, welches als Ergebnis einen Verweis auf eine
interne Anforderung ausgibt.
Verglichen mit den Ansa¨tzen
”
Alle Felder, URL-Klassen, Random-Forest“ und
”
Alle Felder,
URL-Klassen, Na¨ıve-Bayes“, die alle Felder der Anforderungen als Merkmale verwenden
und als Ergebnis ebenfalls einen Verweis auf eine interne Anforderung ausgeben, erreichen
die beiden Ontologie-basierenden Ansa¨tze deutlich bessere Werte.
Wenn man als Merkmale nur die Fachbegriffe in den Anforderungen verwendet, was bei den
Ansa¨tzen
”
Eigennamen, URL-Klassen, Random-Forest“ und
”
Eigennamen, URL-Klassen,
Na¨ıve-Bayes“ der Fall ist, dann kommt man auf die F-Maße 0.44 und 0.54. Insbesondere der
letzte Wert ist nur um 0.04 geringer als bei dem
”
Ontologie-basierendes Vorschlagssystem@5“-
Ansatz. Das la¨sst darauf schließen, dass die Fachbegriffe in der Anforderungsdoma¨ne eine
starke Aussagekraft besitzen und die zusa¨tzlich extrahierten Verb- und Adjektivbeziehun-
gen nur eine geringe Verbesserung mit sich bringen.

7. Zusammenfassung und Ausblick
7.1 Zusammenfassung
In dieser Arbeit wurde ein Verfahren des maschinellen Lernens entwickelt, das einen Mit-
arbeiter der Robert Bosch GmbH bei dem Abbildungsprozess von Kundenanforderungen
auf eine interne Anforderungsdatenbank in Form eines Vorschlagssystems unterstu¨tzt. Es
wurde zuerst eine Datenbereinigung des vorliegenden Anforderungsdatensatzes durchge-
fu¨hrt, bei welcher irrelevante Datenfelder entfernt wurden, Duplikate zusammengefasst
und Abbildungsinformationen pra¨zisiert wurden. Danach wurden aus den Daten Informa-
tionen identifiziert, welche als Merkmale fu¨r maschinelle Lernverfahren verwendet werden
ko¨nnen.
Mit den erzeugten Merkmalen wurden Verfahren des maschinellen Lernens trainiert. Das
Ziel war, mit den Merkmalen fu¨r eine bestimmte externe Anforderung die zutreffenden
internen Anforderungen voraussagen zu ko¨nnen. Mehrere Merkmalskombinationen wurden
ausprobiert. Die Ergebnisse dieser Verfahren wurden als Richtlinien festgelegt. Danach
wurde durch die Verfahren der Computerlinguistik aus den Textinformationen der externen
Anforderungen eine Ontologie automatisch generiert. Die Ontologie enthielt Fachbegriffe
sowie ihre Beziehungen und diente dazu neue Merkmale fu¨r die Klassifikation zu schaffen.
Mithilfe von hiearchischem Clustering-Verfahren wurden a¨hnliche externe Anforderungen
mit den Merkmalen aus der Ontologie zu Clustern zusammengefasst. Dabei wurden die Ab-
bildungen auf interne Anforderungen gespeichert, auf welche die externen Anforderungen
eines Clusters abbilden. Um eine Abbildung fu¨r eine neue externe Anforderung vorzuschla-
gen, wurde die neue Anforderung in Merkmale transformiert und einem Cluster zugeordnet.
Danach wurde innerhalb des Clusters die A¨hnlichkeit der neuen Anforderung zu den ande-
ren Anforderungen berechnet. Fu¨r eine festgelegte Anzahl an a¨hnlichsten Anforderungen
wurden ihre Abbildungen auf die internen Anforderungen als Vorschla¨ge ausgegeben.
Um das Ontologie-basierende Vorschlagssystem zu evaluieren, wurde zuerst die Ontologie
auf Fehler untersucht. Der Anteil der ermittelten fehlerhaften Konzepte in der Ontologie
betrug 16%. Der Anteil der fehlerhaften Relationen betrug 24%. Anschließend wurde die
Ontologie-basierende Vorschlagserzeugung evaluiert und mit den bestehenden Richtlinien
in Vergleich gesetzt. Die Voraussage der Vorschla¨ge mithilfe der Ontologie erreichte ein
F-Maß von 58%.
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7.2 Ausblick
Die Ontologie-basierende Erzeugung der Vorschla¨ge erreicht zurzeit einen F-Maß von 58%,
was zu gering ist, um als ein Produktivsystem fu¨r Abbildungsunterstu¨tzung betrachtet zu
werden. Ein solches System mu¨sste sehr gute Ergebnisse liefern ko¨nnen, was einem F-Maß
u¨ber 90% und auch einer ebenso hoher Ausbeute entspricht. Um dies zu erreichen, sollen
mehr Daten des Kunden A als die 30 593 abgebildete externe Anforderungen zu Verfu¨gung
gestellt werden. Aus den Daten kann dann ein Trainingskorpus erzeugt werden.
Im ersten Schritt mu¨ssen die Textdaten der Anforderungen umfangreich bereinigt werden.
Alle Verweise auf weitere Dateien, Tabellen und Formeln mu¨ssen innerhalb des Textes
erkannt und entfernt werden. Des Weiteren mu¨ssen die Textdaten auf Fehler u¨berpru¨ft
werden, sodass alle fehlerhaften Begriffe entfernt werden. Mit den bereinigten Daten ko¨n-
nen die Modelle nachtrainiert werden, welche fu¨r die Ontologie die Extraktion der Kon-
zepte und Relationen aus den Texten der Anforderungen durchfu¨hren. Dadurch kann die
Qualita¨t der Ontologie verbessert werden.
Um die Doma¨ne genauer darzustellen, ko¨nnen fu¨r die Ontologie mehr Konzepte und Re-
lationen definiert werden. In dieser Arbeit wurden beispielsweise die Werte von einzelnen
Signalen und Akronymen nicht behandelt. So wa¨re es vorteilhaft zu wissen, ob ein bestimm-
ter Signal in einer Anforderung auf aktiv oder inaktiv gesetzt wird. Außerdem ko¨nnen
weitere Relationen wie Pra¨positionen und Adverbien extrahiert werden. Durch eine solche
Erweiterung der Ontologie ko¨nnen neue Merkmale erzeugt werden, welche womo¨glich eine
Verbesserung der Vorschla¨ge bedeuten. Das na¨chste Ziel wa¨re demnach, das Vorschlags-
system mit den neu erzeugten Merkmalen zu implementieren. Auch kann die Ontologie
als eine Wissensbasis fu¨r einen Mitarbeiter verwendet werden, beispielsweise falls mo¨gliche
Werte fu¨r einen Signal nachgeschaut werden sollen. Die Eignung einer solchen automatisch
generierten Ontologie als Wissensbasis zu evaluieren, wa¨re ein ein mo¨gliches na¨chstes Ziel.
Schließlich kann die Eignung des Ontologie-basierenden Vorschlagssystems auf die Da-
ten von anderen Kunden getestet werden. Neben dem Kunden A existieren bei Robert
Bosch GmbH noch einige andere Kunden, welche jeweils ihre eigenen Lastenheftformate
mitbringen. Der Aufbau der Lastenhefte kann sich von den des Kunden A grundlegend
unterscheiden. Es wa¨re wissenswert zu evaluieren, ob das entwickelte Vorschlagssystem auf
die Anforderungen anderer Kunden anwendbar ist, und falls dies der Fall ist, ob das F-Maß
von 58% gehalten oder mo¨glicherweise sogar u¨bertroffen werden kann.
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