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Abstract— this paper modeled the multihop data-routing in Vehicular Ad-hoc Networks(VANET) as Multiple Criteria Decision 
Making (MCDM) in four steps. First, the criteria which have an impact on the performance of the network layer are captured and 
transformed into fuzzy sets. Second, the fuzzy sets are characterized by Fuzzy Membership Functions(FMF) which are 
interpolated based on the data collected from massive experimental simulations. Third, the Analytical Hierarchy Process(AHP) is 
exploited to identify the relationships among the criteria. Fourth, multiple fuzzy rules are determined and, the TSK inference 
system is employed to infer and aggregate the final forwarding decision. Through integrating techniques of MCDM, FMF, AHP, 
and TSK, we designed a distributed and opportunistic data routing protocol, namely, VEFR (Vehicular Environment Fuzzy Router) 
which targets V2V (vehicle-to-vehicle) communication and runs in two main processes, Road Segment Selection(RSS) and Relay 
Vehicle Selection(RVS). RSS is intended to select multiple successive junctions through which the packets should travel from the 
source to the destination, while RVS process is intended to select relay vehicles within the selected road segment. The 
experimental results showed that our protocol performs and scales well with both network size and density, considering the 
combined problem of end-to-end packet delivery ratio and end-to-end latency. 
Index Terms—vehicular network, analytical hierarchy process, TSK fuzzy inference system, fuzzy routing; 
——————————      —————————— 
1 INTRODUCTION
HE explosive usage of mobile electronics and recent 
advances in telecommunications made the Ad-hoc Ve-
hicular Networks (VANETs) a more attainable technology to 
meet the ever-increasing demands for improving the effi-
ciency of Intelligent Transportation Systems (ITS). ITS aims 
to provide innovative services related to different modes 
of transport and traffic management, and enables users to 
be better informed and make safer, more coordinated, and 
smarter use of transport networks. To implement such in-
novative services and applications, a coherent communica-
tion among vehicles and an efficient routing mechanism 
should be developed by taking into account the network 
challenges such as rapid topology changes and spare vehi-
cle densities. Besides, the routing mechanism should 
highly consider the quality of service (QoS) such as, in-
creasing the end-to-end delivery ratio, reducing the end-
to-end latency and minimizing the communication over-
head [15]. 
Mostly, communications in VANETs are classified into 
vehicle-to-vehicle (V2V), vehicle to infrastructure (V2I), and ve-
hicle-to-anything (V2X). Each vehicle mounts a hardware 
device called On-Board Unit (OBU) that accesses the wire-
less channel through radio frequency antenna in order to 
communicate with other OBUs and Road-side units (RSUs) 
[32]. The OBU employs Wireless Access in Vehicular Environ-
ment (WAVE) that supports V2V and V2I with a channel 
width of 10MHz, frequency bands of 5.86-5.92GHz, bit rate 
of 3-27Mbps and a range of communication up to 1km. The 
RSU, on the other hand, has a wired interface to communi-
cate with other RSUs and a wireless communication inter-
face to communicate with OBUs mounted on vehicles. 
WAVE has high transmission power, and long-range an-
tenna to access the wireless medium. The wireless interface 
of RSU runs the basic MAC/PHY layers functionalities de-
fined by WAVE standard in which the PHY layer is de-
scribed in IEEE 802.11p that relies on Orthogonal Frequency 
Division Multiplexing (OFDM) mechanism to support 
diﬀerent data rates. The functionalities of the MAC layer, 
on the other hand, are described in IEEE 1906.4 standard 
that extends the Enhanced Distributed Channel Access 
(EDCA) paradigm to cover two channels operations [29]. 
To communicate with a global controller or station, each 
OBU has a wireless interface that runs Long-Term Evolution 
(LTE) with a channel width of 20MHz, frequency bands of 
700-2600MHz, bit rate of 300Mbps and a range of commu-
nication up to 30km [32]. 
Multi-hop data routing with taking into account the 
QoS metrics such as high delivery rate, low latency, and 
low communication overhead is the key backbone for im-
plementing VANET services and applications. By in-
tensely exploring multi-hop mechanism in VANET, it can 
be effortlessly seen that there are multiple attributes (phys-
ical quantities or multiple criteria) that supervise the per-
formance of the network layer. In fact, the routing decision 
(i.e., next hop vehicle, or next hop junction) is an aggrega-
tion function of multiple criteria. For instance, the density 
and shortest distance are the most common attributes that 
have been involved during selecting the next hop junction 
or road segment [34]. These attributes can be linguistically 
classified further into different measurements. For exam-
ple, the density can be classified into low, medium and high 
while the distance can be classified into close, medium and 
far. These measurements make the routing decision fuzz-
ier. In reality, the routing decision is extremely intuitive 
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when dealing with one attribute, since we need to pick up 
the alternative with the highest priority, e.g., the shortest 
path has the uppermost priority when the distance is con-
sidered as an attribute. However, the decision would be 
very sophisticated when multiple criteria are involved, 
since several conﬂicting objectives should be achieved sim-
ultaneously. 
Motivated by the abovementioned explanations, we 
modeled the multi-hop data routing in VANET as Multiple 
Criteria Decision Making. The strength of fuzzy logic to imi-
tate human reasoning and compute the degree of truth cor-
responding to each attribute and reflect the desired good-
ness (competency) of multiple attributes is exploited [4]. 
Fuzzy Membership functions and fuzzy rules are easy to mod-
ify to adapt different environments. This makes fuzzy logic 
a suitable computational model to delineate routing poli-
cies, especially for the networks with rapid variation topol-
ogies such as vehicular environments [25]. In contrast to 
classical set theory and classical reasoning, in which a 
proposition is true or false, the fuzzy reasoning represents 
the membership(truth) of an element belonging to a spe-
cific set [6]. 
In view of the aforementioned explanations, the data 
routing in VANET is modeled as a problem of aggregating 
multi-criteria such that the overall routing decision is in-
ferred based on a set of rules [5]. To compute the routing 
decision, our main idea encapsulates four consecutive 
steps. First, we captured the attributes (criteria) that out-
line the network layer performance. Second, each attribute 
is translated to a linguistic variable with multiple items such 
that each item is represented by a fuzzy set. The membership 
function of each fuzzy set is interpolated by employing 
curve fitting techniques based on the data collected from 
our simulations. Third, considering that an important fac-
tor during determining the forwarding decision is the rela-
tionship between the criteria involved, we utilized the An-
alytical Hierarchy Process(AHP) [1][2] to identify the rela-
tions among the criteria involved and assign a weight for 
each criterion. Fourth and last, to obtain the final forwarding 
decision, we utilize the TSK inference system [3] to aggregate 
the sub-output of each attribute(criterion). 
Therefore, the main novelties of our protocol and 
contributions of this article are as follows: 
1) The inter-path (i.e., selecting a sequence of successive 
road segments) is modeled as a multi-objective func-
tion that aggregates multiple attributes, density, and 
shortest distance. On the first hand, the density is de-
fined as a linguistic variable with three fuzzy sets: Low, 
Medium and High. Based on our statistical data and ex-
perimental simulations, the Low membership function 
is interpolated by Boltzmann distribution, the Medium 
density membership function is interpolated by Gauss-
ian process and the High density membership function 
is interpolated by the cumulative function of Weibull. 
On the other hand, we defined the distance as a linguis-
tic variable with three fuzzy sets, Close, Medium and 
Far. The corresponding membership functions of the 
three fuzzy sets are interpolated by Boltzmann, Cau-
chy–Lorentz, and Weibull distributions, respectively. 
2) We model the intra-path (i.e., the process of selecting 
the relay vehicles on the selected road segment) as a 
multi-objective function, which is utterly driven by 
multiple attributes such as speed difference, move-
ment direction of vehicles, signal fading or path loss 
and transmission distance. Each of these attributes is 
modeled as a fuzzy set independently. We defined a 
membership function for each fuzzy set by applying 
different interpolations such as Hill function, Cauchy-
Lorentz, Gumbel curve and logistic curve. To identify the 
relations among the involved attributes in both the in-
tra-path and inter-path, the Analytical Hierarchy Process 
is applied. To obtain the final forwarding decision, the 
TSK inference system is employed. 
3) Based on inter-path and intra-path strategies introduced 
above, a distributed and opportunistic data routing 
protocol called VEFR (Vehicular Environment Fuzzy 
Router) which targets V2V (vehicle-to-vehicle) and in-
tegrates MCDM, FMF, AHP, and TSK is developed. To 
simulate VEFR, a new platform with a graphical user 
interface that provides a detailed visualization of sim-
ulation runs with lots of relevant pieces of information 
is developed. The source code is available online via 
the link [https://github.com/howbani/VEFR]. 
The rest of this work is organized as follows. Section 2 
explains the related work. Section 3 explains the attributes 
that influence network layer, and also introduces the fuzzy 
sets for each attribute. Our protocol VEFR (Vehicular Envi-
ronment Fuzzy Router) is explained in Section 4. The exper-
iments and discussions are elucidated in Section 5. Finally, 
Section 6 concludes this work. 
2 RELATED WORK 
Different techniques have been used to design different 
routing protocols in VANET such as genetic algorithms 
[30], opportunistic algorithms [33], heuristic algorithms 
[7], probabilistic algorithms [19], game theory [21], net-
work coding [10] [25] and network clustering [16] [9]. Fur-
thermore, different protocols have been designed for net-
work layer to attain different QoS services such as mini-
mizing delay [8] [21] [23] [30], increasing link stability [15], 
minimizing communication cost [4], increasing delivery 
ratio [33], and security issues [24]. Regardless of tech-
niques employed to infer the routing decision, the routing 
protocols are broadly classified into distributed protocols 
and centralized protocols. In the distributed protocols, the 
routing decision is independently taken in each vehicle. 
While in the centralized protocols, the information of net-
work topology is collected in an entity where the routing 
decision should be taken. These two classes are briefly re-
viewed in the remainder of this section. 
2.1 Distributed Approaches  
The route-discovery, opportunistic algorithm, network cluster-
ing, and network coding are the most common techniques to 
design the distributed protocols. The route-discovery proto-
cols discover a path from the source to destination vehicles 
before sending the data packet, which in turn, due to the 
rapid changes of VANET topology, imposes the network 
to generate a large number of redundant control packets 
and increases the communication overhead owing to blind 
flooding [12]. Besides, after encapsulating the data packet 
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in the source, the position of the destination will be 
changed, which will most likely leads to noticeable packet 
loss.  An example of route-discovery protocols is proposed 
in [13], in which the routing strategy is formulated as a con-
strained optimization problem, and the authors suggested 
AQRV (Adaptive Quality of Service Routing) as a solution 
based on ant colony optimization. Utilizing the forward and 
backward ants, AQRV selects road intersections and road 
segments that are fitful to QoS constraints including con-
nectivity probability, packet delivery, and delay. Once seg-
ments selection process is finalized, the source vehicle in 
AQRV initiates data packet transmission directly over the 
explored backbone paths. 
 In contrast, the paths in opportunistic protocols are not 
predetermined. Instead of that, each hop is selected instan-
taneously and independently [17] [26] in a distributed 
manner. However, due to the high mobility of the vehicles, 
neighboring tables in each hop should be updated 
promptly, which increases the number of beacon packets 
to be exchanged in the network. The information included 
in a single beacon contains the node’s ID together with its 
status, e.g., position, speed and heading [27]. An example 
of an opportunistic protocol is introduced in [17]. The au-
thors presented an opportunistic forwarding scheme 
called BRAVE in which the next forwarder is reactively se-
lected based on the shortest distance. BRAVE runs in two 
steps, spatial awareness, and opportunistic geographic 
routing. The spatial awareness allows the packet to select 
the road segment based on the local information and street 
map utilizing the Dijkstra’s algorithm. After selecting the 
road segment, the geographic routing strategy is employed 
to forward the packet along the selected segment. 
Network clustering is widely applied to reduce commu-
nication overhead during data routing. In [16], the authors 
proposed a clustering-based routing protocol. Their main 
idea is to classify the vehicles into four categories based on 
communication equipment. The four categories are 
VANET communication, mobile communication, satellite 
communication, and mobile communication together with 
satellite communication. The vehicle forwarders are prior-
itized based on three values, communication equipment, 
location, and velocity. The overall priority is formulated as 
the sum of the three values and the vehicle with the highest 
overall priority is selected as a cluster head. Another exam-
ple of clustering routing is proposed in [9], called MoZo 
(Moving Zone), which divides the network into distinct 
zones based on the movement similarity which is deter-
mined by the speed, timestamp, and movement direction. 
Each zone has a captain vehicle (cluster head) which is re-
sponsible for managing the information about other mem-
ber vehicles as well as responsible for data packet dissem-
ination. Furthermore, MoZo estimates vehicles positions 
based on the similarity of movement, and each captain es-
timates its members based on their relative positions while 
the members need not update the captain with their cur-
rent position periodicity. 
Network coding is broadly utilized to improve the broad-
cast efficiency and data scheduling in VANET. The authors 
in [10] applied network-coding in V2V communication at 
a two-way road network. Similarly, the authors [25] uti-
lized Network coding to design a routing protocol for 
VANET by engaging interflow coding at common back-
bone vehicles for different traffic flows. The backbone ve-
hicles are filtered using fuzzy logic with three membership 
functions, the velocity, density, and channel capacity. 
2.2 Centralized Approaches  
Generally, the network-wide topological information im-
proves the routing decision during packet disseminating. 
However, rapid topology changes due to the higher mobil-
ity, uneven vehicle density in urban environments make 
the global topology information difficult to acquire. Soft-
ware Defined Networking (SDN) as an emerging technology 
has the potential to resourcefully coordinate vehicle net-
works challenges as it has a logically centralized controller 
entity that enables a wide-ranging view of the network. 
SDN highly supports the dynamic nature of vehicular net-
work functions and efficiently facilitates intelligent appli-
cations with various demands for QoS through a dramatic 
simplification of network configuration, resource manage-
ment, and programmability. The rest of this subsection re-
views a few studies that exploited SDN centralized ap-
proach.  
HRLB (Hierarchical Routing scheme with Load Balancing) 
[28] proposed a hierarchical geography routing protocol 
for software defined vehicular networks (SDVN). The 
SDVN architecture in HRLB is quite simple, in which the 
data plane consists of vehicles with no roadside units. The 
control plane contains the base stations and the controllers. 
The data routing mechanism in HRLB executes through 
three steps, Grid selection, Path selection, and Relays selection. 
In the Grid selection, HRLB divides the target region into 
multiple small equal-size grids by taking into account the 
geographical location and discovers a successive sequence 
of grids with good connectivity based on a real-time grid 
vehicle density and historical vehicle transfer probability 
between the grids. In the path selection, taking into ac-
count the selected sequence of grids, two paths with mini-
mal costs and load balancing are selected. In the Relays se-
lection, a sequence of relay vehicles on each selected path 
are filtered according to vehicle utility to forward the pack-
ets. To achieve a real-time grid vehicle density, HRLB in-
curs too much communication overhead due to the fre-
quent handover between the data plane (vehicles) and the 
control plane (SDN controller). 
Hierarchical Distributed Software Defined Networking ar-
chitecture (HDSDVN) is proposed in [15] and integrated a 
routing scheme with Flow Instantiation (FI). HDSDVN con-
sidered the travel times and link stability as two routing 
quantities to find multiple shortest paths to deliver a given 
number of packets. The link stability is computed based on 
the link’s capacity which refers to the ability to deliver pack-
ets satisfying a minimum Signal-to-noise ratio (SNR). A link 
is considered to be terminated when the sensitivity level of 
the receiver does not reach (-82 dBm). 
The authors in [14] proposed an SDN based service ar-
chitecture to manage the heterogeneous resources of 
VANET in a centralized manner in order to make schedul-
ing decision and data dissemination for the devices in the 
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data plane. The heterogeneity of distinct wireless commu-
nication interfaces with different characteristics (i.e., com-
munication range and transmission rate) were studied, as 
well as the heterogeneity of data items in terms of data size.  
Besides, like in [12] the vertical handovers (i.e., automatic 
switch from one wireless interface to another in order to 
maintain communication in heterogeneous VANET) was 
formulated as a multi-objective optimization problem and 
a coding-assisted algorithm was proposed as a solution. 
3 ATTRIBUTES AND FUZZIFIER 
Generally, the performance of a routing protocol in V2V is 
tightly abutted on multiple attributes or multiple criteria, 
the terms attribute and criteria are interchangeably used in 
this paper. In our work, routing decision is aggregated by 
multi-criteria function [5]. To do so, this section introduces 
the attributes that influence the performance of VANET, 
and explains how to model each attribute using fuzzy 
logic. Based on the data collected from our simulation, we 
extracted multiple attributes that draw off the performance 
and QoS in the network layer. We defined each attribute as 
a linguistic variable such that each variable comprises mul-
tiple measurement items. Each item is modeled as a fuzzy 
set which is characterized by a corresponding fuzzy mem-
bership function. The membership function is interpolated 
by different curve fitting methods such as Hill function, 
Cauchy-Lorentz, Gumbel curve and logistic curve. To leverage 
the relationship among the attributes, Analytical Hierarchy 
Process (AHP) [2] is exploited. Finally, after determining 
the fuzzy rules, we utilized the TSK inference system [3] to 
infer the final forwarding competency from the rules. 
Table 1: Notations. 
Notation Description 
𝓋𝑖;  𝓇𝑖,𝑗 ; 𝜆𝑖,𝑗 ; 
(𝑥𝑖 , 𝑦𝑖); |𝓇𝑖,𝑗|; 
𝒱𝒢 = {𝓋0, 𝓋1, 𝓋2, … , 𝓋𝑖} represents road junc-
tions.  𝓋𝑠 denotes the source junction. Desti-
nation junction is denoted by  𝓋𝑏 . 𝓇𝑖,𝑗  de-
notes the segment joins two junc-
tions 𝓋𝑖 , 𝓋𝑗 ∈ 𝒱𝒢 ; 𝜆𝑖,𝑗  denotes the arrival rate 
parameter. (𝑥𝑖 , 𝑦𝑖 ) denotes the location of 
junction 𝓋𝑖. |𝓇𝑖,𝑗| denotes segment length. 
?́?𝑖𝑗;δ; ?́?𝑖𝑗 denotes vehicles special density; δ denotes 
communication range. 
𝜇𝑖
𝑗(𝑥) 𝑗  denotes the linguistic variable, 𝑖  denotes 
the fuzzy set, 𝑥 denotes the crisp input. 
𝑛𝑖; (?̌?𝑖 , ?̌?𝑖); Vehicle 𝑖, located at (?̌?𝑖 , ?̌?𝑖). 
𝑑𝑖,𝑗  The distance between the vehicles 𝑛𝑖 and 𝑛𝑗. 
𝜃𝑖,𝑗  The direction angle between the junctions 
𝓋𝑖  and 𝓋𝑗.   
In this work, the routing process in VANET roughly 
contains two main processes, Road Segment Selection (RSS) 
and Relay Vehicle Selection(RVS). RSS is a centralized pro-
cess which is based on aggregating multi-criteria function 
to make an overall decision that essentially considers the 
global-view of network topology. RSS makes the decision 
of selecting successive road segments (or junctions) in a 
distributed manner by considering two attributes (criteria) 
valid distance and connectivity(density). This can be imple-
mented by a fuzzy system that captures multiple fuzzy 
crisp inputs such as direction angle, segment length, transmis-
sion range, number of lanes, and the expected number of ve-
hicles as shown in Fig.1. On the other hand, the Relay Vehi-
cle Selection(RVS) is a distributed process which is com-
puted based on aggregating multi-criteria to prioritize the 
relay vehicles. The overall decision function aggregates 
multiple constraint attributes, such as speed difference, 
moving direction, transmission distance and signal fading 
as shown in Fig.2. These two processes are explained in the 
follows two subsections.    
3.1 Road Segment Selection (RSS) 
We assume that the road network for a given city is mod-
eled as a directed graph  𝒢 = (𝒱𝒢 , ℰ𝒢) , where 𝒱𝒢 =
{𝓋0, 𝓋1, 𝓋2, … ,𝓋𝑖}  is the set of vertices representing the 
road junctions, and ℰ is the set of edges representing the 
road segments that join the junctions. The segment that 
joins two intersections  𝓋𝑖 , 𝓋𝑗 ∈ 𝒱𝒢  is denoted by 𝓇𝑖,𝑗. The 
frequently used notations in this work are listed in Table 1.  
 
Fig.1: Structure diagram of the fuzzy logic proposed for RSS. 
 
Fig.2: Structure diagram of the fuzzy logic proposed for RVS. 
3.1.1 Road Segment Selection Attributes 
As shown in Fig.1, the input variables for the RSS fuzzy 
system are the valid distance and density. Shortest distance 
from the source to the destination decreases the number of 
hops, which in turn truncates the delivery delay. However, 
the shortest distance is not always efficient because there 
could be no enough vehicles on the selected shortest seg-
ment to ensure connectivity. Similarly, a large number of 
vehicles improves the connectivity of network which in 
turn decreases the end-to-end delay, however, it induces a 
channel contention that leads to more packets collisions 
and hence the packets dropped. To tradeoff among these 
conflicting attributes, our protocol exploits fuzzy logic to 
resembles human reasoning and obtains a human deci-
sion-making from multiple attributes (criteria). 
a) Density Attribute 
Before modeling the density of road segment by using 
fuzzy logic, we will first find out the density input crisp. 
Segment connectivity is entirely correlated with vehicles 
density which is computed by combining multiple factors 
such as inter-distance of vehicles on the segment, transmis-
sion range of vehicle or roadside unit, number of lanes in 
the road segment, segment length and the number of vehi-
cles. We Assume that each vehicle is equipped with OBU 
that holds a communication unit with a transmission range 
denoted by  δ . Vehicle 𝑛𝑖  is able to communicate with a 
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subsequent vehicle 𝑛𝑗 and relays the packet if the inter-dis-
tance of  𝑛𝑖  and  𝑛𝑗 does not exceed δ. Here, we define the 
vehicles special density ?́?𝑖𝑗  by Eq.(1) where γ denotes the 
number of lanes and 𝐸𝑖𝑗
𝑅  refers to the expected number of 
vehicles in the road segment  𝓇𝑖,𝑗 , 𝜄  ̅refers to the average 
length of the vehicle, and 𝑅𝑖,𝑗(𝑘) is the probability that there 
are 𝑘 vehicles reside within one lane in  𝓇𝑖,𝑗. 
?́?𝑖,𝑗 ≜
2. 𝛾. 𝐸𝑖,𝑗
𝑅
|𝓇𝑖,𝑗|
 ;  𝐸𝑖,𝑗
𝑅 = ∑ 𝑥.
|𝓇𝑖,𝑗| ?̅?⁄
𝑥=0
𝑅𝑖𝑗(𝑥) ; 𝑅𝑖𝑗(𝑘) =
(𝜆𝑖,𝑗|𝓇𝑖,𝑗|)
𝑘
𝑘!
 𝑒−𝜆𝑖,𝑗|𝓇𝑖,𝑗|  (1) 
The arrival of vehicles to a specific road segment 
 𝓇𝑖,𝑗  follows Poisson process with arrival rate parameter 
𝜆𝑖,𝑗 = 1/α𝑖,𝑗 that represents the number of arrivals in a sec-
ond. The time difference between two successive arrivals 
(interarrival time in second) to the segment  𝓇𝑖,𝑗  follows the 
exponential distribution with the mean parameter α𝑖,𝑗 > 0, 
as in Eq.(2) where 𝓏0 and 𝓏1 are two uniformly generated 
numbers from the interval [0, 1]. The 𝜇𝐼 and 𝜎𝐼 are the ex-
pected value and the standard deviation of the normal distribu-
tion, respectively. 
𝛼𝑖,𝑗 = |𝜇𝐼 + (𝜎𝐼  √−2 𝑙𝑜𝑔 𝓏0  𝑠𝑖𝑛(2𝜋𝓏1))|   ∀𝓇𝑖,𝑗 ∈ ℰ𝒢      (2) 
 The road segment is virtually partitioned into |𝓇𝑖,𝑗|/δ 
blocks, that is the segment length divided by the commu-
nication range. Each block is  δ meters in length. The prob-
ability that there are 𝑘 vehicle(s) in a given block follows 
Poisson distribution, obtained by Eq.(3). 
?̂?𝑖,𝑗(𝑘) =
(?́?𝑖,𝑗)
𝑘
𝑘!
 𝑒−?́?𝑖,𝑗(3) 
A block of segment is said to be connected if it occupied 
by at least one vehicle. Accordingly, the probability of ex-
isting at least one vehicle on a given block is obtained by 
Eq. (4). 
?̂?𝑖,𝑗(𝑘 > 0) =1 − ?̂?𝑖,𝑗(0) =1 − 𝑒
−?́?𝑖𝑗   (4) 
Therefore, the road segment is said to be connected if all 
blocks are occupied, computed by Eq. (5). This value rep-
resents the input crisp of density. 
𝜉𝑖,𝑗 = ∏ (1 − 𝑒
−?́?𝑖,𝑗)
|𝓇𝑖,𝑗|/𝛿
𝑐=1
= (1 − 𝑒−?́?𝑖,𝑗)
|𝓇𝑖,𝑗|
𝛿   (5) 
After characterizing segment density crisp as in Eq.(5), 
we define a linguistic variable 𝒟 labeled by “density” to de-
note the segment density or connectivity. This variable in-
cludes three measurement items set 𝑇(𝒟) ={Low, Medium, 
High} as shown in Fig.3. Each item is modeled by a fuzzy 
set as follows. ?̃?𝐿 = {(𝑥, 𝜇𝐿𝒟(𝑥))|𝑥 ∈ [0,1])} defines Low density, 
?̃?𝑀 = {(𝑥, 𝜇𝑀
𝒟(𝑥))|𝑥 ∈ [0,1])} defines the fuzzy set of Medium 
density, and ?̃?𝐻 = {(𝑥, 𝜇𝐻𝒟(𝑥))|𝑥 ∈ [0,1])} defines the fuzzy set 
of High density. 
𝜇𝐿
𝒟(𝑥) =
{
 
 
1
1 + 𝑒(𝑥−𝑥0)/𝑑𝑥
             
𝑥0 = 0.25;  𝑑𝑥 = 0.05;
𝑥 = 𝜉𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖
  (6) 
Based on data-set collected from massive experimental 
simulations, the Low density membership function 𝜇𝐿
𝒟(𝑥), 
as in Eq.(6), is interpolated by Boltzmann distribution, 
while the Medium density membership function 𝜇𝑀
𝒟 (𝑥), as 
in Eq.(7), is interpolated by Gaussian process which is non-
linear interpolation that used for fitting a curve through 
discrete data. 
The High density membership function 𝜇𝐻
𝒟, Eq.(8), is in-
terpolated by the cumulative function of Weibull distribu-
tion. 
𝜇𝑀
𝒟(𝑥) =
{
 
 
 
 
 
𝑦0 +
𝐴
𝜎√𝜋 2⁄
𝑒
−2
(𝑥−𝜇)2
𝜎2
𝑦0 = 0.0338; 𝐴 = 0.38289;
 𝜇 = 0.5; 𝜎 = 0.30099;
𝑥 = 𝜉𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖;
  (7) 
𝜇𝐻
𝒟(𝑥) =
{
 
 
 
 
∫𝑏𝑎
−𝑏𝑡𝑏−1𝑒−
(
𝑡
𝑎
)
𝑏
𝑑𝑡
= 1 − 𝑒−
(
𝑥
𝑎
)
𝑏
𝑥
0
𝑥 > 0; 𝑎 = 0.66; 𝑏 = 5;
𝑥 = 𝜉𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖
(8) 
 
Fig.3: Density membership 
functions. 
Fig.4: Valid distance member-
ship functions. 
 
 
b) Valid Distance Attribute 
The intuition behind the concept of Valid Distance is the de-
gree of closeness from source junction to the destination 
junction. The input crisp of Valid Distance 𝛷𝑖,𝑗 , as formu-
lated in Eq. (9), is obtained by averaging  the two values, 
direction angle, denoted by 𝜃𝑖,𝑗, and the length of the seg-
ment, denoted by ℒ̃𝑖,𝑗. 
𝛷𝑖,𝑗 = {
𝐴1. ?̅?𝑖,𝑗 + 𝐴2. ℒ̃𝑖,𝑗
2
              𝜃𝑖,𝑗 ≠ 1, 𝐴1 = 0.4;  𝐴2 = 0.6
1                                       otherwise
    ∀𝓋𝑗 ∈ 𝒱𝑖; (9) 
 On the first hand, the direction angle  𝜃𝑖,𝑗  between the 
current junction 𝓋𝑖  and the potential next junction 𝓋𝑗  to-
wards the destination junction 𝓋𝑏  is modeled as a dot pro-
duction of two vectors ?⃗?. 𝑐, such that ?⃗? = (𝑥𝑗 − 𝑥𝑖 , 𝑦𝑗 − 𝑦𝑖) 
and   𝑐 = (𝑥𝑏 − 𝑥𝑖 , 𝑦𝑏 − 𝑦𝑖)  as formulated by Eq. (10) and 
normalized by Eq. (11). 
𝜃𝑖,𝑗 = 𝑐𝑜𝑠
−1
(
 
(𝑥𝑗 − 𝑥𝑖)(𝑥𝑏 − 𝑥𝑖) + (𝑦𝑗 − 𝑦𝑖)(𝑦𝑏 − 𝑦𝑖) 
√(𝑥𝑏 − 𝑥𝑖)
2 + (𝑦𝑏 − 𝑦𝑖)
2 √(𝑥𝑗 − 𝑥𝑖)
2
+ (𝑦𝑗 − 𝑦𝑖)
2
)
   (10) 
?̅?𝑖,𝑗 = {
𝜃𝑖,𝑗
𝜋
    0° ≤ 𝜃𝑖,𝑗 ≤  90
°
1          otherwise
   ∀𝓋𝑗 ∈ 𝒱𝑖; (11)   
 On the other hand, the segment length is defined by Eu-
clidian distance as shown in Eq. (12) where  𝓋𝑖   represents 
the source junction and 𝓋𝑗  represents the potential next 
junction towards the destination junction 𝓋𝑏 . 
ℒ̃𝑖,𝑗 = 1 − (1 log(√(𝑥𝑗 − 𝑥𝑖)
2
+ (𝑦𝑗 − 𝑦𝑖)
2
)⁄ )   ∀𝓋𝑗 ∈ 𝒱𝑖; (12)  
After obtaining the input crisp of Valid Distance by 
Eq.(9) , we define “valid distance” as linguistic variable de-
noted by ℋ , as shown in Fig.4, with items set 𝑇(ℋ) = 
{Close, Medium, Far}. Each item correspondingly represents 
a fuzzy set as follows.  ℋ̃𝐶={ (𝑥, 𝜇𝐶
ℋ(𝑥))|𝑥 ∈ [0,1]} defines 
the Close fuzzy set where 𝜇𝐶
ℋ(𝑥)  is the Close membership 
function which is interpolated by Boltzmann distribution as 
formulated by Eq.(13). 
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𝜇𝐶
ℋ(𝑥) =
{
 
 
1
1 + 𝑒(𝑥−𝑥0)/𝑑𝑥
             
𝑥0 = 0.25;  𝑑𝑥 = 0.1;
𝑥 = 𝛷𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖
  (13) 
Similarly, the Medium fuzzy set is defined by 
ℋ̃𝑀={ (𝑥, 𝜇𝑀
ℋ(𝑥))|𝑥 ∈ [0,1]} where 𝜇𝑀
ℋ(𝑥)  refers to the Me-
dium membership function which is interpolated by Cau-
chy–Lorentz distribution as formulated by Eq.(14).  
𝜇𝑀
ℋ(𝑥) =
{
 
 
 
 𝑦 +
2𝐴
𝜋
 .
𝑤
4(𝑥 − 𝑥𝑐)
2 + 𝑤2
                     
𝑦 = −0.03785; 𝑥𝑐 = 0.49537;  𝑤 =  0.23932;
𝐴 =  0.3545;  𝑥 = 𝛷𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖
  (14) 
The third fuzzy set  ℋ̃𝐹={ (𝑥, 𝜇𝐹
ℋ(𝑥))|𝑥 ∈ [0,1]} defines 
the Far fuzzy set where 𝜇𝐹
ℋ(𝑥) is the Far membership func-
tion which is interpolated by the cumulative function of 
Weibull distribution as formulated in Eq.(15). 
𝜇𝐹
ℋ(𝑥) =
{
 
 
 
 𝜑. (1 − 𝑒−
(
𝑥
𝑎
)
𝑏
)
𝑥 > 0; 𝑎 = 0.81; 𝑏 = 5.11; 𝜑 = 0.9;
𝑥 = 𝜉𝑖,𝑗 ; ∀𝓋𝑗 ∈ 𝒱𝑖
(15) 
3.1.2 Road Segment Selection Inference 
After using fuzzy logic to characterize and model the at-
tributes, now we explain how to aggregate the selection 
decision of road segment based on a multi-criteria func-
tion. To this end, considering the density and the valid dis-
tance attributes, road segment selection rules are designed 
as listed in Table 2. 
 
Table 2: Road segment selection rule-base  
 Premise Implication 
Density Valid Distance Function Aggregation  
R 1 Medium Close 𝔽1 𝔾1 
R 2 Medium Medium 𝔽2 𝔾2 
R 3 Medium Far 𝔽3 𝔾3 
R 4 Low Close 𝔽4 𝔾4 
R 5 Low Medium 𝔽5 𝔾5 
R 6 Low Far 𝔽6 𝔾6 
R 7 High Close 𝔽7 𝔾7 
R 8 High Medium 𝔽8 𝔾8 
R 9 High Far 𝔽9 𝔾9 
We utilized TSK inference system [3] to infer the final 
forwarding priority from the rules shown in Table 2. The rea-
son behind exploiting TSK is that the TSK inference system 
yields crisp outputs directly with no need for the defuzzi-
fication process. The consequences of the rules in TSK are 
polynomials. The rule has a premise part of membership 
function (truth value) denoted by 𝔾𝑖 and a linear polynomial 
function denoted by 𝔽𝑖  that implies the consequence for 
each rule when the premises are satisfied. Given a rule 
with 𝑘 premises, TSK fuzzy models has the form as fol-
lows: 𝑅𝑖:  IF  𝑥1 is  𝜇𝑖(𝑥1)AND…AND 𝑥𝑘  is 𝜇𝑖(𝑥𝑘) THEN  
𝔽𝑖(𝑥1,… , 𝑥k)=𝑤0
𝑖+𝑤1
𝑖𝑥1+𝑤2
𝑖𝑥2+…+𝑤𝑘
𝑖𝑥𝑘 ; The inputs  𝑥1…𝑥𝑘 
are the premises of the rule 𝑅𝑖 while 𝜇𝑖(𝑥1)… 𝜇𝑖(𝑥𝑘) are the 
fuzzy sets associated with the rule. 𝔽𝑖 denotes the conse-
quent part which consists of the piecewise linear function. 
𝑤0
𝑖…𝑤𝑘
𝑖  are the constants and called the consequence pa-
rameters. 
 The determination of routing decision is firmly amal-
gamated with relationships among the criteria involved. 
To identify the relations among premises rules, a weight 
for each premise is obtained by employing Analytical Hier-
archy Process (AHP) [2], which is an effective tool to deal 
with complex decision making by setting priorities for 
each attribute. The AHP is implemented by consecutive 
two steps, constructing a pairwise comparison matrix and pri-
ority rating. More details about these two steps can be 
found in [1]. Based on AHP, the pairwise comparison matrix 
(𝑚 ∗ 𝑚) is defined by Eq. (16), in which the entry 𝑎𝑗𝑘  repre-
sents the importance of the 𝑗th criteria relative to the 𝑘th. 
For example, the entry 𝑎1,2 = 5 means that the importance 
of medium density is five times compared to the low den-
sity. Note that 𝑎𝑗𝑘 . 𝑎𝑘𝑗 = 1. We included 6 sub-criteria in 𝐴
∗ 
such that each column contains six rows representing Me-
dium density(M), Low density(L), High density(H), Close 
distance(C), Medium distance(MV) and Far distance(F). We 
derived the normalized pairwise comparison matrix such that 
each entry in 𝐴∗ is normalized by Eq.(17). In the end, the 
criteria weight vector 𝕎 =[M, L, H, C, MV, F] is obtained 
by averaging entries on each row on the normalized pairwise 
comparison matrix as formulated in Eq. (17). 
𝐴∗ =
[
 
 
 
 
 
 
 
/ / 𝑀 𝐿 𝐻 𝐶 𝑀𝑉 𝐹
− − − − − − − −
𝑀 | 1 5 4 1 2 7
𝐿 | 1/5 1 1/2 1/6 1/2 1
𝐻 | 1/4 2 1 1/3 1/2 2
𝐶 | 1 6 3 1 5 7
𝑀𝑉 | 1/2 2 2 1/5 1 3
𝐹 | 1/7 1 1/2 1/7 1/3 1]
 
 
 
 
 
 
 
   (16)  
 ?̅?𝑗𝑘 =
 𝑎𝑗𝑘
∑  𝑎𝑙𝑘
𝑚
𝑙=1
;𝑤𝑘
𝑖 =
∑  ?̅?𝑗𝑙
𝑚
𝑙=1
𝑚
  (17) 
The inferred output of the TSK model with 𝑧 ≥ 1 rules 
each with 𝑘 ≥ 1 premises is obtained by Eq. (18). Note that 
𝔽𝑖(𝑥1,… , 𝑥k)=𝑤0
𝑖+𝑤1
𝑖𝑥1+𝑤2
𝑖𝑥2+…+𝑤𝑘
𝑖𝑥𝑘  and  𝔾𝑖(𝑥1, … , 𝑥k) is 
t-norm usually implemented as the max fuzzy operator.  
ℛ𝑖(𝑥1,… ,𝑥k) = (∑𝔾𝑖(𝑥1,…,𝑥k).𝔽𝑖(𝑥1,… ,𝑥k)
𝑧
𝑖=1
)(∑𝔾𝑖(𝑥1,…,𝑥k)
𝑧
𝑖=1
)
−1
(18) 
3.2 Relay Vehicle Selection(RVS) 
The road segment selection is explained in the previous 
subsection. This subsection is dedicated to select the relay 
vehicles on the selected segment. We assume the location 
of the vehicle 𝑛𝑖  is denoted by (𝑥𝑖, ?̌?𝑖). Given a vehicle 𝑛𝑖  
that has a transmission range of δ, the vehicles within the 
δ are considered as its neighbors, denoted by ℕ𝑖 (one-hop 
vehicles). By analyzing the RVS and based on data col-
lected from our simulations, we concluded that the vehicle 
selection is influenced by multiple attributes such the 
transmission distance from the transmitter to receiver, the 
movement direction of vehicle, the speed difference be-
tween sender and receiver vehicles, and the memory size 
of OBU. We found the relationship between these attrib-
utes, and computed the membership corresponding to 
each attribute such that the desired competency of each at-
tribute is acquired by a corresponding membership func-
tion. 
 
  
Fig.5: Transmission distance 
membership functions. 
 
Fig.6: Moving direction mem-
bership functions. 
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3.2.1 Relay Vehicle Selection Attributes 
a) Transmission Distance Attribute 
The “Transmission distance” is defined as a linguistic varia-
ble denoted by 𝒯 with items set 𝑇(𝒯) ={Near, Intermediate, 
Far } as shown in Fig.5. The Intermediate transmission dis-
tance from the transmitter to receiver is more desirable as 
it ensures a reliable communication link by avoiding path-
loss which is the attenuation of signal power that occurs as 
a radio wave propagates over the distance. The Far trans-
mission distance between the transmitter and receiver re-
duces the number of hops, but it largely increases path-loss. 
The Near transmission distance between the transmitter 
and receiver increases the number of hops and the commu-
nication overhead, but it ensures a reliable communication 
link. Based on these facts, we defined three fuzzy sets of 
transmission distance as follows. Note that the input crisp 
for Transmission distance is 𝑥 = √(?̌?𝑗 − 𝑥𝑖)2 + (?̌?𝑗 − ?̌?𝑖)2 𝛿⁄ .  
  ?̃?𝑁 ={  (𝑥, 𝜇𝑁
𝒯(𝑥))|𝑥 ∈ [0,1] } defines the Near fuzzy set 
where 𝜇𝑁
𝒯(𝑥) represents the Near membership function 
which is interpolated by the modified Hill function with off-
set as formulated by Eq.(19).  
𝜇𝑁
𝒯(𝑥) =
{
 
 
 
 𝑠 + (𝜀 − 𝑠)
𝑥𝑛
𝑘𝑛 + 𝑥𝑛
               
𝑠 = 1; 𝜀 = 0; 𝑘 = 0.2;  𝑛 = 𝜋;
 𝑥 = (√(𝑥𝑗 − 𝑥𝑖)
2
+ (?̌?𝑗 − ?̌?𝑖)
2
𝛿⁄ )
(19) 
The Intermediate fuzzy set is defined by 
?̃?𝐼 ={  (𝑥, 𝜇𝐼
𝒯(𝑥))|𝑥 ∈ [0,1] }, in which 𝜇𝐼
𝒯(𝑥)  represents the 
membership function and interpolated by Voigt distribu-
tion which is a convolution of Cauchy-Lorentz distribution 
and Gaussian distribution as formulated in Eq.(20).  
𝜇𝐼
𝒯(𝑥) =
{
 
 
 
 
 
 
 
 
𝑦0 + (
2𝑎
𝜋
𝑤𝑙
4(𝑥 − 𝑥𝑐)
2 + 𝑤𝑙
2 
√
4𝐿𝑛2
𝜋
𝑒
−
4𝐿𝑛2
𝑤𝑔
2 𝑥
2
𝑤𝑔
)  
𝑦0 = −0.00851; 𝑎 = 0.3231; 𝑥𝑐 = 0.4959;
𝑤𝑙 = 0.1916;𝑤𝑔 = 0.0617
𝑥 = (√(?̌?𝑗 − ?̌?𝑖)
2
+ (?̌?𝑗 − ?̌?𝑖)
2
𝛿⁄ )
 
(20) 
The Far fuzzy set is defined by ?̃?𝐹={ (𝑥, 𝜇𝐹
𝒯(𝑥))|𝑥 ∈ [0,1]} 
in which 𝜇𝐹
𝒯(𝑥) represents the degree of membership and 
interpolated by Gumbel distribution as formulated in 
Eq.(21). 
𝜇𝐹
𝒯(𝑥) =
{
 
 
 
 1 − 𝑒
−𝑒(𝑥−𝑎)/𝑏               
𝑎 = 0.85; 𝑏 = 0.16;
 𝑥 = (√(?̌?𝑗 − ?̌?𝑖)
2
+ (?̌?𝑗 − ?̌?𝑖)
2
𝛿⁄ )
       (21) 
Note that the signal fading occurs due to the high mo-
bility of surrounding vehicles, weather (particularly rain), 
or shadowing from obstacles affecting the radio wave 
propagation. The reflecting objects degrade the signal 
strength and the quality of the receiving signal. At the sim-
ulation level, the signal fading is modeled as Nakagami-m 
distribution, a continuous probability distribution that 
generalizes the small-scale fading for dense signal scatters 
and the radio wave propagation.  The probability density 
function (pdf) of Nakagami-m distribution for a signal to be 
received with power 𝑥 is formulated in Eq. (22) where 𝑚 ≥
1 2⁄   (shape parameter) represents the loss of signal intensity 
and the Ω  controls the signal spread (average power 
strength).  
𝑓𝑚(𝑥;𝑚, 𝛺) =
𝑚𝑚. 𝑥𝑚−1. 𝑒−(𝑚/𝛺)𝑥
𝛺𝑚. (𝑚 − 1)!
   (22) 
The Cumulative Density Function (CDF) is formulated in 
Eq. (23).  
𝐹𝑚(𝑥;𝑚,𝛺) = ∫𝑓𝑚(𝑧;𝑚,𝛺) 𝑑𝑧
𝑥
0
=
𝑚𝑚
𝛺𝑚(𝑚 − 1)!
∫ 𝑧𝑚−1𝑒−(𝑚/𝛺)𝑧 𝑑𝑧
𝑥
0
 (23) 
The probability that the packet has been received suc-
cessfully is derived from the probability that the receiving 
power of the signal is greater than the threshold value  𝑟𝑥, 
formulated in Eq. (24). 
𝑃𝑟(𝑥 > 𝑟𝑥) = 1 − 𝐹𝑚(𝑟𝑥;𝑚, 𝛺) = 𝑒
−
𝑚
𝛺𝑟𝑥∑
(
𝑚
𝛺 𝑟𝑥)
𝑖−1
(𝑖 − 1)!
 
𝑚
𝑖=0
(24) 
 The Ω  and 𝑟𝑥 are derived from the free-space model as 
shown in Eq. (25) where 𝑇𝑝 is the transmission power and 
𝑑𝑖,𝑗  is the distance between vehicles 𝑛𝑖  and 𝑛𝑗 ; δ denotes 
the communication range while the antenna gain for the 
transmitter and receiver is denoted by 𝐺𝑡  and 𝐺𝑟  respec-
tively; λ denotes the wavelength of the signal.  
𝛺(𝑑𝑖,𝑗) =
𝑇𝑝
𝑑𝑖,𝑗
2 𝐺; 𝑟𝑥(𝛿) =
𝑇𝑝
𝛿2
 ; 𝐺 =
𝐺𝑡𝐺𝑟𝜆
2
16𝜋2
 (25) 
The value of the shape parameter 𝑚 , as mentioned in [35], 
is derived by Eq. (26). 
𝑚 = {
1.0                     𝑑𝑖,𝑗 ≥ 150𝑚
1.5     50𝑚 ≤   𝑑𝑖,𝑗 < 150𝑚
3.0                      𝑑𝑖,𝑗 < 50𝑚
    (26) 
b) Moving Direction Attribute 
Given a road segment 𝓇𝓈,𝒹 =( 𝓋𝓈 ,  𝓋𝒹 ), where 𝓋𝓈  denotes 
the start junction and 𝓋𝒹  denotes the end junction. Let 𝑛𝑖  
be a vehicle holds a packet,  and currently travels over  an 
estimated position (𝑥𝑖 , ?̌?𝑖) on the segment 𝓇𝓈,𝒹. The current 
sender 𝑛𝑖 selects one of its neighbors to be a relay. The re-
lay vehicle 𝑛𝑗 ∈ ℕ𝑖  should be in front of 𝑛𝑖  without consid-
ering its heading direction(same direction of 𝑛𝑖  or opposite 
direction). That is to say, the heading direction of the relay 
vehicle 𝑛𝑗 is not important, since the packet should be trav-
eled from the start junction 𝓋𝓈  to the end junction 𝓋𝒹 . Let 
𝜗 ∈ [0,1] be the normalized angle between 𝑛𝑖  to  𝓋𝒹  and 𝑛𝑖  
the relay 𝑛𝑗 ∈ ℕ𝑖 as formulated by Eq.(27). When  0 ≤ 𝜗 ≤
0.5, the relay node 𝑛𝑗 is located in front of 𝑛𝑖 . Otherwise, 
𝑛𝑗 is located behind 𝑛𝑖 . 
𝜗 = 𝑐𝑜𝑠−1
(
 
 (?̌?𝑗 − ?̌?𝑖)(𝑥𝒹 − ?̌?𝑖) + (?̌?𝑗 − ?̌?𝑖)(𝑦𝒹 − ?̌?𝑖) 
√(𝑥𝒹 − ?̌?𝑖)2 + (𝑦𝒹 − 𝑦?̌?)
2
 √(?̌?𝑗 − ?̌?𝑖)
2
+ (?̌?
𝑗
− ?̌?
𝑖
)
2
)
 
 
𝜋⁄ (27) 
 Let ℳ  be a linguistic variable with two items  
𝑇(ℳ) ={Front, Behind} that defines the location of the relay 
vehicle related to the location of the sender vehicle. The 
two fuzzy sets ℳ̃𝐹 =  {(𝑥, 𝜇𝐹ℳ(𝜗))|𝜗 ∈ [0,1]}  and 
ℳ̃𝐵= {(𝑥, 𝜇𝐵
ℳ(𝜗))|𝜗 ∈ [0,1]} define the  Front and Behind fuzzy 
sets respectively, depicted in Fig.6. The Front 𝜇𝐹
ℳ(𝜗) and 
Behind 𝜇𝐵
ℳ(𝜗)  membership functions are interpolated by 
logistic curve as formulated in Eq.(28) and Eq.(29), respec-
tively. Note that 𝜗 is  the crisp input, obtained by Eq.(27). 
𝜇𝐹
ℳ(𝜗) = {
1
1 + (
𝜗
𝑥0
)
𝑝
 𝑥0 = 0.33;  𝑝 = 3.8
   (28) 
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𝜇𝐵
ℳ(𝜗) =
{
 
 
 
 1 +
𝐴1 − 1
1 + (
𝜗
𝑥0
)
𝑝
 𝑥0 = 0.66;  𝑝 = 9.2;
𝐴1 = 0.01; 
   (29) 
c) Speed Difference Attribute 
The least speed difference between the sender and the re-
ceiver enhances network layer performance as it keeps the 
inter-distance between the two vehicles within the trans-
mission range. This in turn allows more time to receive 
packets and reduces packet loss, especially when the size 
of the data packet is large. The vehicles with similar veloc-
ity stay longer together and closer to one another which 
reduces the beacon packets to be exchanged between them. 
The main goal of this attribute is to capture the similarity 
of speed such that a higher priority is assigned to the vehi-
cle with the least speed difference. Let 𝑠𝑖 , 𝑠𝑗  and 𝑚𝑎𝑥(𝑠) be 
the speed of 𝑛𝑖 , speed of 𝑛𝑗 ,  and the maximum allowed 
speed, respectively. The speed difference crisp between the  
𝑛𝑖  and 𝑛𝑗 is simply normalized by Eq.(28). 
𝑠𝑖,𝑗 = (√(𝑠𝑖 − 𝑠𝑗)
2
) 𝑚𝑎𝑥(𝑠)⁄ ; ∀ 𝑛𝑗 ∈ ℕ𝑖 (28)  
Let 𝒮  denotes the speed difference linguistic variable 
with three fuzzy sets  𝑇(𝒮) ={ Small, Moderate, Large } as 
plotted in Fig.7. We defined the Small difference fuzzy set  
by ?̃?𝑆={  (𝑥, 𝜇𝑆
𝒮(𝑥))|𝑥 ∈ [0,1]} where 𝜇𝑆
𝒮(𝑥)  is the member-
ship function which is interpolated by Boltzmann distribu-
tion as formulated in Eq.(29). 
𝜇𝑆
𝒮(𝑥) =
{
 
 
 
 𝐴2 +
1 − 𝐴2
1 + 𝑒
(𝑥−𝑥0)
𝑑𝑥
             
𝑑𝑥 = 0.06; 𝐴2 = 0.11; 𝑥0 = 0.2;
𝑥 = 𝑠𝑖,𝑗  ;∀ 𝑛𝑗 ∈ ℕ𝑖
   (29) 
The Moderate speed difference is defined by the fuzzy 
set ?̃?𝑀={ (𝑥, 𝜇𝑀
𝒮 (𝑥))|𝑥 ∈ [0,1]} where 𝜇𝑀
𝒮 (𝑥) is the member-
ship function interpolated by Gaussian process, which is 
non-linear interpolation that used for fitting a curve 
through discrete data as formulated in Eq.(30). 
𝜇𝑀
𝒮 (𝑥) =
{
 
 
 
 
 
𝑦
0
+
𝐴
𝜎√𝜋 2⁄
𝑒
−2
(𝑥−𝜇)2
𝜎2
𝑦
0
= −0.10857; 𝐴 = 0.6369;
 𝜇 = 0.5; 𝜎 = 0.50166
𝑥 = 𝑠𝑖,𝑗  ;∀ 𝑛𝑗 ∈ ℕ𝑖
  (30) 
The Large speed difference is defined by the fuzzy set 
?̃?𝐿={  (𝑥, 𝜇𝐿
𝒮(𝑥))|𝑥 ∈ [0,1]} where 𝜇𝐿
𝒮(𝑥) is the membership 
function, interpolated by the logistic curve as formulated in 
Eq.(31). 
𝜇𝐿
𝒮(𝑥) =
{
 
 
 
 𝐴2 +
𝐴1 − 𝐴2
1 + (
𝑥
𝑥0
)
𝑝
 𝑥0 = 0.816;  𝑝 = 6.99; 𝐴2 = 1.2;
𝐴1 = 0.09219;  𝑥 = 𝑠𝑖,𝑗 ;∀ 𝑛𝑗 ∈ ℕ𝑖
   (31) 
 
Fig.7: Speed difference membership functions. 
3.2.2 Relay Vehicle Selection Inference 
After using fuzzy logic to characterize and model the at-
tributes that have an impact on selecting the relay vehicles, 
we will here explain how to aggregate the selection deci-
sion of relay vehicles based on a multi-criteria function. To 
this end, considering the Transmission Distance, Moving Di-
rection and Speed Difference attributes, we designed relay 
vehicle selection rules as listed in Table 3. To infer the final 
forwarding priority, we feed the rules shown in Table 3 to 
TSK inference system that yields a crisp output directly 
without the defuzzification process, as explained above in 
RSS.  To identify the relations among premises (Transmis-
sion Distance, Speed Difference, and Moving Direction) in-
volved, we determined a weigh for each premise by em-
ploying the Analytical Hierarchy Process. The pairwise com-
parison matrix (𝑚 ∗ 𝑚) is defined by Eq. (32). We included 
8 sub-criteria in 𝐴∗ such that each column contains 8 rows 
representing Near transmission distance(N), Intermediate 
transmission distance (I), Far transmission distance (F), 
Small speed difference (S), Moderate speed difference (M), 
Large speed difference (L), Front moving direction(FR) and 
Behind moving direction(B). 
𝐴∗ =
[
 
 
 
 
 
 
 
 
 
 
/ / 𝑁 𝐼 𝐹 𝑆 𝑀 𝐿 𝐹𝑅 𝐵
− − − − − − − − − −
𝑁 | 1 3 5 1 2 5 1 5
𝐼 | 1/3 1 5 1/2 1 3 1/3 2
𝐹 | 1/5 1/5 1 1/5 1/3 1 1/4 2
𝑆 | 1 2 5 1 3 5 1 5
𝑀 | 1/2 1 3 1/3 1 3 1/4 2
𝐿 | 1/5 1/3 1 1/5 1/3 1 1/5 3
𝐹𝑅 | 1 3 4 1 4 5 1 5
𝐵 | 1/5 1/2 1/2 1/5 1/2 1/3 1/5 1]
 
 
 
 
 
 
 
 
 
 
   (32)  
The inferred output of the TSK model with 𝑧 ≥ 1 rules 
each with 𝑘 ≥ 1 premises is obtained by Eq. (18). 
 
Table 3: Relay vehicle selection rule-base 
 Premise Implication 
 TD SD MD Function Agg. 
R 1 Near Small Front 𝔽1 𝔾1 
R 2 Near Small Behind 𝔽2 𝔾2 
R 3 Near Moderate Front 𝔽3 𝔾3 
R 4 Near Moderate Behind 𝔽4 𝔾4 
R 5 Near Large Front 𝔽5 𝔾5 
R 6 Near Large Behind 𝔽6 𝔾6 
R 7 Intermediate Small Front 𝔽7 𝔾7 
R 8 Intermediate Small Behind 𝔽8 𝔾8 
R 9 Intermediate Moderate Front 𝔽9 𝔾9 
R 10 Intermediate Moderate Behind 𝔽10 𝔾10 
R 11 Intermediate Large Front 𝔽11 𝔾11 
R 12 Intermediate Large Behind 𝔽12 𝔾12 
R 13 Far Small Front 𝔽13 𝔾13 
R 14 Far Small Behind 𝔽14 𝔾14 
R 15 Far Moderate Front 𝔽15 𝔾15 
R 16 Far Moderate Behind 𝔽16 𝔾16 
R 17 Far Large Front 𝔽17 𝔾17 
R 18 Far Large Behind 𝔽18 𝔾18 
 
4 VEHICULAR ENVIRONMENT FUZZY ROUTER 
The main two processes of our protocol has been explained 
in the previous section. In this section, we will show how 
to apply these two processes to design a distributed and 
opportunistic multi-hops vehicle-to-vehicle (V2V) routing 
protocol called VEFR (Vehicular Environment Fuzzy Router). 
We assume that each vehicle is equipped with GPS re-
ceiver to obtain its geographic position and has an access 
to a street level digital map using an onboard navigation sys-
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tem to determine the position of junctions and road seg-
ments [31]. 
4.1 Inter-path 
The inter-path requires assistance from a centralized entity 
to compute the vehicles density. Vehicle applies inter-path 
process when approaching junctions (e.g., 30 meters to the 
heading junction), while the intra-path process is applied 
in the otherwise cases. The main goal of this process is to 
decide the next road segment that the packet should be 
switched to. The decision requires extra centralized info 
such as the location of the destination and the heading 
junction of destination. Such information is obtained by 
Long-Term Evolution (LTE). Let 𝑛𝑘  be the current sender 
and is currently traveling on the segment 𝓇𝑥,𝑖 = (𝓋𝑥, 𝓋𝑖) (re-
call that 𝓋𝑥  denotes the start junction and 𝓋𝑖  denotes the 
heading junction). Vehicle 𝑛𝑘  starts computing the next 
hop junction after acquiring road info via LTE wireless in-
terface and before approaching the heading junction 𝓋𝑖 . 
The inter-path algorithm computes next hop junction by 
the procedures outlined in ALGORITHM 1. 
ALGORITHM 1: Inter-path. 
Input: Given a vehicle 𝑛𝑘  on the road segment 𝓇𝑥,𝑖 = (𝓋𝑥, 𝓋𝑖) . 
𝒽(𝑛𝑘) denotes the remain distance of the vehicle 𝑛𝑘 to the heading 
junction 𝓋𝑖 . 𝒹(𝑛𝑘) denotes the threshold distance to the heading 
junction 𝓋𝑖. Let 𝓋𝑏 denotes the heading junction of destination ve-
hicle. 
Output:    return 𝓋𝑗 ∈ 𝒱𝑖 such that 𝓋𝑗 has the heights priority. 
1. if 𝓱(𝑛𝑘) ≤ 𝓭(𝑛𝑘)  
2.  { 
3.     ∀𝓋𝑗 ∈ 𝒱𝑖  
4.      { 
5.        Get the density crisp by Eq.(5); 
6.        Get the valid distance crisp by Eq.(9); 
7.        Classify the crisps, based on Table 4; 
8.        Get the weight for each attribute based Table 4; 
9. 
        Compute the priority for each junction by Eq. (18); 
         and Eq. (16) by considering rules listed in Table 2; 
10.       } 
11.      return the junction with heights priority; 
12. } 
Table 4 shows the classifications and the weights of the 
fuzzy sets. For example, the vehicle density within the 
range (0~0.3) is considered as low and its weight is 0.054. 
The ranges are empirically obtained based on massive ex-
perimental and simulation results, while the weights are 
computed based on the pairwise comparison matrix as for-
mulated in Eq. (16) and Eq. (32). The implementation of 
this algorithm is available online via the link 
[https://github.com/howbani/VEFR]. 
Vehicle starts switching the packet after selecting the 
road segment. However, it is not always possible to dis-
cover a relay vehicle around the intersection, causing the 
sender vehicle carries the packet instead of switching it to 
the appropriate segment. If the vehicle fails to switch the 
packet, VEFR will retry redirecting the packet to the se-
lected segment. After 3 attempts, if the switching process 
fails, VEFR forwards the packet to the heading intersec-
tion, which means the packet will be traveled over an in-
correct segment. This is still better than running out of re-
transmission attempts (7 times), which results in dropped 
packets. 
Table 4: Crisps classification and attributes weight. 
Density Moving Direction 
Item Low Medium High Front Behind 
Range 0~0.3 0.3~0.7 0.7~1 0~0.5 0.5~1 
weight 0.054 0.313 0.092 0.233 0.037 
Valid Distance Speed Difference 
Item Close Medium Far Small Moderate Large 
Range 0~0.2 0.2~0.5 0.5~1 0~0.25 0.25~0.75 0.75~1 
weight 0.3616 0.130 0.0443 0.216 0.09 0.040 
Transmission Distance 
Item Near Intermediate Far 
Range 0~0.32 0.32~0.62 0.62~1 
weight 0.217 0.106 0.044 
4.2 Intra-path 
Intra-path is a distributed process, in which the sender ve-
hicle selects next hop vehicle without any assistance from 
a centralized entity. Let 𝒽(𝑛𝑘) be the remain distance of 
the vehicle 𝑛𝑘 to the heading junction 𝓋𝑖  and let 𝒹(𝑛𝑘) be 
the threshold distance to the heading junction 𝓋𝑖 .  When a 
vehicle has a data packet and when 𝓱(𝑛𝑘) ≥ 𝓭(𝑛𝑘), the fol-
lowing procedures are followed. First, the vehicle broad-
cast a beacon packet to discover its neighbors. In case of no 
response to the broadcasted beacon, the vehicle employs 
carry-and-forward mechanism. That is to store the data for a 
predefined time (i.e., 3 seconds [9]) and retries to forward 
the packet again until reaching the maximum number of 
attempts (i.e., 7 attempts [33]). The data packet will be 
dropped if the maximum number of attempts is reached. 
Such a situation frequently ensues especially in the case of 
spare density, leading to network partition and, in conse-
quence, the packet may not be further forwarded [18].  
ALGORITHM 2: Intra-path. 
Input: current vehicle 𝑛𝑖that holds the packet.  
Output: a neighbor vehicle with heights priority. 
1. if 𝓱(𝑛𝑖) > 𝓭(𝑛𝑖)  
2. { 
3.   if(ℕ𝑖  ≠ null) // ℕ𝑖 is the neighbor set of 𝑛𝑖. 
4.   { 
5.       ∀𝑛𝑗 ∈ ℕ𝑖   
6.       { 
7.            Get Speed Difference by Eq.(28); 
8.            Get Moving Direction by Eq.(27); 
9.            Compute Transmission Distance 𝑑𝑖,𝑗/𝛿; 
 10.            Classify the crisps, based on Table 4; 
11.            Get the weight for each attribute based Table 4; 
12.            Compute the priority for each vehicle by Eq. (18)   
           and Eq. (32) by considering rules listed in Table 3; 
13.       } 
14.       return the neighbor vehicle with heights priority; 
15.    } 
16.   else store the packet in 𝑛𝑖; 
17. } 
On the other hand, in case that neighbor vehicles are dis-
covered, the sender collects the info of the discovered 
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neighbors including geolocation, speed, and heading junc-
tion (or moving direction). To select the next hop, the 
sender vehicle employs the intra-path (ALGORITHM 2) 
on discovered neighbors. The sender vehicle 𝑛𝑖  selects the 
next hope vehicle in three steps. First, the elementary in-
formation such as speed and locations for all neighbor ve-
hicles is collected through beacons packets. This infor-
mation is converted into input crisps which are classified 
based on Table 4.  Second, the degree of relationship of 
each attribute is obtained by injected the input crisps into 
the membership function of each fuzzy set. Third, the pri-
ority of each neighboring vehicle is computed based on the 
TSK inference, fuzzy rules listed in Table 3, and the 
weights listed in Table 4, as formulated by Eq. (18). The ve-
hicle which has the highest priority will be selected as the 
next hop. 
To reduce the overhead of neighbor discovery, VEFR 
utilizes Neighbors Assortment that keeps a track of the one-
hop neighbors. Neighbors Assortment is a process to priori-
tize one hop vehicles according to their movement similar-
ity which is computed by merging the speed difference, di-
rection, and the signal fading. Vehicles with a higher simi-
larity stay longer together and closer to each other and, 
consequently, the sender keeps them as neighbors in the 
routing table.  
Our protocol VEFR adopts a flat structure (as in [33] and 
[17]) which means that no communication overhead to be 
incurred for maintaining or constructing clusters. How-
ever, VEFR incurs an overhead for neighbor discovery 
when a vehicle has a packet to send. Neighbor discovery 
starts by broadcasting a beacon packet to the surrounding 
one hop vehicles. The vehicles which have received the 
beacon packet send back an ACK packet to the sender. 
These vehicles are called One-Hop Candidates (OHC). The 
sender vehicle then selects one forwarder from the OHC to 
forward the data packet. This process is repeated until the 
data packet reaches its destination.  
The overhead is computed as the number of beacon 
packets to be exchanged during the selection of the next 
hop vehicle, which is intimately related to the communica-
tion range and the vehicle density. To find the expected 
overhead, we count the number of receivers of beacon 
packets in each routing stage. This number can be easily 
obtained by counting the number of neighbors when the 
sender sends the beacon packet. The probability that there 
are 𝑘 neighbors within the range of vehicle 𝑛𝑥 is given by 
Eq.(33) and the expected communication overhead for one 
hop (denoted by 𝛦[𝐶ℎ𝑜𝑝]) is given by Eq. (34). 
𝜁(𝑘) =
(𝛿. 𝜆)𝑘
𝑘!
 𝑒−𝛿.𝜆 (33) 
𝛦[𝐶ℎ𝑜𝑝] = ∑𝑘. 𝜁(𝑘) = 𝑒
−𝛿.𝜆 ∑ 𝑘.
(𝛿. 𝜆)𝑘
𝑘!
∞
𝑘=0
∞
𝑘=0
 
= 𝛿. 𝜆 . 𝑒−𝛿.𝜆 ∑
(𝛿. 𝜆)𝑘−1
𝑘 − 1!
∞
𝑘=1
= 𝛿. 𝜆 . 𝑒−𝛿.𝜆 ∑
(𝛿. 𝜆)𝑗
𝑗!
∞
𝑗=0
 
= 𝛿. 𝜆 . 𝑒−𝛿.𝜆 . 𝑒𝛿.𝜆 = 𝛿. 𝜆    (34) 
Besides, the overhead for the routing path (denoted by 
𝛦[𝐶𝑝𝑎𝑡ℎ]) between the source and the destination is given 
by Eq. (35) where 𝛦[𝐻] is the expected number of hops be-
tween the source and destination vehicles, derived in [20]. 
𝛦[𝐶𝑝𝑎𝑡ℎ] = 𝛿. 𝜆 . 𝛦[𝐻]  (35) 
The mass function which reflects the probability of 𝑘 
hops between the source and the destination is given by 
Eq. (36) where 𝒜 is the border region, obtained by Eq.(37). 
Further explanations about Eq. (37) are provided in [20]. 
𝜂(𝑘) = (𝑒−𝜆𝜋𝛿
2(𝑘−1)2 − 𝑒−𝜆𝜋𝛿
2𝑘2 )(1 − 𝑒𝜆𝒜/2)
𝑘−1
 (36) 
𝒜 = 𝛿2. (
𝜋 − 2
4
) + ℒ. (𝜃 −
𝑠𝑖𝑛(2𝜃)
2
)  (37) 
The expected number of hops between the source and 
destination vehicles is then given by Eq. (38). 
𝛦[𝐻] = ∑𝑘. 𝜂(𝑘)
∞
𝑘=0
= 𝑘∑((𝑒−𝜆𝜋𝛿
2(𝑘−1)2 − 𝑒−𝜆𝜋𝛿
2𝑘2 )(1 − 𝑒𝜆𝒜/2)
𝑘−1
)
∞
𝑘=0
    (38) 
5 SIMULATION AND RESULTS 
This section is devoted to the performance evaluation of 
our proposed routing protocol VEFR. Extensive experi-
mental simulations have been performed. Before reporting 
the simulation results, we introduce the simulation envi-
ronment. 
5.1 Simulation Environment 
Due to the low support of graphical user interface and the 
low topology visualization in NS-3 (V3.28), which makes it 
really difficult to debug and design a high-level routing 
protocol in VANET, we developed a 2D simulation plat-
form with a graphical user interface that provides detailed 
visualization and animation of simulation runs with lots of 
relevant pieces of information. The source code of our sim-
ulation platform is available online as an open-source pro-
ject in the link：[https://github.com/howbani/VEFR].  The 
project was developed under the DOT NET 4.5 environ-
ment using C# and Windows Presentation Foundation (WPF) 
which is a graphical subsystem developed by Microsoft for 
rendering user interfaces in Windows-based applications. 
Table 5: Simulation parameters. 
 
5.1.1 Experimental Settings 
Road network size is set to 4000m×4500m with 12 junc-
tions and 17 road segments (two roadways each with 2 
lanes). The traffic light is set to 5 seconds. The starting po-
sition of vehicles is randomly distributed on the road net-
work. Vehicles travel with a maximum speed of 90kmph 
and minimum speed of 30kmph. Note that the vehicles 
slow down when approaching the junctions and wait in a 
queue to make their turns. The onboard unit (OBU) employs 
IEEE 802.11p PHY/ IEEE 1906.4 MAC layers with a com-
munication range of 500m for all vehicles. The packet size 
is set 1024 bits for the data packet while 256 bits for control 
packets. The default simulation parameters are listed in 
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Table 5. 
5.1.2 Evaluation Metrics 
Simulation results are reported by considering the follow-
ing evaluation metrics: 
 Communication Overhead. This counts the total number 
of control/data packets generated by vehicles all the 
way from the sources to destinations. Control packets 
include beacon for neighboring discovery, location 
query, and speed of neighbors, ACK packets and the 
packets that are intended to communicate with the local 
entity to obtain the road traffic and density through the 
Long-Term Evolution (LET) wireless interface. 
 End to end delay. This accumulates the end-to-end time 
which is required to deliver the data packet from the 
source to the destination in seconds, including the 
carry-and-forward delay (when the network parti-
tioned), queuing delay, propagation delay and pro-
cessing delay. 
 Packets Success Ratio. It expresses the ratio of the deliv-
ered packets to the generated packets in given simula-
tion time. 
5.1.3 Representative Approach for Comparison  
The results of our protocol (VEFR) are compared to two 
different structure protocols, namely, clustering structure 
and flat structure. MoZo [9] is selected as an example of 
clustered protocols, while BRAVE [17] is selected as an ex-
ample of flat-structure protocols. MoZo introduced simi-
larity-score and assigned a higher score to the vehicle, 
which stayed together for longer and closer to each other. 
In addition, MoZo proposed moving zone, which has a 
large impact on reducing the overhead of communication. 
The next road segment selection in MoZo is calculated 
based on the shortest distance (Dijkstra algorithm), regard-
less of segment connectivity, which in turn largely leads to 
packet loss or slow packet delivery. Unlike MoZo, BRAVE 
is an opportunistic flat structure which eradicates the over-
head of maintaining the hierarchical structure. BRAVE op-
portunistically performs hop-by-hop data relay based on 
greedy and geographic parameters, where the sender 
broadcasts the data packet and waits for neighboring vehi-
cles that have received the data packet to respond with an 
ACK. The sender then selects the next forwarder based on 
the response time of ACK. For this reason, BRAVE gener-
ates higher overhead when selecting the next hop vehicle. 
In each hop selection in BRAVE, the data packet -not a bea-
con packet as in MoZo or in EVFR- is directly broadcasted 
which increases the network load. Besides, BRAVE selects 
the next hop based on the shortest distance regardless of 
the connectivity of the segment.  
5.2 Experimental Results 
Our compression results are concluded by varying three 
different evaluation scenarios, the distance between the 
source and destination vehicles, the number of vehicles, 
and the number of packets to be delivered, individually ex-
plained in the following three sub-sections. The reported 
result is the average of 10 independent runs of the same 
configurations. 
5.2.1 Scenario 1: Varying The Distance 
We set the number of vehicles to 400 by default, from 
which the source and destination vehicles are randomly se-
lected. The number of source vehicles is set to 100, each 
source selects a destination randomly within 𝑥 meters far 
such that the 𝑥  is varied from 600 meters to 3500 meters, 
as in [9]. For each distance value, 100 packets are gener-
ated. The concluded results are as follows: 
Delivery Delay. Evaluation results of delivery delay 
varying distance are shown in Fig.8. In most cases, the long 
distance between source and destination increases the 
number of hops, which in turn increases the packet deliv-
ery delay. Moreover, the longer distance increases the 
number of junctions between the source and destination, 
which in turn increases the number of packet switching at 
junctions which leads to more network partitions, since the 
sender vehicle may not discover a relay vehicle on the 
properly next selected segment. This raises carry-and-for-
ward times and upsurges the delivery delay. 
 
 
Fig.8: Latency varying distance.  
 
Fig.9: Success ratio varying distance. 
 
Fig.10: Overhead varying distance. 
Form the reported results, we concluded that the flat 
structure protocols (VEFR and BRAVE) outperform the 
clustering structure (MoZo) because the flat structure does 
not need maintenance or construction. VEFR achieves the 
shortest delivery latency compared to BRAVE and MoZo 
for the following reasons. Both BRAVE and MoZo select 
the next road segment by considering the shortest distance 
(Dijkstra algorithm) regardless of the segment connectivity. 
The shortest distance is not always a good choice because 
there may be no vehicles on the shortest selected segment. 
In contrast, VEFR combined the shortest distance and road 
segment connectivity in a fuzzy multi-objective aggrega-
tion function which allows VEFR to infer the road segment 
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priority based on TSK inference and the rules listed in Ta-
ble 2. Besides, when selecting the next relay vehicle, 
BRAVE does not consider the speed difference and signal 
fading. MoZo selects the next forwarding vehicle within 
the zone (cluster) based on the shortest transmission dis-
tance (vehicle member near the next intersection) and con-
siders the speed similarity during the zone construction. 
Due to the complexity of the cluster's maintenance and for-
warding mechanisms, MoZo delivers packets slower than 
BRAVE because it needs to relay member's packets to the 
header (captain vehicle) and then from the captain to the 
next selected member, which results in longer latency. 
VEFR mimics human reasoning through inferring the final 
forwarding priority based on multiple criteria, transmis-
sion distance, speed difference, and moving direction. For-
warding priority in VEFR is inferred by feeding the rules 
(listed in Table 3) to TSK inference system. 
Delivery Rate. The results of evaluating the delivery 
rate varying the distance are shown in Fig.9. Generally, for 
a given number of vehicles, greater distance from the 
source to destination decreases the delivery rate for the fol-
lowing reason. The network may encounter partitions 
causing the packet to be dropped. With longer distance, 
the probability of retransmission attempts gets greater and 
the packet will be dropped when the maximum number of 
retransmission attempts is exceeded (7 attempts). Also, the 
number of hops gets greater and the packet will be 
dropped if the time to live (TTL) or hop limit is exceeded. 
TTL is a mechanism that limits the lifespan of a packet in 
the network. Moreover, the probability of network parti-
tion is increased with longer distance due to various rea-
sons such as the spare distribution of vehicles and packet 
switching at road junctions. Packet switching means that 
the sender vehicle switches the packet to the appropriate 
segment when approaching the heading junction. It is not 
always possible to discover a vehicle around the intersec-
tion to relay the packet, especially in the selected segment, 
so that the sender vehicle carries the packet instead of for-
warding it to the appropriate segment. 
  VEFR overtakes BRAVE and MoZo due to Inter-path 
mechanism that drives the packets to travel over a shorter 
distance and an acceptable vehicle density. If the vehicle 
fails to switch the packet to the correct segment, VEFR will 
retry routing the packet to the selected segment. After 3 at-
tempts, if the switching process fails, VEFR forwards the 
packet to the heading intersection, which means the packet 
will be traveled over an incorrect segment. Also, unlike 
BRAVE and MoZo, the proposed protocol VEFR abun-
dantly exploits resources of the network. This is achieved 
by using vehicles in the same direction and in the opposite 
direction, which increases the packet delivery rate, 
especially in spare networks. MoZo shows better perfor-
mance concerning the delivery rate than BRAVE because 
of the captain in MoZo contacts with more vehicles and, 
therefore, has a higher probability of retransmitting the 
packet before exhausting the retransition attempts. Re-
transmitting attempts are mostly exhausted due to packet 
switching at road junctions. 
Communication Overhead. The results of evaluating 
the overhead varying the distance are shown in Fig.10. In 
general, for a given number of vehicles, the overhead 
grows as the distance between the source and the destina-
tion increases, since it is necessary to select more forward-
ers through multi-hops and then more operations need to 
be coordinated all the way. Furthermore, the process of 
packet switching is increased with longer distance, which 
in turn increases the overhead, especially when the packet 
is failed to be switched. Large overhead is incurred to re-
direct the packet to the right segment, especially, in MoZo 
and BRAVE since the two protocols enforce the packet to 
travel over the selected segment which exhausts the retran-
sition attempts and drops the packet. VEFR and MoZo in-
curred almost the same overhead. BRAVE overhead is the 
highest since it broadcasts the data packet to all neighbors 
and then selects one of them to be the next forwarder. This 
routine is repeated from the source to the destination all 
the way. Although both VEFR and BRAVE are flat-
structured, VEFR exhibits better performance, almost as 
good as clustering- based protocols. The main reason be-
hind that is the Neighbors Assortment process that keeps the 
information of the neighbors based on the similarity score 
and, thus, it is not necessary to discover the neighbors pe-
riodically. Neighbors with higher similarity scores stay 
closer to the sender. MoZo showed lower overhead due to 
the clustering structure which reduces the communication 
among the cluster members. Members vehicles communi-
cate directly with the captain vehicle and have no need for 
broadcasting. MoZo incurred most of the overhead to con-
struct, maintain, merge and split the moving zones. 
 
 
Fig.11: Delay varying number of vehicles. 
 
Fig.12: Delivery rate varying number of vehicles. 
 
Fig.13: Total communication overhead varying number of vehicles. 
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5.2.2 Scenario 2: Varying Vehicles Number 
The number of vehicles is varied between 200 and 900. The 
number of source vehicles is set to 100, each randomly se-
lects a destination vehicle within 2000m and generates one 
packet. 
Delivery Delay. The results of evaluating the latency 
varying the number of vehicles are plotted in Fig.11. In 
general, for a given size of a road network, a large number 
of vehicles improves network connectivity and reduces the 
number of carry-and-forwards, which in turn shortens la-
tency. Besides, the higher density allows packets to travel 
primarily on selected segments, thus reducing switching 
failures of packets at junctions and reducing latency as 
well. With lower density, the network is often partitioned, 
which forces the vehicle to carry the packets and conse-
quently takes longer to be disseminated. 
VEFR decreases the number of carry-and-forwards, as it 
always selects the road segments with higher connectivity 
and shorter distance, which in turn, greatly decreases the 
probability of encountering network partition. This makes 
VEFR achieving lower latency compared to MoZo and 
BRAVE.  In contrast, MoZo and BRAVE adopted Dijkstra's 
algorithm to select the shortest distance between the source 
and the destination. This is adopted without considering 
the connectivity of segment, which greatly increases the 
times of carry-and-forward and increases the end-to-end la-
tency. 
Delivery Rate. The results of evaluating packets deliv-
ery ratio varying the vehicles count are shown in Fig.12. It 
illustrates that for a given road network size, the delivery 
ratio grows with the number of vehicles. Packets are 
dropped when network is partitioned due to spare density.  
In MoZo and BRAVE, when the number of vehicles is be-
tween 200 and 600, the network connectivity increases and 
the probability of network partition decreases and hence 
the delivery ratio raises. On the other hand, when the num-
ber of vehicles is between 700 and 900, the network con-
nectivity increases, however, it induces a channel conten-
tion problem that leads to more packets collisions and 
hence the packets are dropped. VEFR shows the best de-
livery rate over MoZo and BRAVE due to the selection of 
the next segment in inter-path and the selection of the next 
vehicle in the intra-path. These two selections counterbal-
anced network connectivity and traffic jam. MoZo has 
lower delivery rate than BRAVE since BRAVE generates 
more communication overhead and this leads to packets 
collisions in the wireless medium. 
Communication Overhead. The results of evaluating 
the communication overhead varying the number of vehi-
cles are shown in Fig.13. Obviously, the overhead grows 
up with the number of vehicles. In clustering-based struc-
ture (MoZo), the network overhead is increased, since 
more beacons will be generated to join or maintain the 
zones. On the other hand, in the flat based structure 
(BRAVE and VEFR), the overload will increase since the 
neighbors for each vehicle increase. MoZo and VEFR gain 
similar network overhead, lower than BRAVE. The main 
reasons behind that have been explained in Scenario 1. 
5.2.3 Scenario 3: Varying Packets Count 
This subsection evaluates VEFR’s by varying the number 
of packets to be generated, from 100 to 500. The number of 
vehicles is set to 400 while the distance between the source 
and the destination is set to 2000m and all the packets are 
simultaneously generated. 
Delivery Delay. The results of evaluating the delivery 
delay varying the number of packets to be generated are 
plotted in Fig.14. More road traffic increases the delivery 
time, especially the queuing delay. VEFR and BRAVE gain 
lower delivery time than MoZo for the same reasons ex-
plained in Scenario 1 and Scenario 2. 
Delivery Rate. The results of evaluating the delivery 
rate varying the number of packets to be generated are 
shown in Fig.15. More road traffic decreases the delivery 
ratio due to the channel contention problem that leads to 
packet collisions. VEFR gains better performance over 
BRAVE and MoZo for the same reasons explained in Sce-
nario 1 and Scenario 2. 
Communication Overhead. The results of evaluating 
the communication overhead varying the number of pack-
ets to be generated are shown in Fig.16.  More network traf-
fic increases the network overhead. MoZo and VEFR gain 
similar network overhead, lower than BRAVE. The main 
reasons behind that are explained in the previous subsec-
tion. 
 
 
Fig.14: Average delay varying the number of data packets. 
 
Fig.15: Delivery rate varying the number of data packets. 
 
Fig.16: Total communication overhead varying the number of data 
packets.  
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This paper proposed a distributed routing protocol for ve-
hicular urban environments, called VEFR (Vehicular Envi-
ronment Fuzzy Router). VEFR models the routing problem 
as Multiple Criteria Decision Making(MCDM) by capturing 
the criteria which have a direct impact on the performance 
of the network layer. To model these criteria, VEFR uti-
lized fuzzy logic while the Analytical Hierarchy Process(AHP) 
is exploited to identify the relationships among these crite-
ria. Finally, the TSK inference system is employed to infer 
and aggregate the final forwarding decision based on the 
determined rules. 
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