Abstract-To date, most analysis of WLANs has been focused on their operation under saturation condition. This work is an attempt to understand the fundamental performance of WLANs under unsaturated condition. In particular, we are interested in the delay performance when collisions of packets are resolved by an exponential backoff mechanism. Using a multiple-vacation queueing model, we derive an explicit expression for packet delay distribution. It is found that under some circumstances, mean delay and delay jitter may approach infinity even when the traffic load is way below the saturation throughput. Saturation throughput is therefore not a sound measure of WLAN capacity when the underlying applications are delay sensitive. To bridge the gap, we define safe-bounded-mean-delay (SBMD) throughput and safe-bounded-delay-jitter (SBDJ) throughput that reflect the actual network capacity users can enjoy when they require bounded mean delay and delay jitter, respectively.
I. INTRODUCTION
Since the seminal work of Bianchi in [1] , there have been extensive efforts in characterizing the performance of wireless local area networks (WLANs) based on IEEE 802.11 distributed control function (DCF). The majority of existing work focuses on performance analysis when the network is operated under saturation condition, where stations are never idle and always have packets to be transmitted [1] - [3] . By contrast, the fundamental characteristics of unsaturated WLANs are yet to be understood. In fact, this paper reveals the fact that under many circumstances, it is necessary to operate a WLAN far below the saturation load to avoid excessively long packet delay. Considering the increasing demand of delay-sensitive services in next-generation WLANs, it is crucial to understand the following questions: (i) what is the delay performance in unsaturated WLANs; and (ii) what is the maximum throughput that can guarantee finite mean delay and delay jitter. This paper is an attempt to address these questions.
In conventional WLANs, collision of packets occurs when more than one station transmits at the same time, causing a waste of bandwidth. With PHY-layer advanced signal processing techniques such as multiuser detection (MUD) [6] , it is possible for a receiver to receive multiple packets simultaneously without causing collisions. Our work in [4] , [5] , [7] shows that WLAN capacity can be improved greatly with multi-packet reception (MPR) enhancements in the physical (PHY) layer: saturation throughput scales super-linearly with the MPR capability of the channel. A natural question that arises is whether MPR is still a powerful capacityenhancement technology in WLANs under unsaturated traffic condition.
To address the above important issues, this paper performs a detailed study for WLANs with MPR enhancement under non-saturation condition. With MPR, a station can successfully receive M packets at a time [7] . In a special case where M = 1, our system reduces to conventional WLANs. The key contributions of this paper are as follows:
• We propose a multiple-vacation queueing model to derive the explicit expressions for the probability distribution (in terms of transform) of packet delay. The analytical model is sufficiently general to cover both exponential backoff (EB)-based carrier-sensing and non-carrier-sensing networks.
• We establish sufficient and necessary conditions for finite mean delay and delay jitter. We find that under some circumstances, mean delay and delay jitter becomes unbounded even when traffic load is far below the saturation point.
• In contrast to existing definition of MAC throughput [1] , we define safe-bounded-mean-delay (SBMD) throughput and safe-bounded-delay-jitter (SBDJ) throughputs as the maximum safe throughputs that can be sustained with finite mean delay and delay jitter, respectively. We show that SBMD and SBDJ throughputs scale super-linearly with MPR capability of the channel. This provides a strong incentive to deploy MPR in next-generation wireless networks, as the system throughput per unit cost increases with MPR capability of the channel.
The remainder of this paper is organized as follows. The system model is introduced in Section II. In Section III, we analyze packet delay in WLANs using a multiple-vacation queueing model. In Section IV, SBMD and SBDJ throughputs are defined. In Section V, numerical results of two example systems are given to further illustrate our analysis. Finally, the paper is concluded in Section VI.
II. SYSTEM MODEL

A. System Setup
We consider a network with N stations, each having a queue. Packets arrive at each station according to a Poisson process at a rate of λ packets per second. The transmission of stations is coordinated by an EB mechanism. At each packet transmission, a station sets its backoff timer by randomly choosing an integer within the range [0, W − 1], where W denotes the size of the contention window. The backoff timer is decreased by one following each time slot. The station transmits a packet from its queue once the backoff timer reaches zero. At the first transmission attempt of a packet, W is equal to W 0 , the minimum contention window. Each time the transmission is unsuccessful, W is multiplied by a backoff factor r. For simplicity, we assume there is no retry limit in our system. However, our analysis can be easily extended to the case with a retry limit.
In this paper, we consider WLANs under unsaturated condition, where queues are empty from time to time. Let p t be the probability that a backlogged station transmits in a generic (i.e., randomly chosen) time slot and ρ be the probability that a queue is non-empty. Then, the probabilities that a generic time slot is an idle slot, collision slot, and success slot are given in the following equations, where the superscript G in P G idle , P G coll and P G succ stands for "generic".
In the above, τ = ρp t denotes the average transmission probability of any station in a generic time slot.
B. Throughput and Operating Point
WLAN throughput S, defined as the average number of information bits successfully transmitted per second, can be calculated as
where T idle , T coll , and T succ denote the length of idle, collision, and success time slots, respectively. Interested readers are referred to [1] for detailed expressions of the slot duration.
According to (4) , throughput S can be plotted as a function of transmission probability τ , as illustrated in Fig. 1 . The maximum possible throughput, denoted by S * , occurs when the transmission probability is
Under saturation condition when stations are continuously backlogged, transmission probability τ is determined by backoff factor r [1] - [3] , [7] . In the rest of the paper, we denote the transmission probability under saturation by τ s and the corresponding throughput by S s . Depending on r and M , τ s can be smaller than, equal to, or larger than τ * . By contrast, under non-saturation condition where queues are empty from time to time, throughput is equal to the input traffic rate (also referred to as offered load). That is,
In this case, τ depends on offered load Nλ only and is invariant of r and M . It is easy to see that there are two roots to (6) , denoted by τ l and τ r , respectively. In general, there are three cases regarding the relationship among τ l , τ r , and
* . Throughout the analysis in this paper, we assume that the system has reached a steady state. That is, the Markov process corresponding to the system is positive recurrent [9] . As we will see Theorem 1, τ r in case (i) and both τ l and τ r in case (iii) cannot be the operating points under steady state.
Theorem 1. Any transmission probability τ higher than τ s cannot be an operating point in WLANs under steady state.
This theorem is proved by showing that when τ > τ s , the HOL occupancy ρ exceeds 1, which violates the law of classical physics. Due to the page limit, the detailed proof is omitted here.
III. DELAY PERFORMANCE
Packet delay in WLANs is composed of two parts: waiting time and medium-access delay. In particular, waiting time denotes the time interval from the arrival of a packet to the instant when the packet becomes a HOL packet in the queue, and medium-access delay denotes the time period from the instant when the packet becomes a HOL packet to the instant at which the packet is successfully transmitted. As we will elaborate in subsection III-A and III-B, the distribution of medium-access delay experienced by a packet depends on the buffer state seen by the packet upon its arrival.
A. Medium-access delay of packets that arrives at a nonempty queue
A packet arriving at a non-empty queue becomes a HOL packet immediately after the preceding packet is successfully transmitted. Once it becomes a HOL packet, it starts a backoff process and attempts to access the channel whenever the This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings. backoff counter reaches zero. There are three events that contribute to the medium-access delay: backoff timer countdown, collisions involving the tagged station, and successful transmissions of the tagged station. Define p c as the probability that a station encounters collisions when it transmits, which is given by
Then, the probability that a packet is successfully transmitted on its j th transmission is given by
where R denotes the number of backoff periods that contributes to the medium-access delay. The number of countdown slots in the backoff period between the i − 1 th and the i th transmission, denoted by B i , follows a discrete uniform distribution within [0, r i−1 W 0 − 1], with the corresponding Z transform beinĝ
Meanwhile, each countdown slot can be either idle or occupied by collisions and successful transmissions not involving the tagged station with the following probabilities: (where superscript B stands for time slots in the "backoff" process.)
and
Let L be a random variable denoting the length of a countdown
The duration of the backoff period between the i − 1 th and the i th transmission, denoted by C i , can now be calculated as the sum of the lengths of B i independently and identically distributed (i.i.d.) countdown time slots. Hence, its Laplace transform is given by
from which the moments of C i can be easily derived.
The medium-access delay of packets that arrive at a nonempty queue, denoted by X ne , is now readily expressed as
from which the moments of X ne can be derived from those of C i . After some tedious but straightforward derivations, we find that E [X n ne ] is convergent only when p c < 1/r n . In particular, when p c < 1/r, the first moment converges to:
When p c < 1/r 2 , the second moment converges to:
where constants
ne converges when p c < 1/r 3 .
B. Medium-access delay of packets that arrive at an empty queue
Packets that arrive at empty queues undergo a different medium access delay than those derived in last subsection. A packet that arrives at an empty queue becomes a HOL packet immediately after its arrival. The arrival may occur in the middle of an idle time slot or a time slot that is occupied by collisions or successful transmissions of other
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
stations. According to the protocol, the station cannot access the channel until the end of the time slot during which the packet arrives. Once the time slot ends, the backoff process starts and the packet will be transmitted once the backoff timer counts down to zero. Note that the backoff process, once started, is stochastically identical to the one described in Section IIIA. In other words, the medium-access delay of packets arriving at an empty queue, denoted by X e , consists of two parts: a time period that is statistically identical to X ne and an additional waiting time before the backoff process starts.
C. M/G/1/V m queueing model
The queueing behavior described above is well modeled by an M/G/1/V m queue [8] where the server takes a vacation every time the system becomes empty. In our case, the service time is X ne and the vacation period has the same distribution as in (13). Hence, the forward recurrence time of vacation, denoted by Y , has a Laplace transform of 
while the number of packets left behind by a departure of a packet has a Z transform ofD * (λ − λz) [9] .
In the M/G/1/V m queue, packets are expected to experience a longer delay due to the additional vacation time. In particular, the number of packets that arrive during the forward recurrence time of a vacation is a random variable with Z transform Y * (λ − λz). Consequently, the number of packets left behind by a departure of a packet, denoted by Q, is distributed (in transform) as follows.
It is then straightforward that the packet delay follows a distribution of [8]
The mean packet delay E[D] and delay jitter VAR[D] can be calculated as
The utilization of the server in the M/G/1/V m system, denoted by ρ, is given by
According to queueing theory, a Markov chain associated with a queue can reach a steady state if and only if ρ < 1 [9] . It is not difficult to see from (24) that ρ < 1 if and only ifρ < 1.
Moreover, ρ ≥ρ with equality when the system is saturated, i.e., ρ =ρ = 1. 
Theorem 2. Mean packet delay E[D] is finite if and only if
IV. SBMD AND SBDJ THROUGHPUT
Theorem 2 reveals the fact that packets may suffer from very large mean delay or delay jitter even when non-zero throughput can be sustained, since r > 1. To bridge the gap, we will define in this section SBMD and SBDJ throughputs, which are the highest throughputs that can be sustained with bounded mean delay and delay jitter, respectively.
For large N , p c < 1/r 2 and p c < 1/r 3 are sufficient and necessary conditions for bounded mean delay and bounded delay jitter respectively. By observing the boundary cases where p c = 1/r 2 and p c = 1/r 3 , we can get the highest possible transmission probabilities that do not cause unbounded mean delay and bounded delay jitter, respectively. Denote such transmission probabilities by τ BBM D and τ BBDJ , respectively, and the corresponding throughput by S BBM D and S BBDJ . It is obvious from (7) that p c is a increasing function of τ . Hence,
In Fig. 1 , we illustrate four different scenarios of the relationship between S s , S BBM D , and S BBDJ : τ s ≤ τ * in scenario 1 and τ s > τ * in the other 3 scenarios. For simple illustration, we focus on S BBM D only. However, the following conclusions can be easily extended to S BBDJ by replacing the inequality p c < 1/r 2 with p c < 1/r 3 . In Fig. 1 , the thickened parts of the curves denote the region in which p c < 1/r 2 . Operating regions beyond the thickened part in each of the scenarios is not viable if bounded mean delay is to be achieved. In scenarios 1, 2, and 3, mean packet
978-1-4244-2324-8/08/$25.00 © 2008 IEEE. delay becomes unbounded when the input traffic load Nλ is higher than S BBM D . In particular in scenarios 1 and 2 where S BBM D < S s , it is necessary to load the system below the saturation point to avoid excessively long packet delay. In scenarios 3 and 4, S BBM D > S s . In these cases, it is theoretically possible to operate the system at a higher throughput than the saturation throughput S s while achieving a bounded mean delay. More interestingly, in scenario 4, it is even possible to load the system at the maximum throughput S * while having a finite mean delay in theory. However, in practice, it is not safe to load the system with an offered load higher than S s . To see this, we note that because of the random nature of the system, it is possible for the system to evolve to a state where the "instantaneous" input rate is larger than the "instantaneous" output rate, and therefore for the backlog at the queues to build up. If this persists for a while, the system may become saturated and the "long-term" output rate will then degenerate to the saturation throughput. If the offered load Nλ is set at above the saturation throughput, the backlog will continue to build up and the system will not get out of saturation. The delay will then go to infinity.
Define safe BMD throughput S SBMD and safe BDJ throughput S SBDJ to be the highest throughput that can be safely sustained with bounded mean delay and delay jitter, respectively. Based on the above articulation, S SBMD = min(S SBMD , S s ) and S SBDJ = min(S SBDJ , S s ).
In our earlier work [4] , [5] , [7] , we have proved that the maximum saturation throughput of MPR WLANs increases super-linearly with MPR capability M . In this subsection, we will show that super-linear scaling also holds for the maximum SBMD and SBDJ throughput.
Given M , S SBMD and S SBDJ can be maximized by deploying an optimal r in the EB process. Denote the maximum S SBMD and S SBDJ by S * SBMD (M ) and S * SBDJ (M ), respectively. In Fig. 2 increase with M . This result, together with our earlier work [7] , provides a strong incentive to deploy MPR in future WLANs, no matter whether the underlying application is delay sensitive or not. 
V. NUMERICAL RESULTS
In this section, we further illustrate the results in Section III and Section IV through two examples: slotted ALOHA and DCF basic access systems with binary EB and M = 1 and N = 50. Other system parameters are listed in Table I . A simple calculation shows that τ BBDJ < τ BBM D < τ s ≤ τ * and S BBDJ < S BBM D ≤ S s in the slotted ALOHA system, while τ * < τ BBDJ < τ BBM D < τ s and S s < S BBDJ < S BBM D in the DCF system with basic access mode. That is, the two example systems fall in scenario 1 and 4 as defined in Fig. 1 , respectively.
Slotted ALOHA System: Scenario 1
In this scenario, it is only possible to operate the system at an offered load lower than S BBM D , and there is only one possible operating point, τ l , for each offered load Nλ.
In Fig. 3 The markers correspond to simulation results. It is not surprising that when the offered load reaches the saturation throughput (which is also the point at which ρ goes to 1), E[X ne ] quickly converges to a constant equal to the reciprocal of the saturation throughput of one user. As predicted by the analysis, mean packet delay E[D] becomes infinite earlier than E[X ne ] because S BBM D < S s . Likewise, the offered load that can be sustained with finite delay jitter is even lower. In this scenario, it is necessary to load the system far below the saturation throughput to guarantee finite delay and delay jitter.
In this figure, we have conducted several independent simulation experiments to measure packet delay. One interesting observation is that different simulation experiments do not yield the same results when offered load is relatively high, even if we run each experiment for a long time (at the order of hours). This is, however, not surprising. When offered load is higher than S BBM D , E[X 
DCF System with Basic Access Mode: Scenario 4
τ l is the only operating point in scenario 4 when Nλ < S s . When Nλ > S s , however, both τ l and τ r are smaller than τ s . In other words, an offered load S s < Nλ < S * can result in two attempt rates under non-saturation condition. τ l corresponds to a lower contention level, while τ r leads to a higher contention level.
In Fig. 4 As discussed in Section IV, it is not safe to load the system with an offered load higher than S s in practice. To see this, we over-plot the simulation results in Fig. 4 . As expected, we are unable to observe a throughput higher than S s in the simulations. When offered load Nλ approaches S s , the mean service time quickly converges to the reciprocal of saturation throughput, implying that the system is already saturated. In the meantime, packet delay becomes unbounded as well.
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we have investigated the delay performance of EB-based WLANs with MPR capability under non-saturation condition. Using an M/G/1/V m queueing model, we have derived an explicit expression for the distribution (in transform) of packet delay. The analysis establishes sufficient and necessary conditions for mean delay and delay jitter to be bounded. This result implies that the mean packet delay and delay jitter can go to infinity even if the system is not saturated. Based on the analysis, we define SBMD and SBDJ throughputs to be the maximum throughput that can safely guarantee bounded mean delay and delay jitter. These are arguably more sensible definitions of throughput for delaysensitive applications.
Together with our previous work on MPR WLANs, this paper has completed the demonstration of MPR as a powerful capacity-enhancement technique for both delay-sensitive and delay-tolerant applications. The maximum SBMD and SBDJ throughputs are shown to scale super-linearly with MPR capability M . That is, throughput per unit cost increases with M in MPR WLANs.
