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La teoría evolutiva suele entenderse como una teoría causal donde las causas 
principales del cambio evolutivo son identificadas con la selección natural, la deriva 
genética, la mutación y la migración. Siguiendo este razonamiento, muchos biólogos y 
filósofos de la biología han estructurado la teoría evolutiva de forma análoga a la 
mecánica newtoniana, entendiendo la teoría evolutiva como una teoría de fuerzas. El 
punto clave en el que se sustenta la analogía, es que la estructura de la mecánica 
newtoniana permite identificar los elementos causales del sistema de interés. De esta 
manera, la teoría evolutiva encuentra una útil imagen explicativa del fenómeno 
evolutivo, estructurándose como una ‘teoría quasi-newtoniana’ (Maudlin 2004). Esta 
forma de estructurar o conceptualizar una teoría de forma similar a la newtoniana ha 
sido utilizada en diferentes áreas: en la composición de colores, de deseos, de servicios, 
en la composición de “fuerzas sociales”, de deberes, en cuestiones éticas, y en la 
composición de poderes causales en general (Massin 2016).   
Esta analogía, sin embargo, ha sido desafiada en la última década, mostrando no 
sólo las limitaciones de la misma, sino postulando una visión radicalmente nueva según 
la cual las entendidas como fuerzas o causas evolutivas no serían más que 
pseudoprocesos. La acción causal se encontraría en el nivel de los individuos siendo la 
selección, la deriva, etc., resúmenes estadísticos de dichos hechos. Lo que nos 
proponemos en este trabajo es analizar esta polémica, mostrar las bondades pero 
también las limitaciones de la analogía de fuerzas y, sobre todo, vislumbrar cuál es la 
estructura adecuada de la teoría evolutiva, prestando especial atención a la deriva 
genética por ser el factor causal que peor encaja en el marco de las fuerzas.  

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1. LA TEORÍA EVOLUTIVA COMO UNA TEORÍA DE FUERZAS 
Es moneda común en los libros de texto y en los escritos de la mayoría de los 
biólogos evolutivos hablar de las fuerzas evolutivas que actúan sobre una población. Así 
Gillespie nos dice: “Population geneticists spend most of their time doing one of two 
things: describing the genetic structure of populations or theorizing on the evolutionary 
forces acting on populations” (2004, p. 1). Y Hartl y Clark reiteran: “there are many 
forces in population genetics that act in opposition to one another, and it is this tension 
that makes for interesting behavior at the population level” (1997, p. 294). Del mismo 
modo en varios manuales y libros de texto podemos encontrar capítulos dedicados a la 
interacción de las fuerzas evolutivas (por ejemplo “Interactions of Natural Selection 
with other evolutionary forces”, Templeton 2006, cap. 12). La analogía con la mecánica 
newtoniana ha sido fructífera tanto en la elaboración de modelos matemáticos como en 
la estructuración de la teoría evolutiva. Dicha analogía, aunque de forma embrionaria se 
encuentra ya en un trabajo anterior de Michael Ruse (1979), fue propuesta por Elliott 
Sober (1984, véase Tabla 1) en los siguientes términos: 
All possible causes of evolution may be characterized in terms of their “biasing 
effects”. Selection may transform gene frequencies, but so may mutation and 
migration. (…) All this is merely to locate evolutionary theory in a familiar 
territory: it is a theory of forces (Sober 1984, p. 31). 
Sober plantea que la teoría evolutiva es una teoría de fuerzas porque, de la misma 
manera que las diferentes fuerzas de la mecánica newtoniana provocan cambios en el 
movimiento de los cuerpos, las fuerzas evolutivas provocan cambios en las frecuencias 
génicas y/o genotípicas. Así, la selección, la deriva, la mutación y la migración serían 
las fuerzas o causas principales de la evolución
1. Un ejemplo simple de dicha 
conceptualización puede observarse en la Figura 1, la cual muestra las presiones 
selectivas para el comportamiento altruista con ganancias aditivas y alta relación.  
 
1 Estas varían en número, introduciéndose a veces otros factores como la recombinación, aunque las 
cuatro mencionadas son las canónicas. 

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Figura 1. Ejemplo del uso de la representación vectorial en biología evolutiva. El eje g
representa el comportamiento altruista y el eje f representa la frecuencia poblacional de los 
altruistas. A, B, C y D representan los parámetros de una matriz de pagos en un juego de 
Halcón-Paloma; y r el coeficiente de parentesco (el grado promedio de relación entre los 
miembros de la población). Siguiendo la regla de Hamilton, si la razón del coste respecto al 
beneficio es suficientemente alta, relativa al nivel de parentesco o relación de la población, 
entonces el comportamiento altruista se fijará tal como muestran la dirección de las flechas. 
Adaptada de Marshall (2009).
Estaríamos ante lo que Maudlin (2004) llama ‘teorías quasi-newtonianas’. Estas 
se caracterizan por formarse intentando replicar la estructura de la mecánica 
newtoniana. De este modo, la teoría debería poseer las siguientes características: 
• Una Ley de Estado o Fuerza Cero (Zero-Force Law). Esta nos diría cómo se 
comportaría el sistema si no estuviera actuando ninguna fuerza sobre él. 
• Disponer de Leyes Fuente (Source Laws). Estas describen las circunstancias en 
las que se producen fuerzas. 
• Contar con Leyes de Consecuencia (Consequence Laws). Estas describen cómo 
las fuerzas, una vez existentes, producen cambios en el sistema. 
El principal propósito de construir teorías “quasi-newtonianas” es poder 
identificar las causas que afectan al sistema de interés. De ahí la necesidad de poseer 
una ley de fuerza cero (ZFL). En la mecánica newtoniana la primera ley del movimiento 
realiza esta función al establecer que todo cuerpo persiste en su estado de reposo o de 
movimiento uniforme en línea recta, salvo si es compelido a cambiar su estado por 
fuerzas aplicadas (Newton 1846 [1687]). La teoría evolutiva dispondría de su propia 
ZFL con la ley Hardy-Weinberg (H-W), según la cual en una población diploide e 


idealmente infinita, donde hay apareamiento al azar (población panmíctica) y cuyos 
individuos son tanto viables como fecundos, la población se mantendrá o volverá al 
equilibrio (es decir, las frecuencias génicas y genotípicas se mantendrán estables) si no 
actúa ninguna fuerza sobre ella, puesto que la herencia mendeliana por sí sola no puede 
cambiar las frecuencias alélicas de aquella. La demostración en su forma más simple se 
realiza así: con dos alelos, A y a, en un mismo locus y siendo las frecuencias de los 
cuales p y q respectivamente, las frecuencias de los tres genotipos AA, Aa y aa serán p2, 
2pq y q2 respectivamente.  
De este modo, tanto la ley de la inercia como la ley Hardy-Weinberg aseguran un 
sustrato neutral a partir del cual introducir fuerzas, diciéndonos cómo se comportaría el 
sistema si nada lo perturbara. Un punto importante es que la desviación de estas ZFLs 
es una condición suficiente para saber que al menos alguna fuerza está actuando, pero 
no al revés. Que un sistema cumpla el equilibrio que establece la ZFL no implica que 
ninguna fuerza esté actuando. Así, un cuerpo puede estar en reposo porque dos fuerzas 
estén actuando con igual magnitud y dirección, pero con sentido opuesto sobre él. De la 
misma manera, una población puede estar en equilibrio H-W pero no debido a una 
simple consecuencia del apareamiento al azar, sino a la interacción de distintas fuerzas 
evolutivas que se contraponen una a la otra, como ocurre en el modelo de  equilibrio 
mutación-selección, donde la acción de la selección natural en contra de un alelo 
deletéreo es compensada por una alta tasa de mutación de cambio desde el alelo normal 
hacia el deletéreo, quedando la población en equilibrio y, por tanto, sin cambio en las 
frecuencias génicas (la población no evoluciona)2. 
Las Leyes Fuente (Source Laws) proporcionan las circunstancias de producción 
de fuerzas. Así, la ley de la gravedad de Newton postula que dos cuerpos se atraen con 
una fuerza directamente proporcional al producto de sus masas e inversamente 
proporcional al cuadrado de la distancia que los separa. En la teoría evolutiva las 
formulaciones de las distintas fuerzas evolutivas realizan dicho trabajo.  De este modo, 
la migración ocurre cuando individuos son introducidos en una población (inmigración) 
o cuando salen de dicha población (emigración).  
Las Leyes de Consecuencia (Consequence Laws), por su parte, nos informan de 
cómo cambiará un sistema una vez interviene una fuerza. La segunda ley del 
movimiento juega dicho papel en la mecánica newtoniana, informándonos de que el 
 
2 Para más detalles, véase Gillespie (2004) y Templeton (2006). 


cambio producido por la fuerza será igual al producto de la masa del objeto por su 
aceleración. Esta función la realiza en la teoría evolutiva la genética de poblaciones, 
computando y prediciendo los cambios en las frecuencias alélicas y genotípicas de las 
poblaciones por la acción de alguna de las fuerzas evolutivas.  
TEORÍA EVOLUTIVA COMO TEORÍA DE FUERZAS 
MECÁNICA NEWTONIANA TEORÍA EVOLUTIVA 
Fuerzas como causas: las fuerzas de la 
mecánica causan los cambios de posición 
(o mantenimiento) de los cuerpos. 
Fuerzas como causas: la selección 
natural, la deriva, la mutación y la 
migración son 
fuerzas (causas) que pueden dar como 
resultado el cambio en las frecuencias 
génicas (evolución). 
Ley de fuerza cero: Ley de la inercia Ley de fuerza cero: Ley Hardy-Weinberg
Modelos de combinación y resolución de 
fuerzas: combinación vectorial. 
Modelos de combinación y resolución de 
fuerzas: La teoría evolutiva provee de 
modelos que representan cómo dichas 
fuerzas actúan y cómo combinarlas. 
Tabla 1. 
La analogía de fuerzas se enmarca en lo que Andrés Moya y yo denominamos la 
concepción “externalista” de la evolución –el contexto poblacional, los recursos y los 
factores ambientales– en el artículo “Between the Seventeenth and Twenty-First 
Centuries”, donde la selección, la mutación y el azar forman las dimensiones 
explicativas de la teoría evolutiva. En este artículo analizamos dos diferentes aspectos 
del libro de Jerry Fodor y Massimo Piattelli-Palmarini What Darwin Got Wrong. En 
primer lugar planteamos el anacronismo de su concepto de adaptación, el cual se 
encuentra más en consonancia con las posturas de los autores pre-Darwinianos que con 
la usada por los biólogos actualmente. En la segunda parte abordamos el supuesto 
conflicto planteado por los autores entre una visión “internalista” –centrada en el 
individuo, sus formas de desarrollo, etc.–  y otra externalista de la evolución, tratando 
las diferentes dimensiones de la teoría evolutiva de forma integradora. Esta segunda 
parte conecta directamente con la discusión a lo largo de la presente tesis sobre la 
estructura de la teoría evolutiva. ¿Cuántas dimensiones, partes o pilares debe tener la 
teoría para dar una explicación lo más completa y satisfactoria posible del fenómeno 
evolutivo? Ello plantea que si hay fenómenos evolutivos que no pueden ser explicados, 


entonces deberían incluirse nuevas partes (dimensiones) a la teoría, si estas no son 
subsumibles en partes ya existentes. Andrés Moya y yo exponemos las nuevas 
propuestas, que englobamos dentro de una nueva dimensión (la autoorganización), por 
parte de varios autores. Estas propuestas están enmarcadas dentro del estudio de las 
ciencias de la complejidad, donde se toman sistemas no lineales y abiertos, con flujo de 
materia y energía a través de sus fronteras. Esta capacidad que tienen ciertos sistemas 
simples de coordinarse u ordenarse a partir de un sistema inicial desordenado, formando 
sistemas más complejos, ha sido descrita en sistemas físicos o químicos (la formación 
de cristales, el anillo de gotas que salpican al caer un objeto esférico sobre la superficie 
de un líquido, etc.). Otra opción sería desarrollar nuevas subpartes a partir de las 
dimensiones ya aceptadas de la teoría, siendo por tanto subconjuntos de los ya 
existentes. Retomaré esta discusión en la sección Conclusión.  
2. HISTORIA DE LA ANALOGÍA 
Un elemento fundamental es dilucidar cómo y por qué se desarrolló la imagen de 
lo que posteriormente se ha denominado la analogía newtoniana. La interpretación de 
fuerzas se fue construyendo a la vez que se levantaban los andamiajes de la teoría 
evolutiva moderna. Un primer pilar es establecer el estado por defecto del sistema. Se 
da por hecho en la historiografía recibida que fue la postulación de la ley Hardy-
Weinberg en 1908 por G. H. Hardy y Wilhelm Weinberg de forma independiente –el 
primero lo hizo mediante una deducción matemática, el segundo mediante 
experimentación–, el primer pilar.  
Aunque esto es, a grandes trazos, correcto, querría señalar que el estado por 
defecto que señala dicha ley –si no hay factores actuando sobre una población, ésta se 
mantiene sin cambios– ya se encontraba en el mismo Darwin y que fue defendida 
anteriormente a 1908. Darwin postula que el estado por defecto de los organismos es la 
permanencia o mantenimiento de la forma ancestral, donde la explicación de la 
desviación requiere de la introducción de factores que alteren la forma ancestral3. El 
árbol de la vida se ha desarrollado mediante descendencia con modificación, y un factor 
principal de dicha desviación de la descendencia respecto de las generaciones anteriores 
es la selección natural. Esta conceptualización siguió incluso entre los Mutacionistas de 
principios de siglo XX. Así, en 1902 Bateson y Saunders exponen, en un informe para 
 
3 Esta idea ha sido argumentada por Caponi (2004). Para un análisis más detallado véase la  sección 2.1. 
de mi artículo “The Principle of Stasis”, incluido en la parte II. 
	
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la Royal Society sobre sus descubrimientos genéticos y las implicaciones de la herencia 
mendeliana, dicha visión: 

It will be of great interest to study the statistics of such a population in nature. If 
the degree of dominance can be experimentally determined, or the heterozygote 
recognised, and we can suppose that all forms mate together with equal freedom 
and fertility, and that there is no natural selection in respect of the allelomorphs, 
it should be possible to predict the proportions of the several components of the 
population with some accuracy. Conversely, departures from the calculated 
result would then throw no little light on the influence of disturbing factors, 
selection, and the like. (1902, p. 131). 
Bateson y Saunders están enunciando lo que posteriormente se conocerá como ley de 
equilibrio Hardy-Weinberg (Stoltzfus y Cable 2014). Aunque no resolvieron los 
cálculos matemáticos que precisa la demostración de dicha ley, sí que reforzaron los 
fundamentos conceptuales sobre los estados naturales o por defecto (o en términos de 
Sober, estados en las condiciones estipuladas por la Ley de Fuerza Cero) y anticiparon 
su utilidad. Es decir, la salida del equilibrio indicaría que algún factor o fuerza estaría 
actuando sobre la población, perturbando dicho equilibrio. El párrafo citado muestra 
que tanto la idea de un estado por defecto como de factores que alteran dicho estado 
(disturbing factors) se encuentran en los cimientos de la estructura de la teoría evolutiva 
desde sus inicios. 
La siguiente cuestión importante es aclarar de dónde provienen tanto el concepto 
de “fuerza evolutiva” como, en general, la analogía newtoniana. El comienzo del uso 
del término “fuerza evolutiva” no está del todo claro. Los arquitectos de la teoría 
evolutiva moderna –Ronald Fisher, Sewall Wright y J.B.S. Haldane– muy pocas veces 
utilizaron dicho término, aludiendo la mayoría de las veces a “factores”, “agentes”, o 
“causas”, reforzando a su vez la idea de que la teoría evolutiva fue conceptualizada 
desde sus comienzos como una teoría causal. Fisher solo utiliza dos veces el término 
“evolutionary force” en su libro fundamental The genetical theory of natural selection
(1930, p. 208 y p. 243). Por su parte, Haldane nunca menciona dicho término en su 
principal obra The causes of evolution (1932). Wright mayormente habla de “factores” 
(por ejemplo: “disturbing factors such as mutation, migration, or selection” (1931, p. 




“fuerza evolutiva” se ha generalizado en la literatura y continúa hasta nuestros días. Así 
lo muestra el influyente libro de texto de James Crow y Motoo Kimura An Introduction 
to Population Genetics Theory (1970) donde se usan tanto el término ampliamente 
como la analogía con la mecánica clásica. Además, se nos dice que podemos encontrar 
en una población “a stable situation that results from the balance of various opposing 
forces –mutation, selection, migration, and random fluctuations” (1970, p. 175). Los 
mismos autores citan dos trabajos de 1957 usando “evolutionary forces” en el título –L. 
C. Dunn, “Evidences of evolutionary forces leading to the spread of lethal genes in wild 
populations of house mice”, y L. Sandler and E. Novitski “Meiotic drive as an 
evolutionary force”. Por tanto, el término estaba ya tan extendido en la mitad de la 
década de 1950 que podía usarse como título en una publicación sin que pudiera haber 
malentendidos. Es decir, el hablar de fuerzas (force-talk) estaba generalizado.  
La semilla de dicho uso puede rastrearse hasta Fisher y Wright y en cómo 
conceptualizaron su propio trabajo teórico (aquí sigo a Plutynsky 2007). Fisher estuvo 
influenciado por el modo de trabajar de los físicos, señalando las dinámicas de las 
frecuencias génicas y de cómo diferentes factores (fuerzas) podrían cambiar dichas 
frecuencias. Estos factores alteran la posición y la velocidad de los genes –“the effects 
of selection in modifying gene frequencies are … exhibited … by changes in position 
with velocities that are uniform and proportional only to the intensity of selection 
(Fisher 1930, p. 72)– aumentando su frecuencia o eliminándolos de la población. La 
influencia del trabajo de Fisher en la obra de Wright puede verse en el desarrollo de los 
paisajes adaptativos (adaptive landscapes). Fisher presentó una representación del 
proceso de adaptación mediante una imagen denominada modelo geométrico de 
adaptación de Fisher (Fisher’s geometrical model of adaptation). Ésta representa la 
eficacia máxima (maximum fitness), asociada con un punto del espació fenotípico, 
representando el fenotipo óptimo. Un individuo que se encuentra en otro punto sufre 
una mutación que cambia de forma aleatoria su fenotipo. Esto incrementa su eficacia 
solo si el cambio acerca al fenotipo hacia el punto óptimo. El modelo de Fisher intenta 
probar que los cambios pequeños tienen mayor probabilidad de acercarse hacia el 
óptimo que cambios muy grandes. En este espacio multidimensional, la mutación (con 
efectos muy pequeños) y la selección trabajan conjuntamente para alcanzar dicho 
óptimo. Este modelo geométrico puede representarse como un paisaje de un solo pico 
(véase Figura 2). 

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Figura 2. Modelo geométrico de adaptación de Fisher. La eficacia se muestra en el eje vertical. 
Debajo tenemos una representación en dos dimensiones. Adaptada de Tenaillon (2014).
De este modo, Wright desarrolló la idea de la metáfora del paisaje adaptativo. Los 
paisajes adaptativos o paisajes de eficacia (fitness landscapes) se suelen representar 
como un diagrama con uno o dos ejes representando la eficacia media de una población 
y las frecuencias de ciertos alelos. Así, en esta imagen encontramos colinas y valles, 
donde las poblaciones recorren su superficie, alcanzando los picos adaptativos o 
cayendo a los valles (Figura 3). En este marco podemos representar diferentes fuerzas 
evolutivas moviendo la población: la selección la empuja hacia un pico adaptativo, la 
deriva la desplaza de forma aleatoria, etc.4.  

4 Para una defensa del valor heurístico de los paisajes adaptativos, véase Skipper y Dietrich (2012). Para 
una visión más crítica, véase Pigliucci y Kaplan (2006, cap. 8). 

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Figura 3. Paisajes adaptativos. En primera imagen se observa una población ascendiendo 
hacia los picos adaptativos. En un paisaje estático, la población solo asciende hasta un pico 
adaptativo, el más cercano. Simulación realizada por Randy Olson y Bjørn Østman. Imagen 
adaptada de http://www.randalolson.com/2014/04/17/visualizing-evolution-in-action-
dynamic-fitness-landscapes/
La interpretación de fuerzas se ve fácilmente enraizada en esta imagen tan 
intuitiva y hace más fácil entender los complejos modelos matemáticos que Wright y 
otros teóricos desarrollaron en aquel periodo. Tomemos como ejemplo la fórmula de la 








donde  es la frecuencia de un alelo, 	




 es la 
pendiente de la eficacia media. La dirección de la evolución (es decir, si  aumenta o 
disminuye) es proporcional a (por tanto está determinada por) la pendiente de la función 
de la eficacia media, cambiando siempre de tal manera que la eficacia poblacional 










  es la tasa de crecimiento 
instantáneo per capita de la población, la selección natural hace que la población 
“escale” hacia el pico adaptativo más cercano –si existen diferentes picos, la selección 
empuja a la población al óptimo más cercano, que puede ser un óptimo local y no 
necesariamente el óptimo global– escalando la población hacia puntos cada vez más 
altos en la curva de 	
  (Gillespie 2004, Rice 2004) como muestra la Figura 4. Este 
resultado está relacionado con el Teorema Fundamental de la Selección Natural 
desarrollado por Fisher (1930), donde el cambio en la eficacia media es proporcional a 





. Como la varianza siempre es 


positiva, la selección natural siempre incrementa la eficacia media poblacional. La 
interpretación del teorema ha sido fuente de disputas (Okasha 2008). 
Figura 4. Ilustración de la acción de la selección natural, causando que la población ascienda 
hacia el pico más cercano de la curva de 	
 . Se trata de un ejemplo de superioridad del 
heterocigótico, cuyo pico se encuentra en 0.5, prediciendo un polimorfismo estable como 
resultado. Adaptada de Roughgarden (1998).
Dichos modelos básicos quedan englobados bajo el paraguas de la ecuación de 
Price o Teorema de Price. Esta ecuación está considerada como el álgebra de la 
evolución (Rice 2004) porque expone en un lenguaje matemático pero simple los 
diferentes procesos que interactúan en el fenómeno evolutivo. En su forma habitual se 
presenta como  
	
  	   	
donde 	  representa el cambio debido a la supervivencia y reproducción, y  
	 representa el cambio en la transmisión entre padres e hijos.  
En el artículo “One equation to rule them all. A philosophical analysis of the Price 
equation” analizo la ecuación de Price y el papel que juega dentro de la teoría evolutiva. 
Durante un largo periodo, desde su formulación original por George Price hasta los años 
90 del siglo pasado, la ecuación fue usada por muy pocos investigadores. 
Posteriormente, su empleo se generalizó a diferentes áreas, pero especialmente se 
popularizó en el ámbito de la evolución social (altruismo, cooperación, etc.) por su 
capacidad para representar los requisitos para que se produzca evolución por selección 
natural. Las formulaciones modernas y exhaustivas suelen proponer tres o cuatro 
condiciones, siendo la variación, la herencia y las diferencias en eficacia sus puntos 


centrales. Son las llamadas condiciones de Lewontin5, donde para que haya evolución 
por selección natural se requiere variación en eficacia heredable (heritable variation in 
fitness). Centrándonos en la primer parte de la ecuación (es decir, 	  ), 
tomamos el rasgo  como el valor genético aditivo de dicho rasgo. Este es el llamado 
Teorema de Robertson, 	
   	 . Separando sus componentes llegamos a 










donde  "#$es la varianza fenotípica del rasgo , 
'
'(
 es el cambio de la eficacia con 
el valor del carácter (es decir, la presión de selección), y %& es la heredabilidad. Como la 
heredabilidad es igual a la varianza aditiva partida por la varianza fenotípica, 














Por tanto hemos recuperado el Teorema Fundamental de la Selección Natural de Ronald 
Fisher. Así, el teorema establece que el cambio en la eficacia media es proporcional a la 
varianza genética aditiva en eficacia. Es decir: hay variación ("#$) en eficacia (	) 
heredable (#). Las condiciones de Lewontin expresan verbalmente el Teorema de 
Fisher. En el artículo defiendo que la ecuación de Price es lo que el filósofo de la 
ciencia Thomas Kuhn denominaba un esquema o esbozo de generalización 
 
5 “As seen by present-day evolutionists, Darwin’s scheme embodies three principles: 
1. Different individuals in a population have different morphologies, physiologies, 
and behaviors (phenotypic variation). 
2. Different phenotypes have different rates of survival and reproduction in 
different environments (differential fitness). 
3. There is a correlation between parents and offspring in the contribution of each 
to future generations (fitness is heritable). 
These three principles embody the principle of evolution by natural selection” (Lewontin 1970, p. 1). 


(generalization-sketch), proporcionando un marco unificado para los investigadores, 
que les permite desarrollar modelos específicos. Este papel aplicado a la ecuación de 
Price la conecta con otros esquemas generalizadores como la Segunda Ley del 
Movimiento de Newton, donde ambas serían leyes consecuenciales dentro de sus 
respectivas teorías. Este artículo, aunque ello no se explicita en el mismo, muestra un 
punto a favor de la analogía de fuerzas, en particular muestra que la teoría evolutiva 
cuenta con su propia ley consecuencial equivalente a la Segunda ley del movimiento de 
Newton, en vez de un conglomerado de modelos simples a veces poco interconectados 
entre sí. Esto sin duda sirve como recurso y refuerzo a los defensores de la 
interpretación de fuerzas. 
Volviendo al recorrido histórico, una parte fundamental de la historia se 
encuentra, posiblemente, en la Teoría de los Equilibrios Desplazados (Shifting Balance 
Theory) de Sewall Wright. En dicha teoría, Wright estipuló tres fases distintas. En una 
primera fase (fase exploratoria), la deriva genética actúa sobre los diferentes demos de 
la población (subdivisión poblacional) obteniendo múltiples combinaciones génicas que 
exploran diferentes picos adaptativos. En una segunda fase (fase de selección masal) la 
selección natural expande la combinación génica favorable en los demos que obtienen 
dicha combinación, alcanzando un pico adaptativo, aumentando de tamaño y 
diseminando más emigrantes a los demás. En una tercera fase (fase de selección 
interdémica), dichas combinaciones génicas se expanden a la metapoblación mediante 
selección interdémica. En el modelo geométrico Fisher consideraba uno o pocos picos 
muy similares entre sí, donde una población de gran tamaño y panmíctica está sometida 
principalmente a la acción de la selección. Wright, en cambio, otorga mucha más 
importancia al papel de la deriva genética y a la existencia de diferentes picos 
adaptativos dentro de un mismo paisaje adaptativo. Wright afirma (1931): 
It is suggested, in conclusion, that, the differing statistical situations to be 
expected among natural species are adequate to account for the different sorts of 
evolutionary processes which have been described, and that, in particular, 
conditions in nature are often such as to bring about the state of poise among 




Puede que no use la palabra fuerza (force), pero se necesita muy poco, un pequeño salto, 
para pasar a pensar en la evolución como una teoría de fuerzas una vez se tiene la visión 
de Wright.  
Para la consolidación de la interpretación de fuerzas, la obra de Theodosius 
Dobzshansky Genetic and the Origin of Species (1937) jugó un papel importante. En 
ella Dobzshansky popularizó la definición de evolución como cambio en las frecuencias 
génicas, estableciendo las proporciones Hardy-Weinberg como una regla básica. A su 
vez, Dobzshansky explicita la visión dinámica de la teoría evolutiva, donde los 
diferentes agentes funcionan como fuerzas que cambian las frecuencias génicas: 
Evolution is a process of change or movement. Description of any movement 
may be divided into two parts: statics, which treats of the forces producing a 
motion and the equilibrium of these forces, and dynamics, which deals with the 
motion itself and the action of forces producing it. Following this scheme, we 
shall discuss, first, the factors which bring about changes in the genetic 
composition of populations (evolutionary statics), and second, the interactions of 
these forces in race and species formation and disintegration (evolutionary 
dynamics) (Dobzshansky 1951, p. 18). 
En esta tercera edición de la obra de Dobszhansky el lenguaje de fuerzas (force-talk) se 
hace explícito, consolidando la interpretación de fuerzas y explicando por qué aparecen 
artículos como los de L. C. Dunn, “Evidences of evolutionary forces leading to the 
spread of lethal genes in wild populations of house mice”, y L. Sandler and E. Novitski 
“Meiotic drive as an evolutionary force”, usando dicho lenguaje en esa década. 
3. CRÍTICA DE LA VISIÓN ESTADÍSTICA 
Esta visión dominante, sin embargo, se ha visto desafiada en la última década. 
Diversos autores (Walsh et al 2002, Matthen y Ariew 2002 y 2009, Pigliucci y Kaplan 
2006) han defendido que la analogía de la teoría evolutiva con la mecánica newtoniana 
no es sostenible. Por ello postulan una nueva visión denominada estadística6 (VE) –en 
contraposición a lo que se ha denominado visión tradicional o dinámica (VD)– donde el 
proceso evolutivo y sus diferentes partes (la selección, la deriva, etc.) son un resultado 
 




meramente estadístico, y por tanto inseparables unas de otras. Defienden que no es 
posible, como en la mecánica newtoniana, separar las (supuestas) distintas fuerzas que 
actúan sobre las poblaciones. Para estos autores, si hay una analogía correcta con alguna 
rama de la física, no es con la mecánica newtoniana, sino con la termodinámica 
estadística. Fenómenos como el incremento de la entropía no son explicados mediante 
procesos causales sino como meras tendencias estadísticas. De este modo, las llamadas 
fuerzas evolutivas deberían entenderse como una tendencia estadística a nivel 
poblacional, abandonando cualquier pretensión de rol causal de éstas. Es decir, serían 
simples agregados matemáticos de eventos a nivel individual (nacimientos, muertes, 
reproducciones, etc.) (véase Tabla 2). 
VISIÓN DINÁMICA VISIÓN ESTADÍSTICA 
Fuerzas como causas 
La evolución es un conjunto de resultados 
constatables a nivel poblacional. 
Estado de fuerza cero: Ley Hardy-
Weinberg 
No existe el estado de fuerza cero. El 
estado por defecto es la deriva. 
Modelos de combinación y resolución de 
fuerzas. 
No se pueden combinar porque no hay 
tales fuerzas. 
Tabla 2.
En primer lugar atacan la misma existencia de una ZFL en la teoría evolutiva. 
Sostienen que la teoría evolutiva, a diferencia de la mecánica newtoniana, depende de 
un sustrato físico (la genética mendeliana) para funcionar. Esta dependencia hace difícil 
imaginar, para estos autores, cómo podrán separarse las distintas fuerzas y diferenciarlas 
de las producidas por el sustrato. A su vez, la H-W no es aplicable a organismos de 
reproducción asexual, por lo que no podría dar cuenta de la historia evolutiva en un 
intervalo de dos mil millones de años. En todo caso, podemos apelar a que la VD, 
favorable a la analogía de fuerzas, defiende la idea general de que no existe cambio en 
las frecuencias génicas y/o genotípicas si no actúa alguna fuerza sobre la población. Por 
el contrario, para la VE las poblaciones, lejos de estar en equilibrio, se encuentran 
sometidas continuamente a errores de muestreo (sampling error), conocidos como 
deriva genética, cuyas causas a nivel individual son indistinguibles de las que producen 
selección natural. Por ello resulta difícil para estos autores ver cómo se podría añadir la 


deriva genética como una causa cuando, por definición, carece de dirección (este tema 
se retomará en el punto 4.4). 
Una de las características fundamentales de la mecánica newtoniana es que es 
posible diferenciar entre las distintas fuerzas que actúan en un sistema y combinarlas. 
Esta resolución de fuerzas permite comparar la fuerza de la gravedad con la fuerza 
electroestática que, aunque apelan a distintas unidades (masa y carga eléctrica, 
respectivamente), son expresables vectorialmente. Sin embargo este no sería el caso 
para las fuerzas evolutivas. Centrándose en la selección natural, la VE defiende que la 
visión tradicional de la eficacia biológica7 es eminentemente comparativa, específica en 
contextos restringidos y por ello imposible de usar sus resultados concretos en otros 
contextos, obligando a estimarla estadísticamente por sus efectos (el número actual de 
descendientes). No es posible usar una ley de adición como en la mecánica newtoniana, 
no solo respecto a la fitness sino con el resto de supuestos factores que nos permitan 
decir cuánto cambio evolutivo se corresponde a la selección, cuánto a la deriva, cuánto a 
la mutación, etc. (véase Figura 5).  
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Figura 5. Adaptada de Shapiro y Sober (2007). 
Por ello los defensores de VE apelan a que los modelos que aporta la genética de 
poblaciones son sumarios estadísticos de hechos a nivel individual, agrupándolos en 
conjuntos (ensembles) y haciendo emerger de este modo las tendencias poblacionales. 
Estas, lejos de ser la causa del cambio son una consecuencia del mismo y a la vez son 
instanciables en cualquier sustrato. Por esta razón consideran que, como intuyó Fisher 
 
7 Los autores la denominan eficacia intrínseca (vernacular fitness) en contraposición a la eficacia 
predictiva (predictive fitness). La primera es la habilidad de un organismo para sobrevivir y reproducirse 
(una visión causal) con un carácter comparativo pero no cuantitativo. La eficacia predictiva, en cambio, 
sería la usada en genética de poblaciones: sería una medida estadística del cambio evolutivo que predice 
el cambio de frecuencias génicas, la tasa de crecimiento (positiva o negativa) esperada de las partes de 
una población divididas sobre la base de la variación en algún gen o rasgo. Esta eficacia biológica, por 
tanto, no causa el crecimiento, sino que es el crecimiento. 
	

(1930)8, el paralelismo más cercano con la física no es la mecánica newtoniana, sino la 
mecánica o termodinámica estadística la cual tiene una aplicabilidad universal –al tratar 
de conjuntos– sin describir la constitución de las entidades ni sus dinámicas.  
Una ventaja que tendría VE frente a VD es que aclararía diferentes debates. Uno 
de ellos sería sobre la visión negativa o positiva de la selección natural respecto a la 
posesión de los rasgos de los individuos (Darwin 1859, De Vries 1904, Ayala 1970, 
Sober 1984, Gould 2002) o dicho de otra manera, si la selección crea al más eficaz o 
simplemente lo preservaba. VE disolvería dicho problema ya que la selección no tiene 
ningún poder causal sobre el individuo, de la misma manera que la teoría de los gases 
no puede explicar por qué una molécula concreta tiene la velocidad que tiene. El otro 
debate sería sobre las “Unidades de Selección”, dónde puede actuar la selección y, más 
importante, cuál sería la unidad fundamental: genes, individuos, etc. (Lewontin 1970, 
Dawkins 1976, Williams 1992). Bajo VE, la selección ha quedado reducida a un 
recuento o resumen (bookkeeping), pudiendo aplicarse a cualquier nivel (génico, 
individuos, etc.) sin apelar a su poder causal. 
Desde que fue formulada, VE ha creado una enorme cantidad de literatura al 
respecto, como muestra la Gráfica 1. En lo que queda de Resumen analizaré varios de 
los problemas planteados por VE. Sin embargo, los debates y sus ramificaciones han 
aumentado de forma incesante haciendo imposible entrar en detalle en todos y cada uno 
de ellos. Una muestra de las diferentes posiciones de los autores en contienda, las he 
expuesto en la Tabla 3, resumiendo los elementos principales que se debaten: nivel 
causal, poder causal de la eficacia, entender la selección y la deriva como partes del 
mismo proceso o como distintos procesos, y marcos causales. Mi principal objetivo es 
mostrar las líneas generales de estos debates, permitiendo a lector navegar entre ellos y, 
en última instancia, abordarlos proponiendo posibles soluciones.  
 
8 Ciertamente, Ronald Fisher (1930) apela a la analogía, por dos veces, de la mecánica estadística en su 
famosa obra. La primera es cuando compara la teoría cinética de los gases con la genética mendeliana 
(Fisher 1930, p. 11). La segunda cuando compara su Teorema Fundamental de la Selección natural con la 
segunda ley de la termodinámica (ibid, p. 36). Curiosamente, acto seguido (p. 37) Fisher enumera cinco 
diferencias fundamentales entre su Teorema y la segunda ley de la termodinámica: “(1)The systems 
considered in thermodynamics are permanent; species on the contrary are liable to extinction, although 
biological improvement must be expected to occur up to the end of their existence. (2) Fitness, although 
measured by a uniform method, is qualitatively different for every different organism, whereas entropy, 
like temperature, is taken to have the same meaning for all physical systems. (3) Fitness may be increased 
or decreased by changes in the environment, without reacting quantitatively upon that environment. (4) 
Entropy changes are exceptional in the physical world in being irreversible, while irreversible 
evolutionary changes form no exception among biological phenomena. Finally, (5) entropy changes lead 
to a progressive disorganization of the physical world, at least from the human standpoint of the 
utilization of energy, while evolutionary changes are generally recognized as producing progressively 




Gráfica 1. En esta gráfica se muestra la progresión de publicaciones (artículos, capítulos 
de libros y tesis) relacionadas con la discusión entre causalistas y estadísticos. La lista pretende 
ser los más amplia posible aunque, previsiblemente, no la agote –publicaciones en Q1-Q2. 
Comienza desde la publicación de los artículos que inician la visión estadística. Como se puede 
observar el número de publicaciones crece a lo largo de los años. El decrecimiento entre los 
picos se explica, en gran medida, por el retraso que conlleva el proceso de publicación. Así, solo 
en este año 2016, a falta de unos meses para final de año, se han publicado un número superior 
de trabajos que entre 2002-2003, 2004-2005, y 2010-2011, y el mismo número que en 2008-
2009. Los artículos referidos por año son: Mathen y Ariew (2002), Walsh et al. (2002); Ariew 
(2003), Matthen (2003); Stephens (2004), Walsh (2004), Bouchard y Rosenberg (2004), Ariew 
y Lewontin (2004); Reisman y Forber (2005), Rosenberg y Bouchard (2005), Matthen y Ariew 
(2005), Pfeifer (2005), Northcott (2005); Millstein (2006), Glymour (2006), Okasha (2006), 
Pigliucci and Kaplan (2006),  Brandon (2006), Ramsey (2006), Rosenberg (2006), Morrison 
(2006); Godfrey-Smith (2007), Forber y Reisman (2007), Millstein y Skipper (2007), Haug 
(2007), Abrams (2007), Shapiro y Sober (2007), Ramsey y Brandon (2007), Walsh (2007),  
Brunnander (2007), Plutinsky (2007), Huneman (2007); Brandon (2008), Bouchard (2008), 
Barros (2008), Kaplan (2008); Millstein et al. (2009), Millstein (2009), Matthen (2009), 
Matthen (2009), Mathen y Ariew (2009), Ariew y Ernst (2009), Glennan (2009), Gildenhuys 
(2009a y 2009b), Filler (2009), Godfrey-Smith (2009); Depew (2010), Northcott (2010), Walsh 
(2010), Stephens (2010), Lewens (2010), Brandon (2010), McShea y Brandon (2010); Bouchard 
(2011), Otsuka et al. (2011), Gildenhuys (2011), Razeto-Berry y Frick (2011), Nanay (2011); 
Barrett et al (2012), McShea y Brandon (2012), Okasha (2012), Begrow y Nehm (2012), 
Hunneman (2012), Abrams (2012a y 2012b), Diéguez (2012), Earnshaw-Whyte (2012a), 
Earnshaw-Whyte (2012b); Abrams (2013), Walsh (2013), Millstein (2013), Wang (2013), 
Pigliucci (2013), Depew (2013), Pence y Ramsey (2013), Ramsey y Pence (2013), Lange 
(2013), Ramsey (2013a, 2013b y 2013c), Huneman (2013), Kaplan (2013);  Turner (2014), 
Pence (2014), Ariew et al (2014), Huneman (2014), Tenant (2014), Gildenhuys (2014), Abrams 
(2014), Hitchcock y Velasco (2014), Bourrat (2014), Otsuka (2014), Desautels (2014); Haufe 
(2015), Goueva (2015), Earnshaw (2015), Clatterburk (2015), Abrams (2015), Huneman 
(2015a), Huneman(2015b), Rosenberg y Bouchard (2015), Hateren (2015), Bourrat (2015), 
Walsh (2015), DesAustel (2015), Caponi (2015), Pence (2015), Pence y Ramsey (2015); 
DesAustels (2016), Stenga (2016), Pence (2016), Otsuka (2016a y 2016b), Luque (2016a, 




TEORÍA DE LA EVOLUCIÓN

ESTADÍSTICOS CAUSALISTAS NIVEL CAUSAL 
EFICACIA 
BIOLÓGICA 
SELECCIÓN/ DERIVA MARCO CAUSAL 
Interpretación 
de fuerzas 





Intervencionista Contrafactual Probabilistico 
Difference- 
maker 
Abrams             
Ariew             
Bouchard             
Brandon             
Clatterbuck             
Filler             
Gildenhuys             
Glenan             
Glymour             
Huneman             
Kaplan             
Lewens             
Matthen             
McShea             
Millstein             
Otsuka             
Pence             
Pigliucci             
Ramsey             
Rosenberg             
Sarkar             
Sober             
Stephens             
Walsh             
Tabla 3. Panorama de las diferentes posturas que han adoptado los autores respecto a los temas derivados de la discusión entre estadísticos y causalistas. Los autores 
que defienden ambas opciones en una dicotomía es porque han cambiado su visión a lo largo de los años o porque ambas son compatibles. Si la sección aparece en 
blanco es porque no se han pronunciado respecto a ese tema. 


4. DEFENSA PARCIAL DE LA ANALOGÍA 
Como hemos visto, hay un desafío a la VD de la teoría de evolutiva cuyo eje 
principal es desafiar la analogía con la mecánica newtoniana. En los primeros apartados 
vamos a defender que la analogía es perfectamente aplicable a la teoría evolutiva por lo 
que se refiere a la selección natural, a la mutación y a la migración.A la deriva genética, 
por ser el punto más controvertido, le reservamos los apartados 4.4 y 4.5. 
4.1. Descomposición y composición de fuerzas 
Una de las ventajas de la combinación vectorial newtoniana es que permite 
descomponer el vector final en los distintos vectores que lo componen. La pregunta que 
se nos impone es si podemos separar la selección natural, la mutación y la migración en 
sus distintos componentes y si después podemos combinarlos de nuevo. Empecemos 
por la selección. No es difícil encontrar en los libros de texto el proceso de selección 
descompuesto en distintas fases del ciclo vital (Fontdevila y Moya 1999, Futuyma 
2013). Así, los componentes de la selección en organismos de reproducción sexual los 
podemos dividir entre la supervivencia y la reproducción. Esto ya nos permitiría 
contraargumentar a la VE, pero podemos seguir con la división de la selección en: 
selección en viabilidad, selección sexual, selección en fecundidad y selección gamética 
(véase Figura 6)9. 
  
Figura 6. Componentes de la selección en organismos de reproducción sexual. Adaptada de 
Futuyma (2013). 
 
9 Aquí cabe considerar dos elementos. Primero, la división de los componentes de la selección que 
afectan a la eficacia no son universales –por ejemplo, las bacterias carecen de éxito en el apareamiento 
(selección sexual). Segundo, se corre el riesgo de la arbitrariedad en la subdivisión (Orr 2009). No 
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Así mismo, la migración puede descomponerse entre la inmigración y la 
emigración, entre el número de individuos que exporta una población a otra y los 
individuos que recibe a su vez de otra población. La mutación de la misma manera, 
puede ser dividida: si tenemos dos alelos alternativos en un locus, A y a, podemos 
obtener la tasa de mutación del alelo A hacia el a y la tasa de mutación del alelo a para 
convertirse en el A (Stephens 2010). No parece haber problema en descomponer y 
componer de nuevo estas fuerzas evolutivas. Además podemos ver cómo interaccionan 
entre ellas. Un modelo clásico de genética de poblaciones es el de equilibrio mutación-
selección. Supongamos que q es la frecuencia de la clase alélica a y      es la 
frecuencia del clase alélica A, por lo que la mutación lleva al siguiente cambio 
evolutivo: 
  
donde  es la tasa de cambio de que cada copia de A se convierta en a. Ahora 
imaginemos que hay selección en contra del alelo a por lo que la fitness de los tres 
genotipos AA, Aa y aa son ,   	, y   	, respectivamente. Entonces, el exceso de 
fitness en promedio del alelo a (suponiendo apareamiento al azar) es: 

    	      	  
Si la población está cerca del equilibrio selectivo, entonces    por lo que   . Si 
suponemos además que, al estar cerca del equilibrio selectivo, casi todos los individuos 
de la población son homocigotos AA, entonces la fitness media   . Tras simplificar, 
obtenemos que el equilibrio entre mutación y selección viene dado por 
   	  	  
Aunque su forma más conocida viene dada para dominancia completa (  ), 
quedando la ecuación para un alelo recesivo deletéreo autosómico en equilibrio 
(Templeton 2006) 
         


Entonces, la frecuencia del alelo deletéreo se mantendrá en equilibrio en la población 
porque la selección será incapaz de eliminarlo al estar “escondido” entre los genotipos 
heterocigóticos10.  
Este modelo simple que contesta parcialmente a la crítica de VE puede 
complementarse con otro que incluya también a la migración. Imaginemos la evolución 
de dos alelos, A y a, en una población haploide y generaciones discretas, donde la 
frecuencia del alelo A en la siguiente generación (generación 2) es el producto de su 
fitness, , por la frecuencia en la primera generación, . Así su frecuencia en la 
generación 2 será    . Aplicando el mismo razonamiento para el alelo a cuya 
frecuencia será , obtenemos que su frecuencia en la generación 2 será   . La 
tasa de mutación desde el alelo A al a será  y desde el alelo a hacia el alelo A será . 
Por su parte, la tasa de pérdida del alelo A por la emigración será  y la ganancia del 
mismo por la inmigración será  y las tasas de pérdida y ganancia por la emigración 
e inmigración del alelo a serán  y  respectivamente. De este modo podemos 
combinar el cambio genético producido por la acción de la selección, la mutación y la 
migración para la generación 2, para ambos alelos, mediante 
             
             
El modelo11 no es completamente aditivo, como parecen defender Brandon y Ramsey 
(2007), en tanto que lo que se ha calculado son las frecuencias absolutas, por lo que 
habría que normalizar dividiendo por    para obtener las frecuencias relativas 
(Hitchcock y Velasco 2014). La falta de una adición completa podría ser un punto a 
favor de la crítica de VE según la cual las fuerzas evolutivas no son tales porque no 
permiten dicha adición y, por tanto, no serían capaces de separarse y observar su poder 
causal con independencia unas de otras. Hitchcock y Velasco (2014) han señalado 
acertadamente que estos requisitos tan estrictos no son cumplidos tampoco en diversas 
partes de la mecánica newtoniana. Así, en las fuerzas electroestáticas los cuerpos tienen 
 
10 Este modelo explica la gran cantidad de mutaciones raras de las que son portadoras muchos 
cromosomas en poblaciones de diversas especies (Drosophila, humanos, etc.), las cuales reducen la 
eficacia de los heterocigóticos y son incluso letales para el homocigótico portador del alelo deletéreo 
(Futuyma 2013). 
11 Es un modelo presentado por Brandon y Ramsey 2007. Hay un modelo equivalente que sustituye la 
migración por el sistema de apareamiento en Templeton (2006, p. 377). 
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una carga eléctrica pero también una masa, por lo que crean una fuerza gravitacional 
obteniendo dos fuerzas que surgen al mismo tiempo; y de la misma manera ocurre con 
la fuerza de fricción, que siempre va acompañada de una fuerza normal. La adición 
vectorial, en sentido estricto, no puede aplicarse a todos los sistemas newtonianos. Por 
ejemplo, entre moléculas polarizadas moviéndose en un campo eléctrico, donde el 
momento eléctrico inducido de la molécula depende de la localización de la molécula en 
dicho campo, y esta depende a su vez de la localización de las otras moléculas y sus 
campos (Corben y Stehle 1994, p. 29).  
4.2. Magnitud, dirección y sentido 
Los rasgos que caracterizan a los vectores son magnitud, dirección y sentido12. La 
cuestión es si las fuerzas evolutivas poseen estas tres características. Hemos visto en el 
apartado anterior cómo la mutación tenía una magnitud –medida como la tasa de 
mutación respecto de un alelo hacía el otro alelo– una dirección y un sentido –el cambio 
desde un alelo hacía el otro. La migración también cuenta con una magnitud –medida 
como la tasa de pérdida o ganancia de un alelo por su emigración o inmigración– y, 
además de una dirección y sentido –emigrando hacía otra población o inmigrando a la 
propia. En el caso de la selección natural contamos con una magnitud clara, el 
coeficiente de selección, pero respecto a su dirección y sentido debemos ser un poco 
más específicos. 
En genética cuantitativa la selección suele dividirse en tres posibles formas: 
direccional, estabilizadora y disruptiva (Gillespie 2004, Templeton 2006). La selección 
direccional ofrece con claridad lo que necesitamos ya en su mismo nombre, donde el 
fenotipo extremo de la población se ve favorecido, dotando de una dirección 
(vectorialmente: sentido) clara al cambio poblacional. La selección estabilizadora 
favorece al fenotipo intermedio en detrimento de los fenotipos extremos, mientras que 
la selección disruptiva favorece a los fenotipos extremos frente a los intermedios. En 
estos dos casos, la direccionalidad de la selección no resulta tan clara y podría poner en 
peligro su representación vectorial, excepto si pensamos en los fenotipos de la 
población como subpoblaciones de la misma que tienen su propio sentido. Ello no es 
diferente a lo que ocurre con la gravedad. Imaginemos que en nuestro sistema solar se 
encuentran dos objetos con igual masa y a la misma distancia del Sol, pero en lados 
 




opuestos del mismo. Si abstraemos los efectos de cualesquiera otros objetos sobre este 
sistema, entonces las dos masas experimentarán una fuerza con la misma magnitud y 
dirección pero con sentido opuesto. De la misma manera, en una población sometida a 
selección estabilizadora dos subpoblaciones pueden encontrarse equidistantes del punto 
seleccionado pero en lados opuestos (Brandon 2006).  
La idea básica es que un proceso como el de la selección favorece a unos tipos 
concretos en la población en detrimento de otros –es decir, actúa de forma 
discriminada– mientras que procesos como la deriva, por definición, no favorecen a 
ninguno en concreto –es decir, actúa de forma indiscriminada (Millstein 2002). De este 
modo, las diferentes formas de selección pueden representarse en los paisajes 
adaptativos, indicando qué tipo está siendo favorecido (Figura 7).  
Selección direccional 
La selección favorece un 
fenotipo extremo de la 
población, en detrimento del 
valor medio actual. 
Selección estabilizadora 
La selección favorece al 
fenotipo intermedio en 





La selección favorece a los 
fenotipos extremos frente a 
los intermedios. 
Figura 7. Adaptada de McGhee (2007). Representación de tres formas de selección en genética 
cuantitativa.
Las fuerzas evolutivas satisfacen las propiedades  exigibles a un vector (magnitud, 
dirección y sentido) y además permiten computarlas sin mayor problema. Su 
comportamiento es análogo a las fuerzas newtonianas y, por ello, la analogía es 
iluminadora. Así lo usa Rice (2004, pp. 130-131): “We can represent their effects in 
terms of vector fields over the space of allele frequencies […] Combining these 
processes becomes easy, in that, for any value of p we can simply add together the two 
vector fields to get the joint effects of the two processes. In this sense, selection and 
mutation behave like forces in physics” (véase Figura 8). El modelo de equilibrio 
mutación-selección es análogo al comportamiento de una bola de billar que se encuentra 
en reposo porque dos fuerzas con igual magnitud pero con sentido opuesto están 
actuando sobre ella. De la misma manera, la mutación se opone a la selección al no 
permitir que se elimine el alelo recesivo, reintroduciéndolo cada vez. 
Figura 8. Adaptada de Rice (2004). En ella se muestra el desplazamiento en la distribución de 
las frecuencias alélicas de la población por los efectos direccionales de la selección y la 
mutación, y su aplanamiento por los efectos de la deriva. Vemos que la deriva carece de 
dirección, ya que su cambio esperado en cada punto es cero. 

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4.3. Causalidad: procesos y productos 
Antes de seguir con la analogía de fuerzas, es necesario un apunte respecto al 
carácter causal de las mismas. Varios autores han defendido (Stephens 2004, Millstein 
2006, Shapiro y Sober 2007) que la VE pierde el elemento causal de las fuerzas 
evolutivas o procesos evolutivos porque han centrado su atención en el producto o 
resultado de dichas fuerzas y no en el proceso. Esta ambigüedad entre proceso y 
producto la podemos encontrar en el habla de los propios biólogos e incluso en las 
definiciones de los libros de texto. Si se toma al pie de la letra la definición de un 
proceso por su resultado se corre el riesgo de caer en la falacia operacionalista 
(Stephens 2004). Futuyma define la selección natural como “The differential survival 
and/or reproduction of classes of entities that differ in one or more characteristics” 
(Futuyma 2013, p. G-9); y Freeman y Herron la entienden como “a difference, on 
average, between the survival or fecundity of individuals with certain phenotypes 
compared with individuals with other phenotypes” (2007, p. 803). Ambas fórmulas 
definen a la selección natural por su efecto –la reproducción diferencial, la cual también 
es el efecto de la deriva– y no parece vislumbrarse ningún contenido causal en ellas. Sin 
embargo, una lectura más detallada permite ver que dicha visión a-causal, lejos de 
mantenerse, se convierte en una visión causal de la selección. Por ejemplo, Futuyma 
afirma que “Genetic drift and natural selection are the two most important causes of 
allele substitution –that is, of evolutionary change– in populations” (2013, p. 258). 
Además sostiene al igual que otros autores (Lande y Arnold 1983, Fairbain y Reeve 
2001) que hay que diferenciar entre la selección natural y la evolución por selección 
natural. La selección natural como tal se da en condiciones intra-generacionales, 
mientras que la evolución por selección natural sería un proceso intergeneracional como 
respuesta a la selección intrageneracional y dependiente del componente hereditario. La 
respuesta a la selección es lo que hemos denominado producto o resultado de la 
selección. Freeman y Herron, por su parte, defienden que existen cuatro mecanismos 
principales causantes de la evolución: la selección natural, la deriva, la mutación y la 
migración.  
Esta confusión entre el proceso y el producto la encontramos también en las 
definiciones de la deriva genética, como cuando Roughgarden nos dice que “Genetic 
drift is the name for changes in gene frequency caused by this sampling error” (1996: 
57-58). Además, esto se ve favorecido por el uso de términos como efecto Sewall 
Wright, el efecto Hedgecock, etc., para la deriva. Esta ambigüedad entre proceso y 
	
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producto, que parece ser más común en inglés13, debe ser despejada si queremos ver el 
componente causal de las fuerzas evolutivas. Si nuestra atención se dirige solamente 
hacia el resultado o efecto (cambio en las frecuencias génicas) de los procesos 
evolutivos, no solo perdemos el componente causal de los mismos, sino que se nos 
escapan importantes características evolutivas. Volvamos a nuestro ejemplo del modelo 
de equilibrio mutación-selección. En él postulábamos que en una población un alelo, A, 
era favorecido por la selección en contra del alelo a; mientras que la tasa de mutación 
desde el alelo A hacia el a excedía a la tasa de mutación desde el alelo a hacia el A. 
Pasadas varias generaciones la población llegaba a un equilibrio, donde ya no había 
cambio en las frecuencias alélicas (ya no hay evolución). Según los defensores de la 
VE, y si nos basamos sólo en las definiciones que se centran en el resultado de las 
fuerzas evolutivas, en la población no hay ningún proceso actuando ya que no hay 
evolución. Sin embargo, ni la selección ni la mutación han dejado de actuar sobre la 
población, el proceso de ambas sigue dándose pero su efecto (la evolución) no se 
produce porque ambas fuerzas, al igual que en la mecánica newtoniana, se compensan 
(se anulan) (Stephens 2004, Shapiro y Sober 2007). 
Ciertamente, la crítica de la VE ha obligado a replantear de qué forma arrojamos 
luz al poder causal de los principales procesos evolutivos. Especialmente ha  empujado 
a diversos autores a posicionarse respecto al nivel donde se encuentra el componente 
causal de las dos fuerzas –selección y deriva– en las que se ha centrado el debate. 
Algunos autores (Bouchard y Rosenberg 2004, Rosenberg y Bouchard 2005) han 
negado por completo la validez del argumento de la VE situando toda la acción causal 
al nivel de los individuos –y por tanto cortando de raíz la concepción de conjunto 
(ensemble) de la VE. Rosenberg y Bouchard afirman que el Principio de Selección 
Natural es un principio causal porque se basa en comparar las capacidades causales de 
los organismos para sobrevivir y reproducirse (en el nivel individual)14. Este carácter 
comparativo se observa en trabajos teóricos como el de Wagner (2010), el cual elabora 
un test competitivo donde dos genotipos distintos compiten entre ellos, siendo el 
ganador aquel que consigue ocupar más espacio que el otro, permitiendo la 
 
13 Algunos términos en inglés (“adaptation”, “get married”, etc; véase Sober 1984, p. 196) hacen 
referencia tanto al proceso como al producto de dicho proceso. De este modo casarse concluye en la 
condición de casado, o un rasgo adaptativo concluye siendo (siempre que la selección natural fije dicho 
rasgo adaptativo en la población en las siguientes generaciones) una adaptación (el producto, el cual hace 
referencia a su historia y no a su función actual).
14 Los autores definen, con una redacción muy particular, este principio así: “PNS (x) (y) (E) [If x and y 
are competing organisms in generation n, and x is fitter than y in environment E, then probably, (there is 




comparación entre diferentes genotipos y la elaboración de una escala de proporción de 
la eficacia15. Millstein (2006) replica que la selección es causal pero a nivel poblacional 
porque, al necesitar al menos dos individuos (la comparación de las capacidades de los 
organismos), la noción de Rosenberg y Bouchard colapsa en la noción poblacional. Esta 
visión no parece alejarse de la usada por los biólogos. Así, Lynch afirma: “evolution is a 
population-genetic process governed by four fundamental forces. Darwin articulated 
one of those forces, the process of natural selection” (2007b, p. 8547). Y Rice reitera: 
“This first half of this book is concerned with the mathematical analysis of what 
happens when we combine population level processes, such as selection, with the basic 
rules of transmission genetics” (2004, p. 2).  
La mayoría de los filósofos de la biología que han entrado en la discusión se ha 
decantado por aceptar que la noción poblacional es necesaria para vislumbrar el poder 
causal de la selección y la deriva (Stephens 2004, Reisman y Forber 2005, Millstein 
2006, Shapiro y Sober 2007, Abrams 2007), aunque otros siguen defendiendo la noción 
causal a nivel de individuos (Glymour 2006, Gildenhuys 2011)16. Este debate, sin 
embargo, da la impresión de ser más un debate semántico, esto es, sobre términos y 
definiciones, que un debate teórico sustantivo. Está claro que es necesario que exista 
una población de individuos para que se produzca la evolución, puesto que lo que 
evolucionan son las poblaciones y no los individuos. Si definimos como proceso 
poblacional aquel que requiere la presencia de más de un organismo, entonces podemos 
denominar proceso poblacional a la selección o a la deriva. Pero debe quedar claro que 
ambos procesos, en contra de lo que defiende la VE, no son un elemento extra o tertium 
quid distinto de los organismos y su interacción con el ambiente (Hitchcock y Velasco 
2014; véase también sección 3.3. de mi artículo incluido en la parte II “Drift and 
evolutionary forces: scrutinizing the Newtonian analogy”).   
Una crítica a la visión causal es que no ha conseguido articular una propuesta 
causal unificada, desarrollando los filósofos de la biología diferentes concepciones 
 
15 En realidad, está elaboración teórica no hace más que plasmar los experimentos con microorganismos 
realizados desde hace décadas (véase Elena y Lenski 2003). 
16 No hay que confundir este argumento con el problema de los niveles o unidades de selección. En estos 
últimos se ha debatido específicamente cuáles son los beneficiarios de los rasgos que favorece la 
selección natural. Esto se debe, en gran medida, a la postulación de la existencia de adaptaciones que 
favorecen, no a los individuos en particular, sino al grupo en su conjunto. Por el contrario, la discusión en 
el texto principal hace referencia a dónde establecer la capacidad causal de la selección. Es decir, todos 
los autores citados aceptarían un ejemplo clásico de rasgos que favorecen a los individuos de una 
población y no al grupo (unidad de selección: individuos), pero no estarían de acuerdo sobre dónde 
establecer el poder causal de la selección (nivel poblacional o nivel individual).  
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causales en las que integrar y articular la teoría evolutiva. Una de las más importantes 
está basada en la noción intervencionista de la causalidad elaborada por Woodward 
(2003) la cual defiende que si C es una causa de E, entonces si podemos manipular 
sistemáticamente C para que produzca un cambio en E, C será una causa de E. Veamos 
un ejemplo. Reisman y Forber (2005) analizan el experimento de Dobzhansky y 
Pavlovsky (1957) que fue la primera demostración del efecto fundador. Dobzhansky y 
Pavlovsky iniciaron poblaciones de laboratorio de Drosophila pseudoobscura a partir 
de una población en que cierta reordenación del tercer cromosoma (denominada PP) 
tenía una frecuencia de 0.5. Se establecieron dos tipos de poblaciones, unas grandes 
iniciadas con unos 5000 individuos y otras pequeñas con 20 individuos cada una. 
Después de un año y medio (unas 18 generaciones) los experimentadores observaron 
que la variación en las poblaciones pequeñas era mucho mayor que en las grandes 
debido al efecto fundador (una forma de deriva), alterando el resultado de la selección –
la cual favorecía a los heterocigóticos. Por tanto, en la línea de la concepción 
intervencionista de las causas, la selección y la deriva son causas del cambio evolutivo 
porque alterando cada uno de sus parámetros (las eficacias de los individuos en uno, el 
tamaño poblacional en el otro) se obtienen sistemáticamente cambios en las frecuencias 
génicas. La selección y la deriva actuarían como elementos causales determinista y 
estocástico, respectivamente, como ocurre en muchos sistemas físicos. Así, si dejamos 
caer una piedra pesada y una hoja de papel, la primera hará un recorrido simple y recto 
al suelo mientras que la segunda planeará hacia abajo con un recorrido complicado. 
Aunque en ambos casos tenemos dos fuerzas actuando, la fuerza de la gravedad y la de 
fricción, la hoja de papel se verá mucho más afectada por la segunda fuerza mientras 
que la piedra sufrirá sólo pequeñas perturbaciones (Fuch 2013). De la misma manera, 
una población pequeña se verá más afectada por la deriva, mientras que una población 
grande se verá más afectada por la selección. 
 Las diferentes interpretaciones causales que han entrado en juego en este debate 
se pueden englobar, en principio, en tres grandes bloques17: una visión intervencionista 
de la causalidad basada en Woodward (2003), que engloba diferentes propuestas como 
la interpretación de fuerzas, la interpretación procesal, etc. (Reisman y Forber 2005, 
Shapiro y Sober 2007, Millstein 2006, Clatterburk 2015); una visión contrafáctica de la 
causalidad (Glenan 2009, Huneman 2012); y una visión probabilística de la causalidad 
 
17 Por supuesto, en la literatura referente a la causalidad, existen otras interpretaciones causales no 
tratadas en el debate. Véase Beebee et al. (2009) para una introducción sistemática sobre causalidad. 
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(Razeto-Barry y Frick 2011, Otsuka 2016). Esta variedad de interpretaciones causales 
podría ser considerada un punto débil en la visión causal de la teoría evolutiva. Sin 
embargo, eso sería así sólo si la visión casual se viera obligada a salvar el supuesto 
valor causal de cada uno de los factores que intervienen en la teoría apelando a nociones 
distintas de causa a la vez. Podría haber pluralidad (y discusión entre filósofos) pero 
imaginemos que cualquiera de las tres opciones sobre causalidad encajara perfectamente 
respecto a los factores que intervienen en la teoría evolutiva. Entonces no habría 
problema para los filósofos de la biología, pero sí lo habría, en todo caso, para los 
filósofos que discuten sobre la causalidad. Ciertamente parece deseable que se adopte 
una visión causal que englobe, si no todas, una gran parte de las interpretaciones 
causales. Esta tarea la llevo a cabo en el artículo “The Principle of Stasis: why drift is 
not a Zero-Cause Law”, donde adopto un marco causal (el de difference-maker) que 
podría permitir dicha visión unitaria (retomo esta idea en el punto 4.5.). 
4.4. Deriva genética: ¿un proceso sin dirección? 
La analogía de fuerzas parece encontrarse con un gran problema al tratar con la 
deriva genética. Aunque podemos atribuir una magnitud a la deriva genética –el tamaño 
poblacional N– no así podemos asignarle una dirección. De hecho, la deriva genética 
por definición carece de dirección, es un proceso no-direccional “since the expected 
change at every point is zero” (Rice 2004, p.131). No obstante, varios autores han 
intentado, si no resolver este problema, al menos matizarlo lo suficiente para continuar 
considerando la deriva como una fuerza evolutiva por constituir un componente causal 
esencial del fenómeno evolutivo.  
En el artículo “Drift and evolutionary forces: scrutinizing the Newtonian analogy” 
hago un primer análisis de la visión de la teoría evolutiva como una teoría de fuerzas. 
La analogía con la mecánica newtoniana se ha puesto en duda debido a las diferencias 
entre la deriva y el resto de fuerzas evolutivas. Ello se debe a que la deriva genética 
posee diversas propiedades diferentes al resto. La más importante es que la deriva, por 
definición, no tiene dirección debido a que las probabilidades de que un gen o rasgo 
aumente o disminuya en una población se cancelan entre ellas. Por tanto, el cambio 
esperado es igual a cero,  !  . No obstante, varios autores han tratado de proteger 
el estatus como fuerza para la deriva genética: negando su supuesta falta de 
direccionalidad (Stephens), extendiendo la noción de fuerza (Filler) y buscando una 
fuerza que también carezca de dirección en física (Pence). Stephens (2004, 2010) 
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postula que la deriva sí tiene una dirección: conduce a las poblaciones a la homocigosis. 
Ciertamente, uno de los efectos de una población sometida a la deriva genética es que 
reduce la variabilidad alélica presente y, llegado un momento, se fijará un tipo en la 
población. Filler (2009) por su parte, se muestra partidario de mantener el hablar de 
fuerzas (force-talk), pero es consciente de que un abuso de la misma puede vaciar de 
contenido el mismo concepto de fuerza. Así Filler postula dos criterios. El primero es 
que debe unificar fenómenos diversos, permitiéndonos ver qué tienen en común dichos 
fenómenos. El segundo es que debe tener una magnitud matemática específica precisa. 
Ambos criterios los cumple con creces la deriva. Pence (2016) busca otro camino, al ir 
directamente hacia la física para encontrar un fenómeno que se asemeje lo suficiente a 
la deriva y que pueda ser considerado una fuerza newtoniana. Pence afirma haberlo 
encontrado en el movimiento browniano, el movimiento fluctuante de las partículas en 
un líquido. El movimiento browniano se modela estocásticamente mediante la ecuación 
de Langevin, equivalente a la segunda ley de Newton. 
En el artículo analizo estas aproximaciones y aunque esta estrategia finalmente 
tiene éxito (esencialmente la de Pence), argumento que esta discusión pasa por alto el 
punto crucial en el debate entre causalistas y estadísticos: el estatus causal de la teoría 
evolutiva. Defiendo que parte de la discusión entre los causalistas y los estadísticos, 
lejos de mejorar nuestra comprensión de la estructura y causas de la teoría evolutiva, se 
ha centrado algunas veces en aspectos poco importantes o tangenciales –por ejemplo, la 
cantidad de páginas dedicadas a discutir sobre lanzamientos de monedas (Walsh et al. 
2002, Stephens 2004 y 2010, Pigliucci y Kaplan 2006, Walsh 2007, Otsuka et al. 2011, 
Sarkar 2011, Clatterbuck et al. 2013) y no sobre ejemplos biológicos– pero no aclarando 
necesariamente los elementos fundamentales: los modelos que conforman la teoría 
evolutiva, la historia de cómo se construyeron dichos modelos, y el uso que hacen de los 
mismos los investigadores. Siguiendo estos elementos fundamentales podremos mejorar 
nuestra comprensión de la estructura y causas de la teoría evolutiva. Es por ello que 
postulo que debiera encontrarse un camino intermedio o tercera vía, por así decir, que 
busca puntos en común entre las diferentes propuestas de los causalistas pero que a la 
vez explique el surgimiento de la analogía de fuerzas y su uso por parte de los biólogos 
evolutivos, e indique cómo ilumina la estructura de la teoría evolutiva. 
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4.5. La deriva como ley de estado cero 
Hay otra posibilidad para la deriva. El carácter especial de esta –siendo la única de 
las llamadas fuerzas evolutivas que carece de dirección y que es estocástica, mientras 
que el resto tienen dirección y son deterministas– puede deberse a que no estemos ante 
una fuerza más, sino que estemos ante el “estado por defecto” o, en términos 
newtonianos, la ley de fuerza cero (ZFL) de cualquier sistema evolutivo. Varios autores 
han explorado esta posibilidad. McShea y Brandon, han defendido el estatus especial o 
ZFL para la deriva en detrimento de la ley H-W (McShea y Brandon 2010; Brandon 
2006, 2010). Ellos postulan que la deriva, lejos de ser una fuerza especial que se 
introduce en la población, es el estado por defecto de las poblaciones y por tanto una 
ZFL, de la misma manera que la inercia es el estado por defecto de los cuerpos en la 
mecánica newtoniana.  
En una línea de argumentación similar, Sarkar (2011) va a situar a la deriva como 
ZFL. Sarkar elabora un modelo haploide con una población cerrada (no tiene 
migración) y que sigue las leyes mendelianas, en el que solo se van a tener en cuenta la 
selección, la mutación y la deriva. Sarkar llama la atención sobre que en ningún 
momento se ha mencionado la deriva en el modelo y, sin embargo, aparece en el mismo 
modelado a través del tamaño poblacional cuando éste es finito. De este modo, la 
selección y la mutación expresadas en el modelo serían causas del cambio evolutivo. La 
deriva, en cambio, no sería una causa del cambio evolutivo, sino una parte constitutiva 
del sistema. Nada causa que haya cambio donde se da un proceso de muestreo constante 
en las poblaciones finitas, es su estado por defecto y a al que se debe el carácter 
estocástico de los modelos en poblaciones finitas. 
En el artículo “The Principle of Stasis. Why drift is not a Zero-Cause Law” llevo a 
cabo mi propuesta de una tercera vía en la visión causal de la teoría evolutiva. En él 
analizo la teoría evolutiva como una teoría quasi-Newtoniana donde el elemento 
fundamental es establecer cuál es el comportamiento por defecto o Ley de Causa Cero 
(Zero-Cause Law) del sistema18. En estos últimos años algunos autores han postulado 
que dicho comportamiento por defecto lo ocuparía la deriva, siendo el cambio constante 
el estado normal de los sistemas evolutivos. Analizo esta propuesta y muestro que la 
deriva posee unas características (poder causal y explicativo) que no corresponden con 
las características de una Ley de Causa Cero. En cambio, propongo que el 
 
	
De este modo, muestro que la Zero-Force Law es un caso especial de la Zero-Cause Law. 
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comportamiento por defecto de los sistemas evolutivos es lo que he venido a llamar el 
Principio de Estasis (Principle of Stasis) que postula que si no hay ninguna causa 
evolutiva actuando en el sistema, éste se mantendrá sin cambios. Expongo cuáles son 
las principales características de dichas leyes de causa cero, y adopto el marco causal de 
considerar las causas como “hacedores de diferencias” (difference-makers).  
Las ventajas de dicho marco causal son múltiples. En primer lugar, elimina los 
problemas de extender el concepto de fuerza más allá de la mecánica clásica, en tanto 
que dicho marco causal no requiere que las causas tengan una dirección explícita y 
predecible, solo que creen una diferencia, por lo que la deriva puede seguir 
considerándose una causa evolutiva sin necesidad de lidiar con todas las propiedades de 
las fuerzas newtonianas. En segundo lugar, este marco causal engloba diferentes 
propuestas de la visión causal. La mayoría de autores ha seguido la representación 
intervencionista de la causalidad de Woodward (2003), mientras que otros han seguido 
una representación contrafactual, y otros una representación probabilística de la 
causalidad. Sostengo que la perspectiva que entiende las causas como elementos que 
provocan diferencias podría entenderse como una forma más general que englobe todas 
esas representaciones de la causalidad (intervencionista, contrafactual y probabilística). 
En tercer lugar, este marco causal es aplicable tanto a la teoría evolutiva como a la 
mecánica newtoniana, y nos muestra cuáles son sus semejanzas estructurales, divididas 
entre las condiciones constitutivas del sistema y los factores (causas) que alteran el 
comportamiento del sistema. Es decir, pienso que mi aproximación explica el uso de la 
interpretación de fuerzas. La analogía newtoniana es iluminadora porque revela la 
estructura causal de la teoría evolutiva. La teoría está construida a partir de una Ley de 
Causa Cero que estipula un comportamiento por defecto e introduce factores que alteran 
dicho comportamiento. Esa es la razón de por qué se formuló la analogía de fuerzas en 
el pasado y por qué continúa hoy en día en la literatura. De este modo, las tareas 
apuntadas en el primer artículo “Drift and evolutionary forces” (p. 408) quedan 
realizadas.  
5. CONCLUSIÓN 
La presente tesis se planteó como un análisis de la estructura de la teoría evolutiva 
entendiéndola como una teoría de fuerzas. Con el objetivo de poner de relieve hasta 
dónde esta interpretación podía ser correcta, se plantearon diferentes críticas y posibles 
soluciones. Esta estrategia, consistente en advertir dónde la analogía funcionaba y 
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dónde no, lo que nos permitió delimitarla y trazar un perfil preciso de su alcance. Es por 
ello posible que el lector de los artículos pueda tener la impresión de que mi posición 
oscila respecto a la interpretación de fuerzas –unas veces más crítica, otras más 
favorable. La propia elaboración de los artículos, dilatada en el tiempo, refleja, como 
queda evidenciado, parte de mi trayectoria respecto a la validez de la analogía. En un 
principio me mostraba muy favorable a ella y creía que las críticas eran, en general, 
superficiales y en cierto modo fáciles de contestar. Conforme iba reflexionando y 
escribiendo sobre el tema, me di cuenta que no era una tarea tan sencilla y que muchas 
cosas que yo daba por sentadas podían ser más dudosas de lo que parecían, e incluso 
erróneas. Es por ello que fue necesario elaborar un marco más amplio, una tercera vía, 
en la defensa de la visión causal de la teoría evolutiva. Esta tercera vía –una visión 
causal más amplia pero que recoge y explica el surgimiento de la interpretación de 
fuerzas– no se compromete con todas las afirmaciones de la interpretación de fuerzas, 
pero muestra sus logros y sus defectos. En términos biológicos, estamos ante un 
compromiso o trade-off: donde mejorar en un aspecto puede empeorar en otro. Como 
todo trade-off, para que sea viable las ventajas deben ser mayores que los 
inconvenientes. Por ello creo que, entendida de forma correcta, la interpretación de 
fuerzas, pasada por el tamiz de la tercera vía, nos ofrece una imagen correcta de la 
estructura de la teoría evolutiva.  
En mi opinión, que espero haber argumentado convincentemente en los artículos 
incluidos en el Apéndice, la estructura de la teoría evolutiva se compone, recordando a 
Sober, de: 
• Ley de estado cero. El Principio de Estasis.  
• Ley consecuencial. La ecuación de Price.  
• Leyes fuente. Estas serían las diferentes fuerzas evolutivas: selección natural, 
deriva, mutación, migración, etc.  
Cada una cumple el papel establecido. El Principio de Estasis nos dice cómo se 
comporta el sistema si ninguna fuerza o factor evolutivo actúa sobre las poblaciones. 
Dichas fuerzas evolutivas están englobadas en las leyes fuente. Respecto a la ley 
consecuencial, aunque los modelos de la genética de poblaciones han realizado 
tradicionalmente este papel, considero que la ecuación de Price es el candidato idóneo 
para el papel de ley consecuencial de la teoría evolutiva. La ecuación de Price unifica 
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los diferentes modelos simplificados elaborados a lo largo del siglo XX  y anima a los 
investigadores a encontrar nuevas formas de la misma para resolver nuevos problemas –
de forma similar a la función que hace la segunda ley de Newton en la mecánica clásica. 
Otro aspecto común importante es que ambas leyes consecuenciales permiten llegar a su 
propia ley de estado cero. En mecánica clásica, si no existe ninguna fuerza, "  , 
entonces el cuerpo se mantiene a velocidad constante, es decir, sigue la Ley de la 
Inercia. En la teoría evolutiva, si no existe ninguna fuerza o causa evolutiva, 
#$%     y    , entonces no habrá cambio en las frecuencias 
génicas, !  , siguiendo el Principio de Estasis. A su vez, dichas leyes 
consecuenciales permiten incorporar la interacción de las fuerzas, mostrando incluso 
casos de simulaciones de estados cero cuando se cancelan entre ellas. Sería el caso en 
mecánica clásica de dos fuerzas, " y "&, que actúan sobre el mismo cuerpo con igual 
magnitud y dirección pero sentido contrario. Es decir: "  "&  . En sistemas 
evolutivos lo encontraríamos, por ejemplo, con la interacción entre la mutación, 
 , y la selección #$%  , como en el caso de equilibrio mutación-selección, 
donde #$%       . 
Por último, y retomando lo dicho en la Introducción, la ecuación de Price podría 
jugar un papel fundamental a la hora de dilucidar cómo introducimos dentro de la 
estructura de la teoría evolutiva los nuevos fenómenos y/o mecanismos que los 
investigadores encuentran y encontraran: como nuevas dimensiones o como nuevos 
subconjuntos de las dimensiones ya existentes. En el artículo “Between the Seventeenth 
and Twenty-First Centuries.”, Moya y yo dejamos abierta la posibilidad de incluir la 
autoorganización como nueva dimensión explicativa del fenómeno evolutivo. Como 
expongo en el artículo “One equation to rule them all”, la ecuación de Price puede 
usarse como herramienta para modelar nuevos mecanismos que no se tuvieron en cuenta 
en la formación de la Síntesis Moderna. De este modo, varios investigadores han 
introducido mecanismos como herencia no genética (cultural, comportamental, 
epigenética), construcción de nicho, etc., bajo el paraguas de la ecuación de Price. Todo 
esto no ha supuesto la inclusión de nuevas dimensiones, sino más bien la ampliación de 
las dimensiones ya existentes; entonces ¿qué hacer con la autoorganización? Mi 
respuesta es bastante escéptica respecto a incluirla a través de la ecuación de Price. La 
autoorganización parece estar enraizada directamente dentro de las leyes y procesos 
físicos, por lo que su descripción debiera seguir el mismo marco. Si la autoorganización 
resultara ser importante para los procesos evolutivos, y esta no puede abarcarse 
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mediante fórmulas provenientes de la ecuación de Price, entonces parece que sería 
necesario incluirla como una nueva dimensión de la evolución. Sin embargo, y 
retomando los conceptos desarrollados en el artículo “The Principle of Stasis”, si la 
autoorganización no es más que otro proceso físico, enraizado en las leyes físicas, 
entonces podría ser considerado como un elemento de fondo, constitutivo, de los 
sistemas evolutivos. Es decir, jugaría un papel similar al que juegan las leyes físicas y 
químicas en la evolución: todo sistema evolutivo estaría sometido a ellas, pero los 
biólogos evolutivos estarían interesados en explicar, precisamente, aquellos elementos 
propios de la evolución.  
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ABSTRACT: This article analyzes the view of evolutionary theory as a theory of forces. The analogy with Newtonian me-
chanics has been challenged due to the alleged mismatch between drift and the other evolutionary forces. Since 
genetic drift has no direction several authors tried to protect its status as a force: denying its lack of directional-
ity, extending the notion of force and looking for a force in physics which also lacks of direction. I analyse these 
approaches, and although this strategy finally succeeds, this discussion overlooks the crucial point on the debate 
between causalists and statisticalists: the causal status of evolutionary theory.
Keywords: Evolutionary forces, causation in Biology, genetic drift, Newtonian analogies, Brownian motion.
RESUMEN: El presente artículo analiza la visión de la teoría evolutiva como una teoría de fuerzas. La analogía con la me-
cánica newtoniana se ha puesto en duda debido a las diferencias entre la deriva y el resto de fuerzas evolutivas. 
En tanto que la deriva genética no tiene dirección, varios autores han tratado de proteger su estatus de fuerza: 
negando su falta de direccionalidad, extendiendo la noción de fuerza y buscando una fuerza que también ca-
rezca de dirección en física. Analizo estas aproximaciones y aunque esta estrategia finalmente tiene éxito, ar-
gumento que esta discusión pasa por alto el punto crucial en el debate entre causalistas y estadísticos: el estatus 
causal de la teoría evolutiva.
Palabras clave: Fuerzas evolutivas, causalidad en Biología, deriva genética, analogías newtonianas, movimiento browniano.
1. Introduction
Textbooks and most of the evolutionary literature talk about evolutionary forces acting on 
a population. In that way, Gillespie says: “Population geneticists spend most of their time 
doing one of two things: describing the genetic structure of populations or theorizing on 
the evolutionary forces acting on populations” (2004, 1). Hartl and Clark reiterate: “there 
are many forces in population genetics that act in opposition to one another, and it is this 
tension that makes for interesting behaviour at the population level” (1997, 294). Simi-
larly, we can find chapters entitled “Interactions of Natural Selection with other evolu-
* Thanks to Valeriano Iranzo, Silvia Martínez, Andrés Moya, Elliott Sober, and two anonymous referees 
for useful comments on an earlier version of this paper. I also wish to thank Vicent Picó for providing 
me with insightful feedback on Newtonian mechanics and also on previous drafts of this paper.
1 This work was funded by the Generalitat Valenciana (Prometeo research program - reference: 
II/2014/065).
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tionary forces” (Templeton 2006, chap. 12) or the vector representation of different forces 
(Rice 2004, chap. 5). Supposedly, the analogy with Newtonian mechanics has been success-
ful in both mathematical modeling and the structuring of evolutionary theory. It was firstly 
proposed by Elliott Sober (1984) as follows: “In evolutionary theory, the forces of muta-
tion, migration, selection and drift constitute causes that propel a population through a se-
quence of gene frequencies. To identify the causes of the current state (…) requires describ-
ing which evolutionary forces impinged” (Sober 1984, 141)
Sober argues that evolutionary theory is a theory of forces because, in the same way 
that different forces of Newtonian mechanics cause changes in the movement of bodies, ev-
olutionary forces cause changes in gene and/or genotype frequencies. As a result, selection, 
drift, mutation and migration would be the main forces or causes of evolution2.
The force metaphor is intended to expose the causal structure of the evolutionary theory. 
This is what Maudlin (2004) calls “quasi-Newtonian” theories. These are characterized by 
shaping them in a similar form to Newtonian mechanics whose main axis is the adoption of a 
zero-force law which tells us how the system would behave if forces were not acting on it. The 
main purpose of building quasi-Newtonian theories is to identify the causes that affect a par-
ticular system.3 Thus, the first law of Newtonian mechanics functions to establish that a body 
continues in its state of rest, or of uniform motion in a straight line, unless it is compelled to 
change that state by forces impressed upon it. Evolutionary theory usually takes for granted 
the Hardy-Weinberg law (Sober 1984, Gillespie 2004, Templeton 2006) as its zero-force law 
counterpart. According to the Hardy-Weinberg law a diploid and ideal infinite population, 
where there is random mating (panmictic population) and whose individuals are viable and 
fertile, will remain or return to equilibrium (i.e. gene and genotype frequencies will remain 
stable) if no force acts on it, since Mendelian inheritance alone cannot change the allele fre-
quencies. Thus, both the law of inertia and the Hardy-Weinberg law, tell us how the system 
would behave if nothing disturbed it, assuring a neutral substrate where we can introduce 
forces. Table 1 makes a comparison between Newtonian mechanics and Evolutionary theory:
Table 1
Newtonian mechanics Evolutionary Theory
Forces as causes
Forces cause changes (or mainte-
nance) in bodies position
Natural selection, drift, mutation and 
migration are forces (causes) which 
change allele frequencies.




Vectorial combination Population Genetics provides mod-
els which represent the action of that 
forces and their combination
2 These vary in number, sometimes introducing other factors such as recombination, population struc-
ture, etc., but the four above are canonical. It is not my aim to elaborate a complete list here. 
3 It should be noticed that there are causal approaches to evolutionary theory which are not commit-
ted to the Newtonian analogy. See Millstein (2006), Reisman and Forber (2005), Rosenberg and Bou-
chard (2005), Brandon and Ramsey (2007), Gildenhuys (2009). For a new approach committed with 
the Newtonian analogy, although it deviates from the traditional view argued by Sober, see Brandon 
(2006), and McShea and Brandon (2010).
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Nevertheless, the appropriateness of the dynamical view, and particularly the Newtonian 
analogy, has been challenged in the last decade. Several authors (Walsh et al 2002, Matthen 
and Ariew 2002 and 2009, Pigliucci and Kaplan 2006) argued for a new view, the statistical 
view, where the evolutionary process and its parts (selection, drift, etc.) are mere statistical 
outcomes, inseparable each other. They would be pseudo-processes without causal power 
(as shadows on a wall). Thus, unlike Newtonian mechanics, it is not possible to separate the 
different forces which act upon populations. The so called evolutionary forces should be con-
ceptualized as statistical population-level tendencies, abandoning any causal role for them. 
In other words, they would be simple mathematical aggregates of individual-level events 
(births, deaths and reproduction). Table 2 summarizes both views:
Table 2
Dynamical View Statistical View
Forces as causes Evolutionary forces are pseudo-processes or out-
comes
Zero-force law: Hardy-Weinberg law There is no zero-force law
Models of combination and resolution of forces Evolutionary forces cannot being combined
I think that most of these attacks to the dynamical view have been positively answered 
(Abrams 2007; Stephens 2004, 2010; Brandon and Ramsey 2007; Millstein et al. 2009; 
Hitchcock and Velasco 2014; Sarkar 2011) so, I will not go into details about them. Rather 
I will focus on genetic drift, an evolutionary force less similar to the others which has cre-
ated the greatest problems to the force interpretation. I analyse three options in order to 
save drift’s status as a force. I argue that only one of them succeeds. I claim, however, that 
the discussion around the force-talk have lost sight of what is the crucial point on the de-
bate between causalists and statisticalists, that is, the causal status of evolutionary theory.
The structure of the paper is as follows. Section 2 analyses the different definitions and 
properties of drift. Section 3 explores the lack of directionality of drift and how some au-
thors have attempted to mitigate this problem in order to maintain the forces analogy. Sec-
tion 4 is devoted to conclusions.
2. Drift: Definitions and Properties
Definitions of drift in evolutionary literature are ambiguous. Sometimes drift is defined as 
a process or cause that produce random fluctuations: “One of the most important random 
processes in evolution is random fluctuation in the frequencies of alleles or haplotypes ow-
ing to “sampling error”: the process of random genetic drift” (Futuyma 2013, 258). But 
other times drift is defined as an outcome by equating it to the random fluctuations them-
selves: “The term random genetic drift (or just genetic drift) refers to fluctuations in allele 
frequency which occur by chance, particularly in small subpopulations, as a result of sam-
pling process” (Conner and Hartl 2004, 52).
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Among philosophers, Millstein defines drift as “an indiscriminate sampling process, in 
which physical differences between organisms are causally irrelevant to differences in their 
reproductive success” (Millstein 2002, 37). A more detailed definition is suggested by Gild-
enhuys: “‘Drift’ is used to refer to causal influences over a population with variant members 
of different types, causes that have three features: they are non-interactive, non-pervasive, 
and indiscriminate causes” (Gildenhuys 2009, 522)4. These definitions are variations on 
the same idea, that is, drift causes changes in allele or trait frequencies in a population no 
matter what kind of differences exists among individuals –in contrast, specific variation 
is crucial for natural selection in order to work upon a population. This characteristic is 
stressed by Millstein and Gildenhuys when they said that drift is indiscriminate.
The issues around the definition of drift, nevertheless, are harmless as long as biologists 
and philosophers aforementioned (i.e. those who consider drift a cause of evolution) refer 
to a process that produces a concrete effect5, and there is no ambiguity in the mathemati-
cal apparatus used to model drift. The basic model is the Wright-Fisher model (Gillespie 
2004), a binomial sampling process in a diploid population in which a new generation is 




























The transition matrix is determined only by the initial allele frequencies and the popula-
tion size N. This explains why drift usually is compared with tossing a coin (Templeton 
2006) or sampling balls from an urn (Brandon 2005). If you have a fair coin and you toss 
it ten times, the most likely expected outcome is 5 heads and 5 tails; but it would not be 
surprising that you get 6 heads and 4 tails or 7 heads and 3 tails. Increasing the number of 
tosses will approximate the frequencies obtained to the expected outcome. The magnitude 
of this sampling error is inversely proportional to sample size, i.e. the smaller the popula-
tion the bigger the deviation from the expected outcome. As you increase the population 
4 More specifically: “They are (i) non-interactive insofar as they have the same sort of causal influence on 
the reproduction of individuals of each type in the population (most are deadly for individuals of all 
types); (ii) non-pervasive insofar as they affect only some population members in any given generation 
or time slice; and (iii) indiscriminate insofar as they are just as likely to affect one population member 
as any other population member, regardless of what variant types they are” (Gildenhuys 2009, 522).
5 There is some philosophical debate concerning whether drift is conceptualized as a process (Millstein 
2005) or a product (Brandon 2005), in other words, as a cause or an effect. Nevertheless biologists 
conceptualize drift as a causal influence on population dynamics and here I am just referring to phi-
losophers who consider drift as a cause. Even Brandon (2006), and also McShea and Brandon (2010), 
consider drift as a cause of evolution despite being, in their terms, an effect (see Gildenhuys (2009) for 
a discussion on the process-product/cause-effect ambiguity of drift). Thanks to a referee for drawing 
my attention to this point.
6 The model takes for granted some assumptions: there are non-overlapping generations; the population 
size is constant; there is no selection, mutation or migration; adults make an infinite number of gam-
etes and every parent contributes equally to the gamete pool; all members breed; all members mate ran-
domly. 
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size deviations become smaller, decreasing the fluctuations across generations. That is why 
drift is usually linked to population size (Reisman and Forber 2005) and introduced in our 
mathematical models through its different versions –the population size N or, in more re-
alistic models, the effective population size Ne and the variance effective population size Nev 
(Rice 2004)7.
The main features of drift can be summarized as follows (Templeton 2006, 87-88):
— Drift has no direction. If we simulate a large number of identical populations, the 
overall allele frequency remains equal. Genetic drift is a non-directional process 
“since the expected change at every point is zero” (Rice 2004, 131). Correlated with 
this, we cannot predict the direction of change. Drift is a random walk.
— Evolutionary change via drift accumulates with time. Drift, as a Markov process, is 
determined by its actual state, but not by its previous history, deviating from the in-
itial conditions as generation time increases.
— Drift causes the loss of genetic variability within a population. As generations pass, 
drift changes allele frequencies until one allele is fixed or lost. As a random walk, 
drift goes somewhere and these places are called “absorbing boundaries”. Once the 
process has reached such a state, it will stay there forever (barring reintroduction via 
mutation or migration).
— Drift causes an increase of genetic differences between populations. If we simulate a 
large number of identical populations, they will deviate not only from the ancestral 
condition but also from each other.
For our interest, the most important feature is the first one: the lack of directionality. So, 
the forces analogy seems to face a big problem when it deals with genetic drift. Directional-
ity seems an essential property for Newtonian forces. However, although we can specify a 
magnitude to genetic drift —as aforementioned, the population size N, the effective popu-
lation size Ne and the variance effective population size Nev (but it should be noticed foot-
note 7)— we cannot assign a direction to it. Nevertheless, several authors still think that 
drift is an evolutionary force inasmuch as it is an essential causal factor in evolutionary phe-
nomena. The next section is devoted to exploring such proposals.
3. Drift as a Force
3.1. Stephens’ approach
Contrary to the commonest view among population geneticists about drift’s lack of di-
rectionality, Stephens (2004 and 2010) argues that “Drift does have a direction –it serves 
7 Clatterbuck (2015) points out other models of drift (Eldon-Wakely model, Canning models, etc., 
see Der et al. 2011 for a technical purview) that have the same characteristics than the Wright-Fisher 
model, but differ from it in their higher moments (skew, heavy-tailedness, etc.). So, if we intervene in 
these higher moments we can change the evolutionary outcomes. This undermines the statisticalists’ 
view that drift is only a mathematical relationship, because concrete biological properties are crucial in 
order to model drift processes accurately. That is, mathematical models on their own do not exhaust 
the ontological status of drift (Millstein et al. 2009). 
402 Víctor J. Luque
Theoria 31/3 (2016): 397-410
to eliminate heterozygosity” (Stephens 2004, p. 563). We saw in section 2 that drift may 
cause the loss of genetic variability within a population. The consequence of this is that a 
population under drift will become homozygous at a locus. Stephens claims that “march to 
homozygosity” supports the claim that drift has a direction, even though it does not have 
direction with respect to allelic frequencies. We can see that Stephens is focused on change 
in genotype frequencies rather than in allelic ones. Brandon (2006) replies to Stephens that 
this is a false directionality. It cannot be specified since it does not say which genotype will 
increase or decrease: “In physics that would be like saying that a 20-Newtons force is acting 
on an object A. Such statement either make no sense (the magnitude, but not direction has 
been specified) or is incomplete (oops, I meant a 20-Newton downward force)” (Brandon 
2006, 325). Nonetheless, despite Brandon’s critique, Stephens keeps maintaining drift’s di-
rectionality in terms of variation: “there is an important sense in which drift does have a di-
rection. Drift tends to remove variation from natural populations” (Stephens 2010, 721).
Keeping in mind Brandon’s critique, this position is problematic because when direc-
tion for natural selection, mutation and migration, is presented, it is not in terms of ho-
mozygosity and heterozygosity. It is true that all textbooks talk about how different evolu-
tionary forces affect variation (and variation is usually measured in terms of the amount of 
heterozygosity present in a population8), but not in terms of directionality. There is only 
one book —as far as I know— that could be interpreted as making that leap, A Premier 
of Ecological Genetics (2004) by Jeffrey Conner and Daniel Hartl, where they show the ef-
fects on genetic variation of the four evolutionary forces that change allele frequency. The 
authors use two levels of variation: variation within subpopulations, and variation among 
subpopulations9. The former is measured by the amount of heterozygosity (HI), whereas 
the latter is measured by the fixation index or F-statistics (FST). The authors summarize all 
this in the following table:







Gene flow (migration) ? ?
Drift ? ?
Selection ?? ??
Up arrows (?) indicate an increase in variation; down arrows (?) indicate a decrease in variation; dual arrows 
(??) indicate both an increase and a decrease in variation
8 Other measures are the proportion of polymorphic loci, and the number of different alleles at the locus 
(Charlesworth and Charlesworth 2010).
9 Subpopulations are local populations connected each other by gene flow (migration), creating a meta-
population.
Theoria 31/3 (2016): 397-410
 Drift and Evolutionary Forces: Scrutinizing the Newtonian Analogy 403
For the sake of Stephens’ argument, let’s read table 3 in terms of directionality following 
the arrows. Mutation tends to increase variation within subpopulations, and also tends to 
increase variation among subpopulations. Migration tends to increase variation within sub-
populations, but tends to decrease variation among subpopulations. Drift works exactly 
in the opposite way, decreasing variation within subpopulations and increasing variation 
among subpopulations. So, it seems that Stephens has found a direction for genetic drift 
—even though drift does not have direction by definition— at two different levels of varia-
tion: drift tends to eliminate heterozygosity (decrease in variation) within subpopulations, 
and also tends to increase variation among subpopulations. However, if we look at the row 
where selection is located, we notice that there are two arrows with different direction in 
each column. Selection within subpopulations may increase or decrease variation, and se-
lection among subpopulations may increase or decrease variation too. That is, selection 
may decrease, but also increase variation at both levels. Taking all of this into account, what 
kind of directionality can we assign to natural selection? The answer is ‘none’. Selection can 
increase or decrease variation, so there is no clear tendency. If we locate directionality at the 
level of variation, as Stephens claims, we could assign directionality to drift but then selec-
tion loses its directionality.
In the debate about evolutionary forces, directionality of natural selection was undis-
puted; it seemed obvious. But now directionality, at this variation level, is absent. That is 
the dilemma that Stephens has to face: attributing directionality to genetic drift and losing 
it for selection, or maintaining selection’s directionality but then drift’s directionality dis-
appears10.
3.2. Filler’s approach
Despite that genetic drift lacks a direction, Filler (2009) is in favour of maintaining the 
force-talk although he is aware that abuse of it could turn the concept of force into an all-
encompassing concept with no real explanatory value. Newtonian mechanics uses vector 
representation to describe the forces which occur in space and time. Likewise, evolution-
ary theory uses the evolutionary space —represented by a genotypic space, phenotypic, 
etc.— to represent the evolutionary dynamics of a given population. But we can imagine 
an admirer of Molière who would explain the sleep-inducing properties of opium as a re-
sult of its dormitive virtue. Thus, the admirer could create a fatigue-space where opium has 
a direction, pushing it up to the top of the fatigue-space, due to its dormitive power. This 
is not an explanation of the efficient cause of why opium is sleep-inducing, but an explana-
tion devoid of content. Shortly, there is a real danger of trivializing the concept of force and 
its representation unless further constraints were specified. Therefore, Filler postulates two 
criteria. Firstly, the concept must unify diverse phenomena, allowing us to see what they all 
have in common. Secondly, it must have a mathematical specific magnitude. If these crite-
10 Another criticism is that the force interpretation is usually related with adaptive landscapes (Pigliucci 
and Kaplan 2006, Pence 2016). Adaptive landscapes are usually presented as a diagram with one or two 
axes representing the mean fitness of a population and the frequencies of certain alleles. Thus, in this 
picture we found hills and valleys, and populations go through the surface, reaching adaptive peaks or 
falling into valleys. Nevertheless, heterozygosity does not appear on adaptive landscapes, and is not easy 
to see how somebody could build an adaptive landscape based on the claim “toward homozigosity”.
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ria were not enough to cast aside the dormitive virtue of our force-talk definitely, at least 
the existence of a continuum of forces could be established which allows us to distinguish 
forces which have great explanatory strength (greater mathematical precision and unifying 
power) from those which are really poor explanations (for instance, the dormitive virtue). 
In this continuum, although drift does not exhibit specific directionality, in contrast to 
the other evolutionary forces, it carries out both the previous requirements, so it would be 
closer, in that continuum, to the rest of evolutionary forces than to dormitive virtue.
Nevertheless, Filler’s approach is not completely convincing. Filler assumes that genetic 
drift possesses the two features that any force must accomplish in order to be a force (uni-
fying power and mathematical specifiability), but never gives an explicit example. This is 
strange since one might say that drift fulfils both criteria to the extent that it unifies diverse 
phenomena (founder effects, Wright effect, Hedgecock effect, etc.) and has a precise math-
ematical magnitude (the population size N, the effective population size Ne or the variance 
effective population size Nev). At the same time, Filler’s continuum of forces does not spec-
ify where drift should exactly be located. He just claims that drift is closer to the other evo-
lutionary forces than to other forces like the dormitive virtue.
Mostly important, it is not clear why the problem of directionality disappears. Filler 
defends that claims like a “population under genetic drift can reduce the allelic variability 
in it and, eventually, one type will be fixed in the population” (or in other words, genetic 
drift leads diploid populations to homozygosity), are not empty. However, no one defends 
that that is an empty claim. Of course drift affects variation in natural populations. This 
shows that drift has a causal role but not necessarily a direction. As a random walk, the next 
state of any type in a population under genetic drift is determined by its actual state but not 
by its previous history —that’s why we can model drift as a Markov process— and so the 
type has the same probability of increasing or decreasing. Filler is ambiguous about accept-
ing “toward homozigosity” as a legitimate directionality. He admits that talk about popu-
lation secondary properties as homozigosity and heterozigosity is a weaker claim than talk 
about specific genotypes, but in some cases it may count as a direction (see section 3.1. for 
a reply). Nevertheless, this is an unstable position because Filler develops the two criteria 
(mathematical precision and unifying power) and “the continuum of forces” in order to 
overcome drift’s lack of directionality. If there is a clear directionality for drift, why stress-
ing mathematical precision and unifying power as the key criteria for being a force? Again, 
drift has no direction by definition (see above section 2).
The lack of directionality turns drift into a problem for the defenders of force-talk and 
brings about a mismatch between forces in evolutionary theory and in Newtonian mechan-
ics (Hitchcock and Velasco 2014). In addition, it is really questionable that we can extend the 
term “force”, in a Newtonian sense, beyond classical mechanics since it is connected to notions 
like masses, accelerations and the second law of motion (I will discuss this in section 3.3). Sum-
ming up, Filler’s criteria are not enough precise to univocally classify something as a “force” 
and, consequently, they do not avoid the risk of an excessively loose use of the concept.
3.3. Pence’s approach
As Pence (2016) recognizes, there is a real danger to be facing an ad hoc argument in or-
der to fit drift in the force-talk, because Filler never confronts his criteria with drift or any 
other evolutionary force. Pence is aware of these problems and develops a new strategy.
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Are any phenomena in physics similar to those brought about by drift which could be 
considered as a Newtonian force? Pence maintains that such a phenomenon is Brownian 
motion11 which is the random motion of particles suspended in a fluid resulting from their 
collision with the atoms or molecules of that fluid. Brownian motion is stochastically mod-







where x represents the location of the particle within the fluid, m is its mass, –6πμa char-
acterises the damping coefficient (fluid viscosity that slows the movement of the particles), 
and X denotes a random “noise term” which describes the effect of the collisions between 




dt 2  
which represents second space derivative respect to time twice. Thus, the left
 
side of the equation can be rewritten as ma, and following Newton’s second law of motion, 




+X . In other words,
 
we have found a physical phenomenon, Brownian motion, represented by an equation with 
an explicit force formulation.
Nevertheless, such phenomenon lacks a precise directionality on account of the sto-
chasticity produced by the noise term X. The analogous elements between Brownian mo-
tion and genetic drift are clear. Brownian motion can be combined with gravity to pre-
dict, with a margin of error, the vertical distribution of particles. In the same way, drift can 
be combined with the rest of evolutionary forces to predict probabilistically, with a mar-
gin of error, the evolution of a given population12. One of Pence’s main sources is Lemons 
and Gythiel (1997), the first English translation of Langevin’s 1908 work. In the introduc-
tion, Lemons claims: “Langevin applied Newton’s second law to a representative Brown-
ian particle. In this way Langevin invented the ‘‘F=ma’’ of stochastic physics now called the 
‘‘Langevin equation.’’ (…) In particular, Langevin introduced a stochastic force (his expres-
sion actually is ‘‘complementary force’’) pushing the Brownian particle around in velocity 
space” (Lemons 1997, 1079). Stochastic or random force is a concept which is not found in 
Newton’s work. Newton exposes the parallelogram law and defines forces as vector quanti-
ties with magnitude and direction. A stochastic force lacks of directionality so it cannot be 
represented as a vector. Newton’s world is a deterministic one; there is no place for proba-
bilities and random variables. Nevertheless, the concept of force and physicists language has 
changed since Newton’s age. Today is not unusual to find “stochastic force” or “random 
force” in the physics literature (see, for instance, Fuchs 2013, Huang 2010, Schuss 2010).
11 This comparison between genetic drift and Brownian motion also appears in Futuyma (2013, 330).
12 For instance, the probability of fixation of a favourable allele due to the interaction of selection and 
drift comes from the equation
 
u=1!e
!2 Ne! /N( )s
1!e!4Ns , where Nev is the variance effective size, N is the popula-
tion size, and s is the selection coefficient (Templeton 2006, 381).
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A reply to Pence’s claim could be: it is hard to believe that physicists really consider 
that the Brownian motion is caused by a force, in a Newtonian sense, or that it is a force in 
itself precisely because it is a standard example in statistical physics. Rather, the equation 
does not include a detailed description of the single force acting on each point —that is be-
cause the term “noise” X is necessary—, so it is not possible to describe the motion of a par-
ticle individually and deterministically in classical terms. The left side of the equation, far 
from being a force, is just the acceleration of a particle multiplied by its mass. The first term 
of the equation’s right side is a force, a friction force, and its direction is opposite to mo-
tion; the second term is a term whose magnitude and direction are unknown, usually called 
“random force” for convenience.
In short, the argument would say that the noise term encompasses all the interactions 
between the Brownian particle and fluid atoms or molecules, but is not itself a force. Nev-
ertheless, this is similar to that we find when we talk about friction forces. A friction force 
occurs at the interface of two rough surfaces (for instance, a block and a ramp), and fric-
tion coefficients will depend on their materials. But friction emerges from the aggregate 
behaviour of the components of these materials (atoms, etc.). Friction is a bona fide New-
tonian force (Goldstein et al. 2000, Radi and Rasmussen 2013), but it is the result of differ-
ent forces acting at lower level (essentially electromagnetic interactions and Pauli’s exclu-
sion principle). It could be said that we get the same picture in Langevin’s equation, where 
Brownian motion is produced by forces which sum up micro-level interactions. There is a 
particle which is bombarded by fluid molecules in its surrounding, bumping it to different 
directions. Langevin’s equation represents this as a complementary or random force. When 
the particle is moving it faces more energetic collisions in the direction it moves, and slows 
down (Fuchs 2013). Langevin’s equation represents this as a frictional force. As Huang 
says (2010, 183): “The total force that the medium is exerting on the particle is split in 
two [a random force and a frictional force]. These forces represent different aspects of in-
teractions with the medium, one representing fluctuation, the other dissipation”. In other 
words, there is a total force that emerges from collisions between the Brownian particle and 
the fluid molecules (the medium). If we accept that friction is a Newtonian force in situa-
tions like the block and the ramp, then it is hard to deny that the Brownian particle is un-
der the influence of a total (random) force exerted by the medium (where one component 
force is friction indeed)13.
I think it is clear that Brownian motion is not a force, and Pence is wrong when he uses 
this term. Brownian motion —like circular motion, simple harmonic motion, and so on— 
is an outcome or effect produced by forces (a frictional force and a random force) but it is 
not a force itself. I propose to call Langevin force (following Mahnke et al. 2009) to this to-
tal (random) force that acts on Brownian particles14.
13 Pence quotes an endorsement of this sort of argument by statisticalists: “The expectation for the tra-
jectory of the feather is generated by summing those forces known to be acting on the feather. The 
feather is affected not only by the force of gravity but also by attractive forces from other bodies, elec-
tromagnetic forces, forces imparted by random movements of the air molecules, etc.” (Walsh et al. 2002, 
454, emph. added).
14 The stochastic part in the Langevin’s equation it is also called Brownian force (Kim and Zydney 2004). 
Maybe this explains why Pence calls force to Brownian motion.
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There is an interesting connection between Pence’s article and Hitchcock and Velasco 
(2014), where the aim is to clarify the heterogeneity nature of Newtonian forces. Thus, in 
the same way that Pence presents an especial kind of Newtonian forces (a stochastic force), 
Hitchcock and Velasco show that there is heterogeneity among Newtonian forces, where 
not all of them share the same features. In this way, statisticalists’ criticism on the forces 
analogy is based on a misconception: they do not realize about this heterogeneity. Statis-
ticalists think that all Newtonian forces are such as gravity or electrostatic forces, and that 
all evolutionary forces are such as natural selection or genetic drift. Some of the main argu-
ments against the analogy15 rest on this misconception indeed. When we think about New-
tonian forces, gravity probably is the first force that comes to mind, and perhaps electro-
static forces are also considered. Nevertheless, even these canonical forces, in Hitchcock and 
Velasco terminology, satisfy many but not all the criteria established by the advocates of the 
statistical view16 (see Hitchcock and Velasco 2014 for details). In this line, other Newto-
nian forces such as friction forces or spring forces, i.e. non-canonical forces in Hitchcock and 
Velasco terminology, hardly satisfy some of these criteria. The debate about the analogy 
of forces is fueled because of this overlooked heterogeneity. In fact, canonical evolution-
ary forces such as natural selection are more closely analogous to non-canonical Newto-
nian forces such as elastic and friction forces. On the other hand, mutation and migration 
are more similar to canonical forces such as gravity or electrostatic forces. “Thus the anal-
ogy between forces in evolutionary theory and Newtonian mechanics exhibits a kind of 
mismatch, where the canonical forces of one theory are not matched up with the canoni-
cal forces of the other.” (Hichcock and Velasco 2014, 51). In the same line, Pence’s work 
presents another non-canonical Newtonian force, a stochastic or random force, partially 
undermining the criticism raised by statisticalists.
If the debate is simply a terminological one, then it seems that Pence has a counterexam-
ple for people who deny the word “force” to genetic drift. However, this victory is not clearly 
relevant if we intend a clarification of the structure of evolutionary theory and its concepts. 
Filler explicitly intends to create a broader concept of force, while Stephens and Pence are 
dealing with a semantic issue (solving the directionality problem and not extending the con-
cept of force beyond classical mechanics). Stephens (2004) establishes that natural selection, 
drift, and so on are causes of evolution (being “force” just another way to call them causes); 
and this seems quite clear too in Pence’s previous paper title (“It’s Okay to Call Genetic Drift 
a ‘Force’”) despite Pence’s sympathy for Filler’s attempt to develop a broader concept of force.
Having said this, however, on my view the debate has largely deviated from the origi-
nal point. There are no evolutionary biologists who would claim that evolutionary forces 
are, strictly speaking, forces like Newtonian ones. First of all, a force in a Newtonian sense 
15 Hitchcock and Velasco summarize all this in four arguments: Isolability (forces can act in isolation), 
Source Laws (these describe the circumstances that produce forces), Composition of forces (Newto-
nian forces have an addition law to combine them) and Tertium Quid (Newtonian forces are causes 
that appear in a causal chain).
16 For example, gravitational force is not a tertium quid in a causal chain because it “comes into existence 
simultaneously with the appearance of the massive objects; so, if causes must precede their effects, we 
shouldn’t view the relation as causal” (Sober 1984, 50, footnote 38). Hitchcock and Velasco (2014, 
69-74) strengthen this position showing that this tertium quid criteria for gravity fails Woodward’s 
manipulability test of causation.
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is something that produces the change of motion of a mass and is calculated through the 
second law of motion, but in evolutionary biology we are not dealing with masses and 
it is not used the second law (Endler 1986, Sarkar 2011; for another approach see Lu-
que 2016b). Sober was aware about this, claiming that any causal theory must discover its 
own way to combine the causes that it describes (see Sober 1984, 31-32), to solve its com-
positional problems. Furthermore, Sober postulated the force interpretation because he 
wanted to emphasize the causal role played by different evolutionary factors17. But a the-
ory can be a causal theory without resorting to forces. However, statisticalists built their 
argumentation focusing on the forces analogy in order to attack evolutionary theory as 
a causal theory. Again, to show that evolutionary forces are not forces do not undermine 
them as causes (Millstein 2006, Brandon and Ramsey 2007).
4. Conclusion
The view of evolutionary theory as a theory of forces has been challenged due to the mis-
match between drift and the other evolutionary forces. On account of genetic drift and 
its lack of direction, several authors tried to protect its status as a force. Denying its lack 
of directionality is one option. Extending the notion of force and looking for a force in 
physics which also lacks of direction is an alternative strategy. I tried to argue firstly that: 
(i) Stephens has to face a crucial dilemma in order to accept some kind of directionality for 
drift; and (ii) Filler’s attempt to extend the concept of force is not fully convincing since it 
is exposed dangerously to be an ad hoc argument. Then we found a new move, i.e., appeal-
ing to a random force in physics in order to keep alive the analogy (Pence). Supposedly, 
then, there is no problem after all in considering drift as a force.
However, this is not very rewarding provided that we are interested in a clarification 
of the structure of evolutionary theory and its concepts. My impression is that the debate 
on the force interpretation in the last decade has improved our understanding of Newto-
nian mechanics, but not necessarily our understanding of evolutionary theory. Hitchcock 
and Velasco’s article is a very good example of this (distinct kinds of forces, etc.). The back-
ground of the debate was the causal structure of evolutionary theory but since then some 
causal approaches have been developed without appealing to the force interpretation (see 
footnote 3). It must be acknowledged, nevertheless, that the forces analogy seems to cap-
ture something important. That is the reason for the extended use of the force-talk among 
biologists and the primacy of the force interpretation among philosophers for the last three 
decades. However, it is highly desirable a unifying approach to all causal arguments which 
could explain what exactly the force interpretation captures. That could be a third way in 
the causalist stance on evolutionary theory (Luque 2016a).
17 Sober was indeed very careful regarding genetic drift: “I have chosen to describe random genetic drift 
as a ‘force’ of evolution to emphasize the causal role it plays. Nothing much hangs on this terminology, 
however. In any case, it is clear that drift is a very different kind of force from its deterministic counter-
parts (…) If drift is an evolutionary force, it is a force of a different color” (Sober 1984, 117).
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Abstract This paper provides a philosophical analysis of the Price equation and its
role in evolutionary theory. Traditional models in population genetics postulate
simplifying assumptions in order to make the models mathematically tractable. On
the contrary, the Price equation implies a very specific way of theorizing, starting
with assumptions that we think are true and then deriving from them the mathe-
matical rules of the system. I argue that the Price equation is a generalization-
sketch, whose main purpose is to provide a unifying framework for researchers,
helping them to develop specific models. The Price equation plays this role because,
like other scientific principles, shows features as abstractness, unification and
invariance. By underwriting this special role for the Price equation some recent
disputes about it could be diverted.
Keywords Price equation  Generalization-sketch  Abstractness  Unification 
Invariance
Introduction
The Price equation, first presented by George Price at the beginning of the 1970 s, is
one of the key equations in evolutionary theory. Price believed that he had found an
equation so special that it could describe any evolutionary situation and any
evolutionary problem—in other words, Price developed an abstract way of
theorizing and thinking about evolution. Nevertheless, this equation has been
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involved in a great dispute the last decade due to its special nature, after a long
period of oblivion when it was used by very few researchers. Some authors (van
Veelen 2005; van Veelen et al. 2012; Nowak and Highfield 2011) claim that Price’s
equation is not more than an identity and, therefore, is not even a model, so that its
scope and power should be significantly reduced. On the other hand, a large number
of researchers have been using the Price equation in their theoretical and empirical
work, developing models and analysing empirical data through it. In this paper, I
offer a philosophical analysis of the ongoing controversy on the interpretation and
significance of the Price equation. I argue that critics are right when they claim that
the Price equation is not a model on its own. But at the same time, defenders of the
Price equation are right when they use it in their research. I argue that this special
character of the Price equation is due to what Thomas Kuhn (1970) called a
‘‘generalization-sketch’’.1
I follow a particular view in order to shed light on Price’s equation and, in general,
on theoretical biology work. This view is based on comparing physicists and
biologists’ methodologies, analysing their tasks and goals, and trying to find out a
common ground. Some advantages of this methodology are quite obvious. Physics is
the most advanced science from a theoretical point of view—in terms of abstractness
andmathematization—so trying to find help and/or inspiration on it seems reasonable.
Actually, the architects of the Modern Synthesis conceptualize their own theoretical
work influenced by how physicists work. Fisher (1930) stressed the dynamics of gene
frequencies and how different forces might change these frequencies. Fisher also
likened his ‘‘Fundamental theorem of natural selection’’ to the second law of
thermodynamics. Sewall Wright introduced diffusion theory in the study of
population dynamics which basic equation—Kolmogorov forward equation—is a
general form of the Fokker-Plank equation in physics (Rice 2004). In addition, the
main example of a generalization-sketch by Kuhn, as we will see in ‘‘The Price
equation as a generalization-sketch’’ section, is Newton’s second law of motion. So,
our comparatives will be focused on seminal and central equations in physics such a
Newton’s second law. Needless to say, this approach is not ‘‘physics envy’’ neither
obligates a perfect isomorphism between physics and biology. Rather this approach is
a methodological pathway that has been fruitful in the past and I think it still is. The
goal of this paper is to approach to the Price equation in two ways: descriptive and
prescriptive. First, I show how the Price equation has been used by researchers from
the past until our days. This is a descriptive task. After, I argue that researchers, in
general, should adopt the Price equation in their investigations and this use will be
rewarded. This is clearly a prescriptive claim.
The structure of the paper is as follows. ‘‘Population genetics and diffusion
theory’’ section explores the traditional way of theorizing in population genetics and
the use of diffusion theory. ‘‘The Price equation’’ section introduces the Price
equation and its different expressions. ‘‘Abstractness and unification’’ and
‘‘Invariance’’ sections explain the key concepts it contains: abstractness, unifying
power, and invariance. ‘‘The Price equation as a generalization-sketch’’ section




develops the idea of interpreting the Price equation as a generalization-sketch, its
key features, and gives some examples. ‘‘Critical views on the Price equation’’
section analyses some critiques on the Price equation and how understanding the
Price equation as a generalization-sketch helps to overcome these critiques.
‘‘Conclusion’’ section concludes.
Population genetics and diffusion theory
Population genetics studies the genetic structure of populations and the causal
factors, i.e. evolutionary forces, which act on populations changing allele and/or
genotype frequencies (Gillespie 2004). Population genetics textbooks usually start
formulating the Hardy–Weinberg law: a diploid and ideal infinite population, where
there is random mating (panmictic population) and whose individuals are viable and
fertile, will remain or return to equilibrium (i.e. allele and genotype frequencies will
remain stable) if no force acts on it. In other words, the Hardy–Weinberg law
assumes: random mating, discrete generations, no mutation, no migration, no
random genetic drift, and no natural selection. Its simplest formulation says that for
one locus with two alleles, A and a, with frequencies p and q respectively, the
frequencies for the three genotype (AA, Aa and aa) are p2, 2pq and q2 respectively.2
Therefore relaxing these assumptions we can elaborate dynamic models in order to
predict the allele frequencies provided that one or more evolutionary forces are
acting on populations. For differences in fitness—natural selection—one of the
simplest examples is one locus with two alleles, A and a, with frequency p and q
(respectively), non-overlapping generations, and with constant genotypic fitnesses
wAA, wAa, waa. The model deals with viability selection, where w is the average
probability of survival from zygote to reproductive age. Assuming Hardy–Weinberg




where w is the mean population fitness wAAp
2 þ wAa2pqþ waaq2ð Þ. The expected
change in the frequency of A is






We can reduce the portion of the brackets as




where w is the marginal fitness of allele A, i.e., a measure of its average fitness,
taking into account the frequencies of the other alleles present in the genotypes in
which A is present (Charlesworth and Charlesworth 2010).
2 The allele and genotype frequencies must add to 1, respectively: p ? q = 1, and p2 ? 2pq ? q2 = 1.
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In the same way, if we relax the infinite population size assumption postulating a
finite population we can include drift. The basic model is the Wright-Fisher model
(Gillespie 2004), a binomial sampling process in a diploid population in which a
new generation is formed as a sample of 2N alleles.3 The transition matrix for i









And the variance in frequency p0ð Þ is:
Var p0ð Þ ¼ pq
2N
Thus, we might continue relaxing some other assumptions in the Hardy–
Weinberg law, including mutation, migration, etc. The difficulties arise when we
want to see how different evolutionary forces interact together upon a population.
As far as we introduce more interacting forces, the complexity of the model
increases, turning their mathematics less tractable. The basic problem is that we are
dealing with deterministic processes as selection, migration, mutation and
recombination, and also with stochastic processes like drift (here I follow Rice
2004). The consequence is that we cannot calculate with certainty the changes in a
particular population, but only the probability distribution of populations. In order to
do this we need, instead of using a discrete time model (like Wright-Fisher model),
a continuous time model (continuous allele-frequency approximation). The
appropriate method is, then, diffusion theory that allows us to combine deterministic
and stochastic processes. Diffusion equations, used originally in physics to describe
the behaviour of molecules diffusing by random motion (Charlesworth and
Charlesworth 2010), allow us to determine the change in the density probability
using the mean and the variance of change in the allele frequency per generation. In
order to make the model mathematically tractable, the diffusion approximation
makes some simplifying assumptions: very large pool of gametes (large population
size); mutations occur at the time of gamete production; selection operates on a
large pool of the diploid offspring; selection, mutation, and migration are weak.
The problem is that finding solutions for discrete models, like the Wright-Fisher
model, is not easy and resolution of partial differential equations is much more
advanced than discrete equations. Thus, diffusion theory makes a transition from
discrete to continue models when the population size tends to infinite N !1ð Þ.
The Kolmogorov forward and backward equations are the basic mathematical
models in diffusion approximations. The Kolmogorov forward equation character-
izes population dynamics as








W p; tð ÞV pð Þ½ 
3 The model makes the subsequent assumptions: there are non-overlapping generations; the population
size is constant; there is no selection, mutation or migration; adults make an infinite number of gametes
and every parent contributes equally to the gamete pool; all members breed; all members mate randomly.
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where W p; tð Þ is the probability density of populations with allele frequency p at
time t, M represents the probability distribution governed by deterministic forces
(selection, mutation, migration), and V represents the variance in allele frequency
due to non-directional forces (drift). From this equation we can obtain specific
equations combining several evolutionary factors, especially for equilibrium dis-
tribution (see Rice 2004, chap. 5 for mathematical details). For example, for the
equilibrium probability distribution of allele frequency under selection, mutation,
and drift we obtain
bW ¼ Ce2Nesp2 1 pð Þ4Neu11p4Neu21
where C is a constant, s the selection coefficient, u the mutation rate, and Ne the
effective population size. Nevertheless, the diffusion approach has limitations, and
these limitations are tied to the simplifying assumptions. When evolutionary forces
as selection, mutation or migration are not weak, the quantity of gametes is low, and
so forth, these models lose a great deal of their reliability, requiring computer
simulations (Charlesworth and Charlesworth 2010).
The Price equation
All models exposed in the previous section, including all models in population and
quantitative genetics in general, make a number of assumptions in order to simplify
the target system under study. Nevertheless, there is another way, a simplifying-
assumptions-free model way to constructing theories. According to this approach,
instead of starting with an idealized model containing deliberate simplifications, we
begin by asking what is actually going on in the system, what are its basic properties
and its appropriate mathematical principles. In evolutionary biology, the Price
equation, also labelled as Price’s theorem, plays this role (Rice 2004; Frank 2012a).
Developed originally by George Price (1970, 1972), the Price equation describes
the evolution of a population from one generation to another in a simple algebraic
language. Price’s theorem is expressed in terms of covariances and expectations for
describing evolution. There are equivalent derivations of the Price equation (Rice
2004; Frank 2012a; McElreath and Boyd 2007; Okasha 2006) with slightly different
notations, so I follow Frank’s standard derivation: think of a population where each
entity is labelled by index i and each one has the character zi, where i can be
instantiated by different elements (alleles, genotypes, phenotypes, group of
individuals, etc.). The frequency of i elements in the overall population is denoted
qi, and the average value of z in the population (the arithmetic mean) is
P
qizi. So,
if a descendant population has the traits z0i and frequencies q
0
i, then the change in




i be the frequency in the
descendant population, as the fraction of the descendants of the elements i in the
parent population. Let wi be the contribution of each i parent to the descendant
population, i.e. the fitness of the i th type. Therefore we can express q0i as q
0
i ¼ qiwiw
where w ¼P qiwi is the average fitness. In a similar way, z0i refers to the average
measurement of the property z of the descendants from ancestors with index i, and
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the average trait value in the descendant population is z0 ¼P q0iz0i. Finally, we
represent Dqi ¼ q0i  qi as the change associated with differential survival and
reproduction and Dzi ¼ z0i  zi as the property value change. Following these
definitions, the Price equation expresses the total change in the average property
value as Dz ¼ z0  z. Now we can substitute and derive:


































Applying the standard definitions of covariance and expectation we obtain
wDz ¼ Cov w; zð Þ þ E wDzð Þ ð1Þ
This is the Price equation in its usual form in evolutionary literature, and defines
evolutionary change as the sum of two terms. We can reduce Eq. 1 dividing both
sides by w so the absolute fitness w becomes the relative fitness x:
Dz ¼ Cov x; zð Þ þ Ew Dzð Þ ð2Þ
where Cov x; zð Þ is the covariance between z and relative fitness x, and Ew Dzð Þ is
the fitness-weighted average of the quantity Dz (Okasha 2006). The Price equation
decomposes total evolutionary change in two terms, changes in frequency and
changes in property values. These total effects are attributed to different factors—
actually, causes—as selection, drift, mutation, etc. The first term on the right-hand
side is the covariance between fitness w and character z, so is the change due to
differential survival and reproduction. Usually this term is used as representing
natural selection because give us an intuitive view of selection: if some entities in a
population have a positive association between a character and fitness because that
character gives them more chances to survive and reproduce to a certain selection
pressure, the covariance will be positive. However, as the covariance term only
measures the statistical association between the character and fitness—the number
of descendants, also called absolute fitness or realized fitness–, it says nothing about
what causes this covariance and, therefore, it applies equally to drift (Rice 2004).4
4 There are ways to separate the actions of natural selection and drift. Averaging over uncertainty
eliminates drift, so the action of natural selection can be taken to be the expectation of this covariance
(Gardner and Grafen 2009; Gardner 2015). Okasha (2006, pp. 32–33) also argues that if we separate the
realized fitness wi in two parts—the expected fitness w

i and its deviation di—we can add it in the Price
equation, assuming that there is no transmission bias for simplicity, as wDz ¼ Covðw; z0Þ þ Covðd; z0Þ,
being the first part of the right side of the equation the change due to selection and the second part the
change due to drift.
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The second term on the right-hand side is the expected value (the average) of the
quantity Dz weighted by fitness, that is, the change due to processes involved in
reproduction. In other words, this term measures the relationship between parents
and offspring, also called the transmission bias (Okasha 2006). This bias can be
caused by mutation, recombination, selection at a lower level of organization, and
so on.
We can see that we have not specified what kind of entities—mode of
reproduction, mechanism of inheritance—are in our derivation, but we just
stipulated a particular mapping between sets and their relationships.5 So there is no
simplifying assumption or idealization of any kind in the Price equation. It is an
abstract representation of entities in a population changing in time. Only one
assumption, but not a simplifying one, restricts Price’s theorem scope. In our
derivation all entities in a population at time t þ x must either be descendants of
entities present at time t, or entities present at time t who survive to time t þ x (the
latter is a case of differential persistence, where an entity is an ancestor at time t and
the same entity is a descendant at time t þ x). In other words, we have a closed
population where all entities have ancestors, and therefore there is no migration.
This restriction has been overcome by Kerr and Godfrey-Smith (2009) and
expanded by Rice and Papadopoulos (2009). Moreover, although is usually
presented in terms of one generation time interval (parents–offspring relationship),
Price’s theorem holds for any time interval. This is useful in cases like Fisher’s sex
ratio model, which is framed in terms of reproductive value, i.e. concerning an
individual’s or class’s asymptotic genetic contribution on a very large number of
generations.
Several equivalent forms of the Price equation can be obtained (Table 1). The
previous equations express Price’s theorem in discrete time. For continuous time,
the Price equation is of the form (Page and Nowak 2002; notation has been adapted)
_E zð Þ ¼ Cov w; zð Þ þ E _zð Þ ð3Þ
The dot denotes differentiation, the rate of change of the variable against time.
Returning to the discrete form of Price’s equation, we may want to remove the
variable x from the second term on the right side of Eq. 2 in order to capture all the
effects of fitness by the first term on the right side, the covariance. So we obtain:
Dz ¼ Cov x; z0ð Þ þ E Dzð Þ ð4Þ
where now Cov x; z0ð Þ is the covariance between an entity’s relative fitness and the
average character value of its offspring, and E Dzð Þ it is simply the difference
between the mean character in the parent generation and the mean character in the
offspring generation (Rice 2004; Okasha 2006). Although Eqs. 2 and 4 are equiv-
alents expressions, mathematically speaking, Okasha (2006, pp. 25–31) argues in
favour of Eq. 4 because this equation, supposedly, gives us the correct decompo-
sition from a causal point of view. As now all the effects of fitness are located in the
5 Notice that the Price equation is a categorization of the ancestors, connecting all the descendants to
their ancestors through this categorization, i.e. ‘‘The focus is entirely on the categories of ancestors, not
on which categories the descendants are in’’ (Walsh and Lynch 2013, p. 123).
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covariance term, Cov x; z0ð Þ represents the total action of natural selection; while
E Dzð Þ represents the change due to transmission bias. So both processes, natural
selection and transmission bias, are represented separately and their effects inde-
pendent from each other. Nevertheless this is only true when both terms interact
additively. But if they do not, the total change is not equal to sum of the covariance
and the expectation term, despite being natural selection and transmission bias the
only two causes in action. In order to represent this non-additively interaction, the
Price equation can be partitioned as
Dz ¼ Cov x; zð Þ þ Cov x;Dzð Þ þ E Dzð Þ ð5Þ
where Cov x; zð Þ represents fitness differences only, E Dzð Þ represents transmission
bias only, and Cov x;Dzð Þ combines both (Godfrey-Smith 2007). If selection and
transmission do not interact, Cov x;Dzð Þ can be added to the first term (recovering
Eq. 4) or added to the last term (recovering Eq. 2). All these partitions show the
usefulness of decomposition.
Abstractness and unification
As a fully general description of evolution, Price’s theorem is a fundamental
principle that relates different things that we study, and that might not be obvious
from our basic definitions. Thus, Price’s equation contains two important properties:
abstractness and unification. These two characteristics have been stressed by Andy
Gardner as follows:
(…) because of its generality and simplicity, Price’s equation has been used to
uncover fundamental processes in evolution and, as a meta-model, it allows
comparisons and contrasts to be drawn between different models and
methodologies. As such, it is an important conceptual aid that has led to the
discovery of unexpected connections between different bodies of theory, has
settled long running controversies, and has helped to resolve semantic
confusion (Gardner 2008, R199).
Due to its abstract nature, we can derive from it the relevant mathematical
equations found in the last century in evolutionary biology. For example, results in
population genetics and quantitative genetics that were originally derived from
different simplified models can all be derived from Price’s theorem; showing
relationships between those results that were not clear when they were originally
Table 1 Different equivalent
expressions of the Price equation
Dz ¼P q0iðDziÞ þ
PðDqiÞzi
wDz ¼ Cov w; zð Þ þ E wDzð Þ
Dz ¼ Cov x; zð Þ þ Ew Dzð Þ
_E zð Þ ¼ Cov w; zð Þ þ E _zð Þ
Dz ¼ Cov x; z0ð Þ þ E Dzð Þ
Dz ¼ Cov x; zð Þ þ Cov x;Dzð Þ þ E Dzð Þ
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derived. As Price himself stated (Price 1970), a classical population genetics model
as the viability selection model—one locus, diallelic population genetics model with
non-overlapping generations (see ‘‘Population genetics and diffusion theory’’
section)—can be obtained straightforward from his equation.6 Recall that we have
two alleles, A and a, with frequency p and q (respectively), and with constant
genotypic fitnesses wAA, wAa, waa. We index alleles A and a as i ¼ 1 and i ¼ 2,
respectively, coding their associated values as z1 ¼ 1 and z2 ¼ 0. Therefore Rz
represents the change in p because the mean value of z is z ¼ 1  pð Þ þ 0  qð Þ ¼ p.
Remember that this model ignores the transmission bias term, thus
Dp ¼ Rz ¼ Cov wi;zið Þw . In this model of viability selection, the population is under
random mating, so the fitness w1 of an A allele is its marginal fitness,
w1 ¼ pwAA þ qwAa. In the same way, the fitness w2 of an a allele is








E wizið Þ  E wið ÞE zið Þð Þ
Note that E wið Þ ¼ w, E zið Þ ¼ p, and
E wizið Þ ¼
X2
i¼1
Wizi frequency category ið Þ ¼ w1  1  pð Þ þ w2  0  qð Þ ¼ pw1




pw1  wpð Þ ¼ p w1  w
w
 
For quantitative genetics, the covariance term for quantitative traits was found
earlier by Robertson (1966) and is known as the Secondary Theorem of natural
selection. It says that the rate of change in a character equals the additive genetic
covariance between fitness and character, wDz ¼ Covadd w; zð Þ. Also, we can obtain
Fisher’s Fundamental Theorem of natural selection, which states that the rate of
change in mean fitness equals the additive genetic variation in fitness. As fitness can
be another character, we substitute the character z for fitness w in the covariance
term, and then wD w ¼ Covadd w;wð Þ ¼ Varadd wð Þ. This is the classical interpreta-
tion of Fisher’s Fundamental Theorem.7
Thus, from the Price equation we can obtain a great amount of important results
in theoretical biology in the past century. In several branches of evolutionary
biology (multilevel selection, epidemiology, non-genetic inheritance, biodiversity,
etc.) many researchers employ the Price equation as a unifying framework for
6 Here I follow Walsh and Lynch (2013). For another source, see Michod (1999, p. 57).
7 Nevertheless, the exact version of Fisher’s Fundamental Theorem only applies to the partial
evolutionary response caused by natural selection, oRx ¼ r2ðAxÞ, (Walsh and Lynch 2013). See Frank
(2012a), and Walsh and Lynch (2013), for detailed derivations of Robertson and Fisher’s theorems, and
the breeder’s equation.
One equation to rule them all: a philosophical analysis…
123
analysing and, also, elaborating specific models (see ‘‘The Price equation as a
generalization-sketch’’ section). The Price equation has been applied for several
disciplines briefly summarized8 (for equations based on Price’s equation see
Tables 2 and 3).
• Selection processes Since its first formulation by Price, the Price equation has
been directly connected and developed for natural selection models. We have
seen how key equations of natural selection, Robertson and Fisher’s theorems,
can be derived directly from the Price equation. Other follow the same path:
breeder’s equation (Frank 2012a); replicator-mutator equation, adaptive dynam-
ics and evolutionary game theory (Page and Nowak 2002; Rice 2004);
multilevel selection (Okasha 2006; Frank 2012a; Gardner 2015); kin selection
theory, inclusive fitness and Hamilton’s rule (Frank 2013; McElreath and Boyd
2007); species selection (Rankin et al. 2015); and so on. Special mention
deserves ‘‘The formal Darwinism project’’. This is a long term work carried out
by several researchers (Gardner and Grafen 2009; Gardner and Welch 2011;
Gardner 2014a, b; Grafen 2002, 2006; see Grafen 2007, 2014 for an outline).
Their aspiration is to establish a mathematical link between population genetics
and optimization programs, in other words, between see natural selection as a
mechanism that change gene frequencies and conceptualizing natural selection
as a fitness-maximisation mechanism that produces design. For this task of
linking, Price’s equation plays a crucial role due to its generality, and because
‘‘The Price equation places individuals at the center of its technical apparatus’’
(Grafen 2007, p. 1245).
• Stochastic evolution The Price equation, in its classic form, is a total description of
evolutionary change because takes both present and future states as given or, in
other words, is a deterministic description of evolutionary change. Nevertheless,
sometimes all the parameters cannot be specified exactly, before reproduction (or
any future state) has taken place. In this case, evolution turns out a stochastic
process and then, some parameters should be changed to random variables. Thus,
Rice and collaborators (Rice 2008; Rice and Papadopoulos 2009; but see also
Grafen 2000) have developed a stochastic version of the Price equation that can
deal with random variables as stochastic fitness and stochastic migration,
demographic stochasticity or random environmental change. Following this path,
Engen and Saether (2014) analyse how demographic and environmental
stochasticity generate random genetic drift and fluctuating selection.
• Ecology Fox and collaborators (Fox 2006; Fox and Harpole 2008; Fox and Kerr
2012) extend and use the Price equation as a general framework for biodiversity
and ecosystem function, analyzing differences in ecosystem function between
sites. Collins and Gardner (2009) develop a new form of the Price equation in
order to express the total change at the community level as the sum of the
separate effects of physiological, evolutionary and ecological change, providing
a way for integrating and linking these three different levels. Ellner et al. (2011)
study how evolution, non-heritable phenotypic change and environment affect
8 The most relevant bibliography is reviewed but not intended to exhaust it.
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ecological dynamics, developing a continuous-time version of the Price equation
that they call ‘‘Genotype-Phenotype-Environment equation’’.
• Epidemiology Day and Gandon (2006, 2007) deal with the evolutionary and
epidemiological dynamics of host-parasite interactions focusing on a continuous
model of pathogen evolution, providing a continuous-time derivation of the
Price equation with mutation. This can be generalized to multiple habitats and as
a formalism to model the evolutionary dynamics of pathogen populations (for
example, S-I-R model). Thus, using the Price equation as a framework, Day and
Gandon offer a way to integrate different theories of host-parasite interactions.
Based on this approach, Alizon (2009) develops a framework that combines
within-host population dynamics models, population genetics, theory and data,
to study disease intrahost evolution for any parasite trait. Alizon argues that
‘‘This Price equation framework has four advantages: (1) it helps to identify how
(and which) trade-offs can affect within-host evolution; (2) it allows for
predicting the short-term evolutionary dynamics of a trait from the genetic
composition of the parasite population in the host; (3) it helps link theory and
data; and (iv) it can be applied to most existing models of within-host population
dynamics’’ (Alizon 2009, p. 1124).
• Non-genetic inheritance and proximate causes Modern Synthesis based their
mathematical and empirical results on genetic inheritance. However, other non-
genetic systems of inheritance may have a causal role on evolution. Halentera¨
and Uller (2010) use the Price equation for analysing and gathering four
different inheritance systems (genetic, epigenetic, behavioral, and symbolic) on
a common framework. Day and Bonduriansky (2011) developed several
evolutionary models based on the Price equation that unifies the effects of
genetic and non-genetic inheritance (nontransmissible environmental noise,
indirect genetic effects, transgenerational epigenetic inheritance, RNA-mediated
inheritance, etc.). Gardner (2011) applies the Price equation to blending
inheritance, showing that Hamilton’s rule can be derived under the assumption
of blending inheritance. Otsuka (2015) develops a unified framework to translate
‘‘proximate causes’’ (such epigenetic inheritance, maternal effects, niche
construction) into ‘‘ultimate evolutionary response’’ based on the Price equation
and causal graph theory. El Mouden et al. (2014) explore how cultural
transmission can be conceptualized as evolutionary systems, using the Price
equation as a unifying framework, analysing how cultural and genetic evolution
interact but also differentiating each other. Particularly on linguistics, Ja¨ger and
colleagues (Ja¨ger 2008; Gong et al. 2012) use Price’s equation to model various
aspects of cultural evolution of language.
Price’s theorem has also been used in economics (Andersen 2004), and
cosmology (Gardner and Conlon 2013). These are some of the most important and
interesting investigations, but not unique,9 using the Price equation as cornerstone.
9 Other works are: Gardner et al. (2007), relating multilocus population genetics and social evolution);
Barfield et al. (2011), Coulson and Tuljapurkar (2008) extending the Price equation for stage- and age-
structured; and Gardner (2015), Grafen (2015), Taylor (2009), Rebke (2012), for study populations
composition (class-structured populations, decomposition, etc.) expressed with the Price equation.
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Invariance
Invariance or symmetry is the property of remaining unchanged under some
transformation. This property has become one of the most important in the field of
physics for several reasons. The presence of symmetries make easier to solve the
equations in a theoretical model. Also, invariance under translations in space and
time guarantees experimental repeatability. The importance of this property lies in
the core of scientific research which is, basically, to distinguish between what
changes and what does not. If everything changed in the world (or our target
system), we would not do science because we would not be able to say nothing
interesting about it since we would not compare any magnitude. There must be
something that remains in order to talk about changes.
The Price equation shares with other scientific principles the feature of invariance
or symmetry. More precisely, there is invariance on the Price equation contained in
the term Cov w; zð Þ. Steven Frank has been the first author to show what kind of
invariances contains the Price equation. For that he connects the Price equation,
written in covariances and expectations, with information theory, overcoming the
problem of representing nonlinear processes with statistic language. Thus, Frank
(2009) relates Fisher information (a measure of distance between two probabilities
distributions) and Shannon information (entropy) with the properties of natural
selection, and gives an expression of the Price equation in terms of Fisher
information (see Table 2). More recently, Frank (2012a, b) developed these ideas
demonstrating different identities for the evolutionary change caused by selection in
the Price equation, relating the covariance term with notions as information and
geometry, where covariance is taken as a measure of distance (see Frank 2012a, b
for mathematical details). Thus, the fundamental expression for the change in mean
character value caused by selection is:
Dsz ¼ wbzwF Dq^ð Þ
where wbzw is the scaling b that describes the amount of the potential information
that the population captures, and F Dq^ð Þ is the total Fisher information in the fre-
quency fluctuations. In this way, Frank claims:
for any particular value for total selection, there is an infinite number of
different combinations of frequency changes and character measurements that
will add up to the same total value for selection. All of those different
combinations lead to the same value with respect to the amount of selection.
We may say that all of those different combinations are invariant with respect
to the total quantity of selection (Frank 2012a, p. 1007).
In other words, the covariance term allows us to evaluate selection completely since
it does not matter how frequency changes and character measurements are
combined. The basic idea is that the total quantity of selection does not depend on
concrete individual values of the sum. The key point is that both terms, wbzw and
F Dq^ð Þ, can have the same overall value although their own values change, i.e.
F Dq^ð Þ value can be small and bzw big, and vice versa, and give us the same total
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value. You can combine them in different ways an always obtain that same quantity
of selection. The specific values of w and z are not important if we are concern only
with the covariance term. In addition, this evaluation is complete because the
covariance is taken as a measure of distance (i.e. as a measure of information) and
not as is usually used in statistics and, consequently, being applied also for nonlinear
processes. Therefore, ‘‘the distance Dsz measures the informational gain by the
population caused by natural selection’’ (Frank 2012a, p. 1009).
Someone might object that symmetries are important because they contribute to
our understanding of our target systems.10 For instance, Newtonian systems are
invariant to Galilean transformations, and this seems an empirical assertion that
characterizes the system. And we know it is empirically false because, according to
the general relativity, physical systems are invariant not to Galilean but to Lorentz
transformations. But the point is that this is all empirical matter. Now, turn to the
invariance of the Price equation. It is invariant to some transformations, but these
Table 2 Identities and
derivations of the Price
equation, respectively
_z ¼ _zP þ _zEjP
Price equation in terms of Fisher information (Frank 2009)
Dsz ¼ Cov w; zð Þ= w
¼ wbzwVar w= wð Þ
¼ Dq  z
¼k Dq k k z k cos/
¼ wbzw Dq^  Dq^ð Þ
¼ wbzwF Dq^ð Þ
Selection identities (Frank 2012a)
wDz ¼ bwzVar zð Þ þ bwyCov y; zð Þ
Path analysis (Frank 2012a)
wDz ¼ Cov W ;Zð Þ þ E Covk w; zð Þð Þ
Multi-level Price equation (Okasha 2006)
wDz ¼ Covadd w; zð Þ
Robertson’s theorem (Walsh and Lynch 2013)
wD w ¼ Varadd wð Þ
Fisher’s theorem (Walsh and Lynch 2013)
R ¼ Sh2
Breeder’s equation (Frank 2012a)
Dz ¼ GP1S
Lande’s equation (Rice 2004)
rb c[ 0
Hamilton’s rule (Hamilton 1970)
Dp ¼ p w ww
 
Viability selection equation (Rice 2004)
var Dpð Þ ¼ p 1pð Þ
2N
Drift equation (Rice 2004)
10 I am grateful to Jun Otsuka for drawing my attention to this objection.
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invariances seem to stem from the mathematical form of the equation, but not
empirical matters of facts. If this is correct, how the symmetry of the Price equation
contributes to our understanding of evolution? The answer is that is not an empirical
question if Newtonian or general relativity systems are invariant. This is a
mathematical question. Newtonian systems are invariants to Galilean transforma-
tions. This is not an empirical assertion but a mathematical one. If this distinction is
not clear we run the risk of confusing the physical system with the model.
A Newtonian model is invariant to Galilean transformations, and a general relativity
model is invariant to Lorentz transformations. Invariances, precisely, stem from the
mathematical form, and they cannot come from nowhere else. Another question is
whether the invariances of our model, which come from our equations, have
physical consequences. For example, the orbits of the planets of our Solar System
are in a plane because, as Newtonian models are invariants under rotations, the
angular momentum is conserved (positions and velocities are coplanar). This is a
claim about a physical system due to the mathematical features of the model. If our
model is (approximately) correct, it will have consequences regarding to the system
under study.
The Price equation as a generalization-sketch
Until now, Price’s equation has been considered a meta-model (Gardner 2008), a
useful tool (Frank 2012a) for the analysis of multiple biological phenomena and
different models. As it was explained in previous sections, the generality of the
Price equation and its capacity of encompassing different biological phenomena is
something recognized by researchers. However, abstractness and unifying power are
also present in other scientific generalizations, usually laws, but their importance
inside a particular theory is generally rather limited. Thus, laws like Hooke’s law for
spring movements abstracts from particular cases and unifies them, yet its
importance inside classical mechanics is quite limited with other classical
mechanics law such as Newton’s second law of motion.
Thomas Kuhn suggested the existence of some generalizations in scientific
theories which are ‘‘schemes’’ rather than simple laws, and these schemes should be
specified for particular problems. These generalizations are usually expressed in
mathematical form and play a programmatic role inside the theory:
generalizations [like f = ma, or Schro¨dinger’s equation] are not so much
generalizations as generalization-sketches, schematic forms whose detailed
symbolic expression varies from one application to the next. For the problem
of free fall, f = ma becomes mg ¼ md2s=dt2. For the simple pendulum, it
becomes mg sin a ¼ md2s=dt2. For coupled harmonic oscillators it becomes
two equations, the first of which may be written
m1d
2s1=dt
2 þ k1s1 ¼ k2 dþ s2  s1ð Þ. More interesting mechanical problems,
for example the motion of a gyroscope, would display still greater disparity
between f = ma and the actual symbolic generalization to which logic and
mathematics are applied (Kuhn 1970, p. 465).
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We can see that Newton’s second law takes different forms in order to solve
specific problems, the puzzles with every physicist has to deal in her day-to-day
work. These specific forms, as Kuhn claims, may change Newton’s second law in
such a way that we cannot even capable to recognize it. This is what the
paradigmatical examples (simple pendulums, pulleys, inclined planes, etc.) are for,
they are used to familiarize physicists with the second law and hence, when they
face a new problem, be able to find out a specific new form of Newton’s second law
in order to compute any phenomena based on forces, masses and accelerations. This
characteristic gives to the second law its power and makes it so fruitful.
Table 3 Several extensions of the Price equation
_E pð Þ ¼ Cov f ; pð Þ þ E _pð Þ þ E fDmpð Þ
Replicator-mutator Price equation (Page and Nowak 2002)
cD / ¼ cov c/o ; X^
 
þ covi /o;Xð Þ þ d
Stochastic evolution (general equation) (Rice 2008)
cD / ¼ d/o ;d X^
h ih i
þd /o;d Xþcddþ  c;N þ N c^cdd
 
Stochastic fitness and stochastic migration (Rice and Papadopoulos 2009)
R ¼ GP1ESþ GP1DSe þ GP1DSd
Fluctuating selection and drift (Engen and Saether 2014)
DT ¼ zDsþ Sp w; zð Þ þP
i
wiDzi
Difference Ecosystem Function (Fox 2006)
Dz ¼ EI EJi Dzij
  þ EI covJi wij; z0ij
  





¼ oXoz dzdt  E Dz½ 
 þ oXoz E Dz½  þ oXok dkdt
Genotype-Phenotype-Environment equation (Ellner et al. 2011)





BAð Þ þ NBT
NA
T
rBA xA  xBð Þ
The Price equation to multiple habitats (Day and Gandon 2006)
WDh ¼ Cov W ; hð Þ þ E bDhb þ E pDhpð Þ
Non-genetic inheritance Price equation (for overlapping generations) (Day and Bonduriansky 2011)
D Z ¼ 1b ZþR bþ k2ð Þr2A
Niche construction (Otsuka 2015)
D X ¼ cov ~Ca ;Xa
 þ ave DXð Þad
  cov ~Cd ;Xd
 
The Price equation with migration (Kerr and Godfrey-Smith 2009)
Dz ¼ Cov zj ; wjð Þw þ
Cov dj ; wjð Þ
w þ
E Covj z;wð Þ½ 
w þ
E Covj d;wð Þ½ 
w þ E dj
 
Stage-structured Price equation (Barfield et al. 2011)












Macroevolutionary Price equation (Rankin et al. 2015)
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The idea here is that, much as Newton’s second law of motion is not supposed to
provide a full description of the workings of physical systems but rather emphasises
that a (potentially quite complicated) description of that system can be provided in
terms of force, mass and acceleration, the proper use of the Price equation is to
motivate the development of more detailed evolutionary equations that use its same
basic language and logic. Thinking about the Price equation in these terms seems to
be very similar to Price’s aspirations. Thus, Price claimed:
Recognition of covariance… is of no advantage for numerical calculation, but
of much advantage for evolutionary reasoning and mathematical model
building (1970, 521; emphasis added).
The mathematics given here applies not only to genetical selection but to
selection in general. It is intended mainly for use in deriving general relations
and constructing theories, and to clarify understanding of selection phenom-
ena, rather than for numerical calculation (1972, 485; emphasis added).
The use of the Price equation as a generalization-sketch implies a very specific way
of theorizing: we start with postulates or assumptions that we think are true and then
derive the mathematical rules of the system. Rice and Papadopoulos (2009) call
theories that follow this way of theorizing ‘‘axiomatic theories’’, where postulates or
assumptions are the axioms of the theory. Philosophers of science conceptualize this
kind of thinking as ‘‘fundamentalism’’ (Cartwright 1999) where ‘‘scientists [are]
guided by a commitment to find fundamental concepts and principles sufficient for
providing a universal and unified account of nature’’ (Waters 2011, p. 232). For the
fundamentalist approach universality is the goal, and according to Cartwright one
clear example of this approach is Newton’s second law of motion and the aspiration
to encompass all dynamical processes through all forces acting upon bodies or, in
other words, that there is a mechanical model for any dynamical situation.11 A
fundamentalist approach seeks generality, finding the mathematical expressions that
encompass all the special models and allow us to produce more special ones. At the
core of an axiomatic theory lies a unifying framework and, at the same time, a
formula in order to produce specific models. That is, generalization-sketches are not
models but sketches or schemas that provide a unifying framework in order to
develop specific models. This schematic nature has been partially noted by Okasha:
‘‘So [the Price equation] it is not a model, but rather a schema that may be used to
understand all other evolutionary models’’ (Okasha 2010, p. 426). These general-
ization-sketches constrain, in a certain way, our modelling possibilities. Thus, the
Price equation requires to a biological system: change over time, ancestor/
descendant relations, and phenotypes (Rice 2004). Therefore, it demands that
researchers clarify the entities and characters, their relationships and partitions, the
time step, etc., in any model. That is, Price’s equation requires clarity to modellers
(Ja¨ger 2008).
11 This is not entirely accurate. There are trajectories that Newton’s second law does not aim to apply to;
‘‘for instance the movement of a pen in somebody’s hand at will’’ (Diez and Lorenzano 2015, p. 802).
Likewise, there are biological problems that the Price equation may not be applied.
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The Price equation alone cannot play any empirical role if it is not supplied by a
specific model. In the same way, Newton’s second law tells nothing about what
forces act on bodies, and needs to be supplied by specific models setting the forces
and empirical information (masses, velocities, etc.). The Price equation works as a
consequence law (Sober 1984). Sober describes two types of laws: source laws,
which describe the circumstances that produce forces (such as Coulomb’s law or the
law of gravitation), and consequence laws, which describe how forces, once they
exist, produce changes in the system (such as Newton’s second law of motion).
Thus, the Price equation describes how evolutionary forces produce changes in a
population, but do not determine how many causes exists, how these causes are, and
so on. In the same way, Newton’s second law works as a consequence law, it tells
nothing about how forces arises only how to compute them when they are in a
system. In considering the Price equation as a generalization-sketch does not
invalidate it as a meta-model. Actually, one feature of a generalization-sketch is that
it works in that way. As is well known, Newton’s work unified celestial and
terrestrial motions under one theoretical framework. Newton’s second law of
motion provided a common language—forces, masses, and accelerations—adopting
various forms such as the law of gravity. In Newton’s words:
In the third book we give an example of this in the explication of the System of
the World: for by the propositions mathematically demonstrated in the former
books, we in the third derive from the celestial phenomena the forces of gravity
with which bodies tend to the sun and the several planets. Then from these
forces, by other propositions which are also mathematical, we deduce the
motions of the planets, the comets, the moon, and the sea. I wish we could derive
the rest of the phenomena of nature by the same kind of reasoning from
mechanical principles; for I am induced by many reasons to suspect that they
may all depend upon certain forces (Newton 1846[1687], xviii).
The value of these generalization-sketches is to be, in some sense, a ‘‘promise’’, a
driving principle for scientists whose work will be based on the abstract character of
the principle and in their ability to transform an abstract schema into a concrete
expression for particular cases. I use, following Kuhn’s terminology, a ‘‘promise’’
because generalization-sketches are not algorithms that can be applied mechani-
cally; rather they are like a language (Wilczek 2005).Thus, Newton’s second law
promises that if we have a mechanical problem, there are some dynamical equations
for it based on forces, masses and accelerations; and push us to work hard to find
them. Likewise, the Price equation tells us that if we have a biological problem,
there are some equations for it based on convariances, expectations, or regressions.
What Price’s equation stresses is that, from an evolutionary point of view, those
terms are the only important thing, ‘‘they are exactly what matters in determining
the dynamics of evolution’’ (Rice 2004, p. 170).12 So generalization-sketches play a
heuristic role and work as an abstract formalism awaiting for empirical application.
12 Van Veelen (2005) argues that the covariance term in the Price equation is not a real covariance
because there is no sample measure (i.e. sample statistics). Nevertheless, as Frank (2012a) has stressed,
Price (1972) was considering the total population and not a sample population (i.e. the covariance it is not
an estimate but a mathematical function (Rice 2004), so there is no statistical corrections associated with
One equation to rule them all: a philosophical analysis…
123
As generalization-sketches are not algorithms, a learning period is necessary in
order to become confortable and competent, like a native speaker. It is not enough
with knowing the meaning of the terms in the equation. That is why Kuhn did so
emphasis in the exemplary problem solutions, the ‘‘exemplars’’. Thus, ‘‘doing
problems is learning the language of a theory and acquiring the knowledge of nature
embedded in that language’’ (Kuhn 2000, p. 169). Researchers need to be able to use
the generalization-sketch in new situations, be able to create new forms of that
sketch. William Hamilton was one of the first in glimpsed the importance of Price’s
equation. He used it to derive his rule—Hamilton’s rule—and understand crucial
concepts in social evolution theory.13 Moreover, he understood the importance of
learning the Price equation. As supporting information for his article, Frank (2013)
provides Hamilton’s class notes for his graduate course at the University of
Michigan, Fall 1979. These notes start with the Price equation and indicate several
tasks: use the equation to expand its second term, replace covariances by product of
regressions and variance, etc. Hamilton’s students were faced with sex ratios for
group structured populations through the language of the Price equation.14
Although some researchers are already using the Price equation as a general-
ization-sketch, I argue that researchers, in general, should adopt the Price equation
in their investigations—as physicists in the eighteenth century took Newton’s
second law of motion—and this use will be rewarded. If the Price equation plays a
role as a generalization-sketch, new forms could be found in order to resolve new
specific problems. In other words, the Price equation is a puzzles solver tool as long
as researchers are audacious and skilled enough to find some specific form for it. Let
see some of these audacious researchers.
Genetic and non-genetic inheritance
Day and Bonduriansky (2011) have developed several evolutionary models based
on the Price equation that unifies the effects of genetic and non-genetic inheritance.
They postulate a population of replicating individuals, discrete time and overlapping
generations. In addition, they denote g and h as the value of a genetic and non-
Footnote 12 continued
sample statistics (Rice and Papadopoulos 2009). There are different, but legitimate, uses of the term
‘‘covariance’’ (Frank 2012a; Gardner et al 2011).
13 Hamilton’s rule is an inequality inside kin selection theory. Its aim is to explain the evolution of social
behaviour in populations. Hamilton’s rule states that a social behaviour will be favoured by natural
selection if and only if rb c[ 0, where r represents the genetic relatedness of the recipient to the actor,
b the benefits to the recipient, and c the costs to the actor (Davies et al. 2012). Hamilton derived his rule in
two different ways, so there are two possible versions of it. The first version (Hamilton 1964) is
characterized by its simplifying assumptions, and as a consequence of these simplifications, the
applicability of this version is constrained to very specific cases and cannot handle more complicated ones
(for example, when the frequency of cooperators matters). The other version comes from the Price
equation (Hamilton 1970; Frank 1998), it is not tied to any simplifying assumption, making it a general
statement of social behaviour systems (Birch 2014).
14 Frank remembers this learning period as follows: ‘‘I took up the empirical study of fig wasp sex ratios
in 1981. At that time, I also began to study Hamilton’s notes and to learn how to extend Price’s
hierarchical multilevel selection analysis to apply to my empirical work’’ (Frank 2013, p 1174).
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genetic component, respectively; and define fitness as w ¼ bþ p where b is the
number of offspring of an individual, and p the probability of survival of the parent
itself. Then, Day and Bonduriansky derive a version of the Price equation with
overlapping generations, obtaining
wDg ¼ Cov w; gð Þ þ E bDgb þ E pDgpð Þ ð6Þ
wDh ¼ Cov w; hð Þ þ E bDhb þ E pDhpð Þ ð7Þ
The first terms represent the effect of natural selection on the genetic (6) and non-
genetic (7) components. The second terms represent the ‘‘reproductive transmis-
sion’’, the change in genetic (6) and non-genetic (7) values that occur during
transmission from parent to offspring. The third terms represents the ‘‘survival
transmission’’, the change in genetic (6) and non-genetic (7) values that occur in
parental individuals as they survive from one time step to the next. We can see how
both types of inheritance interact with each other splitting the covariance term,
visualizing frequency-dependent selection. Assuming that fitness w is a function of
genetic and non-genetic components, that g and h are quantitative characters and
their variation is relatively small,15 gives




 þ 1W E pDg
pð Þ ð8Þ




 þ 1W E pDh
pð Þ ð9Þ
where r denotes covariance and b is the selection gradient. Thus, selection acts
directly (first term Eq. 8) and indirectly (second term Eq. 8) on genetic components,
as well as selection acts directly (first term Eq. 9) and indirectly (second term Eq. 9)
on non-genetic components. Day and Bonduriansky use this model, and the math-
ematical framework (the Price equation), in order to develop several models focused
on the evolutionary consequences of non-genetic inheritance. Assuming, for sim-
plicity, non-overlapping generations—the third term, the ‘‘survival transmission’’, is
zero–, one- or two-trait systems, and others simplifying assumptions, the Price
equation takes different forms. For environmental noise, the Price equation becomes
Dz ¼ rggbg g; hð Þ þ rghbh g; hð Þ. For maternal effects, it becomes two equations
Dg ¼ rgg þ rgh
 
bz and Dh ¼ mrzzbz þ mz h. For indirect genetic effects there
are also two equations, the second of which is Dh ¼ m rgg þ rgh
 
bz þ mg h. For




þ rgh sh2b and Dh ¼ rgh
sg
2b
þ rhh shþkgse2b þ 1 sð Þ M  Dð Þ.
Previously, Halentera¨ and Uller (2010) used the Price equation for classify
different inheritance systems. Thus, they used the Price equation in a narrow way, as
a meta-model, allowing comparison between different inheritance mechanisms and
15 Day and Bonduriansky use a first-order approximation for fitness as wðg; h; g; hÞ= w  1þ bgðg; hÞðg
gÞ þ bhðg; hÞðh hÞ, where bjðg; hÞ ¼ ðowðg; h; g; hÞ=ojÞ= w is the selection gradient on j.
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as a conceptual aid, discovering that different inheritance systems share features that
are conceptually very similar. On the other hand, Day and Bonduriansky used the
Price equation in a more general way, as a generalization-sketch.
Stochastic evolution
Rice and collaborators (Rice 2008; Rice and Papadopoulos 2009) have developed a
stochastic version of the Price equation. This new version treats individual fitness w,
mean population fitness w, and Dz (the difference between the mean phenotype of
an individual’s offspring and that individual’s phenotype), as random variables, and
expresses the expected change in mean phenotype as follows (Rice 2008; notation
has been adapted)
cDz ¼ Cov z; x^ð Þ þ Cov cDz; x^
 
þ ðCovi Dz;xð Þ þcDz
Cov z; x^ð Þ is the covariance between the phenotype of an individual and the
expected value of relative fitness16; Cov cDz; x^
 
is the covariance between the
expected value of Dz in the population and the expected value of relative fitness;
ðCovi Dz;xð Þ is the average value of the covariance, across all possible outcomes,
between random variables Dz and x; and cDz is the expected mean value of Dz in the
population. If Dz ¼ 0, we have the selection differential Cov z;xð Þ. Rice shows all
moments of the individual fitness distribution since x^ can be written as an infinite
series. Substituting this result into the selection differential, for the first three terms
in the expansion, gives:
S^  Cov z; w^ð Þ
H wð Þ 
Cov z; var wð Þð Þ
N bw2 þ
Cov z; l3 wð Þð Þ
N2bw3
where H is the harmonic mean and N the actual population size. This correspond to
demographic stochasticity in a constant environment (i.e. the fitness values of dif-
ferent individuals are independent). These moments contribute to directional evo-
lution: there is selection (first right-hand side term), a force pulling the population
towards phenotypes with minimum variance in fitness (second term), a force pulling
the population toward phenotypes with maximum skewness in fitness (third term). If
environment change over time (random environmental change), then the expected
fitness of individuals with a particular phenotype will itself vary over time. In a very
large population, that yields this formula
S^  cov z; w^ð Þ
H wð Þ 
cov z; fzvar ~wð Þð Þ
bw2 þ
cov z; f 2z l3 ~wð Þ
 
bw3
where fz is the frequency of phenotype z in the population, and ~w is the expected
fitness in the current environment of individuals with the same phenotype. Rice is
able to predict new evolutionary processes with directional stochastic effects,
16 However, as w is a random variable correlated with w, x does not scale like typical relative fitness.
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because w is treated as a random variable, where the selection differential is very
influenced by variations in the values of w (even in large populations). Previous
studies, based on diffusion approximation, assumed that higher moments could be
ignored. Rice’s works shows, in contrast, that all moments contribute to directional
evolution. Rice and Papadopoulos (2009) extend this approach considering an open
population and treating migration as a random variable and not as a parameter.
Following this path, Engen and Saether (2014) analyse how different forms of
stochasticity—demographic and environmental stochasticity–, affects the selection
differential. They develop different equations based on the Price equation. For
example decomposing the selection differential in different parts (the mean value,
environmental stochasticity, and demographic stochasticity) as
S ¼ ESþ DSe þ DSd; or deriving the vector response with fluctuating selection and
random genetic drift, R ¼ GP1ESþ GP1DSe þ GP1DSd. Engen et al. (2014)
also provide an age-structured extension of the stochastic Price equation.
These different investigations (genetic and non-genetic inheritance, stochastic
evolution) are good examples of how a generalization-sketch works. All these
researchers started with a problem or question: How genetic and non-genetic
inheritance can interact with each other and what are the evolutionary conse-
quences? How stochasticity, in its many forms, affects the evolutionary trajectory of
populations? Instead of appealing to a simplifying model, we start with the Price
equation, and then we derive new equations. Subsequently, we develop different
models in order to predict how a population would behave under different
(simplifying) assumptions: non-overlapping generations, one- or two-trait systems,
constant genetic variance, constant environment, large (infinite) population size,
one-dimensional character, normally distributed phenotypes, Gaussian distribution,
approximately linear terms, very small values, constant noise, and so on. Finally, we
can also confront our theoretical results with previous empirical research (Day and
Bonduriansky 2011), computer simulations (Rice 2008; Rice and Papadopoulos
2009), or natural populations (as house sparrows from Norway; Engen and Saether
2014; Engen et al. 2014). These researchers did not use the Price equation only as
mathematical exercise in order to obtain, and unify, old results. In fact, they found
previous results: Lande’s work on expected fitness and fluctuating selection (Lande
2007); or Gillespie’s results about stochastic variation among generations and
within-generation variation (Gillespie 1974, 1977). Of course, these new alternative
proofs for the same results indicate their validity and also their limitations.
However, that was not the main goal. All these researchers used the Price equation
as a generalization-sketch, as a starting point for the development of more detailed
evolutionary equations.
Critical views on the Price equation
In this section I address some critiques on the Price equation pointed out by van
Veelen (2005) and other authors (van Veelen et al. 2012; Nowak and Highfield
2011).
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Tautologies and mathematics
Usually the Price equation is defined as a mathematical tautology. For instance:
The Price equation did not, however, prove as useful as [Price and Hamilton]
had hoped. It turned out to be the mathematical equivalent of a tautology
(Nowak and Highfield 2011, p. 100).
[T]his equation [the Price equation] is simply a mathematical tautology for the
relationship among certain quantities of populations. (…) the Price Equation is
derived from, and is no more than, a set of notational conventions. It is a
mathematical tautology (Frank 1995, pp. 378–379).
the [Price] equation is simply a mathematical tautology whose truth follows
from the definition of the terms (Okasha 2006, p. 24).
A tautology is a proposition represented by a tautological formula. Tautologies
are universally true or logically true formulas. Although classical logic has several
levels and we are able to define tautologies in all of them, propositional logic is
where the basic notion of tautology is founded. The components of a proposition are
called atoms. A proposition is tautological if the truth values of their atoms make the
proposition always true. There are various techniques for testing tautologies: truth
tables, Beth’s semantic tableaux. Therefore, tautologies are all those propositions
that can be proved through logical procedures. For decades, logicians and
mathematicians tried to prove that all mathematical truths were actually logical.
Nevertheless, Go¨del’s incompleteness theorems proved that this was false. Roughly,
Go¨del’s incompleteness theorems prove the impossibility of a complete formaliza-
tion of arithmetic in an axiomatic consistent system and inference rules
(Raatikainen 2015). Thus, mathematical propositions are not tautologies in a strict
sense.17
The term tautology highlights that the Price equation emerges directly from
notational definitions rather than from model assumptions. It adopts a particular
notation, and defines the resulting terms in such a way that the quantity on the left
hand side is necessarily equal to the quantity on the right. This is the sense in which
the term tautology is used by some researchers.18 Van Veelen (2005) and other
authors (van Veelen et al. 2012; Nowak and Highfield 2011) have stressed this
feature as a drawback for the Price equation. This controversy has echoes of those
disputes about the meaning of Newton’s second law. Since it was formulated,
Newton’s second law produced a long term discussion among physicists and
philosophers about its empirical value and ontological status (Sklar 2013; Barbour
2001). Some authors, like Daniel Bernoulli, claimed that it should be considered a
description of empirical situations, being the second law a ‘‘contingent truth’’.
17 Oddly, van Veelen et al (2012, p. 73) claim that any theorem is a tautology because they are analytical.
However, that is not correct. Mathematical theorems are not tautologies, and not every analytical
statement is a theorem or a tautology. Actually, Putnam (1975, chap. 4) argued that not all truths in
mathematics are analytical as a result of Go¨del’s incompleteness theorems, so there must be synthetic
truths in mathematics.
18 Andy Gardner (personal communication), Samir Okasha (personal communication).
V. J. Luque
123
Leonard Euler went further, trying to prove that this principle was a ‘‘necessary
truth’’. Immanuel Kant tried to show that Newton’s laws are a priori necessary truth.
On the other hand, physicists like Pierre-Louis Maupertuis or Jean d’Alembert
argued that the second law was simply a definition of force, since we cannot define
forces independently of the law. Therefore, ‘‘if force was defined as the change of
momentum that it produced, then Newton’s second law would mean only that a
change of momentum was proportional to a change of momentum—an obvious
tautology’’ (Hankins 1990, p. 184). Hence accelerative force and motive force were
just a name for acceleration and change of momentum, respectively. This line of
thinking continued into the nineteenth century, where Gustav Kirchhoff and Ernst
Mach defended the definitional or tautological status of Newton’s second law
because force is simply the product of the mass and the acceleration. Henri
Poincare´, at the beginning of twentieth century, also defended that the second law
was a definition, a convention, as concepts like force and mass were intrinsically
linked. More recently, Frank Wilczek (2004, 2005) continues this approach,
describing the second law as formally empty, since the force term has no
independent meaning. Thus, there has been a long-term debate around the status of
Newton’s second law, if it is an analytic proposition or a synthetic one, necessary or
contingent. One possible way to solve this conundrum is appealing to a Ramsey-
Quine theoretical holism (see Sklar 2013, chap. 19, for details). This states that non-
observational terms, like force, acquire their meaning in virtue of the role they play
in the theory. This theoretical holism claims ‘‘that is theories that are the units of
scientific meaning—not words and not individual sentences of the theory’’ (Sklar
2013, p. 227). Newton’s second law needs to be embedded in a theoretical
framework and therefore being interpreted, in order to acquire meaning.19
The necessity, in general, of an interpretation for mathematical equations has
been stressed by Millstein et al. (2009, p. 4): ‘‘it is a mistake to derive definitions
from mathematics alone (…) since many, very different definitions can be derived
from the same equation. Moreover, it is problematic to think that ontological
questions about the causality (or lack thereof) of terms appearing in equations can
be gleaned from the equations alone’’. Millstein et al. offer the following equation
as an example: pþ qð Þ2¼ p2 þ 2pqþ q2 ¼ 1. This equation could represent the
Hardy–Weinberg law. Recall (see ‘‘Population genetics and diffusion theory’’
section) that this law postulates a diploid and ideal infinite population, where there
is random mating. For one locus and two alleles, A and a, with frequencies p and q
respectively, the frequencies for the three genotype (AA, Aa and aa) are p2, 2pq and
q2 respectively. However, the same equation could represent the area of a square
with sides of length pþ q, so its area is pþ qð Þ2. As the Hardy–Weinberg law, the
equation represents a biological causal process: the consequence of a diploid sexual
population under random mating. On the other hand the same equation represents a
non-causal, purely mathematical, geometrical relationship.20
19 ‘‘I’ve indicated how F = ma acquires meaning trough interpretation—that is, additional assumptions
about—F’’ (Wilczek 2005, p. 10).
20 Actually, equation (p ? q)2 = p2 ? 2pq ? q2 is simply a special product, the square of a sum. Why
mathematical truths, such as the square of a sum or Price’s theorem, can represent a biological process?
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In a similar line of argumentation, the Price equation acquires its meaning by
virtue of the role it plays in a particular theoretical framework. We derived the
Price equation in ‘‘The Price equation’’ section postulating a population. However,
they do not have to be biological entities. Price himself emphasized that his
equation could be used to describe the selection of radio stations with the turning
of a dial (Gardner 2008). Actually, they do not have to be empirical objects or
entities. We just stipulated a particular mapping between sets and their
relationships. The Price equation takes (empirical) meaning when it is interpreted
in a particular theory. A biological interpretation stipulates that our set is
composed of individuals (a population) with particular traits, each with a value z,
and these individuals have offspring with particular traits, each with a value z0. Rice
(2004, p. 169) summarizes this biological interpretation through the following
concepts: change over time, ancestor/descendant relations, and phenotype. In our
world a population changes over time, it is possible to assign relations between
ancestor and descendant, and we can identify the property of an individual (a
phenotype) and represent it as a number. There is nothing a priori on these features.
These concepts are empirically grounded. It is really no important if we arrive to the
Price equation through a mathematical derivation, but how we interpret the symbols
in the equation.21
Predictive power
A repetitive critique to the Price equation is that lacks of dynamic sufficiency
(Grafen 2000). A model is dynamically sufficient if it is capable of being iterated,
predicting the state of the system at any time in the future (Lewontin 1974). In the
case of evolutionary dynamics, knowledge of higher moments is required in order to
make our model dynamically sufficient. Gardner and colleagues call this the
moment closure, ‘‘where higher-order moments must be expressed in terms of
lower-order moments’’ (Gardner et al. 2007, p. 209). Since fitness in the Price
equation is defined in terms of changes in frequency, we cannot use it in order to
predict evolutionary trajectories beyond a single time step because we have not
Footnote 20 continued
This is a metaphysical question. However, it is beyond the scope of this paper to solve this issue. An
interesting proposal is French (2014).
21 We can also derive mathematically, in a Price’s equation way, Newton’s second law as follows: Let
the change of quantity of a body be Db. This change is equal to an impulse I, where I is equal to a force
F multiplied by the change of time Dt. Therefore, Db = I = F  Dt. We define the change of motion of
body b as the product of its mass m and its velocity v, so b = m  v. Now we can substitute, switching the
order of the terms, and derive:
F  Dt ¼ Db
F ¼ DbDt
F ¼ DðmvÞDt
This is actually Newton’s original formulation. It states that the change in motion is proportional to the
motive force impressed. If the mass is constant, then Dv/Dt = a, where a is the acceleration. Therefore we
obtain the familiar form, due to Euler, F = ma. Physics textbooks (Corben and Stehle 1994, p. 28;
Goldstein et al 2000, pp. 1–2) introduce the second law in a very similar way (except they read it as the
rate of the change in motion).
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enough information of the next time step in order to iterate, i.e. applying the Price
equation again—except if the entire distribution is defined only by the mean (Rice
2008). Nevertheless, as Steven Frank and other authors (Frank 1995, 2012a;
Gardner et al. 2007) have already said in repeated occasions, dynamic sufficiency is
a property that can be ascribed to the assumptions of particular models rather than
the Price equation itself.
van Veelen et al. (2012) agree that the Price equation itself cannot be
dynamically sufficient or insufficient, but models can be dynamically sufficient or
insufficient. The core of the problem lies elsewhere. Van Veelen (2005) argues that
there are two types of questions that theoretical biologists are interested in. Type 1
questions are top-down questions, starting with (simple) modelling assumptions and
deducing the implications of the model. Type 2 questions are bottom-up questions,
starting with an actual population and trying to figure out what model fits better to
our data. Van Veelen claims that the Price equation cannot be used as a tool to
response Type 1 questions, although many researchers use it in this way. The
problem is not that the Price equation is a tautology—actually, it is not (see previous
subsection)—but that it lacks of predictive power by itself, since it has no
assumption in, and needs to be supplied by a model to produce predictions, so it
cannot predict or explain anything. Therefore, if we can formulate a predictive
model without the Price equation, in what sense this equation is helpful remains
unsolved.
First of all, it is worth noting that predictive power is not the only possible
explanatory value. Several philosophers of science (for example, Philip Kitcher
1993) have claimed that there is also the explanatory value of unification, the
systematization of different phenomena under common theoretical principles. In
doing so, we usually ‘‘buy generality at the expense of predictive power’’ (Birch
2014, p. 400). In previous sections it has been showed that Price’s equation fulfils
this criterion. Turning to the subject of predictive power, van Veelen and
colleagues are demanding too much to the Price equation. Generalization-sketches
are, by themselves, empty in their predictive content. Take Newton’s second law
as an example. If you want to predict the trajectory of one or several bodies, you
need to specify (with actual data, or assume if it is a theoretical model) the
features of the system, its constraints, the values of particular forces and masses,
etc. In other words, it is necessary to specify a system with initial conditions
(specify initial positions and initial velocities) as solutions of differential
equations need to satisfy some boundary conditions, generally called initial
conditions because time is usually the parameter. Without this additional
information—specific system, initial conditions and particular forces, i.e. model
assumptions—Newton’s second law is useless from a predictive point of view,
empty of any predictive power.
The Price equation is helpful because it works as a generalization-sketch. The
advantages of working with a generalization-sketch have been explained in previous
sections—unifying power, abstractness, theoretical common framework, theoretical
progress, etc.—and it lead us to insights that special case models would not.
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Conclusion
My aim in this paper was to show the special nature of the Price equation and the
role it plays in evolutionary theory. I have argued that the Price equation has all the
characteristics of a generalization-sketch: (1) it is a schema that allows for
elaborating specific models with concrete symbolic expressions, (2) it shares with
other scientific principles such features like abstractness, unifying power and
invariance, and (3) many researchers are actually using it as a generalization-sketch.
Understanding Price’s equation in this way solves many problems stated by van
Veelen and colleagues on the supposed role it plays in evolutionary theory.
Furthermore, attributing this role to the Price equation—i.e. a generalization-
sketch—favours a specific way of theorizing (an axiomatic or fundamentalist
approach) in evolutionary biology and relates it with other generalization-sketches
like Newton’s second law of motion.
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a b s t r a c t
This paper analyses the structure of evolutionary theory as a quasi-Newtonian theory and the need to
establish a Zero-Cause Law. Several authors have postulated that the special character of drift is because
it is the default behaviour or Zero-Cause Law of evolutionary systems, where change and not stasis is the
normal state of them. For these authors, drift would be a Zero-Cause Law, the default behaviour and
therefore a constituent assumption impossible to change without changing the system. I defend that
drift’s causal and explanatory power prevents it from being considered as a Zero-Cause Law. Instead, I
propose that the default behaviour of evolutionary systems is what I call the Principle of Stasis, which
posits that an evolutionary system where there is no selection, drift, mutation, migration, etc., and
therefore no difference-maker, will not undergo any change (it will remain in stasis).
 2016 Elsevier Ltd. All rights reserved.
Eliminate all other factors, and the one which remains must be the
truth.
Sherlock Holmes, in Arthur Conan Doyle’s The Sign of the Four
1. Introduction
Since Darwin’s times, through the authors who constructed and
moulded the Modern Synthesis, until our current days, evolu-
tionary theory has been conceptualized as a causal theory. Darwin
considered natural selection as a vera causa (Gould, 2002) and the
causal-talk has been pervasive in all authors after him. In order to
emphasize this causal view, textbooks andmost of the evolutionary
literature talk about evolutionary forces acting on a population. In
that way, Gillespie says: “Population geneticists spendmost of their
time doing one of two things: describing the genetic structure of
populations or theorizing on the evolutionary forces acting on
populations” (2004, p. 1). Similarly, we can ﬁnd chapters entitled
“Interactions of Natural Selection with other evolutionary forces”
(Templeton, 2006, chapter 12) or the vector representation of
different forces (Rice, 2004, chapter 5). The analogy with Newto-
nian mechanics has been successful in both mathematical
modeling and the structuring of evolutionary theory. The analogy
was proposed by Elliott Sober (1984) as follows:
All possible causes of evolutionmay be characterized in terms of
their “biasing effects”. Selection may transform gene fre-
quencies, but so may mutation and migration. (.) All this is
merely to locate evolutionary theory in a familiar territory: it is a
theory of forces (Sober, 1984, p. 31).
Sober argues that evolutionary theory is a theory of forces
because, in the same way that different forces of Newtonian me-
chanics cause changes in the movement of bodies, evolutionary
forces cause changes in gene and/or genotype frequencies. As a
result, selection, drift, mutation and migration would be the main
forces or causes of evolution.1
Nevertheless, the appropriateness of the causal view, and
particularly the Newtonian analogy, has been challenged in the last
decade. Several authors (Matthen & Ariew, 2002, 2009, Pigliucci &
Kaplan, 2006; Walsh, Lewens, & Ariew, 2002; Walsh, 2007, 2010)
have argued for a new view, the statistical view, where the
* Evolutionary Genetics Group, Cavanilles Institute of Biodiversity and Evolu-
tionary Biology, Universitat de València, C/Catedrático José Beltrán 2, 46980,
Paterna, Valencia, Spain.
E-mail address: victor.luque@uv.es.
1 These vary in number, sometimes introducing other factors such as recombi-
nation, population structure, etc., but the four above are canonical. It is not my aim
to elaborate a complete list here.
Contents lists available at ScienceDirect
Studies in History and Philosophy of Biological and
Biomedical Sciences
journal homepage: www.elsevier .com/locate/shpsc
http://dx.doi.org/10.1016/j.shpsc.2016.04.001
1369-8486/ 2016 Elsevier Ltd. All rights reserved.
Studies in History and Philosophy of Biological and Biomedical Sciences 57 (2016) 71e79
evolutionary process and its parts (selection, drift, etc.) are mere
statistical outcomes, inseparable from each other. The so called
evolutionary forces should be conceptualized as statistical
population-level tendencies, abandoning any causal role for them.
Inside the causal view of evolutionary theory, its advocates have
taken two different ways in order to response to this challenge: to
strengthen the force interpretation (Filler, 2009; Hitchcock &
Velasco, 2014; Pence, 2016; Shapiro & Sober, 2007; Stephens,
2004; 2010) or elaborate a causal view not committed to the
Newtonian analogy (Brandon & Ramsey, 2007; Gildenhuys, 2009;
2014; Millstein, 2006; Millstein, Skipper, & Dietrich, 2009;
Reisman & Forber, 2005; Rosenberg & Bouchard, 2005; Sarkar,
2011). Authors committed to the Newtonian analogy capture the
common theoretical structure between evolutionary theory and
Newtonianmechanics. On the other hand, causalists not committed
to the Newtonian analogy share statisticalists’ concern about some
important problems in the force interpretation (themost important
being the mismatch in the analogy produced by the lack of direc-
tionality of genetic drift).
In this article, I argue for a third way to defend the causal view.
The aim of the force interpretation was to expose the causal
structure of the theory. This is what Maudlin (2004) calls “quasi-
Newtonian” theories. These are characterized by shaping them into
a similar form to Newtonian mechanics whose main axis is the
adoption of a default behaviour which tells us how the system
would behave if external factors were not acting on it. I call Zero-
Cause Law (henceforth ZCL) this default behaviour. The main pur-
pose of building quasi-Newtonian theories is to identify the causes
that affect a particular system. That is why the ZCL is necessary. The
question about the proper ZCL of evolutionary systems has been
implicit in the vast majority of discussions between causalists and
statisticalists but never has the concept been made explicit, only a
narrow sense of the ZCL such as zero-force law has been used.
In this paper, I argue that the main point in the debate about the
structure of evolutionary theory as a quasi-Newtonian theory is the
establishment of a ZCL. Some authors agree to give drift such a role.
I offer a critical analysis of the role played by drift within the
structure of evolutionary theory. I defend that (i) theoretical and
empirical reasons reject this claim; and (ii) drift’s causal and
explanatory power (for instance, in the increasing of eukaryotes’
genome size) prevents us from considering it as a ZCL, because it
does not correspond to the features of ZCLs.
The structure of the paper is as follows. Section 2 explains in
detail the features of ZCLs and the causal account adopted in this
paper. Section 3 analyses the points of view of some authors who
attribute a special character to drift. They envisage drift as the ZCL
of evolutionary systems, where change and not stasis is the default
behaviour of them. Section 4 explains why drift does not work as a
ZCL. Section 5 develops what I consider to be the proper ZCL in
evolutionary theory which I call “The Principle of Stasis”. Section 6
concludes.
2. Zero-Cause Law’s properties and causality
The force interpretation was proposed to help identify evolu-
tionary causes. Nevertheless not all causes are forces. Situations like
“She has lung cancer because she smokes”, “Sherlock Holmes died
because Moriarty poisoned him”, or “I came late to work because
my car broke down”, are conceptualized as causal claims but they
are not forces in a Newtonian sense ethey are not represented, for
example, as vectors with magnitude and direction. When we say
that smoking causes lung cancer, we are saying that smokingmakes
a difference (for example that the probability of cancer is greater if
you smokes than it is if you do not). I argue for a difference-making
account of causation (Menzies, 2004). According to this approach,
then, a cause is conceptualized as a difference-maker, disturbing the
normal behaviour of the system. In other words, a cause is “what
makes the difference in relation to some assumed background or
causal ﬁeld” (Mackie, 1980, p. xi). The system is deﬁned by a
number of background conditions, and among these conditions the
ZCL tells us how the system behaves before the intervention of
external factors, what the normal course of the system is like. Some
authors (Brandon, 2006; 2010, McShea & Brandon, 2010) call a
default state the normal course of the system. However, I think that
default behaviour is preferable because a default state of a system is
shaped not only by the ZCL, but also by other default settings or
background conditions efor example in Newtonian mechanics the
default state, before forces are included in the system, encompasses
notions like absolute space, absolute time or the law of inertia, but
the only ZCL is the law of inertia. Thus, difference-making factors
“are seen as intrusions into the system that account for the devi-
ation from the normal course of events” (Menzies, 2004, p. 170).
How to elaborate a particular system is crucial but, at the same
time, it is tied to a context-relativity in the sense of relativity to the
“context of inquiry” and the “context of occurrence”2 (where this
not only depends on our why-questions but also on our instru-
mental capacity, data availability, historical moment, computing
capacity, etc., but these obstacles never stopped scientiﬁc research).
The same fact can be explained in different ways depending on our
“why-questions”, which depends on our research ﬁeld, and that is
why causal statements are relative to certain contextual
parameters.
This kind of theorizing is found in Population Genetics text-
books by, ﬁrstly, establishing the background conditions of the
system and, secondly, by introducing factors against this back-
ground. Evolutionary theory usually takes for granted the Hardy-
Weinberg law (henceforth H-W law) (Gillespie, 2004; Sober,
1984; Templeton, 2006) as its ZCL counterpart. According to the
H-W law a diploid and ideal inﬁnite population, where there is
random mating (panmictic population) and whose individuals are
viable and fertile, will remain or return to equilibrium (i.e. gene and
genotype frequencies will remain stable) if no external factor acts
on it. The best historical example following this way of theorizing is
Newtonian mechanics (Maudlin, 2004; Menzies, 2004) ethat is
why Maudlin call them quasi-Newtonian theories and, very likely,
the reason for the rise in force-talk. Thus, the ﬁrst law of Newtonian
mechanics functions to establish that every body continues in its
state of rest, or of uniform motion in a right line, unless it is
compelled to change that state by forces impressed upon it
(Newton, 1846 [1687]). Thus, both the law of inertia as well as the
H-W law, tell us how the systemwould behave if nothing disturbed
it, and so assuring a neutral substrate where we can introduce
external factors (i.e. causes). In addition, both laws are idealizations
because there are always forces applying on real objects and some
H-W conditions are always violated in real populations (Gouvêa,
2015; Toulmin, 1961).
Since Sober proposed the Newtonian analogy, this default
behaviour has been called zero-force law until now. Nevertheless, it
is easy to see that the zero-force law is a special case of ZCL: it tell us
how the system behaves if there is no difference-maker acting on it,
2 In Menzies words: “One form of relativity might be called relativity to the
context of occurrence. If a forest is destroyed by ﬁre, the presence of oxygen would
be cited as a mere condition of the forest’s destruction. On the other hand, if a ﬁre
breaks out in a laboratory where oxygen is deliberately excluded, it may be
appropriate to cite the presence of oxygen as a cause of the ﬁre. The second form of
relativity might be called relativity to the context of enquiry. For example, the cause
of a great famine in India may be identiﬁed by an Indian farmer as the drought, but
the World Food Authority may identify the Indian government’s failure to build up
reserves as the cause, and the drought as a mere condition” (Menzies, 2014).
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except than in this case the difference-makers are forces. That is,
the zero-force law works as a ZCL on a system where causes are
forces. In addition, the difference-making account allow us to avoid
the problems associated with the extension of the concept of
“force” beyond classical mechanics; this account does not require
that a cause has an explicit and predictable directionality, only that
it makes a difference, so drift can still be considered an evolutionary
causewithout dealing with all the properties that a force must have
(see Luque, 2016). Another advantage of this difference-making
account of causation is that it encompasses different causalists
approaches. The vast majority have followed Woodward (2003)’s
manipulationist account of causation (Reisman & Forber, 2005;
Abrams, 2007; Shapiro & Sober, 2007; Gildenhuys, 2009, 2014,
Ramsey, 2012; Clatterbuck, 2015; Otsuka, 2016), while others
have followed a counterfactual account of causation (Glennan,
2009; Huneman, 2012; Millstein, 2006 uses both accounts) or a
probabilistic account of causation (Razeto-Barry & Frick, 2011).
Difference-making is a general form of all these accounts of
causation (manipulationist, counterfactual and probabilistic).
Within the background conditions, ZCLs play a crucial role
because they tell us how the system behaves before the interven-
tion of external factors and what the normal course of the system is
like.3 Since the ZCLs are part of the background conditions, they are
the basis to explain the unexpected. They are what is expected (the
default behaviour), but because of that, they are required to identify
what must be explained (Toulmin, 1961). That is the role that
Newton gives to the law of inertia. It tells us that when no force is
operating, the body will continue at a constant velocity. In addition,
Newton’s First Law is the link between the background conditions
and difference-makers in any Newtonian system, since it puts us in
a position to appreciate the effects of different forces and is the only
background condition which plays that role. The law of inertia
presupposes the following features: absolute space, absolute time
and the existence of one body (Maudlin, 2012; see Table 1). The ﬁrst
two give us a topology, a structure, a metric and a vacuum where
the body and its state of motion can be located, measured and
continued in a straight line (if it is not at rest). At the same time, the
law of inertia requires the inclusion of external forces (difference-
makers) in order to explainwhy a body is not in uniformmotion (in
a straight line or at rest).
Aristotle (1983) established in a narrative way esince he lacked
the tools and mathematical notationse that the constant force
applied to an object was equal to the velocity of the object times its
mass, so two horses move a car with double speed than one. What
Aristotle understood was that bodies are always subject to a
resistance eas Aristotle denies the existence of a vacuume so al-
ways the action of a force is required to keep a body in motion.4 In
other words, for Aristotle “change” in the physical sense means
displacement, “change of place”. The Scientiﬁc Revolution of the
sixteenth and seventeenth centuries brought about a radical
change in this view. The principle of inertia, formulated in a
restricted way by Galileo (uniform circular motion) and with all its
generality by Descartes and Newton (Barbour, 2001; Sklar, 2013),
posits that “change” means “change of velocity”. It implies that
what needs to be explained is the change with respect to that
default behaviour which could also be an effect of operating forces.
These forces will be calculated by means of the second law of
motion.What is normal is that a body keeps its constant velocity (at
rest or in motion) and what needs to be explained is the change in
its default behaviour (see Gouvêa, 2015 for a recent discussion).5
Several authors thought that its supposed futility made it un-
necessary, arguing that it could be deduced from the second law of
motion: if none impressed force exist, the acceleration is zero and
therefore the velocity is constant (uniform and rectilinear or null).
However, its existence seems difﬁcult to deny because it works as a
ZCL eit tells us what has to be explained. Even if relativistic me-
chanics totally rejected the second law eon which, according to
some authors the principle of inertia dependse, the law of inertia
still remains both in the special theory of relativity (the law of
inertia is invariant under Lorentz’s transformations) and in the
general theory of relativity (according to which, geometrically, the
cosmoline of a free particle is a geodesic).
2.1. The persistence of ancestral forms
The importance of the ZCLs is shown more clearly when two of
them, in the same way as was done above with Aristotle and
Newton, are opposed. The ZCL defended by pre-Darwinian authors
eespecially Cuviere and by Darwin (1859), are antagonistic, and
their opposition is illuminating. Cuvier thought that the normal
state of nature was exuberance, that is, the emergence of the
greater number of varieties of living forms. Four Cuverians’ physi-
ological types (verbrata, mollusca, articulata, and radiata) exhaust
all living beings and circumscribe nature’s propensity to generate
spontaneous variety. He seeks to explain the persistence of form
regularities ethe living being organizatione, in other words, the
limits on variation, because what does not need to be explained is
the creation of variation which “always keeps within the limits of
the prescribed conditions of existence, nature becomes free in its
fecundity in so far as those conditions do not limit it” (Cuvier, 1805,
p. 58, my translation). Rather, what must be explained is the
permanence of some regularities in living beings (Caponi, 2004).
Unlike him, Darwin pointed out that the bodies’ normal state is the
persistence of its ancestral form and what needs explanation is the
change of that normal state, i.e. the diversiﬁcation of forms. This
contrasts with the Cuverian’s world in which the coordination of
Table 1
The causal structure of a Newtonian system. The system is deﬁned by a number of
background conditions, and the inclusion of external forces (difference-makers)
explain why a body is not in uniform motion.
Background conditions Difference-makers
Newtonian mechanics Absolute space Gravity
Absolute time Electromagnetism
Body Spring forces
The Principle of Inertia Friction forces, Etc.
3 Here we are not dealing with the realism-antirealism debate. The notion of
normal world is speciﬁed by the model; but it is obvious that many authors thought
that the background conditions postulated to their normal world specify how the
world really is (Newton is a clear example where absolute space, absolute time, etc.
were the structure of the world and not only of his model).
4 Brandon (2006 p. 320) writes in a Newtonian way, the dynamic formula of
Aristotle as F¼m$v. However, this formula is not exact because it requires an
additional term, resistance r, since denying a vacuum implies that there is always a
resistance. Consequently F¼m$v$r. This modern formulation of Aristotelian dy-
namic shows why Aristotle denies the existence of vacuum. If a body’s velocity is
v¼ F/m$r then the time it needs to go over a space Swill be T¼ S$m$r/F. If resistance
is zero, then the body goes over such a space in time 0, in inﬁnite velocity. But to
Aristotle this is absurd and consequently he denies the existence of vacuum.
5 Thanks to a referee for drawing my attention to Gouvêa’s paper. Gouvêa claims
that the law of inertia is a sufﬁcient cause of certain events (constant velocity), but
is not necessary because it is the second law that explains how forces can cancel
each other (another way to maintain constant velocity). Nevertheless, a difference-
making account of causation invalidates inertia as a cause, because a cause is
deﬁned as a difference-maker that alters the default behaviour (i. e. inertia). In
addition, the second law is conceptually parasitic on the ﬁrst law (Maudlin, 2012). I
will go into detail in section 4.
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the parts, their integrity and harmony are essential to produce a
functional living being, whose conditions of existence are concep-
tualized, not from an ecological Darwinian perspective, but from a
physiological one (Grene, 2001). However, in the Darwinian world
what becomes important is the struggle for existence which occurs
between individuals and the environment ethe ecological condi-
tions (Collins, 1986). This could change the ancestral form, natural
selection being the cause of such a change.
In the pre-Darwinian world where Cuvier or Lamarck lived,
change is not a legitimate explanandum. “Contrary to the world of
Lamarck, the Darwinian world is not naturally or spontaneously
prone to change.” (Caponi, 2004, p. 10, emphasis in original; my
translation).
3. Drift as a Zero-Cause Law
The forces analogy seems to be faced with a big problemwhen it
deals with genetic drift. Drift lacks a direction by deﬁnition: it is a
non-directional process “since the expected change at every point
is zero” (Rice, 2004, p.131). Genetic drift is the only one of the so-
called evolutionary forces which lacks a direction and is stochas-
tic, the other ones are directional and deterministic. Its special role
could be explained by considering it not as a force but as the ZCL
counterpart in all evolutionary systems.
3.1. The Principle of Drift
McShea and Brandon (2010); Brandon, (2006 and 2010) defend
that drift is not a force; indeed it would be the default state or zero-
force law (in Brandon’s and McShea’s terminology, see section 2; in
my terms, the ZCL) instead of the H-W law. Their reasoning is based
on a reductio ad absurdum. They give two deﬁnitions of the H-W
law:
H-W1: If a population exists with two alleles, A1 and A2, with
frequencies p and q respectively, then in a single generation the
populationwill settle into genic and genotypic equilibriumwith
gene frequencies p and q, and genotypic frequencies of
A1A1 ¼ p2; A1A2 ¼ 2pq; and A2A2 ¼ q2dprovided that there is no
selection, mutation, migration, non-random mating, or drift.
H-W2: If an inﬁnite population exists with two alleles, A1 and A2,
with frequencies p and q respectively, then in a single genera-
tion the population will settle into genic and genotypic equi-
librium with gene frequencies p and q, and genotypic
frequencies of A1A1 ¼ p2; A1A2 ¼ 2pq; and A2A2 ¼ q2dprovided
that there is no selection, mutation, migration, or non-random
mating (Brandon, 2006 p. 324; McShea & Brandon, 2010 pp.
100e101).
We can observe that the only difference between them is that
the ﬁrst one considers a ﬁnite population eand therefore is subject
to drifte which is in H-W equilibrium, while in the second
formulation the population is in H-W equilibrium, but it is inﬁnite
and, by deﬁnition, there is no drift in it. In H-W1 drift would be a
force which alters population’s equilibrium. In H-W2 there is no
drift but it faces the problem of the non-existence of inﬁnite pop-
ulations. In H-W1 drift is understood as a force but McShea and
Brandon point out the difﬁculties of considering drift as a force
because of its lack of direction. Instead, these authors defend that
drift, far from being a special force which is introduced in the
population, is the default behaviour of the population and, hence, a
ZCL in the same way that inertia is the bodies’ default behaviour in
Newtonian mechanics. The sampling process which ﬁnite pop-
ulations are subjected to is constitutive of them, not something that
can be added to them after. Then, the H-W law, both in its H-W1 and
H-W2 form, cannot be the ZCL because it confuses constitutive el-
ements (drift) with elements which are introduced eselection,
mutation, migration, mating system, etc.e (H-W1), and when it
does not (H-W2), its formulation is false because inﬁnite pop-
ulations do not exist. The authors do not dispute the use of ideal-
izations whenever it can be used in a concrete reality. What they
say is that the H-W2 is not useful because if wewanted to introduce
drift to it, we would come back to H-W1 and, therefore, we would
face the problem of confusing drift with a force. This claim contrasts
with the standard view among population geneticists, who
consider the H-W law as a robust model to many violations (see
Conner & Hartl, 2004). This special status is called by Brandon
(2006) “The Principle of Drift” (PD) and is formulated as follows:
(A) A population at equilibrium will tend to drift from that
equilibrium unless acted on by an evolutionary force. (A
population at rest will tend to start moving unless acted on
by an external force)
(B) A population on evolutionary trajectory t, caused by some
net evolutionary force F, will tend to depart from the
extrapolated path predicted based on F alone (in either di-
rection or magnitude or both) even if no other evolutionary
force intervenes, unless F continues to act. (A population in
motion will tend to stay in motion, but change its trajectory,
unless continually acted on by an external force) (Brandon,
2006, p. 328).
Drift, such as inertia in Newtonian mechanics, is the default
behaviour or ZCL of populations but at the same time it is a non-
Newtonian model of evolution. That is because the principle of
inertia establishes stasis or lack of change as the default behaviour
of bodies. The PD however, as is noted in clause (B), resembles the
Aristotelian principle of movement because it requires the action of
a constant force to keep the population in the same state of motion.
One of the utilities of the PD versus the H-W law would be its
universality, since it does not depend on the need of diploid sexual
organisms, and therefore it can be applied to any form of life that
could be found. Thus, evolutionary biology would have two uni-
versal laws: the PD and the Principle of Natural Selection. It must be
highlighted that the causal conception favoured by Brandon (Sal-
mon’s model of causal-mechanical explanation) requires the
conceiving of inertia and drift as causes because they are a funda-
mental part of the causal structure of our world, but none of them
are forces. Therefore, McShea and Brandon consider drift-based
explanations as having a different status than selection-based ex-
planations. So Brandon calls them default causal explanations, while
explanations that appeal to Newtonian and evolutionary forces are,
respectively, called special causal explanations. Imagine we have an
apple at rest on the ground. As two opposing forces of equal
magnitude (Earth gravitational ﬁeld and surface friction) are acting
on it, the net force is zero. So the apple is obeying Newton’s ﬁrst
law. McShea and Brandon argue that this is a causal explanation
because “Newton’s laws describe the causal structure of a Newto-
nian world and that apple is behaving accordingly” (McShea &
Brandon, 2010, p. 107). This is an important claim in so far as I
will defend (see section 4) that a ZCL cannot be a cause due to its
own nature eit does not matter if this ZCL takes the form of a zero-
force law.
A concept related to the PD is the so called “Zero-Force Evolu-
tionary Law” (henceforth ZFEL) which posits that “In any evolu-
tionary system in which there is variation and heredity, there is a
tendency for diversity and complexity to increase” (McShea &
Brandon, 2010, p. 4). The ZFEL is presented as the default behav-
iour of evolutionary systems, which leads them towards diversity
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and complexity (complexity is used in the sense of non-functional
complexity or pure complexity) in the absence of forces, especially
natural selection. The ZFEL, like the PD, is analogous to the law of
inertia and at the same time, is non-Newtonian because it follows
the same slogan: If no force, then change (McShea & Brandon, 2010,
p. 6). Also the ZFEL, like the PD, despite being the default behaviour
of evolutionary systems, has causal power.6
Although its scope and empirical value are questionable
(Bromham, 2011), there is a possible structural problem in McShea
and Brandon’s position. It is not clear whether both, the ZFEL and
the PD, are distinct things or simply that the ZFEL is an extension of
the later efor example, Brandon (2010, p. 703) says “Dan McShea
and I (McShea & Brandon, 2010) generalize the Principle of Drift
into what we name the Zero-Force Evolutionary Law (ZFEL)”.
Although the authors try to show their distinction by claiming that
the two laws apply to two different phenomena,7 the Principle of
Drift is on most occasions what underlies the ZFEL (see McShea &
Brandon, 2010, p. 95). This dichotomy could not be more than
two forms of a common principle (see Ramsey, 2012)8 establishing
a single default behaviour with possible different instantiations (in
this case, means and variances). Even if the ZFEL and the PD become
fused or not, I will attempt to show in section 4 that the major
problem in their position is the causal import of the PD and the
ZFEL.
3.2. Constitutive and facultative assumptions
In a similar line of argumentation, Sarkar (2011) locates drift as
ZCL (although he never uses the term) but with different conno-
tations from those defended byMcShea and Brandon. Sarkar builds
a haploid model with a closed population (it doesn’t have migra-
tion), taking into account only selection, mutation and drift. An
equal probability of reproduction is assumed ewhich is produced
at the same timee and also that all the ﬁtness differences between
the two types eA and ae are due to viability differences, and not as
a consequence of fertility differences, such as probabilities
remaining constant over time. Population size, when it is ﬁnite, is
ﬁxed by resource constraints (it has reached themaximum carrying
capacity of the environment). Then, Sarkar calculates how pop-
ulations would behave when there is selection and when there is
not (equal ﬁtness) if the population were ﬁnite or inﬁnite. In the
case of a ﬁnite population, the probability of ﬁxation of one of the
types in the absence of selection is equal to the initial number
divided by the population size. In an inﬁnite population, if there is
no selection, the result is the same as before; the difference appears
when selection is introduced. In this case, the probability that the
type with greatest ﬁtness would be ﬁxed is equal to 1, regardless of
the initial frequencies, unlike what happened in the previous ﬁnite
population model where the result of the selection depends on the
initial frequencies.
Sarkar points out that drift is not mentioned in the model.
However it is included in the model through the population size
when it is ﬁnite. Population size actually is a constitutive assumption
of the system. Constitutive assumptions are those privileged
conditions which cannot be changed without changing the identity
of the system. Facultative assumptions, on the other hand, are those
which may vary without changing the identity of the system.
Concerning this distinction, Sarkar follows the work of Mackie
(1980) and Menzies (2004) adopting a difference-making account
of causation ethe same adopted in this paper. Constitutive as-
sumptions are the assumed background, and the facultative as-
sumptions are what make the difference in relation to some assumed
background. Therefore, the facultative assumptions would be the
relevant causes which operate against the background conditions
stipulated by the constitutive assumptions. Thus, selection and
mutation expressed in the model would be the causes of evolu-
tionary change. However, drift would not be a cause of evolutionary
change but a constituent part of the system; so Sarkar agrees with
advocates of the statistical view that drift is not a cause, although
he gives different reasons for that. Nothing causes the constant
change in ﬁnite populations by a sampling process; it is its default
behaviour and the reason of the stochastic nature of ﬁnite pop-
ulation’s models. Here, we are facing a stochastic dynamical model
of evolution.
Despite the similarity between McShea and Brandon’s position
and Sarkar’s one, there is a fundamental discrepancy between
them: the ﬁrst considers drift eand its related concept, the ZFELe a
cause, despite being the ZCL counterpart in evolutionary biology,
while Sarkar considers that drift is not a cause precisely because it
is the ZCL.
4. Drift as a Zero-Cause Law, again
The main question is: Is drift a good ZCL? McShea, Brandon and
Sarkar suggest that drift must be the ZCL of evolutionary systems
because it is the default behaviour (McShea and Brandon) of all real
populations, a constitutive assumption of the system (Sarkar).
Universality plays in favour of considering drift as a ZCL. But this
feature is not enough. Think about the force of gravity. Newton
formulated it as a universal law and, in fact, it operates anywhere in
the universe where bodies are interacting. We could say that it is a
constituent part of the universe, its default behaviour and because
of that, it should be considered a ZCL. In other words, following the
reasoning of the authors cited earlier in this paragraph, Newtonwas
wrong when he put the law of inertia as ZCL since gravity, due to its
universal character, would be the true default behaviour of the
system (Pence, 2016; Stephens, 2010). However, we can imagine
situations, although they cannot be physically feasible for real
systems, where it is possible to eliminate from the system both
gravity and drift. Many models in physics remove forces of whose
existence physicists are aware, like in electromagnetic models
where the action of gravity is ignored ormodels without friction (as
a pulley with twomasses and no friction, frictionless planes, simple
pendulum, etc.). In these scenarios, not including gravity or friction
do nothing to alter the nature of the system, so they are not
constitutive but facultative assumptions that we can introduce and
remove without altering the model. In the same way as gravity can
be removed from a Newtonian system,9 it is possible to model a
system where there is no drift postulating an inﬁnite population
size and where only selection and mutation would be acting (as
Sarkar does). Neither situation, a universe without gravity nor a
population without drift, seems plausible in the world we live; nor
their constitutive character neither.
6 In their book, the ZFEL is described as a cause. For instance: “we claim to have
identiﬁed is a background tendency, one that acts everywhere and always” (McShea
and Brandon, p. 7); “And the resulting increase in complexity is the ZFEL in action”
(ibid., p 55). This causal import has been conﬁrmed by McShea (personal
communication).
7 McShea (personal communication): “The principle of drift is about means. It
says that in the absence of forces, the mean will tend to drive. The ZFEL is about
variances. It says that in the absence of forces, the variance will tend to increase”.
8 Ramsey creates the concept of “driftability” which would be what underlies the
PD and the ZFEL. I will not go into detail here.
9 For example, Pence (2016) defends gravity could be removed from the system if
we postulate that the gravitational constant, G, has value 0; or by imagining the
behaviour of a mass which had been sent to an inﬁnite distance from any other
body.
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Following Sarkar’s distinction between constitutive and facul-
tative assumptions, we can see why drift is not the default behav-
iour. The distinction implies identifying the features that cannot be
removed without changing the essence or the identity of the sys-
tem. Establishing a deﬁnitive list of constitutive assumptions for
evolutionary systems is utopic because it depends on several issues
(see section 2). But this long philosophical debate has been played
out within a precise framework (in a precise context): Population
Genetics. It was in this area where Sober said that evolutionary
theory was like a theory of forces, and why he postulated the H-W
law as a ZCL. Therefore my analysis will focus on these models.
However, I defend that the notion of the permanence of ancestral
forms shows that this privileged status for stasis has been pervasive
in evolutionary theory from Darwin to our days, by embracing
higher-level entities and not being constrained to a gene’s eye view.
For that reason, McShea and Brandon talk about a gestalt shift e
they are changing a constitutive assumptione admitting that stasis,
not only in Population Genetics, but also in evolutionary theory in
general has been the common view.
So, the relevant question here is what the constitutive as-
sumptions of standard evolutionary theory are10. I propose that its
default settings can be summarized as follows (see Table 2): a
population, variation, an environment, ancestor/descendant re-
lations, and what I call The Principle of Stasis (see section 5). Evo-
lution requires a population of individuals because individuals,
themselves, do not evolve; only populations evolve. Evolution also
requires non-identical individuals, the existence of variation in a
population. In other words, for any evolutionary process we need a
population of non-identical individuals. The environment is where
the population is located, the action space where the population
develops its activities. Ancestor/Descendant relations give to the
population a time line and it is not committed to any particular
form of heredity; but in this context, Earth ancestor/descendant
relations are instantiated by particulate inheritance (clonal and
Mendelian).11 The Principle of Stasis tells us how the system will
behave if there are no facultative assumptions. In other words, it
tells us what the default behaviour is. It is the ZCL that connects
constitutive and facultative assumptions. We can see that the
Principle of Stasis depends on the Ancestor/Descendant relations,
in the same way that the Principle of Inertia depends on absolute
space (the vacuum), or the existence of a body. If the inheritance
was blending, change and not stasis would be the ZCL. What all this
shows is that constitutive assumptions are not statics and depend
on the available data in any historical time.
On the other hand, facultative assumptions (i.e. evolutionary
causes or difference-makers) can be removedwithout changing the
identity of the system. We could devise a prototypical standard
evolutionary theory system without natural selection by postu-
lating no ﬁtness variation. Also we could think of an evolutionary
system without mutation by postulating a perfect replication
mechanism or without migration by postulating a closed popula-
tion. In all these cases, the absence of the processes does not affect
the nature of the system eactually Sarkar’s model does it. And,
ﬁnally, the mathematical models in Population Genetics allow us to
see why drift is not a constitutive assumption. In any Population
Genetics textbook drift is introduced by postulating a ﬁnite popu-
lation size. In order to make the calculus easier, models start with
an inﬁnite population to construct a deterministic process. Thus,
we can perfectly model an evolutionary system with an inﬁnite
population size and the system will remain within standard
evolutionary theory’s framework. What it shows is that we can
model an evolutionary systemwithout drift. What is a constitutive
assumption is the population itself and not its size. Therefore,
against Sarkar’s claim, drift is not a constitutive assumption
because its absence does not change the identity of the system. So
Sarkar, and also McShea and Brandon, when locating drift inside
the constitutive assumptions, are breaking the evolutionary
scheme or the research program initiated by Darwin, i.e. a gestalt
shift, because change and not stasis would be the ZCL (see Table 3).
Thus, from a theoretical point of view, following the standard
mathematical models in Population Genetics, drift is not a consti-
tutive assumption, so it cannot be a ZCL. Another problem that
appears whenwe consider drift as a ZCL, andmaybe this is themain
one, is that it has a central role in the explanation of a large number
of evolutionary phenomena. Focusing on what would be one of the
most important of such phenomena, but not unique (see Millstein,
2009), Lynch (2007a, 2007b) has suggested that the increase in
genome size occurred in the transition from prokaryotes organisms
ea few kilobases in virusese to eukaryotes organisms emegabases
in plants, mammals, etc.e has been due to genetic drift which ﬁxed
in genomes, along lineages, elements with little or no advantage,
and even mildly deleterious, such as introns, transposable ele-
ments, noncoding DNA, amino acid substitutions, etc. Drift would
be the main factor because the eukaryotes effective population size
was smaller than the prokaryotes one. Thus, bacterial species have
an effective population size so large that selection quickly ﬁxed any
beneﬁcial mutation and its ability to eliminate the deleterious one
Table 2
The causal structure of standard evolutionary theory. Drift is not a background








The Principle of Stasis Etc.
Table 3
McShea, Brandon and Sarkar consider drift a ZCL (a background condition). By
contrast, standard evolutionary theory establishes the Principle of Stasis as its ZCL,
and considers drift an evolutionary cause.
Zero-Cause Law Evolutionary causes
Standard
Evolutionary Theory















a A particular form is the H-W law.
b In fact, for McShea and Brandon, both ZCLs are causes too.
10 I called “standard” in order to not limit the existence of other approaches, like
McShea and Brandon’s approach, on evolutionary theory.
11 Evolutionary theory is capable of dealing with other forms of inheritance, from
blending inheritance (Gardner, 2011) to other none genetic ones (epigenetic,
behavioural, symbolic) through the Price equation (Halenterä & Uller, 2010). This
feature links the current theory with its beginning in Darwin’s time, where the
inheritance system was unknown, and it is not limited by the kind of inheritance
which is the contingent result of evolution on Earth. That is why it would be able to
deal with other kind of organisms different to those on Earth.
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is huge. On the other hand, in eukaryotic species, the effective
population size is much smaller so that natural selection is not as
effective in eliminating those elements. Thus, drift is shown as a
crucial factor in explaining the increase of organisms’ complexity.
This apparently agrees with McShea and Brandon who think that
drift, in line with their ZFEL, generates diversity and complexity.12
However, its important explanatory and causal role is what
makes it impossible to understand drift as a ZCL. ZCLs are not the
cause of anything or the explanation of anything, but they provide a
sort of framework which stipulates what needs to be explained and
what is a cause in the system. Inertia does not explain why a body
remains at rest or in uniform motion. The default behaviour of
bodies is constant velocity. Inertia, as a constitutive assumption
cannot be the cause of the default behaviour of the bodies. Because
of that Sarkar postulated, quite rightly, that if drift was a consti-
tutive assumption of the system it could not be a cause. But drift
seems to play a causal and explicative role, as in the case of the
increasing size of the genome, which is so crucial that it cannot be
reduced to a constitutive, non-causal, element. Therefore, McShea
and Brandon (see also Brandon, 2006) are forced to provide both
drift and inertia, as causal powers. But, following Maudlin
reasoning (2004, p. 430): “If a body is at rest at one time, and
nothing acts on it (i.e., no force acts on it), then it sounds odd to ask
what causes it to remain at rest. It sounds odd to say that the body’s
own inertial mass causes it to remain at rest, since there is no force
that themass is resisting, and the inertial mass is just a measure of a
body’s resistance to force. And it sounds odd to say that the law of
inertia itself causes the body to remain at rest”.
ZCLs, like the law of inertia, do not have causal power because
they are inside the background conditions. The law of inertia sets
the boundaries of an explanation in Newtonian mechanics because
it is an ideal (Gouvêa, 2015; Toulmin, 1961), theoretically prior to
inclusion of forces in the system. Remember the example in section
3 about the apple at rest. We have two opposing forces of equal
magnitude, and therefore the apple at rest. McShea and Brandon
claim that this empirical experience shows that inertia can be
conceptualized as a causal explanation. Nevertheless, this is not
correct because the law of inertia can never be achieved by expe-
rience.13 The law states that in the absence of forces, a body will
continue its state of rest, or of uniform motion in a straight line.
However, the apple is at rest due to the action of two forces, not
because the absence of them. It is a state of simulated inertia
because we cannot ever achieve a world without any force. It is
incorrect to say that the apple’s own inertial mass causes it to
remain at rest, but it is still a legitimate question to ask what forces
are acting on the apple in order to produce its being at rest on the
ground.
So ZCL cannot have any causal role. However, it is not unusual
for biologists to consider drift as the cause of some changes in
populations. If drift were considered a ZCL it could not be a cause of
anything. Nevertheless, experimental research shows that it is a key
factor in the increase of complexity. Thus, if we accept that drift is a
ZCL, consequently, complexity would have neither explanation nor
cause. Complexity just appears (as it is appealed to in the ZFEL).
This does not seem an acceptable position. Complexity must be
explained, not only be found.
The ZFEL faces the same problems as the PD. Its causal role in the
formation of complexity prevents it from being a ZCL. Furthermore,
the similarity between the tendency of increasing complexity and
diversity of ZFEL and the pre-Darwinian position is clear. In both
“nature becomes free in its fecundity in so far as those conditions
do not limit it” (Cuvier,1805, p. 58). If therewere no constraints and
other forces, complexity would spontaneously emerge. Therefore,
McShea and Brandon appeal to the causal power of the ZFEL, but in
doing so they invalidate it as a ZCL. Complexity, however, demands
explanation.
5. The proper Zero-Cause Law
To sum up, drift cannot be a ZCL because it is not more consti-
tutive for populations than gravity is for the Newtonian’s system.
Furthermore, its causal and explanatory power exceeds what a ZCL
would require. Then, if drift is not a good ZCL, what could be a good
one for evolutionary biology? The H-W law has traditionally played
this role. However, critics point out its restricted application to
diploid sexual organisms and its nomological slack due to being a
consequence of evolution (Beatty, 1995; see Barrett et al. 2012,
p.731, for a reply). Another problem faced by the H-W law is that it
allows two formulations, one for allelic frequencies and another for
genotypic frequencies. Sober himself (1984, p. 36) recognizes this
dual way of formulating the H-W law as a ZCL because, indeed, a
diploid sexual population may be changed in its genotypic fre-
quencies without changing its allelic frequencies (Sober, 2000;
Stephens, 2004). For this reason, sometimes the mating system is
included among the evolutionary causes because it could change
the genotype frequencies but not the gene ones. In favour of H-W
law, it describes how a diploid sexual population would behave
were it disturbed by some external factor, a fundamental charac-
teristic of a ZCL. The population, when there are no difference-
makers operating on it, will remain in equilibrium; its default
behaviour will continue unchanged. In this situation, the explana-
tory power of the H-W law within population dynamics is minimal
or non-existent.14 Moreover, the H-W law has a heuristic
value while drift lacks it when it is considered as a ZCL. That al-
lows us to know for sure when one or more factors are acting upon
a population (Stephens, 2010). Loss of H-W equilibrium is a sufﬁ-
cient condition to detect a difference-maker, but it is not enough for
McShea and Brandon’s PD or ZFEL.
If the genetic system is itself the product of evolution, then there
should be a ZCL that is not genetic. So there is a necessity to develop
a ZCL that is not tied to any genetic system. I consider the H-W law
ein its two possible formulations: allelic and genotypice as well as
the persistence of the ancestral form of Darwin, as special cases of a
more general principle ethe Principle of Stasise which could be
formulated as follows:
12 McShea and Brandon claim that molecular tests show that molecular biologists
(like Lynch) are already postulating drift as the default behaviour. The molecular
tests compare substitutions rates between nonsynonymous and synonymous
nucleotide sites, there being neutral expectation at the starting point (i.e. under
genetic drift) (Charlesworth & Charlesworth, 2010). What these tests do is to
postulate a system with background conditions and one factor (drift) in the system
before it sees the consequences of extra factors (in this case, natural selection) ean
equivalent example in physics would be the case of a simple pendulum, which
starts with one factor (gravity) and after we introduce an extra factor (friction). In
other words: “Even when a system already possesses an array of causal forces, it
makes sense to ask about the causal signiﬁcance of additional causal forces. The
condition for difference-making provides us with a test of the causal signiﬁcance of
these extra factors” (Menzies, 2004, p. 161).
13 “[The] law of inertia cannot be derived directly from experiment, but only by
speculative thinking consistent with observation. The idealized experiment can
never be actually performed, although it leads to a profound understanding of real
experiments” (Einstein & Infeld, 1938, p. 8). Gouvêa (2015, p. 375) agrees: “New-
ton’s ﬁrst law is not known from empirical examples”.
14 However, as we are building upon a Mendelian genetic background, the H-W
law plays an explanatory role at such a level. It explains why genetic variation,
based in a Mendelian genetic, persists indeﬁnitely because inheritance is particu-
late rather than blending (Templeton, 2006).
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Principle of Stasis: An evolutionary system where there is no
selection, drift, mutation, migration, etc., so there is no
difference-maker, will not undergo any change (it will remain in
stasis).
This applies to asexual organisms (see Charlesworth &
Charlesworth, 2010 p. 34) overcoming the limitations of the H-W
law, in so far as mathematical models of asexual populations (e.g.,
bacteria) start with models of population growth but not with
models of change in gene frequencies. That is because asexual
populations reproduce themselves through cloning and because of
that, gene frequencies cannot change. This apparently obvious
remark is the characteristic feature of the ZCLs and the causes of
evolutionary change in biologyeboth in asexual populations (Elena
& Lenski, 2003) and sexual ones (Charlesworth & Charlesworth,
2010; Gillespie, 2004; Templeton, 2006)e and so correspond to
those postulated in the Principle of Stasis.
Only one equivalent principle has been formulated recently. It is
the zero cause evolutionary law developed by Barrett et al. (2012),
which states that “If there is no selection and no drift (and no
mutation or migration, either), then trait frequencies will remain
the same; this is a ‘law of stasis’.” (Barrett et al. 2012, p. 733). Both
principles stipulate the same ZCL and our views are similar. How-
ever, Barrett et al. (2012), although they do not use theword “force”
in stating their principle, they still think in terms of the force
interpretation and search for a possible directionality to drift. On
the other hand, I postulate a broader causal framework that avoids
this issue, unifying different causalists approaches. In addition, the
distinction between background conditions and difference-makers
(or in Sarkar’s terms, constitutive and facultative assumptions)
clariﬁes the features that any ZCL must accomplish and why drift
does not work in that way. My formulation is not entirely new but it
intends to show clearly the principle that follows the research
program which comes from Darwin to modern evolutionary
biology. This ZCL has a universal character and it remains in the
framework initiated by Darwin eunlike orthogenetic proposals like
McShea and Brandon’s (2010, p. 127). At this point one should be
reminded that, “contrary to the world of Lamarck, the Darwinian
world is not naturally or spontaneously prone to change” (Caponi,
2004, p. 10). The proper ZCL is the Principle of Stasis.
6. Conclusion
The structure of evolutionary theory as a quasi-Newtonian
theory involves the establishment of a ZCL or default behaviour
which indicates how the system would behave if there are no
difference-makers. Several authors have claimed the special char-
acter of drift within evolutionary theory, postulating it as the ZCL of
evolutionary systems. It has been shown that such approach is not
well-grounded since drift is not a good ZCL. Instead, I propose a ZCL
which includes the H-W law and the persistence of the ancestral
form of Darwin, the Principle of Stasis, which postulates that an
evolutionary system, if it is not inﬂuenced by a difference-maker,
will remain unchanged. Its advantages are: (i) it keeps drift as a
cause of evolution: (ii) it remains itself within the research program
initiated by Darwin encompassing different special formulations of
the Principle of Stasis (H-W law, persistence of the ancestral form),
and (iii) it demands a causal explanation for the increase in
complexity.
Despite my sympathy for the force-talk and the Newtonian
analogy in general, my approach somehow deﬂates part of the is-
sues with the use of the concept “evolutionary forces” because, in
my analysis, they are causes (difference-makers). But there is no
need to extend the metaphor excessively. So drift can still be
considered an evolutionary cause without dealing with all the
properties that a forcemust have (in short, without commitment to
all the features of Newtonian forces). Nevertheless, the Newtonian
analogy is illuminating insofar as it is helpful in revealing the causal
structure of evolutionary theory. In other words, the theory is
constructed from a ZCL that stipulates a default behaviour and
arises by introducing factorswhich alters that behaviour. That is the
reason why the force metaphor was formulated in the ﬁrst place
and why it still continues in evolutionary literature.
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Evolutionary biology is one of the most vibrant and exciting areas of 
current science, attracting more and more people from different disciplines 
such as physics, computer science, philosophy, psychology and so on. How-
ever, far from being attracted to it, Jerry Fodor and Massimo Piattelli-
Palmarini (hereafter FPP) have launched a fierce attack on current evolution-
ary theory in their book What Darwin Got Wrong (2010). Parts of this chal-
lenging critique have been answered by several frontline biologists and 
philosophers of biology [Block and Kitcher (2010), Coyne (2010), Diéguez 
(2011), Díez and Lorenzano (2013), Futuyma (2010), Godfrey-Smith (2010), 
Pigliucci (2010), Richards (2010), Rosenberg (2013), Sober (2010)]. Here, 
we will focus on two different issues dealt with in FPP’s book: the concept of 
adaptation and the supposed conflict between an external and an internal 
view of evolution. Thus, we will divide this paper into two parts. In the first 
part, we will discuss the notion of adaptation postulated by FPP and its strik-
ing resemblance to pre-Darwinian positions. The second part will focus on 
the explanatory dimensions of evolutionary theory. 
 
 
I. ADAPTATION AND NATURAL ECONOMY 
 
As stated above, FPP’s book has sparked a great many comments. But, 
despite this, one issue seems to have gone unnoticed by most of its reviewers: 
the approach to the phenomenon of adaptation. The current view of biology 
maintains that Charles Darwin’s work was a naturalist’s account of adapta-
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tion, which had received supernatural explanations hitherto. In fact, John 
Maynard-Smith even said “adaptation is the most obvious and all-pervasive 
feature of living things, and one that any theory of evolution must explain” 
[Maynard-Smith (1989), p. 4]. The adaptation phenomenon, apparently an 
exquisite fine-tuning between environment and living beings, was among the 
explanandas which the Theory of Evolution by natural selection endeavors to 
explain from the start. 
However, FPP have a radically different view of it. Thus they consider: 
 
You don’t after all need an adaptationist account of evolution in order to explain 
the fact that phenotypes are so often appropriate to ecologies (…) It is just a tau-
tology that (if it isn’t dead) a creature’s phenotype is appropriate for its survival in 
the ecology that it inhabits [Fodor and Piatelli-Palmarini (2010), p. 142]. 
 
And a few pages later: 
 
(…) you don’t need the theory of evolution to explain why a creature’s pheno-
type is well adapted to its environment (i. e. to the world); that follows simply 
from the fact that there are creatures with that phenotype. All creatures that are 
neither extinct nor imaginary are ipso facto adapted to the world [ibid., p. 145]. 
 
From FPP’s perspective, adaptation need not be explained because fine-
tuning between organisms and their environment is something “natural”, 
even “logical”. We do not need a theory to explain it. Apparently, FPP are so 
baffled by evolutionary theory – initiated by Charles Darwin – because their 
view of adaptation, as we will try to show, leads them to the pre-Darwinian 
epoch. Historiography [Ruse (1986), Ayala (2004)] has emphasized adapta-
tion was a phenomenon recognized by authors before Darwin, but it was he 
who formulated a naturalist’s explanation. Nevertheless, according to Gusta-
vo Caponi’s work [(2011)], we will show that pre-Darwinian adaptationism 
is barely sustainable, and is quite similar to the position maintained by FPP. 
 
Two Views of Natural Economy 
 
Up until the mid-nineteenth century, the study of living beings was 
dominated by naturalists and theologians (and even men who were both). 
While naturalists mostly devoted their time to collecting and classifying ani-
mals, theories were put forward by theologians. However, these theories 
were actually “the theory of divine origin of all biological elements”, with 
God as the creator of biodiversity. Thus, from the works of theologians such 
as John Ray (The Wisdom of God Manifested in the Works of Creation, 
1692), William Derham (Physico-Theology, 1713), William Paley (Natural 
Theology, 1809), William Kirby (On the Power, Wisdom and Goodness of 
God, as Manifested in the Creation of Animals, and in Their History, Habits 
and Instincts, 1837), or Charles Bell (The Hand: Its Mechanism and Vital 
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Endowments as Evincing Design, 1837), the hand of God shaped both the 
characteristics and behavior of all living beings. All of them formed part of 
the natural economy devised by God, “The wisest disposition of natural beings, 
established by the supreme creator, whereby such beings tend to common aims 
and possess reciprocal functions” [Biberg ([1749] 1972), pp. 57-58]. Before 
Darwin, the natural economy view understood organisms to be static beings, 
whose purpose was not to survive and reproduce, but to be necessary compo-
nents of the ecosystem as a whole. Therefore, nothing could be created or de-
stroyed in the natural economy. All beings, thanks to the features bestowed 
upon them by God and placed at the service of other organisms had their 
place and role in nature. 
The idea of natural economy was accepted and adopted by naturalists of 
that time. So Linnaeus tells us through his student Christophorus Gedner: 
 
In every plant, in every insect, we will observe some particular skill which we 
could not find in others bodies. And, after having compared between them, we 
find that it was not done by chance, but focused to an accurate and determinate 
aim, by a determinate cause, which serves both the propagation of plants or an-
imals, to their conservation or to the function of those beings with they are re-
lated. We confirm how plants preserve themselves against elements harshness 
and against animals’ attacks; how every animal enjoy their means of defense, 
thanks to which they can protect themselves from the attacks of others; such 
nothing which has been created can be destroyed [Gedner ([1752] 1972), pp. 
161-165] (emphasis added). 
 
And Buffon states: 
 
In order to beings were succeed by another, it is necessary for them to kill each 
other; in order to animals nourished themselves and survive, it is necessary for 
them to destroy vegetal and other animals; and as before and after destruction 
the amount of life remains equal, it seems that might make no difference to Na-
ture the fact that this or that species were destroyed more or less. However, as a 
treasurer mother, in the bosom of abundance, she has set the boundaries to 
waste and has prevented the apparently squandered: She gives only to a few an-
imals the instinct to nourishes of flesh, she even reduce those voracious and 
carnivorous species to a small number of individuals, while she multiplied 
abundantly the species and individuals who nourishes of plants; and she seems 
to have lavished vegetal species, and have shared out in each one the number 
and fecundity [Buffon ([1753] 2007), p. 572] (emphasis added). 
 
This “natural balance” cannot be broken because each individual plays 
a role in the natural economy. That is the reason why authors like Paley, tradi-
tionally viewed as the epitome of theological adaptive explanation, extensively 
focused more on the description of the functional correlation of parts than on 
the “ecological appropriateness” [cf. Caponi (2011), pp. 11-14]. The relation-
ship between function and environment was not considered an issue worthy 
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of study. For all these pre-Darwinian authors it seemed evident, as it is for 
FPP, that organisms were adapted to their environment. No further investiga-
tion was required but the focus was, like the first part of FPP’s book, on the 
“internal parts” of organisms. 
Nevertheless, Darwin brought a new vision of the natural economy. 
Reading the work of Thomas Malthus, as is well known, was crucial at this 
step. Malthus set out, contrary to the enlightened idea of social progress, that 
the reason for poverty was an excessive reproductive capacity of individuals 
in relation to the available resources. More precisely, populations grew geo-
metrically while food production increased arithmetically. This limitation of 
resources led to the “struggle for existence” among them. Darwin realized 
that this reasoning could be applied to all living beings: if resources are lim-
ited and not all born individuals can survive, then, those individuals whose 
traits enable them to survive better than others in a given environment will 
have more chances of passing these traits on to subsequent generations. 
The assumption of the Malthusian principle (geometric growth of popu-
lations, but arithmetic growth of resources) and consequently the struggle for 
existence, redirected the interest in internal organ correlations to the struggle 
and conquest of an environment, which now took on a more important role. 
The world was no longer perceived to be a peaceful place where each indi-
vidual took its natural place, but could rather be annihilated at any moment. 
Now, the ability to survive was no longer taken for granted. It was not “natu-
ral”, “logical” or “common sense” but required an explanation. This is why 
adaptation would become a matter of empirical investigation and did not re-
main as a (marginal) theological consideration. This change is mirrored in the 
role played by living beings. Before Darwin, it was argued that living beings 
existed for each other. So it is not uncommon to find whole paragraphs de-
scribing the beauty of beings as an end in itself or for the enjoyment of oth-
ers. From Paley’s point of view, beauty was one of the main reasons for 
being. The colorful plumage of birds, the greenness of plants and so on, exist 
not because it gives them an attractive reproductive feature (i.e., for their own 
benefit), but these features are for the enjoyment of “others” (for instance, 
humans). Paley tells us: 
 
In plants, especially in the flowers of plants, the principle of beauty holds a still 
more considerable place in their composition; is still more confessed than in an-
imals. Why, for one instance out of a thousand, does the corolla of the tulip, 
when advanced to its size and maturity, change its colour? The purposes, so far 
as we can see, of vegetable nutrition, might have been carried on as well by its 
continuing green (…) Is it not more probable, that this property, which is inde-
pendent, as it should seem, of the wants and utilities of the plant, was calculated 
for beauty, intended for display? [Paley (1809), pp. 199-200]. 
 
Moreover, Kirby referring to some animal features at the service of others: 
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The allwise Governor of the universe, when he gave to the sheep its covering, 
appears to have had in view not solely the protection of the animal form effects 
of cold, but more particularly the benefit of him whom he had enthroned at the 
head of his creation, by thus placing at his disposal a material so inestimable, 
for his use and comfort, as wool [Kirby (1835), pp. 63-64]. 
 
Darwin, by contrast, refers to the universal struggle for life occurring in 
nature. He emphasizes how insects and seeds are destroyed by songbirds, 
whose eggs are destroyed, in turn, by birds and beasts of prey [cf. Darwin 
(1859), p. 62]. He also points out how both the young and old continuously 
suffer destruction [cf. Darwin (1859), p. 66] particularly due to the amount of 
food available and the number of predators [cf. Darwin (1859), p. 68]. 
The lack of ecological studies available at that time would indicate that 
survival – adaptation to the environment – was something taken for granted: 
something natural. Ecological issues, those challenges or obstacles prevent-
ing the geometric increase of a species, were almost a mystery to mid-
nineteenth-century naturalists. Darwin himself said, “What checks the natural 
tendency of each species to increase in number is most obscure (...). We 
know not exactly what the checks are in even one single instance. Nor will 
this surprise anyone who reflects how ignorant we are on this head” [Darwin 
(1859), p. 67]. Now survival, adaptation to the environment, is not taken for 
granted and, therefore, requires an explanation. Thus the study of organisms 
and their interaction with the environment became an essential part of evolu-
tionary theory [cf. Collins (1986)]. In his work On the Various Contrivances by 
Which British and Foreign Orchids are Fertilised by Insects (1862) Darwin in-
itiates the adaptationist view when he understands the apparently ornamental 
color of flowers is actually an adaptation that facilitates their fertilization. 
The hypothetical harmony of nature and its admirable balance proved to 
be little more than a mirage. Prey and predators coexist because the former 
have managed to adapt to the latter, not because predators have helped them. 
Living organisms do not live to and for the others, as pre-Darwinian authors 
believed. For instance, in Yellowstone Park trees struggle against each other 
to reach enough light to photosynthesize (using a massive cellulose infra-
structures) but such a high concentration of inflammable material causes 
huge fires and, consequently, brings about the death of hundreds of organ-
isms [cf. Williams (1992), p. 482]. Therefore Darwin said that “If it could be 
proved that any part of the structure of any one species had been formed for 
the exclusive good of another species, it would annihilate my theory, for such 
could not have been produced through natural selection”[Darwin (1859), p. 
201]. This appearance of harmony and stability is only a result of the struggle 
between individuals and it can and will be broken at any time. 
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II. THE DIMENSIONS OF EVOLUTIONARY THEORY 
 
Although reluctant to postulate an alternative to current evolutionary 
theory1, the first part of FPP’s book is devoted to showing biological novel-
ties, which seem to have been overlooked by Modern Synthesis or Darwini-
ans (as FPP like to call them). Paraphrasing Dobzshansky’s famous quote, 
they say: “Evo-devo tells us that it’s the other way around: nothing in evolu-
tion makes sense except in the light of developmental evolution” [Fodor and 
Piattelli-Palmarini (2010), p. 30]. These novelties are essentially devoted to 
the internal processes of living beings, where organisms’ development would 
be the essential part of evolution, changing the (supposed) simplistic neo-
Darwinism view. The transition from fertilized egg to adult marks the limits 
within which the process of natural selection (NS) can act, constraining the 
variability on which NS could act.  
FPP’s statement is misleading because, were it true, if evolution makes 
no sense except in the light of developmental evolution then, by definition, 
none of the organisms lacking embryonic development would evolve. Devel-
opment is a phenomenon arising from multicellularity, it is dependent on it 
and impossible without it. We can delve further into the contrast between an 
externalist theory and FPP’s internalist one. 
Let us suppose that evolution is a body of phenomena, which is rela-
tively well explained from the externalist perspective. The classical external-
ist theory asserts that the origin and transformation of living things arise from 
the combined action of mutation and NS. This paradigm of biological change 
is so ingrained in Western culture that it is extraordinarily hard to envisage 
alternative approaches, which have come to light during the study of biologi-
cal evolution. This simplistic view is taken by FPP [cf. Fodor and Piattelli-
Palmarini (2010), p. 23] as the schematic representation of standard neo-
Darwinism. Indeed, rather than ingrained we could use the term “branded” 
because it seems to be an insular, conclusive, all-encompassing theory. Some 
new approaches can be interpreted as accretions of the classical theory 
whereas others present themselves as alternatives, leaving no room for the 
former. To describe this lively intellectual battle, which has stirred up so 
much passion, we will employ the notion of the dimension of the body of 
phenomena comprising biological evolution. Let us suppose this evolutionary 
whole is explained or measured effectively by the classical externalist theory. 
When we use classical mechanics to describe the motion of a body as conse-
quence of a system of forces, the dimensions of these bodies are fixed, so 
when we place a body (a volume to be more precise) in a space we need to 
know the exact coordinates (length, height and depth). Just one or two coor-
dinates will not suffice; all are required to know where the body is located. 
Indeed, we require three dimensional coordinates to position or to locate the 
body. In the present case, the body in question is that forming evolution. Ac-
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cording to classical theory, two dimensions are sufficient to explain any nov-
elty in this evolutionary body. Do we need more dimensions to explain evo-
lution? Thus though the architects of Modern Synthesis, promoted by Sewall 
Wright’s work in particular [cf. Provine ([1971] 2001), Chap. 5], when the 
role played by chance –exemplified by genetic drift– became a third fixed 
and necessary dimension. The neutral theory of molecular evolution is a good 
example of the role played by chance in the evolution of genes. The combina-
tion of all three dimensions forms what we might call an extended externalist 
theory of evolution. The relevance of this theory lies not only in the role ge-
netic drift plays in the evolution of genes, but also in the part played by 
chance in shaping the higher levels of the biological hierarchy through the 
evolution of individuals, populations, species or other taxonomic units. In 
other words, not only should we incorporate the neutral school’s considerable 
achievements on the molecular scale, but also incorporate the points raised 
within the framework of these controversies by mutationists, saltationists, 
geneticists, paleontologists, developmental biologists ever since Darwin first 
voiced his ideas on NS. The thesis we endeavor to put forward here is that the 
dimension of chance has gained explanatory power. Thus, the current stand-
ard theory of evolution is what we refer to here as the extended externalist 
theory, whose three dimensions are: mutation, NS and chance. The latter en-
compasses phenomena resulting from accidental or random events, some of 
which are considered essential (e.g., symbiotic integration). Also, such de-
velopments could include the timely action of NS on these events. The even-
tuality of chance events in evolutionary history and their selection, or not, by 
NS, is a combination of the dimensions of NS and chance. 
Note how we can consider mutation (also random) and chance orthogo-
nally. This simply indicates that the dimension of mutation incorporates only 
those factors pertinent to biological evolution having a specific effect on ge-
netic matter, rather than on the frequency of a particular new variant, or the 
likelihood of it arising. In this respect, we should mention that this dimension 
incorporates many of the internalist conceptions, for instance, the study of 
genome evolution shows that, through certain processes, genomes are likely 
to generate new variants, of all kinds. Indeed, among others, gene or genomic 
duplications and effects of transposable elements are clear examples of the 
immense importance this dimension must have in evolution. Many pro-
internalist authors, followed by FPP, have trivialized externalist considera-
tions basing their arguments on the effects of infrequent mutations, but the 
truth is that the dynamic nature of genomes creating new variants now forms 
an integral part of the modern externalist concept. 
Now we can ask ourselves two more questions, considering the wide 
range of additional factors we have added, and which contemplate causes of 
organic evolution: 
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a) Do we need to consider further dimensions in our quest to understand 
the body of evolutionary phenomena? 
 
b) Is NS really an explanatory dimension of biological evolution? 
 
The first question considers the possible addition of one or more – as yet un-
specified – dimensions to those described above in order to explain evolution. 
The second, regardless of whether new dimensions should be introduced, 
suggests NS might not constitute an explanatory dimension of organic evolu-
tion, which would lead us to eliminate the NS axis. 
We should bear both these questions in mind when pondering new di-
mensions because many authors consider introducing new dimensions in an 
endeavor to exclude NS. Kauffman [(1993)] highlights the self-organizational 
ability of multi-element systems, including biological ones. Self-organization 
in biological systems would be responsible for generating significant evolu-
tionary innovation, but would in no way be the exclusive product of the dimen-
sions of an extended externalist theory. Kauffman’s theory is based on the 
complex and regular behavior exhibited by interactive sets of elementary units 
(genes, cells, organisms, normally having binary individual responses, such as 
“on/active” or “off/inactive”) when they receive signals from other units with 
which they communicate. This is his well-known NK model, where N is the 
number of units in the system and K the signals received by the unit. The mas-
sive quantity of real and complex behaviors that such models can generate is 
overwhelming, at least in theory, and some of them are similar to those shown 
by biological systems. Another theory related to the generation of complex be-
havior is the theory of self-organized criticality [Bak (1996)], albeit with a 
macroscopic basis and not rooted in the interactions and numbers of component 
units. The canonical example is the sand-pile model, which exhibits complex 
behavior, where periods of invariant sand-pile morphology (it is still a sand-pile 
despite size increase) are followed by intermittent sand cascades or avalanches. 
Avalanches, resulting from a domino effect in which one grain pushes others, 
and moves them, have only localised effects when the sand-pile slope is not too 
steep. However, when the slope becomes steep enough, reaching the threshold 
of the steady state, the behavior of any grain of sand can have wide-ranging ef-
fects: then we say it is in a critical state of emerging dynamics. Bak has applied 
this theory to account for punctuated equilibrium (saltationalism) in the evolu-
tion of species. The idea is that solely in this steady state can sudden changes 
(presumably genetic in nature) result in a leap to a new situation, or emergence 
of a new species. Neither theory, in their original formulation, refers to any se-
lective dimension. Therefore, to accept such an alternative dimension, we 
should first assess to what extent all the phenomena explained by NS are also 
explained by this model, and more importantly, to what extent the new dimen-
sion can explain certain biological phenomena that NS cannot explain. 
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Closer to investigations of an empirical bent we have, once more, the in-
ternalist dimension of evolution emanating from mutationism and modern de-
velopmental biology. We should note, however, that the axes of mutation and 
of chance are formally incorporated by the extended externalist theory. We 
could allow a special dimension for development in biological evolution if, and 
only if, there is an evolutionary phenomenon that cannot be explained by the 
single or combined action of these three dimensions. For example, the inherent 
capacity organisms have to buffer mutations, or the Kauffman-like self-
organizing ability of cell units involved in development in a way that is im-
portant to account for certain evolutionary patterns or phenomena. Take, for 
example, the canalization theory which states that development imposes re-
strictions that essentially buffer or channel the effects of mutational variability 
by evolutionarily well-established patterns of a limited number of morphologi-
cal units [Gerhart and Kirschner (1997)]. Such patterns are contrary to the 
gradual effects of NS, which are eventually promoted after the emergence of 
individual mutations. These patterns have an intrinsic canalization capacity and 
thus do not change. The reader may be aware of certain similarities or resem-
blance between the theory of self-organization, criticality and the mutational 
canalization. Certainly we cannot be sure whether we are talking about one or 
more new dimensions. To make it easier to understand let us assume it is the 
same dimension, which is generally called the self-organizing dimension. The 
theory of complex systems forms the basis of this new dimension, but does not 
substitute the extended externalist theory, but rather forms an extension of the 
already extended theory. Given we now have proposals to synthesize life in the 
lab (although we should handle this concept with care), and considering the 
emergence of systemic theories of the macromolecular organization of organ-
isms as well as the theory of complex systems, we might think we are ap-
proaching the realization of Goethe’s dream: leaving the analytical dimension 
and entering a new one allowing synthetic recreation. 
It would take too long to give examples and cite studies carried out in 
areas like ecology (ecosystem component species), animal behavior (individ-
ual components of species), or neuroscience (brain nerve cell components), in 
which the interaction between the corresponding component units can clearly 
generate complex patterns that might be explained only by resorting to self-
organizing phenomena. Bell [(1997), p. xviii] states that the only worthy sci-
entific objections to NS as the driving force of biological complexity today, 
are based on self-organization. Wagner [(2011), pp. 91-92], on the other 
hand, states that NS and self-organization are equally necessary to explain 
evolution, both being essential for innovation (self-organization) and for its 
preservation (NS). The new dimension, if verified not to be relegated to ex-
tended externalist theory, would be more fitting to explain the body of evolu-
tion as a whole and life in general. At this point, and at any other regarding 
the nature of scientific theories, we should apply the principle of Occam’s ra-
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zor. Indeed, there is no need to add new dimensions if we have sufficient ex-
planatory power with the existing ones; or if we can show that the new di-





The vision portrayed by FPP of current evolutionary theory does not 
correspond to the knowledge and work of biologists today. The authors’ ap-
proach to the phenomenon of adaptation, as we have shown, is closer to the 
pre-Darwinian than the current view where adaptation requires an explana-
tion. Furthermore, biologists – malgré FPP’s belief – are aware of recent 
findings in developmental biology and other areas (genomics, molecular bi-
ology, etc.). Far from the apocalyptic picture painted by FPP, discoveries and 
debates have sparked further research. Whether or not we should incorporate 
new dimensions to evolutionary theory is a decision that depends on many 
things. But what is clear is that the degree of confirmation at the empirical 
level of evolutionary theory (and especially population genetics, its corner-
stone) has become the litmus test of any evolutionary hypothesis [cf. Lynch 
(2007), p. 8598]. Thus, by no means can we state – as declared in uninformed 
circles or those prone to certain ideological or religious beliefs – that Darwin-
ism or neo-Darwinism has come to an end. Rather, what we do have is a the-
ory that is continually embraced by a larger more explanatory one, like an 
onion with multiple layers. 
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1 “… we don’t know what the mechanism of evolution is. As far as we can 
make out, nobody knows exactly how phenotypes evolve” [Fodor and Piattelli-
Palmarini (2010), p. 153]. 
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En este artículo analizamos dos diferentes aspectos del libro de Jerry Fodor y 
Massimo Piattelli-Palmarini What Darwin Got Wrong. En primer lugar planteamos el 
anacronismo de su concepto de adaptación el cual se encuentra más en consonancia 
con las posturas de los autores pre-Darwinianos que con la usada por los biólogos ac-
tualmente. En la segunda parte, abordamos el supuesto conflicto planteado por los au-
tores entre una visión internista y otra externista de la evolución, tratando las 
diferentes dimensiones de la teoría evolutiva de forma integradora. 
 




In this paper we analyze two topics discussed in Jerry Fodor and Massimo Piattelli- 
Palmarini’s book What Darwin Got Wrong. Firstly, we defend the stance that their 
concept of adaptation is anachronistic, and is more closely related with pre-Darwinian 
ideas than with current concepts held by biologists. Secondly, we discuss the sup-
posed conflict they claim exists between an externalist and an internalist vision of 
evolution. To do so, we deal the different dimensions of evolutionary theory in a 
comprehensive way. 
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