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Abstract. Independent Subspace Analysis (ISA) is an extension of In-
dependent Component Analysis (ICA) that aims to linearly transform
a random vector such as to render groups of its components mutually
independent. A recently proposed ﬁxed-point algorithm is able to locally
perform ISA if the sizes of the subspaces are known, however global con-
vergence is a serious problem as the proposed cost function has additional
local minima. We introduce an extension to this algorithm, based on the
idea that the algorithm converges to a solution, in which subspaces that
are members of the global minimum occur with a higher frequency. We
show that this overcomes the algorithm’s limitations. Moreover, this idea
allows a blind approach, where no a priori knowledge of subspace sizes
is required.
Assuming an independent random vector S that is mixed by an unknown mixing
matrix A, Independent Component Analysis (ICA) denotes the task of recover-
ing S, given only the mixed signals, X = AS. It is known [1] that under mild
assumptions, ICA has a solution that is unique up to the obvious indetermina-
cies of permutation and scaling. Since we are operating blindly i.e. we only see
the mixed data set X and not S, we cannot know if S actually follows the ICA
assumption of statistical independence. ICA only guarantees reconstruction for
data that follows the model, so it can be used to analyze only a subset of all
random variables, and one cannot even tell in advance if a given data set falls
into this subset or not.
Independent Subspace Analysis (ISA) extends the ICA model by allowing
dependencies in the source data set S as introduced by Cardoso and others [2,3].
In the ISA model, S does not consist anymore of one dimensional independent
random variables S1,...,S N, but rather of random vectors S1,...,SN such that
the random vectors Si are mutually independent, but dependencies within the
components Si are allowed. A commonly used ad-hoc approach to solve the ISA
problem is to simply apply an ICA algorithm — with the reasoning that it will
ﬁnd a representation that is as independent as possible — and then to perform
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clustering on the resulting sources in order to group components that still show
non-neglectable dependencies [4]. This however depends strongly on the speciﬁc
ICA algorithm; for some (JADE, Infomax) there exists strong evidence that such
an approach is feasible [4]. In general however it is unclear if the ICA algorithm
can perform the ﬁrst task of separating any data set as much as possible.
In this contribution we use clustering in the space of linear subspaces to
address problems with the FastISA approach [5]. At ﬁrst we apply it to the
independent subspace extraction problem to enhance the stability of the algo-
rithm and to access the reliability of the result. This is done using the results
from multiple runs with diﬀerent initializations and/or bootstrapping. As a sec-
ond step we apply clustering techniques to the collected subspaces of multiple
runs with diﬀerent extraction parameters, especially the subspace dimensions.
The resulting centroids of the clustering then exhibit the independent subspace
structure of the data and hence lead to a full independent subspace analysis.
1 Independent Subspace Analysis (ISA)
Generalizing ICA to deal with the case of inherent dependencies within the
sources, a ﬁrst approach can be described as follows: Given an N-dimensional
signal X, ﬁnd an invertible N × N matrix A such that AX =( S 
1 ,...,S 
k )
 
with mutually independent Sj. It is easy to see that this description is not
suﬃcient, as for any X,c h o o s i n gA = IN and then k =1a n dS1 = X fulﬁlls
this condition: Here X can be seen as one large signal, independent of the (non-
existing) rest. Clearly this is not a desired result, so additional constraints are
required. The additional requirement of irreducibility of the extracted sources Sk
imposes suﬃcient restrictions to overcome this drawback: A signal Y is called
irreducible if there is no A such that AY =( S 
1 ,S 
2 )
 
with S1 and S2 being
independent. Under the additional assumption of irreducibility of the extracted
sources, ISA indeed has a unique solution up to the obvious indeterminacies,
choice of basis within the subspaces and order of the subspaces [6].
1.1 The FastISA Algorithm
The idea of the FastISA algorithm as introduced by K¨ oster and Hyv¨ arinen [5] can
be described as searching for linear subspaces of Rn such that the norms of the
projections of the mixed signals onto these subspaces are stochastically indepen-
dent. Given an N-dimensional mixed signal X and known subspace dimensions
N1,...,N l (where
 
j Nj = N), FastISA searches for matrices wj ∈ RN×Nj,
(j =1 ,...,l) such that the norms of the projections uj :=  w 
j X 2 are inde-
pendent. The algorithm estimates the demixing matrix W =( w1,...,wl)
  by
blockwise updates of its possibly multidimensional rows w 
i using the update
step
w
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where g(.)a n dg (.) are the ﬁrst and second derivatives of a nonlinear ‘score’
function G(.). For our simulations we chose G(x)=
√
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arbitrary constant to aid with stability, and it was chosen to be 0.1. Assuming
whitened sources and recordings, which does not lose any generality in oﬄine ISA
algorithms, the demixing matrix is known to be orthonormal, so W is orthonor-
malized after each update step in the algorithm. The algorithm terminates if the
change  WnewW   falls below a threshold. Here  .  denotes the anti-blockwise
Frobenius norm, that is the sum of the squares of only the values not on the
block diagonal. It is known [5] that this algorithm locally converges against a
demixing matrix W, so FastISA can be used exactly this way if and only if one
already has a good estimate of an actual solution.
1.2 Using Grassmannian Clustering for Global Search and
Independent Subspace Extraction
The FastISA cost function is prone to local minima, so it alone cannot be used to
solve the ISA problem. To overcome these limitations, we propose a two-level ap-
proach. The ﬁrst step consists of running FastISA multiple times with diﬀerent
initial conditions. We keep only those FastISA outputs (candidate demixings)
where the algorithm terminated by reaching a ﬁxed point. The algorithm will
only sometimes converge to the global minimum of the cost function, but will
converge to local minima otherwise. The second step therefore consists of choos-
ing which of the reconstructions represent valid reconstructions. We perform
clustering on the linear subspaces deﬁned by the rows of the estimated demixing
matrices. We here observe that among the set of candidate demixings those that
are real demixings form a rather dense cluster, while the other suggestions are
somewhat scattered.
In toy data experiments we found that for typical parameters (total dimension
≤ 10, number of samples ≤ 1000) the correct reconstruction is found in only very
few cases (≤ 5%), see ﬁgure 1(a). Hence traditional outlier detection algorithms
are not very eﬀective since the majority of results are in fact outliers, but we
can exploit the fact that the correct cluster is far more densely packed than
the rest of the subspaces. To achieve this we calculate the distances of each
subspace to all others and select those subspaces having a maximal variance in
those distances. This technique yields very good results, see ﬁgure 1(b).
We only get good clustering if our choice of a subspace dimension was valid,
i.e. if it can be written as a sum of some of the Nj. If this is not the case, that is,
if there is no k-dimensional data subset in our original signals, then essentially
all candidate demixings are equally incorrect, and we ﬁnd that we are unable
to perform the clustering as mentioned above. This can be used to estimate
dimensionality and can eﬀectively be detected in the variance of the resulting
cluster, see ﬁgure 2.
One approach for Independent Subspace Analysis is the common deﬂationary
algorithm from projection pursuit, but now using Independent Subspace Extrac-
tion as basis. Additionally, the FastISA algorithm can easily be extended to not
only decompose the data set into two subspaces of given size, but into an arbi-
trary number of subspaces, as long as their total dimension matches the source
dimensionality, see ﬁgure 3(b) for the result of such runs.262 P. Gruber, H.W. Gutch, and F.J. Theis
Input: X data matrix of dimension d with n samples
Output:s e tS of subspaces
collect:
i ←  d/2 
repeat
use FastISA to extract subspaces s1, s2 of dimension i and d − i 1
add s1,s 2 to S 2
run collect on Ps2X to get a set of subspaces T (Ps2 is the projection onto 3
the subspace s2)
add P
−1
s2 s (canonical embedding) to S for all s in T 4
i ← i − 1 5
until i =0;
Algorithm 1. Collect candidate subspaces
All these algorithms suﬀer from the very frequent local minima in the FastISA
algorithm. Hence we propose a completely diﬀerent independent subspace anal-
ysis method based on the FastISA algorithm. At ﬁrst we recursively collect a big
number of candidate subspaces using algorithm 1 and then use clustering (here
k-means) on this set. The resulting cluster centroids then will be the sought after
independent subspaces. For results of this algorithm see ﬁgure 4.
1.3 Metric and Clustering in ISA Subspaces
For clustering we need a notion of similarity between subspaces. The standard
approach is to deﬁne a metric. The subspaces resulting from an ISA analysis
are best viewed as elements of the total Grassmannian space
 
Gi(Rn)=G(Rn)
where Gi(S)={s subspace S | dim(s)=i} are the subspaces of dimension i.
The usual metric [7] on the total Grassmannian space is the one induced by
the Frobenius norm of the linear projections onto the subspaces:
d(x,y): = xx  − yy  F =
 
< xx ,xx  − yy  > − < yy ,xx  − yy  >
where x and y are represented by orthogonal bases — note that orthogonal base
transformation does not change the right hand side.  P F denotes the Frobenius
norm and < P,Q > the scalar product induced by the Frobenius norm, i.e. the
standard scalar product. This metric has the property that subspaces of diﬀerent
dimension have at least distance 1 even if they are contained in each other. For
ISA purposes this is not desired and we use a corrected ‘metric’
dc(x,y): =( < xx ,xx  − yy  >< yy ,xx  − yy  >)
1
4
which is equal to 0 if and only if one of the parameters is a subspace of the
other. It is not a metric anymore because it satisﬁes neither positive-deﬁniteness
nor the triangle-equation on G. However it is easily seen that on every Gi both
metrics coincide.
The k-means algorithm is a iterated 2 step minimization of the quadratic
quantisation error by replacing all the elements of a cluster by its associatedHierarchical Extraction of Independent Subspaces of Unknown Dimensions 263
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(a) Standard FastISA.
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(b) FastISA with one-cluster correction.
Fig.1. Comparison of standard FastISA and the one-cluster extension on a 5 dimen-
sional data set with 2 independent signals of dimension 2 and 3. The comparison is
done with varying levels of additional white noise between no noise and noise with
SNR = 1.34. The performance is measured by the anti-blockwise Frobenius norm and
the box plot shows the statistics over 80 runs.
cluster centroid. In the ﬁrst step the clusters are selected by searching for the
closest centroid and in the second step the centroids are updated based on the
current cluster associations. For the calculation of centroids we have to solve an
optimization problem of the form: f(y)=
 
x d(x,y)2. This optimization prob-
lem is solved by the eigenvectors of
 
x xx  [8,9]. For the corrected metric the
situation is more complicated and we have to resort to a gradient descent ap-
proach. For fc(y)=
 
x dc(x,y)2 we can calculate ∇fc(y)=
 
x dc(x,y)−2(4 <
xx ,xx  − yy  > −2 xx  − yy  Fxx )y. Since both metrics are related, we
can use the eigenvector solution as a starting point for the gradient descent. Us-
ing simulations we found that the corrections for the centroid are quite small and
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(a) Data set containing subspaces of di-
mension 3 and 6.
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(b) Data set containing subspaces of di-
mension 2, 4 and 5.
Fig.2. The subspace dimension detection capability of the one-cluster algorithm is
illustrated on 9 and 11 dimensional data sets with 1000 samples. Each test is run 10
times. Note the minima at all combinations of input subspace dimensions 2,4,5,6 =
2 + 4,7 = 2 + 5,9 = 4 + 5 in the second example.264 P. Gruber, H.W. Gutch, and F.J. Theis
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(a) Deﬂationary algorithm.
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(b) Multi-subspace extension.
Fig.3. The deﬂationary and the multi-subspace algorithm are applied to diﬀerent data
sets with 1000 samples each (the input subspace dimensions are indicated at the x-
axis). The multi-subspace algorithm was run with the one-cluster outlier removal on
100 simple runs. The experiment is repeated 20 times and the box plot shows the
statistics of the runs.
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(a) The algorithm extracted subspaces of
dimension 2,4,2,2 and 1.
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(b) The algorithm extracted subspaces of
dimension 3,3,3,2 and 1.
Fig.4. Independent subspace analysis of a 15 dimensional data set with 1000 samples
containing 1, 2, 3, 4 and 5 dimensional independent subspaces. The result from 2 diﬀer-
ent runs are shown. The anti-blockwise Frobenius norms are 0.51 and 1.00 respectively.
As comparison: The anti-blockwise Frobenius norm of a JADE run using the mixing
matrix to ﬁnd the correct permutation is 0.67. The graphic shows the absolute value
of WA where W is the estimated demixing matrix. The input dimensions are at the
x-axis and the output dimensions are at the y-axis.
can often be neglected (especially in the starting steps of the k-means clustering
algorithm).
Clustering in the full Grassmannian space also exhibits the problem of esti-
mating the dimensions of the centroid subspaces. This is a typical dimension
estimation problem and we use a Minimum Description Length (MDL) estima-
tor [10,11] as in [12] to select an appropriate dimension. For this we consider the
sum of the associated projectors Vj =
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cluster Sj ⊂Gand view this as a covariance matrix of a random vector where
the number of samples matches the cluster size. The MDL value is calculated as:
p = argmin
p=1,...,m
−ln
m  
j=p+1
δ
1
m−p
j
m  
j=p+1
δj
m−p
+
 
pm −
p+p2
2 +1
(m − p)n
 ⎛
⎝1
2
+l nγ −
1
2p
p  
j=1
ln
 
2δ2
j
n
⎞
⎠
where δj are the singular values of the covariance matrix and γ a parameter
relating the variances to coding lengths (typical values are around 32 which
corresponds with a bit depth of the input data of around 50).
2 Simulations
All the toy data in the simulations was constructed similarly as in the works
of K¨ oster [5]. At ﬁrst we evaluate the stability of the FastISA algorithm on a
2-independent subspace problem, i.e. a data set containing 2 independent sub-
spaces. We use generated data with diﬀerent levels of additional noise and mul-
tiple runs to access the gain in stability we get from clustering in independent
subspace extraction. Figure 1(a) shows the result of the simple FastISA algo-
rithm and ﬁgure 1(b) the results using a one cluster/outlier detection enhanced
algorithm described in section 1.2. One can see that the one-cluster algorithm
greatly enhances the stability: For example the anti-blockwise Frobenius norm
is below 0.1e v e nf o rS N R> 4 for the enhanced version whereas the original al-
gorithm does not exceeds norm 2 on average. This makes the algorithm a viable
alternative for real world examples.
In the next experiment we try to detect the dimensionality of the contained
subspaces. Each test is run 10 times and the cluster variance of the one-cluster
is analyzed, see ﬁgure 2 for the result. The minima of the cluster variances are
clearly at the input subspace dimensions and at non-irreducible combinations
thereof.
In a further experiment we compare the deﬂationary approach to the multi-
subspace extension of the FastISA algorithm with one-cluster outlier detection.
In ﬁgure 3 both algorithms are applied to data sets with varying subspace struc-
ture. It is clear that both suﬀer from the poor convergence properties of the
FastISA algorithm in these cases, but the deﬂationary algorithm outperforms
the multi-subspace version. The result is that only in one case (input subspace
dimensions 2,3,2) the deﬂationary approach can extract the correct subspaces
on average. In all other cases only a few runs can identify the input subspaces.
Finally, we illustrate the eﬀectiveness of the collect and cluster algorithm on a
15 dimensional data set. The results of two runs are shown in ﬁgure 4. The input
subspaces are clearly identiﬁed but due to the incorrect dimension estimation of
the cluster centroids not all input dimensions are recovered.
3O u t l o o k
We evaluated diﬀerent techniques to enhance the FastISA algorithm for ISA
problems by proposing to use clustering techniques in Grassmannian space.266 P. Gruber, H.W. Gutch, and F.J. Theis
A crucial part of the clustering in total Grassmannian space is the correct
selection of the dimension of the centroid. Especially with the corrected met-
ric this stems from the inclusion property of the metric which often results in
overestimating the subspace dimension. Enhancing this would result in a more
reliable independent subspace analysis. In the future we want to investigate the
feasibility of a divide and conquer approach as described above. We also want
to employ other clustering techniques to the collected subspace set to reduce
the number of parameters of the independent subspace analysis. Here we want
to look especially into hierarchical clustering and softclustering to eliminate the
need for prior knowledge of the number of subspaces. Softclustering would also
mitigate the centroid dimensionality problem mentioned above.
All algorithms are available as MATLAB/OCTAVE code at http://www-
aglang.uni-regensburg.de
In future we plan to evaluate and use the algorithm on real world data from
functional MRI data containing blocks of dependent multidimensional sources.
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