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Abstract: The convergence of big data and geospatial computing has brought challenges and
opportunities to GIScience with regards to geospatial data management, processing, analysis,
modeling, and visualization. This special issue highlights recent advancements in integrating new
computing approaches, spatial methods, and data management strategies to tackle geospatial big
data challenges and meanwhile demonstrates the opportunities for using big data for geospatial
applications. Crucial to the advancements highlighted here is the integration of computational
thinking and spatial thinking and the transformation of abstract ideas and models to concrete data
structures and algorithms. This editorial first introduces the background and motivation of this
special issue followed by an overview of the ten included articles. Conclusion and future research
directions are provided in the last section.
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1. Introduction
Earth observation systems and model simulations are generating massive volumes of disparate,
dynamic, and geographically distributed geospatial data with increasingly finer spatiotemporal
resolutions [1]. Meanwhile, the ubiquity of smart devices, location-based sensors, and social
media platforms provide extensive geo-information about daily life activities. Efficiently analyzing
those geospatial big data streams enables us to investigate complex patterns and develop new
decision-support systems, thus providing unprecedented values for sciences, engineering, and business.
However, handling the five “Vs” (volume, variety, velocity, veracity, and value) of geospatial big data
is a challenging task as they often need to be processed, analyzed, and visualized in the context of
dynamic space and time [2].
Following a series of successful sessions organized at the American Association of Geographers
(AAG) Annual Meeting since 2015, this special issue on “Big Data Computing for Geospatial
Applications” by the ISPRS International Journal of Geo-Information aims to capture the latest efforts on
utilizing, adapting, and developing new computing approaches, spatial methods, and data management
strategies to tackle geospatial big data challenges for supporting applications in different domains,
such as climate change, disaster management, human dynamics, public health, and environment
and engineering.
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Specifically, this special issue aims to address the following important topics: (1) geo-cyberinfrastructure
integrating spatiotemporal principles and advanced computational technologies (e.g., GPU (graphics
processing unit computing), multicore computing, high-performance computing, and cloud
computing); (2) innovations in developing computing and programming frameworks and architecture
(e.g., MapReduce, Spark) or parallel computing algorithms for geospatial applications; (3) new
geospatial data management strategies and storage models coupled with high-performance computing
for efficient data query, retrieval, and processing (e.g., new spatiotemporal indexing mechanisms);
(4) new computing methods considering spatiotemporal collocation (locations and relationships) of
users, data, and computing resources; (5) geospatial big data processing, mining, and visualization
methods using high-performance computing and artificial intelligence; (6) integrating scientific
workflows in cloud computing and/or a high-performance computing environment; and (7) other
research, development, education, and visions related to geospatial big data computing. This editorial
provides a summary of the ten articles included in this issue and suggests future research directions in
this area based on our collective observations.
2. Overview of the Articles
The articles included in this issue make significant contributions to the use of big data
computing for tackling various geospatial problems (from human mobility to disaster management
to knowledge discovery) by incorporating novel methodologies, data structures, and algorithms
with advanced computing frameworks (from geo-visual analytics, deep learning to cloud computing,
and MapReduce/Spark). Using ten different big data sources (e.g., social media, remote sensing, and
Internet of Things), this issue demonstrates the value and importance of integrating computational
approaches and geospatial methods in advancing scientific discovery and domain applications (Table 1).
Table 1. Summary of the geospatial big data and computing approaches used in each article for various
geospatial applications.
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2.1. Big Data Computational Methods
Geospatial data processing and analysis, such as transformation in geometry, converting
coordination reference systems, and evaluating spatial relationships, often include a large number of
floating-point arithmetic computations. Correspondingly, MapReduce and Spark-based frameworks
and systems, such as SpatialHadoop [13] and GeoSpark [14], were developed to speed up these
computations. Additionally, cloud-based computing platforms, such as Google Earth Engine (GEE)
for big earth observation data, have been increasingly used in geospatial studies and applications.
To optimize the performance of a parallel algorithm for geospatial processing, analysis, or modeling
when using such general-purpose frameworks, the spatial characteristics of the data and algorithm
must be considered for the algorithmic design [15,16]. The four papers by Jo et al. [3], Zhao et al. [4],
Kang et al. [5], and Safanelli et al. [6] focus on parallel computing and highlight the adaption of existing
computing frameworks for geospatial data preprocessing, parallel algorithm design, simulation
modeling, and data analysis.
It often takes a long time to prepare geospatial datasets for these data computing systems, which
generally involves extracting, transforming, and loading (i.e., ETL) processes. To deal with big data in
the ETL process, Jo and Lee proposed a new method, D_ELT (delayed extracting–loading–transforming),
to reduce the time required for data transformation within the Hadoop platform by utilizing
MapReduce-based parallelization [3]. Using big sensor data of various sizes and geospatial analysis of
varying complexity levels, several experiments are performed to measure the overall performance of
D_ELT, traditional ETL, and extracting–loading–transforming (ELT) systems. Their results demonstrate
that D_ELT outperforms both ETL and ELT. In addition, the larger the amount of data or the higher
the complexity of the analysis, the better the performance of D_ELT over the traditional ETL and
ELT approaches.
Zhao et al. designed a parallel algorithm for overlay analysis, which uses a measurement of
polygon shape complexity as the key factor for data partitioning in combination with a distributed
spatial index and a minimum boundary rectangular filter [4]. The parallel algorithm was implemented
based on Spark, a widely used distributed computing framework for large-scale applications [17].
Experiment results show data partitioning based on shape complexity effectively improved the
load balancing among multiple computing nodes, hence the computational efficiency of the parallel
algorithm. This work demonstrates that appropriate definitions and measurements of the properties of
data and/or algorithms (no matter how simple they are) to reflect the computational intensities are of
essential significance for the performance enhancement of parallel algorithms.
The CA–Markov model is one of the most widely used extended cellular automata (CA) models and
has been used in the prediction and simulation of land-use changes [5]. As land-use change simulation
and prediction involves massive amounts of data and calculations, many parallel CA algorithms
have been designed to simulate urban growth based on various computing models, including central
processing units (CPUs) and GPUs. While the parallel CA method incorporates spatial relationships
amongst cells, it cannot maintain connections between partitions after a study area is divided into
several pieces, resulting in different prediction results. Meanwhile, the traditional Markov method can
maintain integrity for the entire study area but lacks the ability to incorporate spatial relationships
amongst the cells. Alternatively, the MapReduce framework is capable of efficient parallel processing
when coupled to the CA–Markov model; the key problem of segmentation and maintaining spatial
connections remain unresolved. As such, Kang et al. introduced a MapReduce-based solution to
improve the parallel CA–Markov model for land-use-change prediction [5]. Results suggest that the
parallel CA–Markov model not only solves the paradox that the traditional CA–Markov model cannot
simultaneously achieve the integrity and segmentation for land-use change simulation and prediction
but also achieves both efficiency and accuracy.
Safanelli et al. took a different approach to handle geospatial big data challenges [6].
They developed a terrain analysis algorithm based on GEE (termed TAGEE) to calculate a variety of
terrain attributes, e.g., slope, aspect, and curvatures, for different resolutions and geographical extents.
ISPRS Int. J. Geo-Inf. 2020, 9, 487 4 of 7
By using spheroidal geometries measured by the great-circle distance, TAGEE does not require the input
DEM data to be projected on a flat plane. Experiments show that TAGEE can generate similar results
when compared to conventional GIS software packages. By taking advantage of the high-performance
computing capacity of GEE, TAGEE is able to efficiently produce a suite of terrain attribute products
at any spatial resolution at a global scale. This work represents an emerging paradigm of geospatial
computing in the era of big data. As cloud computing platforms such as GEE mature, geospatial
computing is no longer limited by locally available computing resources and datasets. Applications of
complex geospatial algorithms/models at high spatial resolutions and the global scale have been seen
in the last couple of years and will soon become the norm.
2.2. Big Data Mining
Social sensing, in which humans represent a large sensor network, has emerged as a new data
collection approach in the big data era [18]. The following three papers by Zhang et al. [7], Yang et al. [8],
and Wu et al. [9] demonstrate the power of integrating social sensing data (public transit, social media,
and mobile phone) and big data computing techniques for supporting geospatial applications including
human mobility, disaster management, and transportation.
Zhang et al. developed a novel approach for mining and visualizing human mobility patterns
from multisource big public transit data, aiming to support transportation planning and management
by providing an enhanced understanding of human movement patterns over space and time [7].
To efficiently extract travel patterns from massive heterogeneous data sources, this work developed a
clustering algorithm to extract transit corridors indicating the connections between different regions
and a graph-embedding algorithm to reveal hierarchical mobility community structures. Beyond
the novel machine-learning algorithms, this work also provides a scalable web-based geo-visual
analytical system including visualization techniques to allow users to interactively explore the
extracted patterns. The system was evaluated by 23 users with different backgrounds and the results
confirm the usability and efficiency of the integrated geo-visual analytical approach for human
movement pattern discovery from public transit big data. This work demonstrates the power of
integrating geospatial big data, machine-learning algorithms, and geo-visual analytical approaches for
supporting transportation applications.
Yang et al. introduced a deep learning method to efficiently conduct sentiment analysis of big
social media data for assisting disaster mitigation [8]. This work devises a five-phase framework
for automatic extraction of public emotions from geotagged Sina micro-blog data including data
collection and processing, emotion classification, and spatiotemporal analysis. To classify emotion
(fearful, anxious, sad, angry, neutral, and positive), a convolutional neural network (CNN) model is
designed and trained by converting the raw text to a word vector. To demonstrate the efficiency of the
approach, an earthquake in Ya’an, China, in 2013 was used as a case study. Based on the trained model,
public emotions within the study area are classified at different time periods right after the earthquake.
Spatiotemporal analyses were then performed to examine the dynamics of people’s sentiments toward
the earthquake over space and time. Results suggest that the proposed approach accurately classified
emotions from big social media data (>81%), providing valuable public emotional information for
disaster mitigation.
Wu et al. proposed a three-step approach to detect missing road segments from mobile phone-based
navigation data within urban environments [9]. Their first step is to apply filtering to navigation
data to remove those related to pedestrian movement and existing road segments. Then, as a second
step, centerlines of missing roads are constructed using a clustering algorithm. Building the topology
of missing roads and connecting these detected roads with existing road networks is the third step.
Wu et al. [9] applied this approach in a study area (about 6 square kilometers) in Shanghai, China.
Based on ~10 million GPS points collected from mobile navigation in 2017, this work evaluated the
capability of their three-step approach in the detection of missing roads. Results demonstrate the
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performance of this three-step approach based on mobile phone data, recognizing the computational
challenge of their approach when dealing with larger datasets.
2.3. Knowledge Representation
Zhuang et al. [10] addressed an understudied problem, namely the representation and sharing of
knowledge related to geospatial problem solving. Through a process of abstraction and decomposition,
this work deconstructs geospatial problems into tasks that operate at three different granularities.
Beyond a high-level description, this work formalizes the geospatial problem-solving process into a
knowledge base by creating a suite of ontologies for tasks, processes, and GIS operations. Using a
meteorological early-warning analysis as a case study, this work successfully demonstrates how
to capture abstract geospatial problem-solving knowledge in a formal and sharable task-oriented
knowledge base. Demonstrated by a prototype system, their results offer a promising glimpse of how
users could begin building geospatial problem-solving models and workflows similar to spatial models
and workflows. Such models and workflows could be re-used and adapted for similar problems or
used as a building block to tackle more complex geospatial problems in the future, such as the global
effects caused by climate change.
Wang et al. [11] built a knowledge graph similar to Zhuang et al. [16] but instead focused on
capturing geographic objects and their spatiotemporal contexts. This work creates a geographic
knowledge graph (GeoKG) comprised of six elements to answer foundational questions in geography
including: Where is it? Why is it there? When and how did it happen? Through a process of model
construction and formalization, this work captures geographic objects, their relations, and ongoing
dynamics in a GeoKG. To demonstrate the effectiveness of the GeoKG, this work detailed the evolution
of administrative divisions of Nanjing, China, along the Yangzi River and then compared it to a
well-known straightforward and extensible ontology known as YAGO (Yet Another Great Ontology).
Results show that GeoKG improved accuracy and completeness through analyses and user evaluation,
demonstrating scientific advancement in capturing geographic knowledge in a computational system.
2.4. Big Data Search
Lastly, Gaigalas et al. [12] presented a cyberinfrastructure-enabled cataloging approach that
combines web services and crawler technologies to support efficient search of big climate data.
The cataloging approach consists of four main steps, including selection and analysis of a metadata
repository, crawling of metadata using crawlers, building spatiotemporal indexing of metadata,
and search based on collection search (via catalog services) and granule search (via REST API).
This cataloging approach was implemented to support EarthCube CyberConnector. To demonstrate
the feasibility and efficiency of the proposed approach, this cyberinfrastructure was tested with
petabyte-level ESOM (Earth System Observation and Modeling) data provided by UCAR THREDDS
Data Server (TDS). Results suggest that the proposed cataloging approach not only boosts the crawling
speed by 10 times but also dramatically reduces the redundant metadata from 1.85 gigabytes to
2.2 megabytes. Instead of focusing on big data analysis, this work demonstrates the significance and
advanced techniques of making big climate data searchable to support interdisciplinary collaboration
in climate analysis.
3. Conclusion and Future Research Directions
This special issue highlights a diversity of geospatial models and analyses, geospatial data,
geospatial thinking, and computational thinking used to address myriad geospatial problems ranging
from human mobility [7] to disaster management [8]. The manuscripts span geospatial problem
solving and knowledge (e.g., [10,11]), handling massive geospatial data (e.g., [3,12]), and analyzing
and visualizing geospatial data (e.g., [7,9]).
Crucial to the advancements highlighted in this special issue is the integration of computational
thinking and spatial thinking and the translation of abstract ideas and models to concrete data structures
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and algorithms. A promising future research direction will be to build on this integration of knowledge
and skills across the disciplines of GIScience and computational science, which has been termed cyber
literacy for GIScience [19]. In this way, integrated knowledge of real-world geospatial patterns and
computational processes can be captured and shared, and big data and geospatial visual analytic
frameworks can be integrated to provide more robust computational geospatial platforms to address
myriad geospatial problems. A key challenge in this research direction will be the integrative fabric
that can seamlessly combine scholarly thinking with computational infrastructures, geospatial data
elements with big data capabilities, and geospatial methods infused with parallelism.
Parallelism can be achieved by innovatively utilizing advanced computing frameworks, such as
MapReduce and Spark, for applications that include massive data sorting, computing, machine
learning, and graph processing [20]. While this special issue highlighted advancements in geospatial
big data preprocessing [3], land-use change prediction [5], and overlay analysis [4], more efforts should
be devoted to identifying geospatial applications of great impact and benefiting from the integration
of geospatial methods and parallelization in the big data era. Additionally, many existing geospatial
big data applications simply inject spatial data types or functions inside existing big data systems
(e.g., Hadoop) without much optimization [3]. Therefore, further research directions should focus on
improving and optimizing the performance of big data frameworks from different aspects, such as
data ETL, job scheduling, resource allocation, query analytics, memory issues, and I/O bottlenecks,
by considering the spatial principles and constraints [21].
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