Finding an optimum edit script between data plays an important role in data retrieval and data transformation. Many methods for finding an optimum edit script between two XML documents have been proposed so far, but few studies on finding an optimum edit script between an XML document and a DTD have been made. In this paper, we first show a polynomial-time algorithm that finds an optimum edit script between an XML document (modeled as an ordered tree) and a DTD. We next prove that, if the cost of an operation on a node in a tree may depend on the other nodes, then the corresponding decision problem becomes strongly NP-complete.
INTRODUCTION
Finding an optimum edit script between data plays an important role in data retrieval and data transformation. As for XML documents, many methods for finding an optimum edit script between two XML documents have been proposed. On the other hand, few studies on finding an optimum edit script between an XML document and a DTD have been made so far.
In this paper, we consider finding an optimum edit script between an XML document and a DTD, i.e., an edit script that optimally transforms the (invalid) XML document into Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Fig. 1(right) . To transform d into a valid one, we have to apply two operations to d; (i) renaming the label of n4 to journal and (ii) adding a new node (denoted n5, 6 ) labeled authors as the parent of n5 and n6 ( Fig. 1(middle) ). We consider finding such an edit script (a sequence of operations).
Let d be an XML document and D be a DTD. In general, there exists more than one (possibly infinite) edit scripts between d and D. For example, any edit script that deletes all the nodes in d and adds new nodes that constitute a new tree satisfying D would be an edit script between d and D. However, finding such an edit script is clearly meaningless. In general, the structure of d should be preserved as much as possible, and an edit script that applies less operations to d is more desirable. Therefore, we consider finding an optimum edit script between an XML document and a DTD.
Since a large number of XML documents on the Web are semistructured [1] , we often have to manage documents that may be similar to but do not satisfy DTDs. Due to such a situation, the importance of finding an optimum edit script between an XML document and a DTD has much grown. For example, suppose that you have an XML document database with a set of DTDs and that you try to migrate a set of documents collected from other data sources to the database. Since a collected document may be similar to but not satisfy any DTD of the database, to store the document into the database you have to identify which of the DTDs is the most similar to the document and transform the document into a valid one w.r.t. the most similar DTD (documents obtained from other data sources tend not to be given any schema, and in such a case schema mapping techniques (e.g., [13] ) are not available to transforming documents). Solving such problems manually for every document is quite impractical, and with the support of our algorithm such problems can be solved more easily and more efficiently. Moreover, finding an optimum edit script between a document and a DTD is also useful to many other applications, e.g. "structural queries" (i.e. a query is described by a DTD and documents similar to the DTD are retrieved) [2] .
So far many algorithms that finds an edit script/distance between two XML documents have been proposed [3, 5, 4, 6, 9, 10, 14] . Since a DTD may represent finite trees rather than a single tree, these algorithms are not applicable to find an optimum edit script between an XML document and a DTD. The algorithm in [2] n n <!ELEMENT paper (title,journal,authors)> <!ELEMENT title #PCDATA> <!ELEMENT journal (name,vol,no)> <!ELEMENT name #PCDATA> <!ELEMENT vol #PCDATA> <!ELEMENT no #PCDATA> <!ELEMENT authors (author)+> <!ELEMENT author #PCDATA> 5, 6 Figure 1: An invalid document, a valid document, and a DTD.
an unordered XML document (unordered tree) and a DTD. Since the algorithm is designed for unordered trees, the orders among sibling elements are ignored. Moreover, the algorithm only measures the similarity and finds no edit script. Ref. [8] proposes an algorithm that measures the similarity between two DTDs. The similarity is based on patterns of subelemements of elements of DTDs rather than edit operations, thus no edit script can be extracted by the algorithm. Our algorithm also relates to validating XML documents. Several validation algorithms for XML have been proposed (e.g., Refs. [11] and [12] ), but any of them is designed only to check the validity of a document and finds no optimum edit script between a document and a DTD.
In this paper, we first show a polynomial-time algorithm that finds an optimum edit script between an XML document (modeled as an ordered tree) and a DTD, assuming that the cost of an operation on a node in a tree is independent of the other nodes. We next prove that without the assumption the corresponding decision problem is strongly NP-complete. Because of space limitation, some of the proofs will be skipped.
DEFINITIONS
An XML document is modeled as an ordered labeled tree (e.g. Fig. 1(left) ). For simplicity, attributes and mixed contents of an XML document are not considered. In what follows, we use the term tree when we mean ordered labeled tree. An element of an XML document is represented by a node whose label denotes the name of the element. Any text node is omitted; we assume that each leaf node in a tree implicitly has one text node. For the simplicity of the algorithm, we denote a node in a tree t as follows (e.g. Fig. 1(left) ).
1. The root node of t is denoted n 1 .
2. Let ni, nj be consecutive nodes in breath-first and leftto-right order. If ni and nj are siblings, then j = i + 1,
The subscript of a node does not change even if a new node is added to t or a node in t is deleted. By t n i we mean the subtree of t rooted at node n i . Similarly, for consecutive siblings n j , · · · , n k in t, by t n j ,n k we mean the subforest of
, where Σ is a set of labels, d is a mapping from Σ to a set of regular expressions over Σ ∪ {#PCDATA}, and l0 ∈ Σ is the start label (we assume that #PCDATA / ∈ Σ). A forest t satisfies (Σ, d) if (i) for each leaf node n in t #PCDATA ∈ L(d(ln)) and (ii) for each internal node n in t the sequence of the labels of the children of n is in L(d(ln) Figure 2 : del(n i ) and add(l, n j , n k ).
We use the following operations to transform a tree.
• ren(n i , l): Rename the label of a node n i to l.
• del(n i ): Delete an internal node n i ( Fig. 2(left) ).
• add(l, n j , n k ): Add a new node n j,k labeled l as the parent of siblings n j , · · · , n k ( Fig. 2(right) ).
For simplicity, we assume that (i) no leaf is deleted and that (ii) n 1 always stays at the root (i.e. del(n 1 ) and add(l, n 1 , n 1 ) are not allowed). An edit script is a sequence of operations. For a forest t and an edit script s, by s(t) we mean the tree obtained by applying each operation of s (from left to right) to t. denotes the edit script of length zero and (t) = t. Due to the restriction of our algorithm, we assume that whenever n j,k is added, sequence n j , · · · , n k is "preserved" until n j,k is added; that is, for any edit script s adding n j,k , say s = s 1 add(l, n j , n k ) s 2 for some edit scripts
The cost of an operation o is denoted γ(o), where γ(o) ≥ 0. We assume that γ(ren(n, l)) = 0 whenever the label of n coincides with l. The cost of an edit script s is defined as γ(s) = P o∈s γ(o). Let s be an edit script and D be a DTD. We say that s is an edit script between a tree t and D if s(t) satisfies D. Similarly, for a forest t, s is an edit script between t and (Σ, 
THE POLYNOMIAL-TIME ALGORITHM
We show a polynomial-time algorithm that finds an optimum edit script between a tree and a DTD. Throughout this section, we assume that the cost of an operation on a node n may depend only on the label of n (the complexity of the problem without this assumption is discussed in the next section). Let t be a tree. We illustrate the algorithm as follows.
Step 1: We define a graph G(t) for t. G(t) is a graph involving every operation applicable to t.
Step 2: We first define two kinds of subgraphs of G(t), denoted G(t, j, k) and G (t, j, k). Then since G(t, i, j)
and G (t, i, j) include -labeled edges that must be removed to find optimum edit scripts, we transform them into equivalent " -free" graphs G / (t, j, k) and G / (t, j, k), respectively.
Step 3: Using the graphs defined in steps 1 and 2, we show the algorithm that finds an optimum edit script between t and a DTD.
Step 1
Let t be a tree and
is defined as a graph consisting of N +1 nodes m0, m1, · · · , mN and the following edges (e.g. Fig. 3 ).
• For every node ni in t and every label l ∈ Σ, G(t)
is called ren edge and represents applying ren(ni, l).
• For every pair (nj, n k ) of siblings (j ≤ k) with nj = n1
and n k = n1 and for every label l ∈ Σ, G(t) has edge mj−1 l m k (denoted by a dashed arc to distinguish from a ren edge), which is called add edge and represents applying add(l, nj, n k ).
• For every internal node ni,
where nj (n k ) is the first (resp., the last) child of ni.
Let p be a path in G(t), and let S be a sequence of nodes obtained from p by replacing (i) each ren edge mi−1 l → mi with node ni labeled l and (ii) each add edge mj−1 l m k with node n j,k labeled l (any edge is skipped). We say that p represents S (see the next example). Fig. 3(left,right) , respectively. The children of a node in t are represented by a path in G(t). For example, the children "n3, n4, n5" of n1 are represented by a path m2
Example 1. Let Σ = {a, b}, and consider t and G(t) in
Changes made by ren, add, and del operations are represented by corresponding ren, add and edges. For example, suppose that we apply add(a, n3, n4) to t. Then the children of n1 becomes "n3,4, n5", which is represented by a path m2 a m4 a → m5 in G(t). Suppose next that del(n5) is applied. The children of n1 becomes "n3,4, n13", which is represented by a path m2 a m4
Step 2
Let t be a tree and D = (Σ, d, l0) be a DTD. Before defining G(t, j, k) and G (t, j, k), we briefly explain function σ used in our algorithm. Let s be an edit script. If ni is the root of s(tn i ), then s is called root preserving. If new node n j,k is the root of s(tn j ,n k ), then s is called n j,k -rooting. σ is a function that assigns an edit script to an edge in G(t), and the following values of σ are obtained by our algorithm in a bottom-up manner.
For every ren edge
is an optimum root preserving edit script between tn i and (Σ, d, l).
For every add edge
3. For every pair (mi−1
In Step 3, we will describe how the σ-values in (1) and (2) are obtained from G(t, j, k) and G (t, j, k), respectively. G(t, j, k) and G (t, j, k) are defined as follows. Let nj, n k be siblings in t (j ≤ k). First, G(t, j, k) is defined as the subgraph of G(t) that consists of all the paths from mj−1 to m k in G(t). For example, for the graph G(t) in Fig. 3(right) , we have G(t, 3, 3) in Fig. 4(a) . Second, G (t, j, k) is similar to G(t, j, k) except that the add edges from mj−1 to m k are missing (Fig. 4(b) ). We have the following lemma. We transform G(t, j, k) and G (t, j, k) into equivalentfree graphs denoted G / (t, j, k) and G / (t, j, k), respectively. This is achieved by contracting a path containing edges into one -free edge. For example, path m7 
Lemma 1. For every tree t and every internal node ni with children nj, · · · , n k , G(t, j, k) exactly covers all the patterns of children of ni; that is, 1. for every edit script s (not deleting ni), G(t, j, k) con
1. Initialize G / (t, j, k) to empty.
For each ren/add edge e in G(t, j, k), do the following.

• Let p be the extended path of e in G(t, j, k). Add the contracted edge e of p to G / (t, j, k), and let σ(e ) ← σ(p).
For example, G (t, 3, 3) (Fig. 4(b) ) is transformed into G / (t, 3, 3) (Fig. 4(c) ). For a path p = e 1 e 2 · · · e n in G(t), by l(p) we mean the sequence of labels on p; that is, l(p) = l(e 1 )l(e 2 ) · · · l(e n ), where l(ei) is the label of edge ei ( d and u are treated as empty). Then in step (2) of the above method, we have l(p) = l(e ) and σ(p) = σ(e ). Thus we have the following lemma. 
Lemma 2. G(t, j, k) and G / (t, j, k) are equivalent w.r.t. the sequence of labels and the edit script of a path; that is, for every path p from m j−1 to m k in G(t, j, k), there exists exactly one path p from
m j−1 to m k in G / (t, j, k) such that l(p) = l(p ) and that σ(p) = σ(p ),
Step 3
We first show some definitions related to an NFA, which is used to determine if the sequence of labels on a path in G / (t, j, k) or G / (t, j, k) (i.e., the children of a node) satisfies a regular expression. An NFA is a five-tuple (Q, Σ, q s , F, δ), where Q is a set of states, Σ is a set of labels, q s ∈ Q is the start state, F ⊆ Q is a set of final states, and δ : Q×Σ → 2 Q is a transition function (without loss of generality we assume that an NFA has exactly one start state). For a label l, by
where L(M (l)) is the language represented by M (l). Let M (l) = (Q, Σ, q s , F, δ) and let N and E be the sets of nodes and edges in G / (t, j, k), respectively. The intersection of G / (t, j, k) and M (l), denoted G / (t, j, k) × M (l), is a graph I = (NI , EI ), where
The intersection of G / (t, j, k) and M (l) is defined similarly.
is embedded in pI . We define that σ(pI ) = σ(p). If pI satisfies that (mi 0 , qi 0 ) = (mj−1, qs) and (mi k , qi k ) = (m k , q f ) for some q f ∈ F , then pI is called accepting. By definition, there exists an accepting path pI on I iff there exists a path
For an accepting path pI in I, if γ(σ(pI )) ≤ γ(σ(p I )) for any other accepting path p I in I, then pI is called shortest.
As mentioned in Step 2, our algorithm computes σ(e) for each ren/add edge e in G(t). The values of σ are computed from lower to higher edges (an edge corresponding to a leaf is the lowest). For ren/add edges e1, e2 in G(t), we write "e1 ≺ e2" if e1 is lower than e2. Formally, "≺" is defined as a partial order over the ren/add edges in G(t) such that for any labels l and l ,
For example, in Fig. 3 
We now show the algorithm that finds an optimum edit script between a tree t and a DTD D (Fig. 5) . We use a special operation nil such that γ(nil) = ∞, as follows. otherwise, (ii) γ(del(ni)) = 1 for any internal node ni, and (iii) γ(add(l, nj, n k )) = 2 for any l ∈ Σ and any siblings nj, n k (j ≤ k). Consider executing the algorithm in Fig. 5  for (t, D, γ) . In line 1, we obtain G(t) in Fig. 6(middle) . Suppose that in line 3 we obtain e1 = m5
, and so on. Consider the for loop in line 4 and let i = 1. Since n6 is a leaf and d(b)) and γ(ren(n6, b) 
The above argument also applies to the edges between m6 and m7 and the edges between m3 and m4 (see Table 1 ). Then suppose that we obtain σ(e) for every edge e such that e ≺ m2 a m3, and consider σ(m2 a m3) computed in lines 18 to 25. Among the paths from m2 to m3 in G (t, 3, 3), there are three paths we obtain the edit scripts listed in Table 1 , where p1 = m5
. Finally, the return value in line 28 is σ(m0 (n6, b)ren(n7, b)add(a, n4, n4)ren(n4, b) , which is equivalent to del(n3)ren(n7, b)add(a, n4, n4) (omitting the ren operations having cost 0). σ(m0 We show the correctness of the algorithm. 
→ m i ) is correct; that is, if there exists no root preserving edit script s between t n i
Input: A tree t, a DTD D = (Σ, d, l 0 ) , and a cost function γ. Output: An optimum edit script between t and D. begin 1. Construct G(t).
For each pair (m
3. Sort the ren/add edges in G(t) topologically w.r.t. ≺. Let e 1 , e 2 , · · · , e N be the result. 4. for i = 1 to N do
5.
if e i is a ren edge
σ(e i ) ← ren(n i , l); 8.
else σ(e i ) ← nil;
9.
else if e i is a ren edge m i−1 l → m i such that n i is an internal node then 10.
Construct an NFA M (l). 11.
Let n j and n k be the first and the last children of n i , respectively. 12.
Construct G / (t, j, k) from G(t, j, k).
if there exists an accepting path p in I such that γ(σ(p)) < ∞ and γ(ren(n i , l)) < ∞ then 15.
Find a shortest accepting path p in I.
if there exists an accepting path p in I such that γ(σ(p )) < ∞ and γ(add(l, n j , n k )) < ∞ then 23.
Find a shortest accepting path p in I . 24.
σ Thus it suffices to show that σ(p) in line 16 coincides with the edit script (ii). Here, consider an arbitrary path pa from mj−1 to m k in G(t, j, k) such that γ(σ(pa)) < ∞. Since by the induction hypothesis σ(e) is correct for every ren/add edge e on pa, we can show that (a) σ(pa) is an edit script between tn j ,n k and (Σ, d) such that the roots of σ(pa)(tn j ,n k ) are represented by pa and that (b) γ(σ(pa)) ≤ γ(s) for any edit script s between tn j ,n k and (Σ, d) such that the roots of s(tn j ,n k ) are represented by pa (details are omitted). Therefore, to find the edit script (ii), by Lemma 1 it suffices to find a shortest path of the paths
By Lemma 2 and the Consider the running time of the algorithm. We assume that γ is a constant-time function. Let R = max l∈Σ (|d(l)|) and let |t| be the number of nodes in a tree t. Consider the "for" loop of lines 4 to 26. The loop consists of the three blocks; the "if" block of lines 5 to 8, the "else if" block of lines 9 to 17, and the "else if" block of lines 18 to 25. Since G(t) contains more add edges than ren edges, the most time-consuming block is the second "else if" one. Since the number of add edges in 
THE STRONG NP-COMPLETENESS
In the previous section, we assume that the cost of an operation on a node n may depend only on the label of n. Without the assumption, the corresponding decision problem is shown to be strongly NP-complete. Proof(sketch): It is clear that the decision problem is in NP. To prove that the decision problem is strongly NP-hard, we reduce the shortest common superstring (SCS) problem, which is NP-complete [7] , to the decision problem. The SCS problem is to decide, for strings s1, s2, · · · , sn and a positive integer K , whether there exists a superstring s of s1, s2, · · · , sn such that |s | ≤ K (|s | is the length of s ). We can show that there exists a superstring s of s1, s2, · · · , sn such that |s | ≤ K iff there exists an edit script s between t and D such that γ(s) ≤ K (details are omitted). 2 Thus, if the cost of an operation on a node is permitted depending on arbitrary nodes, then an optimum edit script between a tree and a DTD does not seem to be found in polynomial time.
CONCLUSION
In this paper, we first presented a polynomial-time algorithm that finds an optimum edit script between a tree and a DTD. We next showed that the corresponding decision problem is strongly NP-complete if we permit the cost of an operation on a node to depend on the labels of other nodes. As a future work, we would like to consider the problem w.r.t. more powerful schema languages, e.g., Relax NG and XML schema.
