Abstract-We present a face detection method using spectral histograms and support vector machines (SVMs). Each image window is represented by its spectral histogram, which is a feature vector consisting of histograms of filtered images. Using statistical sampling, we show systematically the representation groups face images together; in comparison, commonly used representations often do not exhibit this necessary and desirable property. By using an SVM trained on a set of 4500 face and 8000 nonface images, we obtain a robust classifying function for face and nonface patterns. With an effective illumination-correction algorithm, our system reliably discriminates face and nonface patterns in images under different kinds of conditions. Our method on two commonly used data sets give the best performance among recent face-detection ones. We attribute the high performance to the desirable properties of the spectral histogram representation and good generalization of SVMs. Several further improvements in computation time and in performance are discussed.
I. INTRODUCTION
F ACE detection has gained increased interest in recent years. As computers become faster and more affordable, many applications that use face detection/localization are becoming an integral part of our life. For example, face recognition systems are being tested and installed at airports to provide a new level of security; human-computer interfaces based on facial expressions and body gestures are being exploited as ways to replace the traditional interfaces such as the mouse and the keyboard. These and other related applications all require, as an initial step, some form of face detection/localization, which can be simply defined as follows [32] : Given an image , find all occurrences of faces and the extent of each face in . This definition implies that some form of discrimination must be made between faces and all other objects. However, there are many difficulties and challenges associated with face detection. Variations in lighting conditions can make face images appear substantially different. Additives such as beards, mustaches, and glasses can augment the global structure of the face such as the jaw line and mask local features such as corners of the mouth. In addition, the large amount of intra-class variation 1 amongst all faces makes reliable face detection intrinsically difficult. At the core, face detection requires an effective discrimination function between face and nonface patterns. Accordingly, existing face-detection approaches fall into one of four categories (see [32] for a recent survey): knowledge-based methods, template-based methods, feature invariant methods, or appearance-based methods. Knowledge-based methods (e.g., [9] ) attempt to describe all the face patterns using rules based on human knowledge such as the fact that all faces have two eyes and a mouth. However, they are difficult to use to detect faces in real images as the translation of human knowledge into well formed rules is nontrivial. If the rules are too restrictive, many faces will be ruled out, resulting in false negatives; on the other hand, if the rules are too general, nonface patterns will be included in the face class, resulting in false positives. Template-based methods (e.g., [35] ) represent the face class by (a set of) templates with allowable deformations that rely on the alignment of feature points. However, feature points can become corrupted by lighting variations, pose, additives, or facial expression changes, making the alignment of feature nodes on the template to features on the input difficult. In addition, if the amount of deformations for templates are too constrained, faces may be missed during detection; in contrast, if the amount of deformations are too flexible, false detections will be introduced. Feature-invariant methods (e.g., [34] ) are hard to use in detecting faces in real images as it is difficult to find features that are truly invariant with respect to all faces and large perturbations in lighting, pose, and expressions. To overcome some of the difficulties, appearance-based methods (e.g., [8] , [21] , [27] , [28] , [33] ) provide several key advantages and are widely used in face detection. Specifically, as they allow one to learn the models from training data, the large amount of intra-class variation, expression, and pose can be accounted for in training by using a large training set. However, as the training set is limited in practice and one is interested in detecting faces in images that have not been seen, generalization becomes the key issue among appearance-based methods, which is largely determined by the underlying representation and the classifying function.
In this paper, we present an appearance-based method using spectral histograms [17] as representation and support vector machines (SVMs) [26] as classifiers. Unlike some commonly used representations, the spectral histogram, which is shown through statistical sampling, gives good generalization by grouping only perceptually similar images together. With an SVM, this gives rise to a decision function that discriminates face and nonface patterns reliably in images under different kinds of conditions and results in the best performance on two commonly used face datasets.
The rest of the paper is organized as follows. Section II introduces the spectral histogram representation and shows its sufficiency for representing faces through sampling. Section III briefly describes SVMs [26] . Section IV discusses the proposed algorithm in detail, including the preprocessing stage, the training stage, the detection stage, and the post-processing stage. Section V shows our experimental results. Section VI discusses possible further improvements in computation and performance. Section VII concludes the paper.
II. SPECTRAL HISTOGRAM REPRESENTATION

A. Definition and Properties
Given an input image and a set of filters , a subband image is computed through linear convolution given by . The histogram of each subband image is given by . The spectral histogram representation [17] of with respect to the chosen filters is defined as the concatenation of , given by . In other words, each image is represented by the histograms of filtered images. Fig. 1 shows the spectral histogram representation of several images using the 33 filters used throughout this paper (see below). These examples show that the spectral histograms of face images are similar while they are different for images from different classes.
In the spectral histogram representation, local features of an image are captured through filtering as the responses of individual filters depend on local structures, and the global structures are implicitly captured by the constraints imposed by the histograms of different filtered images. The representation is nonparametric in nature and is effective to characterize different kinds of patterns. One distinctive advantage of the spectral histogram representation is that two images do not need to be aligned in order to be compared (see Fig. 2 for examples) due to the fact that the spectral histogram representation is not sensitive to perturbations of local image features. This reduces the number of required training images for both face and nonface classes.
To specify a spectral histogram representation, one needs to choose a set of filters. Following [17] and [37] , three different types of filters are used in this paper, including gradient filters, Laplacian of Gaussian filters, and Gabor filters. ) and (expanded from ); • twenty four Gabor filters used with and . To characterize face patterns more effectively, we have included large kernels to impose a more rigid global structure. By expanding smaller kernels to approximate the larger ones, 2 this is achieved without increasing computation. This set of filters captures the structures that are important to face patterns and is found to be effective for face detection in images under different kinds of conditions. Note, however, that there is no optimality associated with the set. With a recent optimization technique proposed by Liu and Srivastava [15] , an optimal set of filters for face detection can be learned by maximizing the performance on the training set, which needs to be further explored.
B. Face Synthesis Through Sampling
As discussed in the previous section, the underlying representation plays a critical role in generalization performance of any appearance-based face-detection system. By analyzing generalization performance, Liu et al. [16] showed that a necessary condition for a good representation is that it should group only images from the same class together. For face detection, as we are concerned with the set of face patterns and the set of all other images, a good representation should group face patterns together and keep all other pattern groups away from the face ones. If the chosen representation groups patterns from different classes together, the detection performance from any classifier will be limited. If the chosen representation groups nonface patterns into the face class, there would be inherently false positive detections; likewise, if the representation groups face patterns into the nonface class, there will be inherently false negatives.
One way to analyze the intrinsic generalization of a given representation is to generate random samples from the set consisting of images with identical representations [16] . Technically, given a representation and an image from a known class, we want to sample from . Because of the high dimensionality of [in this paper, the dimension of statistical sampling techniques [30] , and here, we use a Gibber sampler with simulated annealing [36] on the induced Gibbs distribution given by (1) where denotes the temperature, and is called the energy, which is given by (2) where is a distance measure between the representations. Intuitively, this is achieved by updating pixels according to the conditional probability computed from (1) . For an algorithmic description of the sampling process, see Zhu et al. [36] .
To demonstrate the sufficiency of the spectral histogram representation, we use it as in (2) and use the following distance measure between two images: Fig. 2 shows two examples of synthesized face images. In both cases, the spectral histogram representation captures the perceptual characteristics of the original images. These examples show that the spectral representation is able to capture important local features, e.g., the eyes, nose, and mouth. The global structure has also been captured as these features roughly lie in the locations where we would expect to see them in a face. Note that the variations amongst the synthesized face images are desirable as they show the spectral histogram representation groups' perceptually similar patterns together.
In comparison, we have also analyzed the intrinsic generalization of linear representations [2] , [12] , [19] , [31] . We use the same Gibbs, sampler except that the energy function is defined as the Euclidean distance between the projections of and along a given linear basis. Fig. 3 shows the results for the two images used in Fig. 2 . In each subfigure, the bottom row shows the corresponding reconstructed image for the one given at the top. As expected, in each group, all the reconstructed images are identical as they all have the same linear representation. However, these images perceptually differ greatly and belong to different classes; this is because linear representations model pixels independently and, thus, allow some to change freely as long as their changes are cancelled by others. As these images have the identical representation, the use of a classifier cannot alleviate this problem. If a classifier classifies correctly the left-most face images in Fig. 3 , all other images must also be classified as face patterns, resulting in false positives. On the other hand, if a classifier classifies correctly the nonface images, the face images must be classified also as nonface patterns, resulting in false negatives. Because of this, methods based on linear representations are intrinsically sensitive to different patterns in the background.
It should be noted that reconstruction and sampling are very different. Sampling is concerned with the drawing of random Fig. 3 . Synthesized images of faces using linear representations. Here, the basis is generated using principal component analysis (PCA). In each subfigure, the top row shows the original image (the left-most one) and five typical samples from the set with the same linear representation; the bottom row shows the corresponding reconstructed image to show the fact that all of the images indeed have the same linear representation. Note that in the four synthesized images on the right, the center object is used as the boundary condition during sampling in that they are not updated. Fig. 4 . Difference between sampling and reconstruction. Here, the dashed line represents a 1-D subspace in a two-dimensional space. For a given (face) image (marked as '2'), the sampling is to draw a random point along the solid line in (b), while the reconstructed image is a single point given by '+' in (a).
samples from a set sharing the same representation, while reconstruction is a deterministic procedure of recovering the original image from its low-dimensional representation. To emphasize this point, Fig. 4 shows an illustration using a one-dimensional (1-D) linear representation. For the given image " ," the corresponding reconstructed image is the point " "shown in Fig. 4(a) , while the sampling can give any point along the solid line shown in Fig. 4(b) . This shows an important point that the sufficiency of a representation cannot be solely justified based on the reconstruction accuracy; statistical sampling techniques must be used in order to analyze its generalization properties.
III. SVMS
In this paper, we choose the SVM [26] , [20] as the classifying function. One distinctive advantage this type of classifier has over traditional neural networks is that SVMs achieve better generalization performance. While neural networks such as multiple layer perceptrons (MLPs) can produce low error rate on training data, there is no guarantee that this will translate into good performance on test data. MLPs minimize the mean squared error over the training data (empirical risk minimization), where SVMs use an additional principal called structural risk minimization [26] . The purpose of structural risk minimization is to give an upper bound on the expected generalization error.
To illustrate the difference, Fig. 5 shows a toy example with two classes. While there are numerous such decision planes that can give zero error on the training set [three are shown in Fig. 5(a) ], the performance of these decision boundaries will vary when applied to unseen data. Fig. 5(b) shows the decision boundary given by the SVM, constructed as the one that separates two classes with the maximum distance between their margins. As shown by Vapnik [26] , this maximal margin decision boundary can achieve optimal worst-case generalization performance. Note that SVMs are originally designed to solve problems where data can be separated by a linear decision boundary. By using kernel functions (see Osuna et al. [20] for details), SVMs can be used effectively to deal with problems that are not linearly separable in the original space. Some of the commonly used kernels include Gaussian Radial Basis Functions (RBFs), polynomial functions, and sigmoid polynomials. In this paper, we choose the Gaussian RBF kernel function on the spectral histogram representation of the input. 3 As the spectral histogram is naturally normalized, it simplifies the choice of parameters for the kernel function and the SVM. Our implementation of SVMs is based on the SVM-light package by T. Joachims. 4 
IV. FACE DETECTION
This section discusses in detail each stage of the proposed method including preprocessing, training, detection, and postprocessing.
A. Preprocessing
As nonuniform illumination can alter the appearance of features in images, it is imperative to correct this effect. We use a modified version of a method proposed by Sung and Poggio [25] . For each 7 7 block, the minimum value is computed, which generates a 3 3 minimal brightness plane on a 21 21 window. The brightness plane is then resized by bilinear interpolation to a 21 21 minimal brightness plane. The resulting minimal brightness planes for the images shown in Fig. 6 (a) are given correspondingly in Fig. 6(b) . The minimal brightness plane is then subtracted from the original image. As shown in Fig. 6(c) , the procedure corrects for the effect of nonuniform illumination on the original images. Finally, the illumination-corrected images are further normalized by applying histogram equalization, and the preprocessed images are shown in Fig. 6(d) . These preprocessing steps are applied to all the face and nonface training images and each window in each test image. Compared to Sung and Poggio's original iterative gradient method [25] , our algorithm is computationally simpler and seems sufficient for detection using the spectral histogram representation.
B. Training
The training face images 5 were generated from real images (separate from the images used in test) by fitting a 21 21 image window around each face using an affine transform based on eye positions, as described in [25] . The original set consists of 1500 images, and here, we increased it to 4500 by rotating each image randomly by r and -r, where r ranges from . This increases the rotation invariance of the proposed method. A problem particular to face detection is how to select effective nonface training images. As nonface images include all kinds of images, a prohibitively large set is needed in order to be representative, which would also require an infeasible amount of computation in training. To alleviate this problem, a bootstrapping method proposed by Sung and Poggio [25] is used to incrementally build the nonface images in the training set. Starting with 1500 random nonface images, we generated in total 8000 nonface images using the bootstrapping method. All the training images (4500 face and 8000 nonface ones) are first preprocessed according to the preprocessing stage discussed previously. The spectral histogram of the illumination-corrected face and nonface images in the training set is then calculated using the 33 filters. The resulting spectral histograms are used as input to train an SVM with an RBF kernel function. The trained SVM is then used to classify image windows in test images.
C. Detection and Post-Processing
As the discrimination function is designed on a 21 21 image window, it implicitly requires that all faces lie roughly within a 21 21 window. Here, a three-level Gaussian pyramid is built by successively down sampling the test image by a factor of 1.1. Each level of the pyramid is processed independently at the detection stage. This achieves some degree of scale invariance. For the image at each level, a 21 21 image window is moved pixel by pixel, canvassing the entire image. Each test window is normalized using the method outlined in Section IV-A. The spectral histogram is then computed using the 33 chosen filters and stored. Once all the histograms have been computed, the histogram matrix is fed to the trained SVM for classification. If a local window is classified as a face, its center is saved. A region-growing algorithm is used to coalesce nearby positive outputs (given by the SVM) in small regions, and thresholding on the number of positive outputs is then applied to each region.
An important question is how to choose a proper threshold to achieve good performance on different kinds of images. For instance, if an arbitrary threshold is set, the generalized performance may not be good. One can test a set of images and find some average threshold [21] . However, the number of positive outputs at a face region can vary from image to image. Therefore, a threshold that changes with images is desirable. Using a set of 20 images ranging from single face images to images with multiple faces, we found empirically that in all the images, face regions possess the highest number of positive outputs per region. The number of positive outputs per region for each face was found to fall within , where denotes the maximum positive outputs per region for an image. Instead of using a fixed value, the threshold of positive outputs per region is given by ; as can vary from image to image, we thus have the threshold. We call this adaptive thresholding. Three different values, with respect to , and , were tested. was found to give the best overall performance. With , the majority of faces were detected, but there were many false detections. Increasing from to only slightly decreased the number of face detections but sharply curbed the number of false detections. When was increased from to , the number of faces detected and false detections dropped substantially. Fig. 7 shows the difference between no thresholding and adaptive thresholding. Notice that when no threshold is applied, as in Fig. 7(d) , there are two final detections over the face. In contrast, when adaptive thresholding is utilized, there is only one final detection, as shown in Fig. 7(h) . Instituting adaptive threshold , any region with fewer positive outputs from the SVM than is discounted as a nonface. After region growing and thresholding, regions that are less than three pixels apart are coalesced. The centroid for each new region is computed and saved. Once the entire image pyramid has been processed, detections at each layer are examined. A detection is marked as final if and only if it is found in at least two concurrent levels of the image pyramid. A similar hierarchal approach was used by Rowley et al. [21] and Juell et al. [8] . A detection is registered as correct if it contains half or more of a face. Otherwise, it is labeled a false detection.
V. EXPERIMENTAL RESULTS
The proposed face-detection algorithm was applied to two commonly used data sets that are separate from the training images. Test set 1 consists of 125 images containing 483 faces, and test set 2 consists of 23 images containing 136 faces. Test set 1 was originally used by Rowley et al. [21] and has become one of the standard test sets for face detection algorithms. Test set 2 was initially used by Sung and Poggio [25] . Figs. 8-11 show some of the typical results on test set 1 from the proposed algorithm. As is evident from these results, our algorithm demonstrates exceptional performance on images that range from high quality to low quality. Fig. 8 shows two examples with relatively simple backgrounds, and the proposed algorithm detects all the faces accurately even when some of them are rotated (see Fig. 8(b) ). Fig. 9 shows three examples with perfect performance. In Fig. 9(c) , the man's face is detected correctly, despite the fact that his eyes are occluded by the visor that he wears and the complex background. In Fig. 10 , we detect all instances of faces with one false detection located on the womans hands on the top level. In Fig. 11 , we are able to detect all 57 faces with no false detections. Note that this image contains many different patterns, and faces are close to one another, making detection in this type of image difficult. Our algorithm not only detects all the instances of faces but also marks the detections accurately.
Figs. 12-14 show typical results from the proposed algorithm on test set 2. In Fig. 12 , all the faces are detected correctly and accurately. Figs. 13 and 14 depict two low-quality images. In Fig. 13 , there is a variety of expressions on the faces, and each face is posed differently. In Fig. 14 , notice the three larger faces in the bottom right corner. These faces were too large to fit entirely in the 21 21 image window, but we are still able to detect them. As a result, our algorithm detects all the faces despite the low quality of the images in Figs. 13 and 14 .
Although there are still false detections given by the proposed algorithm, unlike many other methods, the false detections in our results are localized in very specific areas and, thus, could be handled effectively. The majority of false detections are localized around the hands, such as in Figs. 8(b) and 12(c) . This can be attributed to the relaxed topological ordering imposed by the spectral histogram representation. One can overcome this problem by either including images of hands in certain positions as negative training examples or imposing a stricter topological structure. The latter can be accomplished by computing the spectral histograms for specified subsections of an image window [13] . This would enforce a more rigid alignment of feature points as there would be less variation within each subregion of the window compared with the total variation within the entire window. Table I shows a summary of our results along with that from other recent methods on the same test sets. The results from other methods are taken from Yang et al. [32] . As is evident from these results, our algorithm gives the best overall performance.
VI. DISCUSSION
We have presented a face-detection method based on spectral histogram representations and SVMs and have demonstrated its performance on two commonly used data sets. The comparison shows that our method achieves the best performance with respect to both false detections and detection rate. The performance of our system can be attributed to the desirable properties of spectral histogram representations and the generalization property of SVMs. One may further improve the performance by integrating the spectral representation with other representations with more rigid topological ordering such as edge maps [5] , Gabor jets [10] , or templates [35] , thus reducing further the number of false positives.
In addition to the performance, this type of representations offers further benefits. For example, our approach is generic in nature and is applicable to other forms of object detection and recognition and not solely face detection. As shown by Liu et al. [14] - [16] , the spectral representation can be used to enhance the performance on such tasks as face and object recognition. This could lead to the possibility of integrating the two systems as one. While several other methods (e.g., [22] and [27] ) are applicable to detection of different objects, none of them has shown to be effective for recognition and classification of faces, objects, and textures. Due to the filters used, the proposed system exhibits a large degree of rotation invariance, which is demonstrated in Fig. 15 . Results in Fig. 15(a) and (b) are both generated with no modification to the current system as they are tested using the same procedure for all images in the test sets. Note the faces with large rotation are detected correctly. By combing the results in (a) and (b), all the faces are detected correctly with no false detections, as shown in Fig. 15(c) . This example demonstrates that our system can handle rotation up to 45 .
As the spectral histogram representation has been applied to recognition in different modalities such as infrared images [23] , [14] , it may also provide an effective representation to detect faces in infrared and other kinds of images. As shown by Srivastava and Liu [23] , infrared imaging is not sensitive to illumination conditions, and thus, face detection based on infrared images may operate during the day and at night. A context-sensitive face-detection method may also be possible through the use of spectral histograms based on their effectiveness in clutter modeling [7] , [24] . Compared to some recent methods (e.g., [11] and [27] ), our method is significantly slower. It takes several minutes to process a typical test image. While spectral histograms of local windows can be calculated efficiently using integral histogram images [13] , it takes time for the SVM to classify these large number of local windows. There are a few possible ways to reduce the computation time. One possibility is to use Adaboost-like algorithms [11] , [27] to learn much more efficient classifiers. As these computations are intrinsically parallel, another way is to implement them on parallel machines or special-purpose chips such as field programmable gate arrays [29] . There are some other possible ways to decrease the running time. The image window could be moved every two or three pixels instead of every pixel. This would certainly lead to faster run times; however, the performance may suffer as the number of detections per region for faces may decrease. This can be further improved by moving the windows adaptively. In regions with low scores from the trained SVM, we can move more pixels; in regions with high scores, we can move detection windows pixel by pixel. This would dramatically reduce the computation and yet not reduce the number of detections in face regions. Another way is to have several face detectors that are organized hierarchically based on their computation complexity, as in [1] and [5] . A possible way to implement such a hierarchy for face detection is to use spectral histograms with a different number of filters. With fewer filters, one can obtain candidate regions faster and then apply more accurate spectral histogram models only on those candidate regions. This needs to be explored further.
VII. CONCLUSION
In this paper, we have shown that the spectral histogram representation is a good choice for face detection and yields results that are better than other recent methods both with respect to false detections and detection rate. In addition, without any modification, our system is able to achieve a respectable degree of rotation invariance. While most representations used in face detection are justified only based on empirical results, the sufficiency of the spectral histogram representation is shown systematically through statistical sampling. As our representation is generic in nature, it can be easily adapted to other forms of object detection and other tasks such as face recognition [16] , object recognition [16] , and texture classification [18] . With these results, we expect the spectral histogram representation to provide a unified representation for effective object detection and recognition.
