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Detection of Gaussian Signal Using Adaptively
Whitened Data
Olivier Besson
Abstract—The adaptive matched filter, like many other adap-
tive detection schemes, uses in its test statistic the data under test
whitened by the sample covariance matrix S of the training sam-
ples. Actually, it is a generalized likelihood ratio test (GLRT) based
on the conditional (i.e., for given S) distribution of the adaptively
whitened data. In this letter, we investigate detection of a Gaussian
rank-one signal using the marginal (unconditional) distribution of
the adaptively whitened data. A first contribution is to derive the
latter and to show that it only depends on a scalar parameter,
namely the signal to noise ratio. Then, a GLRT is formulated from
this unconditional distribution and shown to have the constant
false alarm rate property. We show that it bears close resemblance
with the plain GLRT based on the whole data set (data under test
and training samples). The new detector performs as well as the
plain GLRT and even better with multiple cells under test and low
training sample support.
Index Terms—Adaptive detection, Cholesky factorization, Gaus-
sian rank-one signals, generalized likelihood ratio test, Wishart
matrices.
I. INTRODUCTION
ARECURRENT problem in many applications, includingradar, is to detect a signal of interest (target) in the pres-
ence of noise (thermal noise, clutter, jamming) whose statistics
are generally unknown, and must be learned from target-free
training samples which, hopefully, share the same statistical pa-
rameters as the noise in the data under test [1]–[3]. This canon-
ical problem was rigorously formulated by Kelly [4] under a
Gaussian assumption for the noise. The generalized likelihood
ratio test (GLRT) was derived and its performance (probability
of false alarm, probability of detection) was thoroughly ana-
lyzed. In [5], Robey et al. considered the same problem but
proposed a two-step approach: first, use a matched filter un-
der the assumption of perfectly known noise covariance matrix,
then substitute the latter for the sample covariance matrix of
the training samples. The detector is referred to as the adaptive
matched filter (AMF), and Kelly’s GLRT and the AMF have
become references against which most detectors published later
have been systematically compared. While it appears difficult to
outperform Kelly’s GLRT in this canonical framework (Gaus-
sian noise, known target signature, noise homogeneity between
training samples and data under test), in practice, the latter is
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seldom met and therefore a considerable amount of work has
been devoted to propose detectors that perform well in more
adverse conditions. These include methods able to mitigate the
effects of low training sample support see e.g., [6]–[8], or possi-
ble mismatches either in the steering vector [9]–[12] or between
the covariance matrix of the training set and that of the data
under test [13]–[18].
In a recent paper [19], we considered a similar problem as in
[4], except that a stochastic model for the target amplitude was
used. Indeed, while the latter is assumed to be deterministic in
[4], we modeled it as a random vector with Gaussian distribution,
which corresponds to a Swerling I-II target model [20], [21].
The problem addressed was to decide betwen the two following
hypotheses
H0 : X
d= CN (0,R, I) ;Z d= CN (0,R, I)
H1 : X
d= CN (0,R + PvvH , I) ;Z d= CN (0,R, I)
(1)
where CN (0,Σ,Ω) stands for the complex matrix-variate
Gaussian distribution [22], [23]. In (1) v stands for the (known)
target signature, P denotes its unknown power and R is the un-
known noise covariance matrix.The GLRT as well as the AMF
were derived for this problem. They were shown to depend, as
is the case in the large majority of detection schemes, on the
adaptively whitened data S−1/2X and target signature S−1/2v
where S = ZZH and S−1/2 is the inverse of a square-root of S.
In fact, the AMF proceeds first by deriving the GLRT for the hy-
potheses testing problem (1) with R known, which is equivalent
to considering
H0 : R−1/2X|R d= CN (0, I, I)
H1 : R−1/2X|R d= CN
(
0, I + PR−1/2vvH R−1/2 , I
)
(2)
Then, R is substituted for Rˆ = T−1s S where Ts stands for the
number of training samples. This means that the AMF is the
GLRT for the following problem
H0 : Rˆ−1/2X|S d= CN (0, I, I)
H1 : Rˆ−1/2X|S d= CN
(
0, I + P Rˆ−1/2vvH Rˆ−1/2 , I
)
(3)
This interpretation raises two observations. First, the hypothe-
ses testing problem in (3) does not reflect the true statistical
reality since E
{
Rˆ−1/2XXH Rˆ−1/2 |S
}
= Rˆ−1/2RRˆ−1/2 +
P Rˆ−1/2vvH Rˆ−1/2 and Rˆ−1/2RRˆ−1/2 = IM . Second, the
AMF implicitly uses the conditional distribution of the adap-
tively whitened data. Therefore, one may wonder why the
marginal distribution of S−1/2X is not used to formulate the hy-
potheses testing problem. This is what we explore in this letter.
More precisely, we derive the GLRT based on the marginal (un-
conditional) distribution of S−1/2X. Towards this end, we first
derive the latter, which is shown to depend only on PvH R−1v.
Then the maximum likelihood estimator of this scalar parame-
ter is derived to obtain the GLRT. The approach proposed here
is thus different from the AMF one, but also from the plain
GLRT which uses the joint distribution of (X,Z). However, as
indicated before, most detection schemes rely on S−1/2X and,
therefore, it seems meaningful to get its distribution and derive
the corresponding GLRT.
II. GENERALIZED LIKELIHOOD RATIO FROM ADAPTIVELY
WHITENED DATA
As stated above, we start with the detection problem in (1)
where X ∈ CM×Tp is the data under test, which may or may not
contain the target, and Z ∈ CM×Ts stands for the training sam-
ples with Ts ≥ M , M being the size of the observation space.
Our aim is to build a test that depends only on the adaptively
whitened data. With no loss of generality, we consider that v
has unit-norm and we let Q = [V⊥ v] be a unitary matrix with
VH⊥ v = 0. Let us consider the transformed data X˜ = QH X,
Z˜ = QH Z and transformed covariance matrix R˜ = QH RQ
and target signature v˜ = QH v = eM = [0 · · · 0 1]T . Then, (1)
is equivalent to
H0 : X˜
d= CN
(
0, R˜, I
)
; Z˜ d= CN
(
0, R˜, I
)
H1 : X˜
d= CN
(
0, R˜ + P v˜v˜H , I
)
; Z˜ d= CN
(
0, R˜, I
)
(4)
Since the square-root of a matrix is not unique, and the dis-
tribution of the quasi whitened data depends on this square
root, we choose to use the Cholesky factor [24], as it is a
widely used method due to its computational simplicity. Let
L be the Cholesky factor of S˜ = Z˜Z˜H , which we denote by
L = chol
(
S˜
)
, and let Y = L−1X˜. Our aim is to derive the
distribution of Y under both hypotheses, and subsequently to
obtain the GLRT based on Y.
A. Distribution of Adaptively Whitened Data Y
We begin with obtaining a stochastic representation of Y =
L−1X˜ as a function of known distributions. Let G = chol
(
R˜
)
and F = chol
(
R˜ + PeM eHM
)
denote the Cholesky factors of
R˜ and R˜ + PeM eHM . Let us partition G as G =
(
G 1 1
G 2 1
0
G2 2
)
.
Then, since FFH = GGH + PeM eHM , we have that
F =
(
G11 0
G21
(
G222 + P
)1/2
)
(5)
Additionally, from the fact that GGH = QH RQ, one can eas-
ily obtain that G222 =
(
vH R−1v
)−1
. Finally, from (5), one can
deduce that
G−1F=
(
G−111 0
−G−122 G21G−111 G−122
)(
G11 0
G21
(
G222 + P
)1/2
)
=
(
IM−1 0
0 G−122
(
G222 + P
)1/2
)
(6)
Since Z˜ d= CN
(
0, R˜ = GGH , I
)
, we can then write that
S˜ = Z˜Z˜H d= GWGH = GTTH GH (7)
where W d= CWM (Ts, I) and T = chol (W). Note that all
elements of T are independent and that T2mm
d= Cχ2Ts−m+1
and Tij
d= CN (0, 1) for i = j [25]. Now, GT is a lower
triangular matrix with real positive diagonal elements so that
L d= GT. Since X˜ d= FN where N d= CN (0, I, I), it fol-
lows that
Y = L−1X˜
d= T−1G−1FN
d= T−1
(
I 0
0 λ1/2
)
N
=
(
T−111 0
−T−122 T21T−111 T−122
)(
I 0
0 λ1/2
)(
N1
N2
)
=
(
T−111 N1
−T−122 T21T−111 N1 + λ1/2T−122 N2
)
=
(
Y1
Y2
)
(8)
where λ = 1 + PvH R−1v. Equation (8) provides a stochastic
representation of the adaptively whitened data Y. First, note
that the distribution of Y depends on a single scalar parameter
λ which is related to the signal to noise ratio at the output of the
optimal filter R−1v. Next, one can observe that Y1
d= T−111 N1
has the same parameter-free distribution under H0 and H1 . Let
us now consider the conditional distribution of Y2 |Y1 . We have
that
Y2 |Y1 ,T21 , T22 d= CN
(−T−122 T21Y1 , λT−222 , I
) (9)
and T 222
d= Cχ2Ts−M +1 , T21
d= CN (0, I). Therefore,
p(Y2 |Y1 ,T21 , T22) = π−Tp
(
λT−222
)−Tp
× etr
{
− (λT−222
)−1 ∥∥Y2 + T−122 T21Y1
∥
∥2
}
(10)
where etr {.} stands for the exponential of the trace of the
matrix between braces. We first marginalize with respect to
T21
d= CN (0, I). To this end, note that
(
λT−222
)−1 ∥∥Y2 + T−122 T21Y1
∥
∥2 + ‖T21‖2
= T 222
[(
I + λ−1YYH
)
2.1 − 1
]
+ (T21 + M)
(
I + λ−1Y1YH1
)
(T21 + M)
H (11)
where
M = λ−1T22Y2YH1
(
I + λ−1Y1YH1
)−1 (12)
and
(
I + λ−1YYH
)
2.1
= 1 + λ−1Y2YH2 − λ−2Y2YH1
(
I + λ−1Y1YH1
)−1
Y1YH2
= 1 + λ−1Y2
(
I + λ−1YH1 Y1
)−1
YH2 (13)
Using the fact that
∫
exp
{
−(T21 + M)
(
I + λ−1Y1YH1
)
(T21 +M)
H
}
dT21
= πM−1 |I + λ−1Y1YH1 |−1 (14)
we obtain
p(Y2 |Y1 , T22) = π−Tp
(
λT−222
)−Tp |I + λ−1Y1YH1 |−1
× exp{−T 222
[(
I + λ−1YYH
)
2.1 − 1
]} (15)
Next, we need further marginalizing with respect to T 222
d=
Cχ2Ts−M +1 . It is straightforward to verify that
∫ ∞
0
x2Tp e−(a−1)x
2
p√Cχ2T s −M + 1 (x) dx
=
Γ(Tp + L)
Γ(L)
a−(Tp +L) (16)
where L = Ts −M + 1, so that
p(Y2 |Y1) = Γ(Tp + L)Γ(L) π
−Tp λ−Tp
|I + λ−1Y1YH1 |−1
(
I + λ−1YYH
)−(Tp +L)
2.1 (17)
Finally, the distribution of the adaptively whitened data Y can
be written as
p(Y) = p(Y2 |Y1)p(Y1)
=
Γ(Tp + L)
Γ(L)
π−Tp λ−Tp p(Y1)
|I + λ−1Y1YH1 |−1
(
I + λ−1YYH
)−(Tp +L)
2.1 (18)
Using the fact that |I + λ−1YYH | = |I + λ−1Y1YH1 |(I +
λ−1YYH )2.1 and that |I + λ−1YYH | = |I + λ−1YH Y|, (18)
can be equivalently written as
p(Y) =
Γ(Tp + L)
Γ(L)
π−Tp λ−Tp p(Y1)|I + λ−1YH1 Y1 |Tp +L−1
|I + λ−1YH Y|−(Tp +L) (19)
Expressions (18) or (19) are new and provide the distribution
of the data after adaptive whitening. It should be observed that
this distribution depends only on λ, a scalar parameter, which
is related to signal to noise ratio. The distribution under the
hypothesis of noise only is obtained by setting λ = 1.
B. Generalized Likelihood Ratio Based on Y
Thanks to the previous result, we are now in a position to set
a composite hypothesis testing problem based on the uncondi-
tional distribution of Y. More precisely, we consider the two
hypotheses:
H0 : p0(Y)=Cp(Y1) |I+YH1 Y1 |Tp +L−1 |I + YH Y|−(Tp +L)
H1 : p1(Y)=Cp(Y1) ηTp |I + ηYH1 Y1 |Tp +L−1
× |I + ηYH Y|−(Tp +L) (20)
where η = λ−1 =
(
1 + PvH R−1v
)−1
. The generalized likeli-
hood ratio corresponding to (20) is thus given by
GLR(Y) =
max
η∈[0,1]
ηTp |I + ηYH1 Y1 |Tp +L−1 |I + ηYH Y|−(Tp +L)
|I + YH1 Y1 |Tp +L−1 |I + YH Y|−(Tp +L)
(21)
We would like to offer a few remarks regarding this GLR. First,
since the distribution of Y under H0 is parameter free, the detec-
tor possesses the constant false alarm rate (CFAR) property, i.e.,
the threshold can be set irrespective of R. The probability of de-
tection will depend only on signal to noise ratio. Second, it is in-
structive to relate the present GLR to the plain GLR of [19]. To-
wards this end, we need to relate Y to (X,Z). Some straightfor-
ward calculations enable to show that YH Y = XH S−1X and
YH1 Y1 = X
H S−H/2P⊥S−1 / 2 vS
−1/2X, so that the plain GLR is
GLR(X,Z) =
max
η∈[0,1]
ηTp |I + ηYH1 Y1 |Tp +Ts |I + ηYH Y|−(Tp +Ts )
|I + YH1 Y1 |Tp +Ts |I + YH Y|−(Tp +Ts )
(22)
The GLR (21) using the adaptively whitened data Y bears a
striking resemblance with the GLR (22) using the initial data
(X,Z): they use the same statistics, the difference lies in the
exponent of the determinants.
Another comment concerns the implementation of (21). Ob-
serve that one only needs to solve a 1-D optimization problem
over the interval [0,1], similarly to the plain GLR. Moreover,
the matrices involved are Tp × Tp and reduce to scalars for
Tp = 1. Therefore, obtaining the GLRT is rather simple from
the computational point of view.
Let us now consider the usual case of a single vector under
test, and show that a closed-form expression of the GLR can
be obtained. The density under H1 is, up to the scaling factor
Cp(y1),
g(η) =
η (1 + aη)L
(1 + bη)L+1
(23)
where a = yH1 y1 = xH S−1x−
(
vH S−1v
)−1 ∣∣xH S−1v
∣
∣2 and
b = xH S−1x. It is straightforward to show that
g′(η) = g(η)
1− η−10 η
η(1 + aη)(1 + bη)
(24)
where η0 = [bL− a(L + 1)]−1 . Studying the sign of g′(η), it
comes that whenever η0 < 0 or η0 > 1, the solution is η = 1
and GLR(y) = 1. On the other hand, for 0 ≤ η0 ≤ 1, η = η0
Fig. 1. Probability of detection versus SNR for Tp = 1.
Fig. 2. Probability of detection versus SNR for Tp = 4.
and
GLR(y) =
LL (1 + b)L+1
(L + 1)L+1(1 + a)L (b− a)
=
LL (1 + xH S−1x)L+1
(L + 1)L+1
(
1 + xH S−1x− |xH S−1 v |2vH S−1 v
)L |xH S−1 v |2
vH S−1 v
(25)
III. NUMERICAL SIMULATIONS
We consider the same radar scenario as in [19], i.e. a
coherent processing interval with M = 8 pulses. The tar-
get normalized Doppler frequency is fd = 0.09 and its
signature v = M−1/2
[
1 ei2πfd . . . ei2π (M−1)fd
]T
. The dis-
turbance comprises thermal noise, with covariance ma-
trix σ2I, and clutter with covariance matrix [Rc ]m,n =
Pc exp
{
−2π2σ2f (m− n)2
}
where σ2f = 0.01. The clutter to
white noise ratio (CNR) is defined as CNR = (Mσ2)−1Tr{Rc}
and is set to CNR = 30 dB. The probability of false alarm is set
to Pfa = 10−3 .
In Figures 1-2 we display the probability of detection of the
plain GLRT, the AMF and the proposed GLRT, for Tp = 1 and
Fig. 3. Probability of detection versus SNR for Tp = 4 in the mismatched
case.
Tp = 4, respectively. First, it can be observed that GLRT(Y) in-
curs no loss compared to GLRT(X,Z), and is even better in the
case of multiple cells under test, especially with Ts = M + 1.
This means that considering Y in small training sample support
does not result in any loss, on the contrary. The second obser-
vation is that GLRT(Y) outperforms the AMF, which shows
that considering the unconditional distribution of Y enables
one to achieve a significant improvement compared to using the
conditional distribution.
Finally, we examine in Figure 3 the performance in the pres-
ence of a slight mismatch regarding the Doppler frequency:
while the detectors assume fd = 0.09, the actual Doppler fre-
quency is 0.09 + 0.1/M . From observation of this figure, one
can observe that the new detector offers an interesting tradeoff
between robustness and selectivity. For Ts = 2M , when SNR
increases the new detector assesses that the actual signature is
different from v and its probability of detection decreases faster
than that of the plain GLRT.
To conclude these simulations, the new detector based on the
marginal distribution of the adaptively whitened data improves
over the plain GLRT in matched conditions and Tp > 1, and is
a bit more selective in mismatched conditions.
IV. CONCLUSION
In this letter, we started from the fact that the adaptive matched
filter is a generalized likelihood ratio test for a composite
hypothesis testing problem based on the conditional distribu-
tion of the adaptively whitened data
(
ZZH
)−1/2 X, and from
the observation that many adaptive detection schemes use this
statistic. Therefore, we investigated another path, also different
from the conventional plain GLRT based on the whole data set
(X,Z), namely GLRT from the unconditional distribution of
(
ZZH
)−1/2 X. The latter was derived and was shown to be pa-
rameter free under the null hypothesis and to depend only on
the signal to noise ratio under the alternative hypothesis. From
this distribution, the GLRT was formulated, and related to the
plain GLRT. Numerical simulations showed that the new detec-
tor performs at least as well as the plain GLRT and better with
multiple cells under test and low training sample support.
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