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ABSTRACT 
Comparative phylogeographic, population genomic, and selection inference, 
with development of hierarchical co-demographic models 
By Alexander T. Xue 
Advisor: Michael J. Hickerson 
Comparing demographic histories across assemblages of populations, species, and sister pairs 
has been a focus in phylogeography since its inception. Initial approaches utilized organelle 
genetic data and involved qualitative comparisons of genetic patterns for evaluating hypotheses 
of shared evolutionary responses to past environmental changes. This endeavor has progressed 
with coalescent model-based statistical techniques and advances in next-generation sequencing, 
yet there remains a need for methods that can analyze aggregated genomic-scale data from non-
model organisms within a unified framework that considers individual taxon uncertainty and 
variance. To this end, the aggregate site frequency spectrum (aSFS), an expansion of the site 
frequency spectrum to exploit SNP data collected from multiple independent populations, and 
the aggregate joint site frequency spectrum (ajSFS), an extension of the aSFS for population-
pairs, are introduced and explored here for the purpose of assemblage-level demographic 
inference. Furthermore, introduced and described here is the R package Multi-DICE, a wrapper 
program that exploits existing simulation software for straight-forward and flexible execution of 
hierarchical co-demographic model-based inference given either the aSFS or single-locus 
sequence data. These methodological developments were validated through a succession of in 
silico experiments that tested a range of sampling configurations, alternative inferential 
frameworks, and various prior specifications. Additionally, empirical demonstrations were 
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conducted from published RAD-seq data of five threespine stickleback populations as well as 
eight local replicates of a lamprey species-pair. Synchronous demographic trajectories were 
detected for both of these analyses. Moreover, similar techniques were utilized to investigate 
LINE selection among population-level whole-genome vertebrate datasets. In brief, a null 
demographic background was inferred utilizing SNP data, which was then exploited to simulate 
a putative null distribution of summary statistics that was compared to LINE data for detecting 
selection. Subsequently, the null demographic model was leveraged to evaluate selection 
presence, directionality, and strength. There was a robust signal for purifying selection along 
with a pattern of LINE size affecting selection strength in two species. As large-scale SNP data 
become routine, the aSFS, Multi-DICE, ajSFS, and protocol employed here for detecting 
selection will collectively expand the potential for powerful comparative phylogeographic and 
population genomic inference. 
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CHAPTER 1 
The aggregate site frequency spectrum (aSFS) for comparative population genomic 
inference 
INTRODUCTION 
Comparative population genetics, also known as comparative phylogeography, uses 
aggregate population genetic data collected from regional assemblages to make historical 
demographic inference about how co-distributed taxa responded to landscape reconfigurations 
and/or climate change or how stable species associations have been across time and space. These 
comparative studies range from investigating shared histories of hosts with their pathogens 
(Perkins 2001; Holmes 2008; Wicker et al. 2012), multiple co-invading species (Sax et al. 2007; 
Johnson et al. 2009), simultaneous historic domestications (Wu et al. 2007; Kanginakudru et al. 
2008), and the assembly of whole communities across geographic barriers or from trajectories of 
northward expansion occurring after the Last Glacial Maximum (LGM) (Avise et al. 1987; 
Hewitt 1996, 2000; Avise 2000). Although sometimes employing wide taxonomic sampling, 
such studies have been typically limited to using the easily obtainable mitochondrial or 
chloroplast DNA and only a handful of nuclear loci if any other additional loci at all (Taberlet et 
al. 1998; Soltis et al. 2006; Lorenzen et al. 2012). While this level of genetic sampling may be 
appropriate for the scope of certain questions, studies exploring the impact of historical events in 
shaping modern-day regional patterns of genetic diversity and community assembly would 
assuredly benefit from the increased resolution afforded by both next-generation sequencing, 
which allows sub-genomic samples across individuals from multiple taxa (Adams & Hudson 
2004; Felsenstein 2006; Robinson et al. 2014a), and widespread taxonomic sampling (Smith et 
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al. 2014). Such aggregate population sub-genomic data offer more power to detect a shared 
demographic history for a group of species and/or populations that responded in common to a 
singular event, such as joint domestication of several plants and/or animals (Cao et al. 2014), 
whole biotas expanding during the late Pleistocene (Hewitt 1996, 2000), concurrent invasions by 
multiple non-native species (Gurevitch & Padilla 2004), and epidemic spread of a pathogen 
through its hosts and vectors (Biek et al. 2006). On the other hand, complex ecological 
interactions and species-specific attributes (e.g. differential selection pressures/adaptation, 
dispersal abilities, and/or species interactions (Lorenzen et al. 2011)) consistent with more 
complex models of domestication history (Pedrosa et al. 2005; Liti et al. 2009), community 
assembly (Stone et al. 2012), invasion (Macdougall & Turkington 2005; Lejeusne et al. 2011), or 
disease dynamics (Beadell et al. 2006; Holmes 2008) could also be better detected with 
comparative population sub-genomic data. 
Researchers can now affordably produce population-level sampling of reduced genomic 
data from multiple non-model species (Ekblom & Galindo 2011; Peterson et al. 2012; Toonen et 
al. 2013; Romiguier et al. 2014; Garrick et al. 2015), yet there remains a massive need for new 
analytical tools to accommodate this surge in data volume and complexity (Sboner et al. 2011), 
particularly in the context of testing alternative comparative demographic hypotheses under a 
single unified analysis. There are two important motivations for building and employing a 
unified, hierarchical approach given aggregate population genomic-scale data. First, the use of 
multi-level models enables formal hypothesis testing of multi-taxa histories given multiple 
datasets while allowing independence in taxon-specific parameters. Secondly, a unified, 
hierarchical approach increases inferential resolution via the “borrowing strength” (i.e. pooling 
strength) that is increasingly gained as more datasets that share parameters are combined within a 
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single multi-level analysis to estimate higher-level hyperparameters, versus conducting many 
separate disjointed analyses to estimate each taxon-specific parameter independently (Qian et al. 
2004; Congdon 2007; Beaumont 2010). 
This approach has been achieved within a hierarchical approximate Bayesian 
computation (hABC) framework for inferring synchronous divergence (Huang et al. 2011; 
Hickerson et al. 2014) and synchronous expansion (Chan et al. 2014) given mitochondrial multi-
taxa datasets, while hABC techniques have also been deployed for other problems such as 
detecting loci under local selection (Bazin et al. 2010). However, there currently exists no such 
method for the analysis of multiple population sub-genomic datasets under a single model (but 
see (Romiguier et al. 2014)). Developing this capability to achieve a pooled analysis on 
population genomic-scale data will greatly advance community-level demographic inference, but 
pooling a large number of population sub-genomic datasets within a single hierarchical analysis 
on the full data is computationally challenging (Beaumont 2010), especially when some taxon-
specific parameters are allowed to vary independently. 
To address this challenge, we describe, examine, and deploy a novel multi-taxa genomic 
data summarization, the aggregate site frequency spectrum (aSFS). The aSFS is comprised of 
multiple site frequency spectra (SFS), a commonly used metric also known as the allele 
frequency spectrum (Watterson 1984; Gutenkunst et al. 2009; Lukic & Hey 2012; Excoffier et 
al. 2013), calculated separately for multiple taxa and collated with independence for species 
identity and order. We use coalescent simulations to explore the behavior of this aSFS under 
different multi-taxa expansion scenarios that are meant to mimic late Pleistocene demographic 
expansions. Subsequently, we use the aSFS coupled with cross-validated hABC to infer the 
history of co-expansion from three lake populations and two oceanic populations of Alaskan 
4 
 
threespine stickleback (Gasterosteus aculeatus) (Hohenlohe et al. 2010). This system involves 
multiple population samples that experienced similar climatic conditions and has a well-
understood evolutionary history of post-LGM colonization of small lake populations from 
oceanic populations. 
MATERIALS AND METHODS 
Constructing the aSFS 
The SFS is a frequency spectrum of single nucleotide polymorphism (SNP) alleles; each 
SNP is placed into the appropriate class given its allele frequency among sampled individuals. 
Assuming polarized data, it is the frequency of the derived allele that is taken into consideration 
when assigning allele frequency classes; otherwise, the frequency of the minor allele is used and 
the spectrum is “folded” (Bustamante et al. 2001). Consequently, assuming an “unfolded” SFS, 
the number of allele frequency classes equals twice the number of sampled individuals minus 
one (assuming a diploid organism and no monomorphic sites) (Nielsen 2005). The aSFS is then 
constructed by combining an array of n SFSs from n different population samples into a single 
composite SFS, with the number of total bins = n * the number of frequency classes. 
Subsequently, the n bins within each frequency class are re-arranged independently (i.e. order of 
bins within each frequency class has no direct bearing on order of bins within other frequency 
classes) in descending order of proportion of total SNPs (i.e. relative SNP proportions rather than 
total SNP count) (Figure 1.1). Due to this ordering scheme, a property of the aSFS is that the 
initial order of single taxon SFSs has no effect on the resulting aSFS, thereby achieving order-
independent exchangeability across single taxon SFSs and therefore greatly decreasing 
combinatorial sample space across multi-taxa histories with respect to data and parameters 
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(Gelman et al. 2003). As an example of this aSFS construction, given an aggregate dataset of 
five species and five individual samples each, there would initially be five SFSs of nine bins 
each, where each bin is a proportion of SNPs within that allele frequency class (i.e. singletons, 
doubletons, etc.); in this case, we exclude monomorphic sites and assume diploidy. In this aSFS, 
the first bin (i.e. the singletons) of all five SFSs would be combined, so that there are five SFS 
singleton bins that are re-arranged in descending order. This would form the first five entries of 
the aSFS. This continues for the remaining bins so that there are a total of 45 entries in the full 
aSFS for this aggregate dataset. 
In addition to this primary construction that we denote here as aSFS
1
, we also explored 
three additional alternative constructions of the aSFS, including ordering the single taxon SFSs 
based on their overall skewness in ascending order (aSFS
2
), based on their singleton value in 
descending order (aSFS
3
), and in arbitrary order (aSFS
4
) (Supporting Materials 1). For these 
alternative constructions aSFS
2
, aSFS
3
, and aSFS
4
, the ordering among taxa was maintained 
across all allele frequency classes. 
Justification of the aSFS 
Given the instantaneous expansion model we used, individual allele frequency classes of 
the expected SFS can be derived analytically as shown in equation (20) in Wakeley & Hey 
(1997). The entirety of the SFS can thus be represented as a set of expected individual allele 
frequency classes from i = 1  i = N – 1, with N = number of haploid samples, assuming no 
monomorphic allele frequency classes, such that: 
 ( )  [ (  )  (  )    (    )],    (1) 
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with S = SFS and  (  ) = allele frequency class of i derived alleles out of N. Then, for n number 
of species datasets, there will be n number of SFSs, which can be collated into a set such that: 
     [          ].     (2) 
The expectation of aSFS can be derived by substituting (1) into (2): 
 (    )  
[ (    )  (    )    (      )  (    )  (    )    (      )    (   )  (   )    (     )]
. (3) 
Individual bins j = 1…n within each of the allele frequency classes i = 1…(N – 1), of which 
exactly one bin belongs to each of the n species respectively, can then be redefined such that for 
each value of i from 1  (N – 1): 
    
  
 
    
  
   
   
  
,      (4) 
with sj = total SNP count of species dataset j. This re-ordering based on relative SNP proportions 
does not affect the individual expected values within the set in (3) of the aSFS, yet it frees the 
bins to be independent of any initial ordering of species while allowing an objective and 
unbiased comparison of bins between different aSFS, specifically the observed and simulated. 
Therefore, the analytical derivation of the single taxon expected SFS under any particular history 
of instantaneous expansion is easily extended to the aSFS across multiple taxa that have all 
experienced an instantaneous expansion. 
However, in order for the aSFS to be a useful tool for the inference of community 
demographic histories, the variance of the aSFS elements given a set of population parameters 
needs to be low enough for expected aSFS signatures to be correlated with different histories that 
7 
 
are predicted under competing hypotheses of community assembly (i.e. identifiability). The 
variance of each bin within the aSFS can be obtained through standard statistical theory either 
via Poisson distributions of each individual bin (Sawyer & Hartl 1992; Gutenkunst et al. 2009) 
or a multinomial distribution of the entirety of the aSFS (Adams & Hudson 2004; Excoffier et al. 
2013). Because determining these variances across all combinations of multi-species 
demographic histories while allowing various nuisance parameters to vary independently across 
taxa is analytically intractable, we statistically evaluated simulated aSFS data to discern how the 
aSFS behaves under different multi-taxa histories of various degrees of synchronous expansion. 
Multi-taxa expansion model 
 To simulate data as well as gain inference, we used a hierarchical demographic model 
involving multiple independent taxa, each having undergone separate instantaneous expansion 
sometime in the past (Figure 1.2). These instantaneous expansions could have occurred 
synchronously due to a shared response to a hypothesized historical event resulting in landscape 
and/or climate change. Within this context, following Chan et al. (2014), hyperparameters of 
interest include the degree of synchronicity, or proportion of taxa synchronously expanding 
within a given pulse (ζ), the timing of this synchronous expansion pulse (ηs), and the dispersion 
index of all expansion times across taxa (Var(η)/E(η)). This model can also be extended to have 
multiple pulses of synchronous expansion, the number of which is defined by ψ; in the case of ψ 
> 1, ζ and ηs would both be vectorized according to each pulse of synchronous expansion (i.e. ζ1, 
..., ζψ and ηs1, ..., ηsψ, respectively). Each of the jth taxa not in a pulse of synchronous expansion 
has an independent, freely varying idiosyncratic time of expansion (ηi). Likewise, each of all taxa 
has an independent, freely varying current effective population size (NE) and expansion 
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magnitude represented as a fraction of its current size (ε). The sets of ηi, NE, and ε then each form 
vectors, and are considered nuisance parameters. 
Simulation study of the aSFS 
Coalescent simulations of multi-taxa frequency data were orchestrated using the program 
fastsimcoal2 (Excoffier et al. 2013). The unfolded, derived single taxon SFS with relative SNP 
proportions was simulated directly using the FREQ data setting. These relative proportions 
represent a probability distribution across the bins based on branch length ratios of the simulated 
coalescent gene genealogies given the parameterization. The weighted mean of the branch 
lengths across multiple simulations is used to derive a simulated SFS under a specific history 
(Nielsen 2000). Given that each simulation represents a single gene genealogy, the number of 
simulations could thus be interpreted as a rough proxy for genomic sampling intensity (i.e. 
number of SNPs). For this reason, 25,000 simulations were used for each simulated SFS per 
taxon to approximate the sampling effort for a typical non-model organism (e.g. a dataset of 
25,000 sequence blocks, each with one SNP, produced by restriction-site associated DNA 
sequencing (RAD-seq)). By extension, 25,000 * 5 (125,000) simulations would comprise a 
comparative population dataset of five taxa. 
Different sampling schemes were taken into consideration by testing six different levels 
of ζ and ψ given five different numbers of taxa (5, 10, 20, 50, 100) and three different numbers 
of haploid individuals per taxon (10, 20, 50). In total, this equaled 15 separate combinations of 
sampling parameters (Table 1.1). For each of these sets, six scenarios were simulated: all n taxa 
synchronously expanding (ζ = 1.0), three intermediate levels where a subset of all n taxa 
synchronously expand (0.0 < ζ < 1.0), no taxa synchronously expanding (ζ = 0.0), and a scenario 
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involving duo synchronous expansion pulses at two different times with equal number of taxa in 
each (ζ1, ζ2 = 0.5; ψ = 2) (Figure 1.2; Table 1.2). For each scenario/sampling combination (90 in 
total), there were 100 replicates, equaling 9,000 simulated multi-taxa aSFS datasets in total. For 
each simulated single taxon SFS within a replicate, parameter values were independently drawn 
from the following distributions: NE ~ U(100,000, 500,000); ε ~ U(0.01, 0.04); ηi ~ ln U(30,000, 
200,000) generations ago. For scenarios where there was a single synchronous expansion group 
(ψ = 1), ηs = 20,000 generations ago, whereas for the scenario involving two different pulses of 
synchronous expansion (ψ = 2), ηs1 = 20,000 and ηs2 = 50,000 generations ago (Table 1.3). 
The simulated aSFS data were then visualized by way of boxplots and PCA. First, aSFS 
replicates were plotted using the boxplot function in R, with the x-axis containing every aSFS bin 
and the y-axis representing the relative SNP proportion values across the 100 replicates for that 
bin. This was done for each of the six synchronous expansion scenarios within each of the 15 
sampling configurations (Table 1.1), resulting in six boxplots per sampling configuration for a 
total of 90 boxplots. Secondly, for each sampling configuration, all of the aSFSs among the 100 
replicates across every one of the six synchronous expansion scenarios (totaling 600 aSFSs per 
sampling configuration) were entered into a PCA using the princomp function in R. For the PCA, 
the covariance matrix was used, with each of the 600 replicated aSFSs treated as a separate 
observation (i.e. rows) and each bin of the aSFS treated as a separate variable (i.e. columns). The 
number of columns differed depending on the specific sampling configuration, as the product of 
the number of taxa and number of allele frequency classes determines the number of columns 
(i.e. entries in the aSFS); hence, each sampling scheme had a different number of aSFS entries, 
but always had 600 replicates. Since the nature of PCAs does not allow more variables than 
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observations, in sampling sets where this is violated, only the first 600 non-monomorphic aSFS 
entries were used. 
Additional simulations were conducted to investigate alternative model specifications 
(Supporting Materials 2). In particular, we tested how the behavior of the aSFS changes when 
numbers of sampled SNPs or generation times were heterogeneous across taxa, as might be 
expected with empirical data. For our exploration of SNP sampling heterogeneity, we simulated 
SNP data rather than SFS data and randomly sampled the number of SNPs independently across 
taxa from a uniform distribution with a lower bound of 1,000 SNPs and a higher bound of 10,000 
SNPs. This range allowed an examination of aSFS robustness when SNP sampling was 
decreased from our previous assumption of 25,000 SNPs. For our exploration of generation time 
heterogeneity, we conducted simulations with a twofold and fivefold difference in generation 
times among taxa, with the former across 10 taxa and the latter across 50 taxa. 
aSFS-hABC coupled inference of five stickleback populations 
 To demonstrate application of the aSFS to empirical data, we coupled it with an hABC 
statistical framework and applied it to a publicly available RAD-seq dataset sampled from five 
stickleback populations, with at least three that likely experienced expansion into lakes following 
colonization from oceanic populations after the LGM (Hohenlohe et al. 2010). We used this joint 
aSFS-hABC framework to sample from both the posterior probability distribution of model 
space, with each discrete value of ζ as a separate model, and the posterior probability distribution 
of ζ, ηs, E(η) (mean time of expansion among species), E(ε) (mean expansion magnitude among 
species), E(NE) (mean effective population size among species), Var(η)/E(η), Var(ε)/E(ε), and 
Var(NE)/E(NE) (Csilléry et al. 2010). 
11 
 
Stickleback RAD-seq data were obtained from the NCBI Short Read Archive 
(http://www.ncbi.nlm.nih.gov/sra/; accession numbers SRX015871-SRX015877). Short reads 
were processed (cleaned by quality and sorted to individuals by barcode) using Stacks with 
default settings (Catchen et al. 2013). The reads were then aligned to a reference genome 
(Ensembl, assembly Broad S1.75) using Bowtie with a maximum of 3 mismatches within the 
first 34 bases, including the restriction site, and a sum of base quality for all mismatches in the 
read no greater than 70 (Langmead et al. 2009). Afterward, SNPs were called from the SAM 
alignment files using Stacks with a minimum read depth of 5 and the bounded SNP model with 
error bounds between .001 and .01 (Catchen et al. 2013). 
 Each of the five population samples (three lake from Bear Paw Lake, Boot Lake, and 
Mud Lake, and two oceanic from Rabbit Slough and Resurrection Bay) was treated as a separate 
empirical SFS (five in total) for constructing the aSFS. The SNPs used for calculating these 
empirical SFSs were chosen to lessen the impact of linkage (Braverman et al. 1995) and missing 
data. To reduce bias due to linkage, genomic blocks were delineated such that read ends were > 
1,000 base pairs from another read end. To curb the effect of missing data, one SNP per genomic 
block with the least missing data was selected. After this thinning process, the SNPs were 
converted into folded SFSs (i.e. using the minor allele frequency versus the derived allele 
frequency due to unpolarized data) for each population using PGDSpider (Lischer & Excoffier 
2012), dadi (Gutenkunst et al. 2009), and custom scripts. During this process, to address the 
issue of missing data, the down-projection function in dadi was used to convert each population 
to 20 haploid samples each (from 20 individuals each). The SFSs of the five stickleback 
population samples were then converted into an aSFS with relative SNP proportions. 
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 Given the sampling configuration outlined above (i.e. five SFSs; 20 haploid samples 
each), coalescent simulations of the aSFS for the five stickleback population samples were 
conducted in fastsimcoal2 for the hABC analysis using the aSFS as the summary statistic vector. 
We used a discrete uniform hyper-prior of ζ by simulating with equal prior probabilities the five 
histories of zero, two, three, four and all five populations synchronously expanding (i.e. ζ = 0.0, 
0.4, 0.6, 0.8, and 1.0 respectively), the hyper-prior ηs ~ U(1,000, 20,000), and the following prior 
distributions for independently drawn population-specific parameters: NE ~ U(10,000, 100,000); 
ε ~ U(0.001, 0.010); ηi ~ U(1,000, 100,000), with time in units of scaled generations. Each single 
taxon SFS was simulated with 2,000 gene genealogies. To perform hABC rejection sampling, we 
used the 2,500 shortest Euclidian distances between simulated aSFS vectors and the observed 
aSFS vector out of a total of 2,500,000 simulations from the hyper-prior space (Blum & François 
2010). This data matrix of 2,500,000 simulations was used for both model selection and 
hyperparameter estimation within the hABC framework. 
We then assessed model selection and hyperparameter estimation performance through a 
simulation-based cross-validation of the hABC inference using 50 “leave one out” replicates per 
ζ value for model selection and 50 “leave one out” replicates in total for hyperparameter 
estimation (ζ, ηs, E(η), E(ε), E(NE), Var(η)/E(η), Var(ε)/E(ε), and Var(NE)/E(NE)), where a single 
simulated aSFS was used as observed data per “leave one out” replicate (Csilléry et al. 2012). 
Cross-validation was performed using three different tolerance levels: 0.001, 0.004, and 0.050. 
For model selection, mean posterior probabilities across the 50 replicates per model for each 
tolerance level were recorded, and for hyperparameter estimation, the Pearson’s r correlation 
between the simulated true value and the inferred value (for both median and mode) across the 
50 total replicates for each tolerance value was recorded. 
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Furthermore, we repeated the hABC inferential analysis and “leave one out” cross-
validation using a Dirichlet-process prior for ζ (Oaks 2014) (Supporting Materials 3), as well as 
conducted a separate cross-validation analysis comparing our hABC method with a more 
traditional approach of overlaying separate composite likelihood estimates (Supporting Materials 
4). 
RESULTS/DISCUSSION 
Behavior of the aSFS under different synchronous expansion scenarios 
The overall shape of the aSFS was unequivocally unique for each of the six synchronous 
expansion scenarios, as best exemplified when taxa number was at its highest value (Figure 1.3). 
In particular, the aSFS curve had a distinctive form between both scenarios with extreme values 
of ζ (i.e. ζ = 0.0 and ζ = 1.0), with transitional aSFS shapes in scenarios between the two 
extremes in accordance with intermediate values of ζ. Additionally, the aSFS revealed 
characteristic contours between the single and duo pulse scenarios (i.e. ζ = 1.0; ψ = 1 and ζ1, ζ2 = 
0.5; ψ = 2; these were the two scenarios in which all taxa were synchronously expanding, with 
the key difference being a change in number of pulses, ψ). Moreover, in using PCA on the aSFS, 
there was a clear occupation of distinctive principal component (PC) space by each of the six 
scenarios when plotting PC2 vs. PC1 for each of the sampling configurations (Figure 1.4), with 
PC1 consistently explaining a majority of the variance (>70%) and the cumulative variance 
explained by PC1 and PC2 being an overwhelming amount (>85%) (Table 1.S1). Similarly to 
the aSFS shape, the simulated histories clustered along a cline in the direction of increasing ζ, 
with the single and duo pulse scenarios occupying adjacent yet separate PC space. Additionally, 
there was an apparent distinction of ηs values in PC space when employing a distribution of 
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values for ηs (Figure 1.S1). These results, which remained robust and consistent under various 
assumption violations (Supporting Materials 2) including varying SNP numbers and utilizing 
heterogeneous generation times among taxa, support that the aSFS captures valuable information 
about differences in ζ, ψ, and ηs between various aggregate demographic histories across a range 
of sampling regimes from taxonomically narrow to broad. 
Effect of sampling on resolution 
Increasing the number of taxa sampled heavily improved the resolution of the aSFS in 
distinguishing aggregate histories (Figure 1.4b), which is consistent with a previous result using 
mitochondrial data (Chan et al. 2014). This evidence of “borrowing strength” is corroborated by 
the decrease in variance among aSFS replicates when taxa number was increased (Figure 1.5a), 
which resulted in the aSFS shape becoming more distinctively characterized for each particular 
scenario. Moreover, the favorable comparison of our unified aSFS-hABC coupled approach to 
separately conducted composite likelihood inferences further exemplifies the “borrowing 
strength” yielded by the aSFS (Supporting Materials 4). 
Notably, this positive relationship between resolution and sampling was absent with 
increased sampling of individuals per taxon (Figures 1.4a, 1.5b), despite the fact that increasing 
either the number of taxa or number of individuals per taxon both independently increase the size 
of the aSFS (i.e. the number of bins is a function of the number of taxa * the number of allele 
frequency classes). However, if one is attempting to distinguish between scenarios within the 
very recent past and/or a narrow temporal range, intensified sampling of individuals could 
perhaps improve resolution by better identifying rare alleles and decreasing the intervals between 
allele frequency classes (Keinan & Clark 2012; Robinson et al. 2014b). Nonetheless, perhaps 
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unsurprisingly, datasets with greater community sampling (i.e. increasing the number of taxa) 
rather than sampling of individuals per taxon can be better leveraged to test alternative models of 
aggregate history due to the “borrowing strength” resulting from an increase in the number of 
“copies” or iterations for each allele frequency class. Presumably, sampling from greater 
numbers of loci would also likely lead to increasing inferential resolution, though our level of 
sub-genomic sampling should be sufficient for the range of parameters addressed here (e.g. > 
1,000 SNPs; ε < 0.04; ηs = 20,000 generations ago) (Adams & Hudson 2004; Robinson et al. 
2014a). 
aSFS-hABC coupled inference of five stickleback populations 
Using our hABC procedure, the 2,500 shortest Euclidian distances between the observed 
aSFS vector and simulated aSFS vectors (out of a total of 2,500,000 prior simulations) strongly 
supported a history involving synchronous expansion of all five populations after the LGM 
assuming either a two year generation time (Bell et al. 2004) or a one year generation time (Bell 
et al. 2006), the generation times commonly used for threespine stickleback (ζ = 1.0 and ηs = 
1,000-1,200 generations ago). Specifically, the posterior probability of model space for a 
synchronous ζ = 1.0 history was 0.99, whereas the posterior probability for a synchronous pulse 
involving four of the five populations (ζ = 0.8) was 0.01 (and zero posterior probability for all 
other models). Additionally, for hyperparameter estimation, the median, mean, and mode of ζ = 
1.0. Furthermore, other hyperparameter estimates were in agreement with a shared history of 
recent, large expansions of these stickleback populations (Table 1.4). 
In the cross-validation simulation analysis using “leave one out” pseudo-observed 
datasets simulated under known model values, when the synchronous ζ = 1.0 scenario was the 
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true model, its mean posterior probability across the 50 replicates was > 0.59 for all three 
tolerance levels. Similarly, when the true models were ζ = 0.0 – 0.8, the synchronous ζ = 1.0 
scenario only yielded posterior probabilities of < 0.29 with a sharp decline as the true model 
decreased in ζ value for all three tolerance levels (Table 1.5). Additionally, the Pearson’s r 
correlations for hyperparameter estimations were > 0.80 for ζ, > 0.59 for ηs, > 0.87 for E(η), and 
> 0.68 for Var(η)/E(η) across both median and mode inference and all three tolerance levels 
(Table 1.6). These cross-validation results further demonstrate that the aSFS can be informative 
of the demographic hyperparameters ζ and ηs, as well as overall variability in η. When evaluating 
the Dirichlet-process prior for ζ as would be suggested by Oaks (2014) by using the “leave one 
out” cross-validation procedure, there was little difference in the accuracy of the inferred 
posterior distribution of model space and hyperparameter estimates in comparison to our discrete 
uniform prior on ζ, with perhaps an overall slight decrease in accuracy under the former 
(Supporting Materials 3). 
The hABC results are in agreement with current understanding that stickleback 
populations expanded in independent yet relatively simultaneous founder effects from marine 
sources when the freshwater lakes in coastal Alaska were newly formed due to deglaciation of 
the Gulf of Alaska within the last 10,000 years (Bell & Ortí 1994; Hohenlohe et al. 2010). Of 
note, though the hABC inferential analysis left open the small possibility of partial synchronous 
expansion of the five stickleback population samples (i.e. ζ = 0.6-0.8), the very strong support 
for a single synchronous expansion group (i.e. ζ = 1.0) suggests that the sampled coastal 
populations also expanded during the same time period as the lake populations, either 
independently or in serial. Although the two marine population samples in the dataset have often 
been used as a proxy for the ancestral source population in past studies (Caldecutt & Adams 
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1998; Bell et al. 2004; Cresko et al. 2004; Kimmel et al. 2005; Shaw et al. 2007; Messler et al. 
2007; Hohenlohe et al. 2010) due to presumed panmixia among oceanic populations (Hohenlohe 
et al. 2010, 2012), it is conceivable that, as marine conditions radically changed after the LGM, 
widespread oceanic populations may have expanded simultaneously as well (O’Reilly et al. 
1993; Orti et al. 1994). This is especially plausible given glacial presence in the Gulf of Alaska 
during the LGM (Barclay et al. 2009) and the following surge in sea-level after glacial retreat 
creating new coastal habitats (Clark et al. 1978). 
Considerations 
 In our construction of the aSFS, the number of haploid individuals per taxon is held 
constant within a dataset to allow one-to-one matching between allele frequency classes. 
However, empirical datasets will often have a different number of samples per taxon. This can be 
addressed using a projection function, such as the one available in the program dadi, in which all 
individual SFSs can be down-projected to the same sampling number by averaging every sub-
sampling combination, which was done in our stickleback analysis (Gutenkunst et al. 2009). 
Beyond the case of sampling different numbers of individuals per taxon, this relatively simple 
projection method would also be needed if there were numerous missing calls, which inevitably 
would vary across taxa. Alternatively, to achieve equal variance for each allele frequency class 
across taxa and thus maintain full exchangeability, one could randomly sub-sample individuals at 
each SNP in the observed data to yield the same number of individuals across taxa. 
Another circumstance of note is that selection and affiliated hitchhiking effects may 
confound detection of synchronous demographic signal, since the SFS under positive selection 
events can mimic the SFS under expansion demographic histories (Barton 1998, 2000; 
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Andolfatto 2001) to the point that it can be challenging to detect selection on specific loci under 
severe demographic changes (Poh et al. 2014). This may very well be the case in the particular 
stickleback populations used as an application of the aSFS (Hohenlohe et al. 2010). However, 
demographic changes are likely to coincide with instances of very strong selection, as when 
populations expand into novel environments and ecosystems (Kingsolver et al. 2001; McKinnon 
& Rundle 2002; Prentis et al. 2008), such that these processes may not be necessarily entirely 
mutually exclusive. Furthermore, this issue is minimized by the aSFS through its process of data 
pooling across multiple taxa, thereby strengthening the common demographic signal, and can be 
further curtailed by selecting SNPs in linkage equilibrium to reduce the influence of genetic 
hitchhiking. Alternatively, it may be of interest to detect synchronous episodes of selection 
across multiple populations, in which case, the aSFS could be potentially leveraged to detect 
genetic hitchhiking occurring across the genome. 
Alaskan population samples of threespine stickleback were selected to demonstrate the 
utility of the aSFS due to their well-understood demographic histories of post-LGM population 
expansion. However, due to the populations’ shared history, this empirical system is only one 
type of intended application of the aSFS. To clarify, the aSFS is also well-suited for independent, 
separate species that are hypothesized to have had similar (or dissimilar) demographic responses 
to common events. For such application, differences in generation time and per-generation 
mutation rate among taxa are expected if widely disparate taxa are used. Differences in 
generation time may be addressed by using parameter scalars (Supporting Materials 2), whereas 
differences in per-generation mutation rate should be of minimal concern since SFS-based 
inferential methods that ignore monomorphic sites assume a mutation must have already 
occurred and thus are unconcerned with mutation rates (Nielsen 2000; Excoffier et al. 2013). 
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Future implementations of the aSFS could perhaps exploit mutation rates to better calibrate the 
timing of events, and similarly, utilize linkage information when more (or less) than one SNP is 
found on a locus, such as in Lohse & Frantz (2014), rather than randomly selecting one SNP and 
discarding the rest. 
It also may be of interest to estimate not only the degree of synchronous demographic 
changes within a dataset, but also to identify the specific taxa undergoing synchronous and/or 
independent demographic changes. Developing a tractable solution that does not take away from 
the convenience of performing a unified analysis on the overall dataset (which is not trivial, 
especially with very large datasets) may be challenging. A possible avenue to explore is to 
conduct a separate PCA on the individual SFSs to detect clustering and hence find candidates 
belonging to synchronous expansion groups, similar to what was done in a recent, similar study 
(Chan et al. 2014). To detect candidates systematically, this could potentially involve developing 
a manner in which to quantify clustering, perhaps using Euclidean distances, as well as 
objectively distinguishing membership of clusters. 
Conclusion 
 The central goal of this study was to investigate whether the aSFS is an informative 
summarization of a multi-taxa aggregate genomic dataset for community-scale comparative 
population genomic inference. Using coalescent simulations to observe the behavior of the aSFS 
under different expansion scenarios with various levels of synchronicity, we have demonstrated 
that signatures in our aSFS are indicative of the degree to which different species experienced 
synchronous demographic histories, especially at higher taxa numbers. The aSFS thus has the 
powerful potential to be used for hierarchical statistical inference of community history given 
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population sub-genomic data sampled broadly across taxa. In future studies, one could utilize the 
exact analytical calculation of the expected single population SFS under instantaneous growth 
histories (Wakeley & Hey 1997) and develop an hABC or hierarchical composite likelihood 
framework using a Poisson distribution to account for the variance of each individual bin of the 
expected aSFS (Sawyer & Hartl 1992) or a multinomial distribution that treats the aSFS bins as 
probabilities (Adams & Hudson 2004), similar to what has been done in previous spectral 
methods (Gutenkunst et al. 2009; Lukic & Hey 2012; Excoffier et al. 2013). Additionally, 
although we focused on synchronous and asynchronous expansion, the aSFS may also be a 
valuable tool for evaluating a wide range of other aggregate demographic history models such as 
synchronous compression, multiple pulses of population size change, divergence, migration, 
adaptation, meta-population dynamics, and cyclical histories of size change and admixture (Jesus 
et al. 2006). Incorporating these types of models can broaden the hypotheses that can be tested 
and the histories that can be explored, including those related to various anthropogenic activities, 
isolation events, regions of connectivity, parallel adaptation, host/pathogen histories, and climate 
change driving community-wide expansion and admixture. 
As population sub-genomic data from assemblages of non-model organisms are used to 
answer questions about the demographic trajectories resulting from late Pleistocene isolation due 
to the LGM and subsequent expansion and admixture after warming during the Holocene 
(Hewitt 1996, 2000; Taberlet et al. 1998; Waltari et al. 2007; Provan & Bennett 2008; Qiu et al. 
2011), with downstream inference about how future climate change trends will drive geographic 
changes in biodiversity (Thomas et al. 2004; Guisan & Thuiller 2005; Provan & Bennett 2008; 
Chevin et al. 2010; Lavergne et al. 2010; Hoffmann & Sgrò 2011; Bellard et al. 2012), our aSFS 
will play a key role for estimating the temporal and spatial dynamics underlying the aggregate 
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demographic responses to fluctuating shared habitat as well as test ecological models such as the 
neutral theory of regional biodiversity (Hubbell 2001). This new wave in comparative population 
sub-genomics will allow researchers to understand better the impact of large-scale processes on 
regional patterns of biodiversity and community assembly, representing an integration with 
community ecology that could also highlight regions of greater historical stability and genetic 
diversity as well as identify areas of higher connectivity (Moritz & Faith 1998; Taberlet et al. 
1998; Myers et al. 2000; Moritz 2002; Myers 2003; Brooks et al. 2006; Vandergast et al. 2008; 
Carnaval et al. 2009; Murphy et al. 2010). This approach can also be utilized to address other 
comparative population genomic questions, such as those that focus on disentangling the history 
of multiple domestication events (Gerbault et al. 2014), multiple invasion histories (Dlugosch & 
Parker 2008), or complex disease/epidemiological dynamics (Grenfell et al. 2004). Future 
advances to increase aggregate-scale inferential capabilities in the fields of population genomics, 
community ecology, and conservation science will greatly benefit all practitioners and increase 
integration across fields. 
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TABLES AND FIGURES 
Table 1.1. Configurations of sampling parameters, which include taxa assemblage size and 
haploid individuals per taxon. 
Sampling configuration Taxa assemblage size Haploid individuals/taxon 
1 5 10 
2 5 20 
3 5 50 
4 10 10 
5 10 20 
6 10 50 
7 20 10 
8 20 20 
9 20 50 
10 50 10 
11 50 20 
12 50 50 
13 100 10 
14 100 20 
15 100 50 
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Table 1.2. Description of six synchronous expansion scenarios per sampling configuration. 
Sampling configurations Synchronous expansion scenario 
1-3 ψ = 1; ζ = 0.0 
 ψ = 1; ζ = 0.4 
 ψ = 1; ζ = 0.6 
 ψ = 1; ζ = 0.8 
 ψ = 1; ζ = 1.0 
 ψ = 2; ζ1 = 0.6; ζ2 = 0.4 
4-6 ψ = 1; ζ = 0.0 
 ψ = 1; ζ = 0.3 
 ψ = 1; ζ = 0.5 
 ψ = 1; ζ = 0.8 
 ψ = 1; ζ = 1.0 
 ψ = 2; ζ1 = 0.5; ζ2 = 0.5 
7-9 ψ = 1; ζ = 0.0 
 ψ = 1; ζ = 0.25 
 ψ = 1; ζ = 0.5 
 ψ = 1; ζ = 0.75 
 ψ = 1; ζ = 1.0 
 ψ = 2; ζ1 = 0.5; ζ2 = 0.5 
10-12 ψ = 1; ζ = 0.0 
 ψ = 1; ζ = 0.2 
 ψ = 1; ζ = 0.5 
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 ψ = 1; ζ = 0.8 
 ψ = 1; ζ = 1.0 
 ψ = 2; ζ1 = 0.5; ζ2 = 0.5 
13-15 ψ = 1; ζ = 0.0 
 ψ = 1; ζ = 0.25 
 ψ = 1; ζ = 0.5 
 ψ = 1; ζ = 0.7 
 ψ = 1; ζ = 1.0 
 ψ = 2; ζ1 = 0.5; ζ2 = 0.5 
ψ: Pulses of synchronous expansion 
ζ: Proportion of taxa synchronously expanding 
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Table 1.3. Parameter settings for simulation study. 
Synchronous 
expansion 
scenario 
Current effective 
population size 
Instantaneous 
expansion 
magnitude 
Expansion time 
ψ = 1; 
ζ = 0.0 
NE ~ U(100,000, 500,000) ε ~ U(0.01, 0.04) 
(25x – 100x) 
ηi ~ ln U(30,000, 200,000) generations ago 
(taxa idiosyncratically expanding) 
ηi1 = 20,000 generations ago 
ψ = 1; 
0.0 < ζ < 1.0 
(3 scenarios) 
NE ~ U(100,000, 500,000) ε ~ U(0.01, 0.04) 
(25x – 100x) 
ηs = 20,000 generations ago 
(taxa synchronously expanding) 
ηi ~ ln U(30,000, 200,000) generations ago 
(taxa idiosyncratically expanding) 
ψ = 1; 
ζ = 1.0 
NE ~ U(100,000, 500,000) ε ~ U(0.01, 0.04) 
(25x – 100x) 
ηs = 20,000 generations ago 
(taxa synchronously expanding) 
ψ = 2; 
ζ1 = 0.5-0.6; 
ζ2 = 0.4-0.5 
NE ~ U(100,000, 500,000) ε ~ U(0.01, 0.04) 
(25x – 100x) 
ηs1 = 20,000 generations ago 
(recent synchronous expansion) 
ηs2 = 50,000 generations ago 
(ancient synchronous expansion) 
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Table 1.4. aSFS-hABC coupled hyperparameter estimation. 
 ζ τs E(τ) E(ε) E(NE) Var(τ)/ 
E(τ) 
Var(ε)/ 
E(ε) 
Var(NE)/ 
E(NE) 
Min. 4 1,000 1,000 3.01e-03 43,123 0.00 0.02e-03 58.34 
2.5% 5 1,009 1,009 3.86e-03 54,130 0.00 0.19e-03 598.24 
Median 5 1,207 1,209 5.90e-03 70,578 0.00 1.12e-03 4,558.05 
Mean 5 1,274 1,275 5.92e-03 70,416 0.64 1.20e-03 4,974.40 
Mode 5 1,085 1,086 5.82e-03 72,187 0.26 1.04e-03 3,087.52 
97.5% 5 1,882 1,882 7.96e-03 86,037 0.00 2.70e-03 11,700.79 
Max. 5 2,569 2,569 8.83e-03 95,999 275.56 4.04e-03 19,271.65 
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Table 1.5. aSFS-hABC coupled cross-validation mean model posterior probabilities. 
Tolerance level of accepted simulations = 0.001 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
T
ru
e 
m
o
d
el
 
ζ = 0.0 0.624 0.204 0.113 0.044 0.015 
ζ = 0.4 0.172 0.421 0.254 0.113 0.040 
ζ = 0.6 0.112 0.274 0.352 0.186 0.077 
ζ = 0.8 0.053 0.100 0.192 0.410 0.244 
ζ = 1.0 0.008 0.036 0.088 0.219 0.649 
 
Tolerance level of accepted simulations = 0.004 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
T
ru
e 
m
o
d
el
 
ζ = 0.0 0.616 0.204 0.115 0.047 0.018 
ζ = 0.4 0.171 0.411 0.256 0.117 0.044 
ζ = 0.6 0.113 0.269 0.343 0.188 0.086 
ζ = 0.8 0.055 0.098 0.190 0.403 0.253 
ζ = 1.0 0.008 0.038 0.090 0.221 0.643 
 
Tolerance level of accepted simulations = 0.050 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
T
r
u
e 
m
o
d
el
 ζ = 0.0 0.567 0.211 0.127 0.064 0.031 
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ζ = 0.4 0.161 0.365 0.273 0.142 0.059 
ζ = 0.6 0.115 0.259 0.310 0.206 0.110 
ζ = 0.8 0.059 0.104 0.193 0.362 0.283 
ζ = 1.0 0.010 0.047 0.106 0.245 0.592 
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Table 1.6. aSFS-hABC coupled cross-validation Pearson’s r correlation between 
hyperparameter simulated true value and estimated value. 
Tolerance level of accepted simulations = 0.001 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.808 0.611 0.893 0.466 0.512 0.711 0.504 0.525 
Mode 0.843 0.630 0.915 0.451 0.451 0.872 0.013 0.340 
 
Tolerance level of accepted simulations = 0.004 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.820 0.604 0.888 0.446 0.446 0.717 0.478 0.491 
Mode 0.852 0.637 0.910 0.376 0.401 0.853 -0.214 0.230 
 
Tolerance level of accepted simulations = 0.050 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.804 0.645 0.872 0.377 0.348 0.735 0.422 0.388 
Mode 0.829 0.598 0.901 0.112 0.293 0.683 -0.099 0.063 
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Table 1.S1. PCA summaries. 
 
Sampling 
configuration 
Proportion of variation 
explained by PC1 
Proportion of variation 
explained by PC2 
Cumulative 
variation explained 
by PC1 and PC2 
1 0.744 0.140 0.884 
2 0.739 0.136 0.875 
3 0.738 0.132 0.869 
4 0.788 0.114 0.902 
5 0.787 0.112 0.899 
6 0.787 0.112 0.899 
7 0.794 0.126 0.920 
8 0.793 0.125 0.917 
9 0.809 0.115 0.924 
10 0.822 0.110 0.931 
11 0.824 0.108 0.932 
12 0.839 0.100 0.939 
13 0.792 0.145 0.937 
14 0.795 0.141 0.937 
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15 0.810 0.134 0.943 
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Table 1.S2. ANOVA of the linear regression between Δζ and ΔaSFS for each aSFS 
construction. 
 
 aSFS
1
: 
Primary 
construction (re-
ordering per allele 
frequency class) 
aSFS
2
: 
Order single taxon 
SFSs by skewness 
and maintain order 
for each allele 
frequency class 
aSFS
3
: 
Order single taxon 
SFSs by singleton 
value and maintain 
order for each 
allele frequency 
class 
aSFS
4
: 
Random order of 
single taxon SFSs 
maintain order for 
each allele 
frequency class 
Pearson’s r 0.797 0.791 0.791 0.676 
F statistic 21,787,091 20,931,562 20,959,142 10,526,604 
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Table 1.S3. Simulation runs. 
Simulation run Changes in parameterization from primary run 
1 Primary run 
Parameterization as described in Tables 1.2 – 1.3, 100 replicates per scenario 
2 Distribution of values for hyperparameter ηs 
Various values of ηs for each of ten different combinations of ζ and ψ (ζ = 
0.0, 0.2, 0.5, 0.8, 1.0 at ψ = 1; ζ1, ζ2 = 0.2, 0.4, 0.5 at ψ = 2; ζ1, ζ2, ζ3 = 0.2, 
0.3 at ψ = 3) 
   For ψ = 1, three different values of ηs (10,000, 20,000, and 50,000 
generations ago) 
   For ψ > 1, six different levels of ηs (ηs1 = 10,000, 20,000, and 50,000 
generations ago; for each value of ηs1, two intervals of 10,000 and 20,000 
generations between pulses) 
3 Differences in SNP sampling among taxa 
SNP sampling ~ U(1,000, 10,000) 
(simulated independent SNPs with subsequent conversion to the unfolded, 
derived SFS rather than directly simulating single taxon SFS) 
4 Heterogeneous generation times among 10 taxa 
ηs, ηs1 = 10,000; ηs2 = 25,000 generations ago 
(½ of taxa synchronously expanding; rounded up if odd) 
ηs, ηs1 = 20,000; ηs2 = 50,000 generations ago 
(½ of taxa synchronously expanding; rounded down if odd) 
ηi ~ ln U(30,000, 100,000) generations ago 
(taxa idiosyncratically expanding) 
5 Heterogeneous generation times among 50 taxa 
20 taxa – 1 year generation time; 20 taxa – 2 year generation time; 10 taxa – 
5 year generation time 
ηs, ηs1 = 20,000; ηs2 = 50,000 years ago 
(taxa synchronously expanding; fixed at 2:2:1 ratio of 1 year:2 year:5 year 
generation time) 
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ηi ~ ln U(30,000, 200,000) years ago 
(taxa idiosyncratically expanding; fixed at 2:2:1 ratio of 1 year:2 year:5 
year generation time) 
6 Heterogeneous generation times among 50 taxa with unfixed ratios of 
generation times 
20 taxa – 1 year generation time; 20 taxa – 2 year generation time; 10 taxa – 
5 year generation time 
ηs, ηs1 = 20,000; ηs2 = 50,000 years ago 
(taxa synchronously expanding; taxa/generation times randomly assigned) 
ηi ~ ln U(30,000, 200,000) years ago 
(taxa idiosyncratically expanding; taxa/generation times randomly assigned) 
7 Generation time has fivefold increase 
5 year generation time 
ηs, ηs1 = 20,000; ηs2 = 50,000 years ago 
(taxa synchronously expanding) 
ηi ~ ln U(30,000, 200,000) years ago 
(taxa idiosyncratically expanding) 
8 Allows weak or non-growth in taxa not synchronously expanding 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
9 Allows weak or non-growth in taxa not synchronously expanding 
εi ~ ln U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
10 Allows weaker expansion in taxa synchronously expanding and weak or non-
growth in taxa not synchronously expanding 
εs ~ U(0.01, 0.10) 
(taxa synchronously expanding) 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
11 Smaller current effective population size with weak or non-growth in taxa 
not synchronously expanding 
35 
 
NE ~ U(50,000, 100,000) 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
12 Reduction in simulated gene trees per each single taxon SFS with weak or 
non-growth in taxa not synchronously expanding 
5,000 simulations (i.e. gene trees) per simulated SFS 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
13 Increase in simulated gene trees per each single taxon SFS with weak or non-
growth in taxa not synchronously expanding 
100,000 simulations (i.e. gene trees) per simulated SFS 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
14 Exponential growth model 
(exponential growth occurred until ε value was met) 
r ~ U(-0.025, -0.001) 
(growth rate) 
εi ~ U(0.01, 1.00) 
(taxa idiosyncratically expanding) 
15 Comparison of hierarchical multi-taxa models 
First 15 taxa: ε ~ U(0.01, 0.04); ηs1 = 20,000 generations ago (synchronous 
expansion) 
Remaining 35 taxa (four different hierarchical models) 
   ε ~ U(0.01, 0.04); ηs2 = 50,000 generations ago (duo pulses synchronous 
expansion) 
   ε ~ U(0.01, 0.04); ηi ~ ln U(30,000, 100,000) generations ago (idiosyncratic 
expansion) 
   ε = 1 (idiosyncratic constant size) 
   ε ~ U(0.01, 0.04) (inverse value used); ηi ~ ln U(30,000, 100,000) generations ago 
(idiosyncratic contraction) 
300 replicates per model 
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Table 1.S4. aSFS-hABC coupled hyperparameter estimation with Dirichlet-process prior. 
 
 ζ τs E(τ) E(ε) E(NE) Var(τ)/ 
E(τ) 
Var(ε)/ 
E(ε) 
Var(NE)/ 
E(NE) 
Min. 3 1,000 1,000 2.13e-03 31,778 0.00 0.02e-03 89.56 
2.5% 4 1,021 1,024 3.36e-03 44,752 0.00 0.18e-03 808.97 
Median 5 1,450 1,481 5.61e-03 65,051 0.00 1.15e-03 6,217.65 
Mean 4.
9 
1,580 1,602 5.61e-03 65,102 31.39 1.23e-03 7,005.15 
Mode 5 1,183 1,197 5.88e-03 64,466 1.36 1.01e-03 4,804.16 
97.5% 5 2,856 2,828 7.80e-03 83,891 373.17 2.79e-03 17,526.6
0 
Max. 5 4,431 4,069 9.45e-03 93,299 1,987.19 3.95e-03 26,261.4
0 
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Table 1.S5. aSFS-hABC coupled cross-validation (with Dirichlet-process prior) mean 
model posterior probabilities. 
 
Tolerance level of accepted simulations = 0.001 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
T
ru
e 
m
o
d
el
 
ζ = 0.0 0.609 0.253 0.097 0.032 0.008 
ζ = 0.4 0.177 0.354 0.247 0.136 0.086 
ζ = 0.6 0.112 0.202 0.361 0.215 0.109 
ζ = 0.8 0.062 0.134 0.231 0.381 0.192 
ζ = 1.0 0.011 0.044 0.099 0.224 0.622 
 
Tolerance level of accepted simulations = 0.004 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
T
ru
e 
m
o
d
el
 
ζ = 0.0 0.597 0.255 0.104 0.035 0.010 
ζ = 0.4 0.174 0.347 0.250 0.139 0.090 
ζ = 0.6 0.111 0.203 0.355 0.217 0.114 
ζ = 0.8 0.064 0.136 0.233 0.374 0.193 
ζ = 1.0 0.011 0.046 0.104 0.227 0.613 
 
Tolerance level of accepted simulations = 0.050 
 Mean model posterior probabilities 
ζ = 0.0 ζ = 0.4 ζ = 0.6 ζ = 0.8 ζ = 1.0 
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T
ru
e 
m
o
d
el
 
ζ = 0.0 0.517 0.267 0.136 0.057 0.023 
ζ = 0.4 0.166 0.321 0.252 0.157 0.104 
ζ = 0.6 0.106 0.213 0.332 0.219 0.130 
ζ = 0.8 0.067 0.150 0.240 0.335 0.208 
ζ = 1.0 0.014 0.060 0.131 0.277 0.517 
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Table 1.S6. aSFS-hABC coupled cross-validation (with Dirichlet-process prior) Pearson’s r 
correlation between hyperparameter simulated true value and estimated value. 
 
Tolerance level of accepted simulations = 0.001 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.610 0.906 0.870 0.576 0.611 0.794 0.497 0.561 
Mode 0.363 0.734 0.764 0.285 0.678 0.679 0.170 0.435 
 
Tolerance level of accepted simulations = 0.004 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.610 0.903 0.865 0.533 0.617 0.798 0.460 0.543 
Mode 0.363 0.834 0.768 0.379 0.683 0.648 0.155 0.436 
 
Tolerance level of accepted simulations = 0.050 
 ζ ηs E(η) E(ε) E(NE) Var(η)/E(η) Var(ε)/E(ε) Var(NE)/E(NE) 
Median 0.513 0.777 0.797 0.382 0.600 0.819 0.421 0.520 
Mode 0.364 0.793 0.766 0.153 0.633 0.550 -0.001 0.532 
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Figure 1.1. Constructing the aSFS. (a) Five hypothetical SFSs are calculated from 
representational genomic data for five separate taxa of five diploid samples each (i.e. nine non-
monomorphic frequency classes, or 11 total frequency classes). (b) The five SFSs are combined 
into one collated frequency spectrum. (c, d) First, only the singletons, or the first non-
monomorphic bin, is focused upon. (e) The bin is rearranged in descending order of proportion 
or percentage of SNPs. (f) This is done for all bins to produce the aSFS. 
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Figure 1.2. Synchronous expansion scenarios. (a) None of n taxa synchronously expanding at 
one time (ψ = 1; ζ = 0.0). (b) Minority of n taxa synchronously expanding at one time (ψ = 1; ζ = 
0.2-0.4). (c) Half of n taxa synchronously expanding at one time (ψ = 1; ζ = 0.5-0.6). (d) 
Majority of n taxa synchronously expanding at one time (ψ = 1; ζ = 0.7-0.8). (e) All of n taxa 
synchronously expanding at one time (ψ = 1; ζ = 1.0). (f) Half of n taxa synchronously 
expanding at one time, half of n taxa synchronously expanding at another time (ψ = 2; ζ1 = 0.5-
0.6; ζ2 = 0.4-0.5). 
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Figure 1.3. Boxplot of the simulated aSFS across 100 replicates for each scenario (sampling 
configuration 13). Derived allele frequency bin is plotted on the x-axis and proportion of total 
SNPs is plotted on the y-axis. Note that the simulated aSFS is considerably differentiated 
between scenarios, and at this sampling configuration, which is at a high taxa number (100), the 
aSFS across 100 replicates is also well characterized (i.e. little variance). (a) ψ = 1; ζ = 0.0. (b) ψ 
= 1; ζ = 0.25. (c) ψ = 1; ζ = 0.5. (d) ψ = 1; ζ = 0.7. (e) ψ = 1; ζ = 1.0. (f) ψ = 2; ζ1 = 0.5; ζ2 = 0.5. 
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Figure 1.4. PCA graphs for simulated aSFSs. Each PCA graph was derived from 600 
simulated aSFSs corresponding to six different synchronous expansion scenarios (100 replicates 
each); the scenario that each point corresponds is referenced in the legend. PC1 is plotted on the 
x-axis and PC2 is plotted on the y-axis. See Tables 1.1 – 1.3 for more information on the 
specifics of the synchronous expansion scenarios pertaining to each sampling configuration and 
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simulation parameterization settings. (a) Comparing differences between individuals/taxon 
sampling levels at 10 taxa. Note that there was hardly any change (and perhaps even increased 
dispersion) as the number of haploid samples increased. i) 10 haploids/taxon (sampling 
configuration 4). ii) 50 haploids/taxon (sampling configuration 6). (b) Comparing differences 
between taxa amount at 20 haploids/taxon. Note that the clustering for synchronous expansion 
scenarios tightened and became more distinct as number of taxa increased. i) 5 taxa (sampling 
configuration 2). ii) 10 taxa (sampling configuration 5). iii) 20 taxa (sampling configuration 8). 
iv) 50 taxa (sampling configuration 11). v) 100 taxa (sampling configuration 14). 
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Figure 1.5. Boxplot of the simulated aSFS across 100 replicates among different sampling 
configurations. Derived allele frequency bin is plotted on the x-axis and proportion of total 
SNPs is plotted on the y-axis. (a) Comparing differences between taxa amount at 20 
haploids/taxon. Note that the characterization for synchronous expansion scenarios appreciably 
increased (i.e. decreased variance within scenarios) as number of taxa increased. i) 5 taxa 
(sampling configuration 2). ii) 20 taxa (sampling configuration 8). iii) 100 taxa (sampling 
configuration 14). X: ψ = 1; ζ = 0.0. Y: ψ = 1; ζ = 1.0. Z: ψ = 2; ζ1 = 0.5; ζ2 = 0.5. (b) Comparing 
differences between individuals/taxon sampling levels at 10 taxa. Note that the amount of within 
aSFS bin variance did not radically change as sampling increased. i) 10 haploids/taxon (sampling 
configuration 4). ii) 20 haploids/taxon (sampling configuration 5). X: ψ = 1; ζ = 0.0. Y: ψ = 1; ζ = 
1.0. Z: ψ = 2; ζ1 = 0.5; ζ2 = 0.5. 
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Figure 1.S1.   PCA graphs for simulation run 2 (sampling configuration 5). This PCA graph 
is the product of the parameterization described in Table 1.S3 for simulation run 2. Various 
values of ηs (10,000, 20,000, and 50,000 generations ago for ηs1; for ψ > 1, two intervals of 
10,000 and 20,000 generations between pulses were used for each value of ηs1, for a total of six 
levels of ηs vectors) were simulated under ten different combinations of ζ and ψ (ζ = 0.0, 0.2, 0.5, 
0.8, 1.0 at ψ = 1; ζ1, ζ2 = 0.2, 0.4, 0.5 at ψ = 2; ζ1, ζ2, ζ3 = 0.2, 0.3 at ψ = 3. All simulations were 
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entered into the same PCA. Note that for all combinations of ζ and ψ, there is a clinal 
progression of simulations along PC1 from more recent to more ancient times of synchronous 
expansion. Furthermore, for each value of ψ, as ζ increases, the distinction between values of ηs 
increases. In addition, for ψ > 1, the difference in intervals between the synchronous pulses had a 
smaller influence compared to the difference in ηs1. (a) ψ = 1; ζ = 0.2; (b) ψ = 1; ζ = 0.5; (c) ψ = 
1; ζ = 0.8; (d) ψ = 1; ζ = 1.0; (e) ψ = 2; ζ1, ζ2 = 0.2; (f) ψ = 2; ζ1, ζ2 = 0.4; (g) ψ = 2; ζ1, ζ2 = 0.5; 
(h) ψ = 3; ζ1, ζ2, ζ3 = 0.2; (i) ψ = 3; ζ1, ζ2, ζ3 = 0.3. 
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Figure 1.S2.   PCA graph for simulation run 3 (sampling configuration 5). This PCA graph 
is the product of the parameterization described in Table 1.S3 for simulation run 3. Its main 
distinguishing factor is that SNP sampling was allowed to vary among taxa (SNP sampling ~ 
U(1,000, 10,000)). Instead of simulating single taxon SFSs directly, SNPs were simulated and 
then subsequently converted to the unfolded, derived SFS. Differences between this and 
simulation run 1 (Figure 1.4bii) are a consequence of varying SNP sampling among taxa. Note 
that the signal of scenario distinction is quite similar here in comparison to Figure 1.4bii. 
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Figure 1.S3.   PCA graph for simulation run 4 (sampling configuration 5). This PCA graph 
is the product of the parameterization described in Table 1.S3 for simulation run 4. Its main 
distinguishing factor is that within each pulse of synchronous expansion, half of the taxa 
(rounded up if an odd number) had a 50% reduction in η (i.e. ηs, ηs1 = 10,000, ηs2 = 25,000 
generations ago) to represent differences in generation time among taxa (e.g. ½ of synchronously 
expanding taxa with a one year generation time, ½ with a two year generation time). To account 
further for this scaling in generation time, the upper limit of the ηi distribution was decreased by 
50% so that ηi ~ ln U(30,000, 100,000) generations ago. Differences between this and simulation 
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run 1 (Figure 1.4bii) are a consequence of heterogeneous generation times among taxa. Note that 
the signal of scenario distinction is very similar here in comparison to Figure 1.4bii. 
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Figure 1.S4.   PCA graphs for simulation runs 5 – 7 (sampling configuration 11). These 
PCA graphs are the product of the parameterization described in Table 1.S3 for simulation runs: 
(a) 5; (b) 6; (c) 7. (a) The distinguishing factor for simulation run 5 is that it incorporated three 
different generation times: 20 taxa had a one year generation time, 20 taxa had a two year 
generation time, and 10 taxa had a five year generation time. This ratio of 2:2:1 was maintained 
among synchronous expanders (e.g. when ζ = 0.5, of the synchronous expanders, 10 had a one 
year generation time, 10 had a two year generation time, and 5 had a five year generation time). 
(b) The distinguishing factor for simulation run 6 is that, unlike simulation run 5, the ratio of 
generation times was not maintained among synchronous expanders (though the total ratio was 
always kept at 2:2:1). In other words, taxa/generation times were randomly assigned from the 
total set (without replacement), resulting in different combinations of generation times among 
replicates for each given value of ζ. Note similarities with Figure 1.S4a. (c) The distinguishing 
factor for simulation run 7, in comparison to the equivalent sampling configuration in simulation 
run 1, is that it assumes a fivefold increase in generation time (i.e. the number of generations is 
divided by five). This was done to compare with Figures 1.S4a and 1.S4b. In comparison to 
Figure 1.4biv, Figures 1.S4a and 1.S4b are considerably less resolved and this may seem to be 
due to the distribution of generation times. However, simulation runs 5 and 6 also differ from 
simulation run 1 by the inclusion of longer generation times (up to five year generation times). 
Hence, we conducted simulation run 7 to offer a more thorough comparison. Note that when 
compared to simulation run 1 (Figure 1.4biv), which only differs in this fivefold generation time 
difference, there is a noticeable decrease in distinguishability, illustrating the effect of longer 
generation time given the same number of years on resolution. Contrastly, Figures 1.S4a and 
1.S4b do not show a major loss of distinction between scenarios when compared to Figure 1.S4c. 
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Distribution of generation times then does not seem to have a detectable effect on 
distinguishabilty. 
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Figure 1.S5.   PCA graphs for simulation runs 8 – 11 (sampling configuration 5). These 
PCA graphs are the product of the parameterization described in Table 1.S3 for simulation runs: 
(a) 8; (b) 9; (c) 10; (d) 11. (a) The distinguishing factor for simulation run 8 is that it expanded 
the εi distribution to U(0.01, 1.00), allowing a weak or non-growth history for idiosyncratically 
expanding taxa. Differences between this and simulation run 1 (Figure 1.4bii) are solely a 
consequence of this difference in distribution. This parameterization would perhaps be more 
appropriate for inferential purposes since it is agnostic a priori in the sense that idiosyncratic 
expanders are not automatically assumed to be strongly expanding. However, utilizing this 
distribution is undesirable for the purpose of illustrating that the aSFS contains information for 
detecting expansion synchronicity since utilizing this results in different distributions for εs and εi 
and in turn greater differentiation among scenarios due to a confounding signal from differences 
in expected (i.e. average) ε between synchronous and idiosyncratic expanders. This can be 
witnessed in comparison with Figure 1.4bii; note here the increased clustering within 
synchronous expansion scenarios and decreased overlap between clusters. Hence, we selected 
the distribution ε ~ U(0.01, 0.04) for all simulated SFSs for the primary run. (b) The 
distinguishing factor for simulation run 9 is that it utilized a εi ~ ln U(0.01, 1.00) distribution. 
Differences between this and simulation run 8 (Figure 1.S5a) are solely a consequence of this 
difference in distribution. This parameterization acted as a compromise between simulation runs 
1 and 8 since the log-uniform distribution for idiosyncratic expanders resulted in a reduced 
expected (i.e. average) difference between εs and εi in comparison with simulation run 8. This 
can be witnessed in comparison with Figures 1.4bii and 1.S5a; note here the intermediate 
clustering within synchronous expansion scenarios and overlap between clusters. (c) The 
distinguishing factor for simulation run 10 is that it widened the ε distributions to εs ~ U(0.01, 
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0.10) and εi ~ U(0.01, 1.00). Differences between this and simulation run 8 (Figure 1.S5a) are a 
consequence of incorporating weaker εs. Similar to simulation run 9, the expected (i.e. average) 
difference between εs and εi was reduced when compared to simulation run 8, which is reflected 
here in comparison with Figure 1.S5a (i.e. scenarios became less characterized). Note here too 
that the distinction between the single and duo pulse scenarios (i.e. ζ = 1.0; ψ = 1 and ζ1, ζ2 = 0.5; 
ψ = 2) was highly degraded in comparison to Figures 1.4bii, 1.S5a, and 1.S5b, presumably due to 
the weaker expected εs. (d) The distinguishing factor for simulation run 11 is that it lowered the 
NE distribution to U(50,000, 100,000) while also expanding the εi distribution to U(0.01, 1.00). 
Differences between this and simulation run 8 (Figure 1.S5a) are solely a consequence of 
different NE distribution. Note that, in contrast to Figure 1.S5a, the separation between the single 
and duo pulse scenarios (i.e. ζ = 1.0; ψ = 1 and ζ1, ζ2 = 0.5; ψ = 2) strengthened substantially. 
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Figure 1.S6.   PCA graphs for simulation runs 12 – 13 (sampling configuration 5). These 
PCA graphs are the product of the parameterization described in Table 1.S3 for simulation runs: 
(a) 12; (b) 13. (a) The distinguishing factor for simulation run 12 is that it decreased to 5,000 
simulations (i.e. gene trees) per simulated SFS while also expanding the εi distribution to U(0.01, 
1.00). (b) The distinguishing factor for simulation run 13 is that it increased to 100,000 
simulations (i.e. gene trees) per simulated SFS while also expanding the εi distribution to U(0.01, 
1.00). Differences between these two simulation runs and simulation run 8 (Figure 1.S5a) are 
solely a consequence of different number of simulations. Note that there is very little difference 
here in either simulation runs in comparison with Figure 1.S5a. 
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Figure 1.S7.   PCA graph for simulation run 14 (sampling configuration 5). This PCA graph 
is the product of the parameterization described in Table 1.S3 for simulation run 14. Its main 
distinguishing factor is that it used an exponential instead of an instantaneous growth model 
while also expanding the εi distribution to U(0.01, 1.00). Differences between this and simulation 
run 8 (Figure 1.S5a) are solely a consequence of different expansion model. Note that there is 
very little difference here in comparison with Figure 1.S5a. 
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Figure 1.S8.   PCA graph for simulation run 15 (sampling configuration 11). This PCA 
graph is the product of the parameterization described in Table 1.S3 for simulation run 15. Four 
multi-taxa models were simulated to examine if data could be pre-filtered in order to account for 
potential model misspecification. For all models, 15 species were in a synchronous pulse of 
expansion; depending on the multi-species model, the remaining 35 species were in either a 
second pulse of synchronous expansion, idiosyncratic expansion, idiosyncratic constant size, or 
idiosyncratic contraction. Note that although there is some overlap between the duo pulses and 
idiosyncratic expansion models, which is consistent with other simulation sets (e.g. Figure 1.4), 
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there is complete, definite distinction between these two models and the idiosyncratic constant 
size and idiosyncratic contraction models. 
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SUPPORTING MATERIALS 1 
Comparison of alternative aSFS constructions 
To directly compare the utility of different aSFS constructions, simulations were 
conducted for five levels of ζ (0.0, 0.3, 0.5, 0.8, 1.0) across 10 taxa with 20 haploid samples per 
taxon at ψ = 1. Each level of ζ had 1,000 replicates and each individual single taxon SFS was 
simulated from parameter values NE ~ U(100,000, 500,000), ε ~ U(0.01, 0.04), ηi ~ ln U(30,000, 
200,000) generations ago, and ηs = 20,000 generations ago. This resulted in 5,000 total replicates 
and 50,000 independent parameter draws. Each replicate was subsequently converted into four 
different aSFS constructions. The constructions included our primary construction aSFS
1
, 
ordering based on skewness aSFS
2
, ordering based on singleton value aSFS
3
, and random order 
aSFS
4. The difference in ζ (Δζ) and the total Euclidian distance between the two corresponding 
aSFS vectors (ΔaSFS) was calculated for each possible pairwise comparison of simulations 
under each of the four possible aSFS constructions. Subsequently, an ANOVA of the linear 
regression between Δζ and ΔaSFS of all possible pairwise comparisons of simulations was 
conducted for each of the four aSFS constructions. The Pearson’s r correlation was also 
recorded. 
According to our ANOVA of the linear regression between Δζ and ΔaSFS of all possible 
pairwise comparisons of simulations, the construction with the highest discriminatory capability 
of ζ as quantified by the ANOVA’s F statistic and Pearson’s r correlation statistic was our 
primary construction, thus justifying our focus on aSFS
1
 (Table 1.S2). 
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SUPPORTING MATERIALS 2 
Alternative model specifications 
To examine how various assumption violations affect the behavior of the aSFS, we 
extended our simulation study to include: 1) a distribution for ηs; 2) differences in numbers of 
SNPs sampled among taxa; 3) heterogeneous generation times; 4) alternative taxon-specific 
parameterizations; 5) using an exponential instead of instantaneous growth model; 6) model 
misspecification (Table 1.S3). These additional simulation runs follow the same specifications 
outlined in Tables 1.2 – 1.3 with 100 replicates per scenario except otherwise indicated in Table 
1.S3. In these cases, we used PCA, with each replicate as a separate observation and each aSFS 
bin as a separate variable as described in the “Materials and Methods” section of the primary 
text, to investigate if the series of scenarios could be discriminated. 
Specifically, to explore if the aSFS can be useful for estimating ηs, simulations of 
different values of ηs (10,000, 20,000, and 50,000 generations ago for ηs1; for ψ > 1, two intervals 
of 10,000 and 20,000 generations between pulses were used for each value of ηs1, for a total of 
six levels of ηs vectors) under ten different combinations of ζ and ψ were conducted. This 
included five levels of ζ at ψ = 1 (ζ = 0.0, 0.2, 0.5, 0.8, 1.0), three levels of ζ at ψ = 2 (ζ1, ζ2 = 
0.2, 0.4, 0.5), and two levels of ζ at ψ = 3 (ζ1, ζ2, ζ3 = 0.2, 0.3). In this case, we simulated the 
folded, minor SFS under sampling configuration 5 (10 species scenario with 20 haploid samples 
each). Each combination of ηs, ζ, and ψ had 100 replicates and each individual single taxon SFS 
was simulated from parameter values NE ~ U(100,000, 500,000), ε ~ U(0.01, 0.04), and ηi ~ ln 
U(30,000, 100,000) generations ago. We then used PCA, with each replicate as a separate 
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observation and each aSFS bin as a separate variable as described previously, to investigate if the 
different values of ηs could be discriminated per combination of ζ and ψ. 
To explore the behavior of the aSFS when there were differences in numbers of SNPs 
sampled among taxa, we simulated under sampling configuration 5 (10 species scenario with 20 
haploid samples each), where the number of SNPs sampled varied among taxa according to a 
discrete uniform distribution ~ U(1,000, 10,000) instead of being held constant at 25,000. In this 
case, independent SNPs were simulated and then subsequently converted to the unfolded, 
derived SFS. To explore the effects of heterogeneous generation times among taxa, we simulated 
under sampling configuration 5 (10 species scenario with 20 haploid samples each), where five 
of the taxa had a one year generation time and the other five had a generation time of two years. 
Under ζ = 1.0 and ζ = 0.8, there were equal numbers of taxa with two and one year generation 
times, whereas under ζ = 0.3 and ζ = 0.5, the ratio of two to one year generation times was 2:1 
under ζ = 0.3 and 3:2 under ζ = 0.5. Under the case of the duo pulse model (ζ1, ζ2 = 0.5; ψ = 2), 
the ratio of the two to one year generation times was 3:2 under the more recent pulse (ηs1) and 
2:3 under the older pulse (ηs2). 
We then further explored the effect of heterogeneous generation times, which may be 
increasingly dispersed with the inclusion of more taxa, by simulating under sampling 
configuration 11 (50 species scenario with 20 haploid samples each), where 20 taxa had a one 
year generation time, 20 taxa had a two year generation time, and 10 taxa had a five year 
generation time. In this set of simulations, the ratio of generation times was fixed for both 
synchronous and asynchronous expanders (i.e. the ratio of 2:2:1 for one year, two year, and five 
year generation times, respectively, was maintained for synchronous expanders). For example, ζ 
= 0.2 meant that among the synchronous expanders, four had a one year generation time, four 
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had a two year generation time, and two had a five year generation time, and likewise, among the 
asynchronous expanders, 16 had a one year generation time, 16 had a two year generation time, 
and 8 had a five year generation time. To assess the robustness of the aSFS in accommodating 
unknown ratios of generation times among synchronous expanders, we conducted another set of 
simulations under this distribution of generation times among the 50 taxa, but with random 
assignment of generation times to synchronous expanders (i.e. ratio was not fixed). For 
comparison, we then conducted another set of simulations that assumed all taxa had a five year 
generation time. 
To explore the effects of alternative taxon-specific parameterizations, we utilized 
alternative distributions for εi, εs, NE, and number of simulations (i.e. gene trees) per simulated 
SFS across several simulation runs. To explore the behavior of the aSFS from data generated 
under an exponential instead of instantaneous growth model, we employed the exponential 
growth model in fastsimcoal2 with the growth rate distribution r ~ U(-0.025, -0.001). Under this 
model, per simulated taxon, growth continued according to the drawn growth rate value until the 
drawn ε value was met, after which growth ceased. 
 To explore cases of assumption violations with respect to model misspecification, 
simulations of different histories other than expansion were conducted to examine if multi-taxa 
datasets could be filtered to remove taxa that poorly fit an expansion model. In this case, we 
simulated under sampling configuration 11 (50 species scenario with 20 haploid samples each), 
with 15 species synchronously expanding (ηs1 = 20,000 generations ago) and the 35 remaining 
species undergoing either: 1) a second pulse of synchronous expansion (ηs2 = 50,000 generations 
ago); 2) idiosyncratic expansion (ηi ~ ln U(30,000, 100,000) generations ago); 3) a constant size 
history; 4) a contraction where times of instantaneous contraction varied independently across 
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the 35 species ~ ln U(30,000, 100,000) generations ago. Each one of these multi-taxa models had 
300 replicates for a total of 1,200 simulated aSFSs. For each simulated single taxon SFS within a 
replicate, parameter values were independently drawn from NE ~ U(100,000, 500,000) and, when 
applicable, expansion or contraction magnitude ε ~ U(0.01, 0.04) (for contraction, the ε draw 
would be subsequently converted to its inverse). We then used PCA, with each replicate as a 
separate observation and each aSFS bin as a separate variable as described previously, to 
investigate if taxa evolving under histories other than the expansion model could be identified a 
priori. 
For the set of simulations using a distribution of values for ηs, for most given 
combinations of ζ and ψ, the simulations attributed to different values of ηs occupied distinctive 
and often mutually exclusive PC space (Figure 1.S1). The degree of exclusivity also noticeably 
increased with increasing values of ζ. Additionally, for scenarios where ψ > 1, the difference in 
amount of time between the synchronous pulses of expansion had a more incremental shift in PC 
space (i.e. less distinguishability) compared to the difference in ηs1. 
 Results from the additional sets of simulations that independently tested for different SNP 
sampling among taxa (Figure 1.S2), heterogeneous generation times among taxa (Figure 1.S3-4), 
alternative distributions for ε and NE (Figure 1.S5), changing the number of SNP trees simulated 
for all individual SFSs (Figure 1.S6), and using an exponential growth model (Figure 1.S7) were 
relatively consistent with the initial findings from the primary text (Figure 1.4). Of particular 
note, for the set of simulations that used different numbers of SNPs sampled among 10 taxa, the 
corresponding PCA graphs for uniform (Figure 1.4bii) and differing SNP sampling (Figure 1.S2) 
showed little differentiation. Similarly, for the set of simulations that used different generation 
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times among 10 taxa, the corresponding PCA graphs for uniform (Figure 1.4bii) and differing 
generation times (Figure 1.S3) showed little difference. 
To elaborate upon differences in generation times among taxa, based on eqs. (1) – (4), the 
distribution of generation times in of itself should not affect the accuracy or distinguishability of 
ζ estimation. Given that generation times are known a priori, any differences would be 
accounted for during simulations via scaling factors from absolute years to number of 
generations. This scaling does not change the integrity of an expected SFS, nor the mathematical 
relationship between number of generations, or coalescent units, and an expected SFS. Instead, 
the scaling merely changes the actual value of the expected aSFS for different values of ζ, but all 
values of ζ are accordingly changed with such scaling and this scaling does not inherently change 
the distinguishability between values of ζ (Figure 1.S4a). Indeed, the aSFS is even robust to an 
unfixed ratio (i.e. a random assortment) of generation times for synchronous expanders (Figure 
1.S4b). However, although the distribution of generation times would not affect 
distinguishability per se, longer generation times assuming a given number of years equates to a 
lower number of generations, which would be equivalent to a more recent event and thus 
decreased resolution. This can be observed when comparing Figure 1.4biv with Figure 1.S4a, 
which has a fivefold increase in generation time (or fivefold decrease in number of generations). 
For the set of simulations of different multi-taxa models, there appeared to be some 
overlap between the single and duo pulse models, which is consistent with the results from other 
simulation sets, while there was clear, unambiguous differentiation between these two models 
and the idiosyncratic contraction and the idiosyncratic constant size models (Figure 1.S8). 
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SUPPORTING MATERIALS 3 
aSFS-hABC coupled inference of five stickleback populations using a Dirichlet-process 
prior 
To test potential biases introduced by using a uniform prior for ζ, we conducted the 
aSFS-hABC coupled analysis on the five stickleback populations using a Dirichlet-process prior, 
with all other aspects of the anlaysis following the same specifications as the initial analysis with 
a uniform ζ prior. To elaborate, given that there are more combinatoric possibilities at 
intermediate values of ζ (e.g. out of 5 taxa, for ζ = 0.6, there are 10 possible combinations of the 
5 separate taxa, whereas for ζ = 0.8, there are only 5 possible combinations), utilizing a uniform 
prior may be interpreted as less non-informative and thus possibly introduce a bias on the prior 
toward extreme values of ζ (i.e. toward 0 or 1) since more extreme values could be interpreted as 
less likely a priori when considering the combinatorics. To address this concern, we created a 
simulation reference table using a prior that is uniform across all possible combinations of taxa 
for all values of ζ and conducted the aSFS-hABC coupled inference on these simulations. 
Generally, the change in estimated values was fairly minor, with perhaps slightly greater 
overall accuracy for the original uniform prior based on the “leave one out” cross-validation (at 
least for ζ). The posterior model distribution did not change considerably from the posterior 
based on the uniform prior, though there was a slight shift of posterior density away from 
complete synchronicity: 0.88 for ζ = 1.0, 0.11 for ζ = 0.8, and <0.01 for ζ = 0.6 (and zero 
posterior probability for all other models). Similarly, the hyperparameter estimation did not alter 
substantially (Table 1.S4). For the “leave one out” cross-validation of model selection, while 
there was a slight increase in correct model choice for ζ = 0.6, there was a small decrease in 
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accurate model selection for all other values of ζ (Table 1.S5). For the cross-validation of 
hyperparameter estimation, while the Dirchlet-process prior resulted in mostly more accurate 
inferences for ηs, E(ε), E(NE), and Var(NE)/E(NE), it effected in less accurate E(η) and 
considerably worse ζ estimation (Table 1.S6). 
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SUPPORTING MATERIALS 4 
Comparison between hABC and separate composite likelihood inferences across taxa 
In addition to the “leave one out” procedure, a second cross-validation simulation 
experiment was conducted using a separate set of simulations following the exact specifications 
for the stickleback hABC analysis to produce 50 pseudo-observed datasets (PODS) for the 
purpose of comparing the accuracy of our aSFS-hABC coupled inferential approach against five 
separate composite likelihood inferential analyses conducted independently across taxa. To 
compare the two approaches, the Pearson’s r correlation statistic between the true value and 
inferred value across the 50 PODS was calculated for each approach. Since the hyperparameter ζ 
is not directly produced by separate, independent analyses, we instead compared estimates of the 
dispersion index of expansion times across the five simulated taxa, Var(η)/E(η). The hABC 
analysis was conducted using the same simulation data matrix as the stickleback hABC analysis, 
accepting the 2,500 shortest Euclidian distances between simulated aSFS vectors and pseudo-
observed aSFS vector. Both the median and mode inferred values were recorded. The 
independent analyses were conducted using fastsimcoal2: following the specifications outlined in 
(Excoffier et al. 2013), the highest likelihood iteration of 50 separate replicates with 40 
conditional maximization (ECM) cycles of Brent’s per parameter optimization for each replicate 
was accepted for parameter estimation of each individual simulated species. Here, the PODS 
were scaled to 5000 SNPs per simulated species, and the specified model and the search ranges 
used were the same as the instantaneous expansion model used to produce the PODS and hABC 
simulation data matrix. Subsequently, the five inferred times of expansion per each of the PODS 
were converted to the dispersion index of expansion time. 
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The Pearson’s r correlation between the true and inferred values of Var(η)/E(η) was 
higher for both the hABC median estimates (0.68) and mode estimates (0.51) compared to the 
individual fastsimcoal2 composite likelihood estimates (0.34), illustrating the gained borrowing 
or pooling strength from the hiearchical analysis. 
This result adds further support that the aSFS can be informative of overall variability in 
η, as well as provides additional evidence of the borrowing strength gained when pooling data 
together within a unified analysis as was done in our aSFS-hABC coupled approach. 
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CHAPTER 2 
Multi-DICE: R package for comparative population genomic inference under hierarchical 
co-demographic models of independent single-population size changes 
Introduction 
 Population genetics has experienced an increasing interest in quantifying shared and 
idiosyncratic attributes across demographic histories from multiple independent taxa to address 
questions regarding wide-scale biogeographic, ecological, and evolutionary responses to climate 
and landscape changes, an endeavor commonly referred as comparative phylogeography (Hewitt 
1996, 2000; Taberlet et al. 1998; Avise 2000; Arbogast & Kenagy 2001; Hickerson et al. 2010; 
Papadopoulou & Knowles 2016). These comparative studies can be especially informative about 
how key environmental and organismal features (Carnaval et al. 2009; Fouquet et al. 2012; 
Stone et al. 2012; Wood et al. 2013; Smith et al. 2014; Luo et al. 2015; Nadachowska-Brzyska 
et al. 2015; Papadopoulou & Knowles 2015; Qu et al. 2015; Carstens et al. 2016; He et al. 2016; 
Kautt et al. 2016; Rougemont et al. 2016) and selective forces (Boyko et al. 2010; Hohenlohe et 
al. 2010; Gignoux et al. 2011; Poh et al. 2014; Frantz et al. 2015; Rougeux et al. 2016) affect 
patterns of shared and idiosyncratic histories. One approach in such investigations is to exploit 
multi-taxa genetic data for comparative demographic inference under a hierarchical model, 
whereby hyperparameters govern the variability of a certain demographic parameter across taxa 
while all other nuisance demographic parameters freely vary per each taxon (Hickerson et al. 
2006; Beaumont 2010). In contrast to assembling results from independently performed 
inferential analyses to qualitatively compare demographic histories post-hoc, this strategy 
permits explicit hypothesis testing and inference of multi-taxa questions, as well as allows for 
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gains in statistical power via the borrowing strength achieved from combining exchangeable 
datasets (Congdon 2001; Gelman et al. 2003; Qian et al. 2004), demonstrated previously via 
simulations (Xue & Hickerson 2015). 
 Originally developed for single locus DNA datasets easily collected from multiple taxa 
(Hickerson et al. 2007; Ornelas et al. 2013; Burbrink et al. 2016), this methodology has been 
extended to accommodate SNP datasets derived via recently emerging technologies such as 
RAD-seq and GBS, thereby improving inferential resolution through vastly greater sampling of 
independent gene tree histories across genomes from multiple taxa (Xue & Hickerson 2015). 
This has been accomplished by exploiting the aggregate site frequency spectrum (aSFS), which 
has been established to contain signal of variability in demographic histories across taxa. 
Producing an aSFS involves creating single-population site frequency spectra (SFS) 
independently across taxa and combining these according to a standardized re-ordering 
procedure based on relative proportions of total SNPs per allele frequency class. This protocol 
therefore does not require sites to be homologous between taxa and in turn allows data to be 
collected across distantly-related taxa (more details about data preparation given in 
Implementation section). Construction of the aSFS can then be applied to coalescent 
simulations produced under a hierarchical co-demographic model that treats taxa as independent, 
unidentified, and exchangeable units, and coupled with a statistical framework such as 
approximate Bayesian computation (ABC) to make comparative multi-taxa inference (Xue & 
Hickerson 2015; Prates et al. 2016). This simulation approach could potentially be modified with 
other techniques, including machine learning algorithms such as random forest (RF) (Svetnik et 
al. 2003; Díaz-Uriarte & Alvarez de Andrés 2006; Strobl et al. 2007; Pudlo et al. 2015) and 
partial least squares regression (PLS) (Boulesteix & Strimmer 2007; Wegmann et al. 2009). To 
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elaborate, RF involves constructing decision trees based on “training” simulations to form a 
classification or regression scheme that subsequently can be applied to observed data, and PLS 
entails maximizing the variance explained in response variables in a manner similar to principal 
component analysis, which can be employed as a transformation procedure to potentially 
mediate high dimensionality of correlated summary statistics, such that inherently exists among 
aSFS bins. Alternatively, the aSFS could be deployed within a composite likelihood optimization 
(CL) framework, a statistical approach commonly used for demographic inference based on SFS 
data (Sawyer & Hartl 1992; Bustamante et al. 2001; Gutenkunst et al. 2009; Lukic & Hey 2012; 
Excoffier et al. 2013). 
The aSFS enables researchers to exploit data produced by next-generation sequencing to 
explore a variety of hypotheses that relate climatic and landscape changes with the evolution and 
demographic histories of biotic assemblages through hierarchical co-demographic modeling. 
Here we make this analytical pipeline available as the R package Multi-DICE (Multiple Taxa 
Demographic Inference of Congruency in Events). To demonstrate and explore implementation 
of Multi-DICE, we conducted a series of simulation studies that summarize an expanded set of 
options within our aSFS approach, including: 1) employing RF as an additional inferential tool; 
2) enforcing a “buffer” on prior space such that co-demographic events have an a priori minimal 
difference in time from each other; 3) truncating the hyperprior range for improved 
hyperparameter estimation. 
Methods 
Hierarchical Co-demographic Model 
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Our hierarchical co-demographic model consists of n taxa, which refer to independent 
panmictic populations with no assumption of or requirement for recent shared ancestry (Mazet et 
al. 2016), randomly assigned to Ψ instantaneous expansion (Figure 2.1a) or contraction (Figure 
2.1b) times. Of the Ψ times, there are ψ times corresponding to synchronous pulse events that 
involve at least two taxa, and ζ times corresponding to idiosyncratic events ungrouped from any 
pulses with only a single taxon, such that Ψ = ψ + ζ (Table 2.1). The proportion of n taxa 
assigned to any of the ψ pulses is represented by ζT, the proportion of n taxa belonging to each of 
the ψ pulses is described by the associated hyperparameter vector ζs = {ζ1, …, ζψ}, and the 
proportions of n taxa across all Ψ events is indexed by the vector ζ = {ζs, ζi,1, …, ζi,ζ}. Here, ζT is 
a single proportion value that ranges from 0.0 to 1.0 and equals the total sum of ζs (i.e. ζT = 
∑ ζ
j
ψ
j=1 ) when ψ > 0, and both ζs and ζ are hyperparameter vectors that index proportion values 
across events. Specifically, each of ψ elements within the vector ζs ranges from 2/n to 1.0, and ζ 
comprises of ζs as well as each ζi element = 1/n. The proportion ζT and proportions within the 
vector ζs may be converted to numbers of taxa ST = ζT   n and S = ζs   n, respectively. 
Synchronous pulse times are indexed in the vector ηs = {ηs,1, …, ηs,ψ}, whereas idiosyncratic 
times are indexed in the vector ηi = {ηi,1, …, ηi,ζ}, with both vectors arranged in ascending order 
from most recent to oldest. To clarify, synchronous pulses are indexed by the temporal order 
established by ηs = {ηs,1, …, ηs,ψ}, which thus determines the order of ζs such that ζ1 pertains to 
the most recent pulse and ζψ reflects the most ancient. In the case of Ψ = ψ and ζ = 0, 
accordingly ζT = 1.0 such that all taxa are assigned to one of ψ synchronous pulses with no 
temporally idiosyncratic taxa. On the other extreme, when Ψ = ζ = n and ψ = 0, accordingly ζT = 
0.0 with zero elements in the associated ζs vector such that there are no synchronous pulses with 
all taxa idiosyncratically experiencing population size change across ζ different times. Other 
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taxon-specific demographic parameters include each taxon’s ratio of size change from the 
ancestral effective population size to current effective population size is indexed by the vector ε 
= {ε1, …, εn} and each taxon’s current effective population size indexed by the vector N = {N1, 
…, Nn}. Additionally, population size change times may be indexed to coincide with the taxa 
arrangement of ε and N such that η = {η1, …, ηn} (Table 2.1). 
When implementing this co-demographic model for comparative demographic inference, 
there exists flexibility in the hierarchical parameterization, with several options available in 
Multi-DICE. One such option, similar to the approach described in Chan et al. (2014) and Xue 
and Hickerson (2015), is to constrain the hyperparameter ψ to the values within the set {0, 1} 
and condition Ψ and ζ on the hyperparameter ζT, which freely varies according to the hyperprior 
distribution P(ζT). This allows scenarios of complete idiosyncrasy, absolute synchrony within a 
single pulse, and intermediate degrees of synchronicity belonging to one pulse with remaining 
taxa temporally idiosyncratic. Here, ζ1 is the only element possible in ζs whereby ζT = ζ1 when ψ 
= 1 and ζT = 0.0 when ψ = 0, resulting in the joint posterior distribution P(ζT, η, ε, N | Data) ∝ 
P(Data | ζT, η, ε, N) P(ε, N) P(η | Ψ, ζ, ζT) P(Ψ, ζ | ζT) P(ζT | ψ < 1). The values for Ψ and ζ are 
then determined by Ψ = 1+n–ST (when ψ = 1) and ζ = n–ST, respectively. 
An alternative scheme is to randomly assign the proportions of n taxa to Ψ times 
according to the hyperprior distribution for the vector ζ, which is conditional on the hyperprior 
distribution of Ψ, with ψ and ζ accordingly conditional on P(ζ | Ψ) and P(Ψ). This leads to the 
joint posterior distribution P(Ψ, ζ, η, ε, N | Data) ∝ P(Data | Ψ, ζ, η, ε, N) P(ε, N) P(η | Ψ, ζ, ψ, ζ) 
P(ψ, ζ | Ψ, ζ) P(ζ | Ψ) P(Ψ). The values for ψ and ζ are then determined by the number of Ψ 
draws for ζ that are above and equal to 1/n, respectively, yielding the so-called “Chinese 
restaurant process” (Aldous 1985; Blei et al. 2004) that is similarly applied in msBayes 
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(Hickerson et al. 2007; Huang et al. 2011). Similarly, a third scheme is to condition the 
hyperprior distribution for the vector ζs, which must have a lower bound greater than 1/n, on the 
hyperprior distribution of ψ, with Ψ and ζ accordingly conditional on P(ζs | ψ) and P(ψ), such 
that the joint posterior distribution is P(ψ, ζs, η, ε, N | Data) ∝ P(Data | ψ, ζs, η, ε, N) P(ε, N) P(η | 
ψ, ζs, Ψ, ζ) P(Ψ, ζ | ψ, ζs) P(ζs | ψ) P(ψ). The values for Ψ and ζ are then determined by Ψ = 
ψ+n–ST and ζ = n–ST, respectively. Optionally, for each possible value in the ψ hyperprior, the 
associated ζs, Ψ, and ζ values may be fixed to specified values rather than allowed to vary. 
Simulation Experiments 
 We conducted a series of in silico experiments to quantify accuracy and bias for various 
inferential frameworks and hierarchical co-demographic modeling variants. Data were simulated 
under known hyperparameter and parameter values with the coalescent simulator fastsimcoal 
version 2.5 (Excoffier et al. 2013). To directly generate single-population folded SFS, the FREQ 
setting was enabled assuming a set number of independent genealogies per SFS, which was 
treated as an approximation for the number of SNPs sampled and differed between experiments. 
Each SFS contained 20 haploid samples, only polymorphic bins, and proportional SNP 
frequencies rather than total SNP counts. Per individual simulation, a set of 10 SFS 
corresponding to n = 10 populations was converted to a single aSFS summary vector following 
Xue and Hickerson (2015). Simulation reference tables composed of hyperparameter and 
parameter values randomly drawn from their respective hyperprior and prior distributions and 
their corresponding aSFS summaries were separately produced for each hierarchical co-
demographic model variant and read into the R environment with the R package bigmemory in 
order to perform hierarchical RF regression (hRF) and hierarchical ABC (hABC) under the 
simple rejection algorithm against pseudo-observed datasets (PODs). PODs were produced under 
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one of two methods, either independently from the reference table or using the “leave-one-out” 
cross-validation procedure. In brief, the “leave-one-out” procedure involves iteratively treating a 
single randomly selected simulation from a reference table as a POD and conducting inference 
using the remaining simulations (Csilléry et al. 2012). For each inferential application, Pearson’s 
r correlation and root mean squared error (RMSE) were calculated from estimated values against 
true POD values. 
Testing Inferential Frameworks 
In addition to hRF and hABC, we coupled these frameworks with transformation of the 
aSFS by PLS as well as evaluated the performance of hierarchical CL (hCL). To compare these 
inferential strategies, per each of the two hierarchical co-demographic models of co-expansion 
and co-contraction (Figure 2.1), 100 aSFS PODs were simulated under the hyperprior 
distribution of ψ ~ U{0, 5} while permitting idiosyncratic taxa such that ζT was allowed to vary 
from 0.0 to 1.0. These PODs were consistently utilized to independently estimate ψ across each 
inferential approach. A reference table of 1,000,000 simulated aSFS was likewise produced per 
model under the same specification as the PODs (Supporting Information). For hRF, using the R 
package randomForest (Liaw & Wiener 2002), a total of 1,000 decision trees, with the default 
maximum of 33 variables randomly sampled as candidates at each tree split and from 10 trees 
per each of 100 cycles of randomly sub-sampling 1,000 simulations per ψ (for a total of 6,000 
simulations) with replacement after each cycle, was built per reference table to capture variation 
in ψ and leveraged to predict ψ for each corresponding POD using the predict() function. For 
hABC, using the function abc() from the R package abc (Csilléry et al. 2012), accepted tolerance 
levels of 0.0050, 0.0010, and 0.0005 were executed per POD against the corresponding reference 
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table, and the mean, median, and mode of the according posterior distributions were calculated 
for point estimates of ψ. 
For PLS, the plsr() function in the R package pls (Mevik & Wehrens 2007) was applied 
to a random subset of 10,000 simulations against variation in ψ per reference table. The PLS for 
each reference table was subsequently utilized to transform the remaining 990,000 simulations 
and corresponding PODs into as many component values as needed to explain > 95% of the total 
variance in the original summary statistics. The same hRF and hABC protocols were then 
executed on the remaining transformed reference tables. For hCL, a custom pipeline that calls 
dadi to calculate the expected SFS (Gutenkunst et al. 2009) and incorporates the multinomially 
distributed CL equation utilized in fastsimcoal2 (Excoffier et al. 2013) and the BFGS 
optimization algorithm (Liu & Nocedal 1989) was implemented (Supporting Information). 
Pulse Buffer on Prior Space 
 Estimation of ψ or Ψ can be problematic since it does not necessarily correlate well with 
true temporal variability in co-demographic events. For example, a large number of synchronous 
events closely clustered in time would signify a high ψ value yet have low temporal variability, 
whereas a history with two synchronous co-demographic events that are far apart in time would 
yield a lower ψ value (ψ = 2) but with higher variance in time. As is the case with previous 
implementations of hierarchical co-demographic models (Hickerson et al. 2014), this 
inconsistency can hinder the ability to capture meaningful signal of ψ contained within the aSFS. 
To improve ψ estimation, we deployed a user-defined temporal pulse buffer that defines a 
minimal threshold of time β surrounding each co-demographic event such that for each jth event, 
all other co-demographic events occur outside a ηj+β window. Mechanistically, this involves 
81 
 
sequentially modifying the prior distribution with every subsequent η draw, with final assignment 
of {ηs,1, …, ηs,ψ} in ascending order such that ηs,1 is the most recent and ηs,ψ is the most ancient. 
For example, given a simulation with values ψ = 2, η ~ U{10,000, 1,000,000}, and β = 20,000, if 
the first ηs draw is 100,000 generations, then the second ηs draw would be from the set U{10,000, 
79,999}  U{120,001, 1,000,000}, and if the second ηs draw is 15,000 generations, then {ηs,1, 
ηs,2} is assigned such that ηs,1 = 15,000 and ηs,2 = 100,000. Importantly, a limit on the allowable 
number of buffered co-demographic events is imposed by the total η prior distribution across 
these events and the magnitude of β. 
Testing Pulse Buffer on Prior Space 
To gauge how β impacts hyperparameter estimation, two reference tables with β = 0 
generations and β = 30,000 generations were generated. In the special case of ψ = 0 for the β = 
30,000 reference table, β was reduced to 10,000 due to the constraint from the η prior range and 
to allow more flexibility in the temporal dispersion for the total idiosyncrasy scenario. Both 
reference tables contained 100,000 aSFS simulations of instantaneous co-expansion (Figure 2.1a) 
per value of ψ ~ U{0, 5} for a total of 600,000 simulations each. For simplicity, idiosyncratic 
taxa were not permitted and ζT = 1.0 was evenly distributed across the vector ζs for each value of 
ψ > 0 (Table 2.2). Importantly, to accommodate the special case of ψ = 0, which is equivalent to 
Ψ = 10 whereas all other values of ψ result in Ψ = ψ, ψ values were converted to Ψ for estimation 
purposes. Single-population SFS were generated from 5,000 independent genealogies and 
according to the prior distributions η ~ U{5,000, 250,000} (in units of number of generations), ε 
~ U(0.01, 0.10), and N ~ U{50,000, 250,000}. 
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The “leave-one-out” cross-validation procedure was performed on each reference table 
for hRF and hABC hyperparameter estimation of Ψ. This followed the same specifications as for 
testing inferential frameworks, except the function cv4postpr() from the R package abc (Csilléry 
et al. 2012) was deployed for hABC model selection and the selected PODs were collectively 
removed from the reference table for hRF cross-validation. For every reference table, 20 “leave-
one-out” POD iterations per Ψ value yielded a total of 120 PODs, and an accepted tolerance 
level of 0.0025 resulting in 1,500 total retained simulations. Each discrete value of Ψ was treated 
as a separate model, though the numeric values of Ψ were exploited to determine the mean and 
median of the model posterior distribution. Furthermore, the function cv4abc() from the R 
package abc was utilized for hABC parameter summary estimation cross-validation of Ωη 
(Var(η)/E(η), or dispersion index of η) and E(η), following the same specifications as hABC 
model selection cross-validation, across 50 total “leave-one-out” POD iterations per reference 
table. In addition, another cross-validation experiment was conducted on the β = 30,000 
reference table with PODs from the β = 0 reference table. The same protocols for Ψ 
hyperparameter estimation with hRF and hABC model selection and Ωη and E(η) parameter 
summary estimation with hABC were performed here, except the functions postpr() and abc() 
from the R package abc were employed for hABC hyperparameter and parameter summary 
estimation, respectively. This particular experiment can demonstrate the power of parameterizing 
clustered events together using a buffer even though real data are not under such constrictions. 
Testing Truncated Hyperprior Range 
To explore the effect of decreasing hyperprior upper bounds on ψ, we took subsets of the 
aforementioned β = 30,000 reference table in order to construct new reference tables that 
corresponded to ψ ~ U{0, 5}, ψ ~ U{0, 4}, ψ ~ U{0, 3}, ψ ~ U{0, 2}, and ψ ~ U{0, 1}, 
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respectively (Table 2.3). By cross-validating these subset reference tables given reduced 
hyperprior ranges, we can assess the discriminatory power of ψ values under differing 
hyperparameterizations. In this exploration, cross-validation was restricted to only “leave-one-
out” Ψ estimation via hRF and hABC model selection per reference table, following the 
previously outlined specifications for testing the pulse buffer. 
Results/Discussion 
Testing Inferential Frameworks 
The inferential frameworks that demonstrated the highest accuracy and precision in 
estimating ψ were hRF (r = 0.600 – 0.807, RMSE = 1.77 – 2.22) and hABC mean estimates (r = 
0.500 – 0.802, RMSE = 1.76 – 2.41) (Table 2.4). Interestingly, there was improvement in 
estimating ψ with hRF compared to hABC, as well as estimating ψ under the co-contraction 
model in contrast to the co-expansion model. Importantly, PLS transformation worsened 
performance considerably in nearly all cases, suggesting that it is not a viable option within this 
context, especially considering its large memory requirements. Furthermore, hCL performed 
very poorly, which likely can be attributed to insufficient sampling of the vast multi-taxa and 
multi-level parameter space by hCL’s intensive optimization approach. The hCL implementation 
that we used could potentially be improved, e.g. using a different exploration tactic for nuisance 
parameters and more independent optimization replicates. Indeed, accurate estimates should be 
achievable provided an intensive sampling of the parameter space. Nonetheless, given finite 
computational resources, the quite poor performance here heavily suggests that likelihood 
approaches generally are not advised for our set of hierarchical co-demographic models, unlike 
other inferential applications on single-taxon SFS datasets (Gutenkunst et al. 2009; Lukic & Hey 
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2012; Excoffier et al. 2013). This is especially relevant for large datasets considering that 
computational requirements scale unfavorably with increasing taxa membership due to the 
growth of hyperparameter space. On the other hand, the stronger performances of hRF and 
hABC suggest that these are sensible inferential choices to pair with the aSFS. Moreover, they 
offer computational and statistical advantages such as ease in parallelizing simulation efforts, 
minimal effort needed to exploit a single reference table for conducting multiple empirical 
estimates as is done in a cross-validation analysis with PODs, and flexibility in specifying 
nuisance parameters. 
Improved Ψ Estimation with Pulse Buffer β and Truncated Hyperprior 
According to our cross-validation experiments, there is greater reliability in estimating Ψ 
with both hRF and hABC by incorporating a pulse buffer on η prior space (Table 2.5). Moreover, 
when incorporating the β = 30,000 reference table against PODs simulated under β = 0, there 
was improved Ψ estimation for both hRF and hABC in comparison to the “leave-one-out” cross-
validation on the β = 0 reference table. Additionally, buffering appears to benefit hyperparameter 
estimation without substantially affecting hABC estimation of parameter summaries Ωη and E(η). 
Notably, hRF again outperformed hABC in Ψ estimation, though this was minimal. 
Better performance in Ψ estimation is apparent when truncated hyperprior ranges were 
employed, with ψ ~ U{0, 3} possibly the best compromise here between a more flexible 
hyperprior and greater accuracy (Table 2.6). This is perhaps unsurprising considering that there 
likely is decreasing identifiability between higher Ψ values, such that higher Ψ values are both 
quantitatively and qualitatively less distinguishable. For example, higher Ψ values may be 
expected to have more broadly overlapping Ωη values, and the difference between four and five 
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pulses may be biologically less important than between one and two. The decreased accuracy in 
Ψ estimation at wider hyperprior ranges highlights that it is impractical to construct a model that 
distributes significant prior space across values that are statistically indistinguishable and not 
qualitatively or biologically meaningful (Rannala 2015; Massatti & Knowles 2016). Indeed, as 
with any statistical model, sensible prior distributions given data and model constraints ought to 
be established (Bertorelle et al. 2010; Lopes & Beaumont 2010), especially when considering 
efficiency with respect to a finite sampling of parameter space (Hickerson et al. 2014). In the 
case here of hierarchical co-demographic models, rather than using Ψ or ψ, as well as other 
parameters such as η, in an arbitrary manner to merely construct the model, it can instead be 
specified meaningfully to gain insight about the variability in demographic changes across taxa 
given the temporal scale of interest. 
Implementation 
 Informed by our test of statistical frameworks, we offer Multi-DICE as an R package, 
available on github with minimal dependencies (schoolmath, bigmemory, and fBasics), to 
facilitate simulations under a hierarchical co-demographic model with subsequent conversion to 
the aSFS or multi-taxa mitochondrial summary statistics for inference within an hRF and/or 
hABC framework (Figure 2.2). Importantly, though inferential procedures are not conducted 
with Multi-DICE itself, users are recommended to exercise sound and sensible statistical 
practices when analyzing empirical data, such as evaluating uncertainty, implementing 
simulation-based tests of robustness (Bertorelle et al. 2010), and assessing goodness-of-fit with 
techniques such as prior and posterior predictive checks (Gelman et al. 2003; Lemaire et al. 
2016). For Multi-DICE, we employed bigmemory for efficient memory usage, necessary for the 
large simulation data requirements of hRF and hABC. Moreover, Multi-DICE requires minimal 
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effort to parallelize for greater computational efficiency. It is currently coded to call upon 
fastsimcoal2, which must be installed separately with its path specified in Multi-DICE, for 
simulation purposes. We expressly chose fastsimcoal2 for its efficient coalescent-based 
simulation of the SFS directly, growing user base, and approachable yet powerful modeling 
interface. However, given the architecture of the open source code, it is fairly straightforward to 
extend Multi-DICE to usage with other simulators, including those that accommodate different 
forms of natural selection (Ewing & Hermisson 2010; Kern & Schrider 2016), or analytical 
calculations of the SFS (Wakeley & Hey 1997; Kamm et al. 2017). Notably, although our focus 
here is on the aSFS and accordingly reduced representation datasets (e.g. SNPs, RAD-seq, GBS), 
we acknowledge the great value in utilizing widely available mitochondrial/barcode-type data 
(Burbrink et al. 2016) and therefore implement this functionality following the procedure in 
Chan et al. (2014). 
R Functions 
Multi-DICE is composed of the functions build.dice(), roll.dice(), play.dice(), dice.sims(), 
dice.aSFS(), and dice.sumstats(). These functions are called to: 1) specify a hierarchical co-
demographic model; 2) simulate under this model independent single-population summary 
statistics (e.g. SFS) to accommodate each population with known parameter values drawn from 
user-defined prior distributions and identical sampling specifications as the data; 3) convert these 
independent single-population summary statistics within both the simulations and empirical 
multi-taxa dataset into the aSFS or multi-taxa single-sequence summary statistics (Figure 2.2). 
This pipeline is carried over multiple functions to increase user customization and control, 
though the functions build.dice(), roll.dice(), and play.dice() can together be called upon by 
dice.sims(), enhancing convenience by enabling consecutive function execution through a single 
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command line. Additionally, a user may manually run any subset of these functions since 
antecedent functions are embedded and output may be piped into successive functions. For 
example, a user can construct hyperprior distributions using build.dice() and then immediately 
begin performing simulations through dice.sims(). After simulations are complete, either 
dice.aSFS() or dice.sumstats() is called to process the simulated and empirical data, which are 
then funneled with the associated simulated parameter values into other software for inferential 
purposes, such as randomForest or abc in R. In its simplest operation then, Multi-DICE can 
construct a reference table of simulated multi-taxa summary statistic vectors produced under a 
hierarchical co-demographic model for hRF and/or hABC in just two command lines i.e. 
dice.sims() and dice.aSFS()/dice.sumstats(). 
Workflow 
 The function build.dice() is deployed first to construct hyperpriors across discrete 
hyperparameter values (i.e. Ψ, ψ, ζT, ζ, and ζs), allowing the following distributions: 1) a discrete 
uniform hyperprior on Ψ or ψ, depending on how the associated ζ vector is specified, then for ζT 
within each discrete Ψ or ψ value, and finally across all combinations of the vector ζ or ζs, 
respectively, within each discrete ζT value; 2) a Dirichlet-process hyperprior (Oaks 2014) that 
weighs equally all allowable combinations of Ψ/ψ and ζ/ζs; 3) customized hyperprior 
distributions that may employ maximum and/or minimum value rules on ζT, ζ, and/or ζs. To 
clarify for the uniform hyperpriors, each discrete Ψ or ψ value is first weighted with equal 
hyperprior probability, then all discrete ζT values are weighted equally per Ψ/ψ value, and finally 
every possible associated vector ζ/ζs is weighted equally per ζT value, thus underscoring that Ψ/ψ 
operates on another hierarchical level above ζT, ζ, and ζs. Next, roll.dice() generates random 
draws from the hyperprior distributions as well as shared pulse values (e.g. {ηs,1, …, ηs,ψ}). 
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Downstream to these steps is play.dice(), where taxon-specific parameter values are generated 
and parameter summaries are calculated (e.g. Ω). Importantly, since both roll.dice() and 
play.dice() use the sample() function for random draws, each value in a user-specified 
distribution is treated as unique even when values are repeated (e.g. ψ   {0, 0, 0, 1, 2}), thus any 
discrete distribution (e.g. ln, gamma, beta) may be deployed for hyperpriors and priors. Together, 
build.dice(), roll.dice(), and play.dice() specify the hierarchical co-demographic model, as well 
as administer hyperparameter, parameter summary, and taxon-specific parameter draws given 
this model. Notably, data partitioning may be performed here (Prates et al. 2016), which allows 
heterogeneous specification of demographic scenarios (e.g. expansion, contraction), prior 
distributions, and data content and format (e.g. sampling of individuals, sampling time, 
polarization) across taxa within a dataset; for example, data partitioning can accommodate a co-
demographic model of expanders mixed with contractors at a pre-determined ratio. 
In succession is dice.sims(), where fastsimcoal2 is called to simulate data independently 
per taxon. Here, heterogeneous generation times across taxa may be specified (Xue & Hickerson 
2015). Importantly, for genomic-scale data, either the FREQ setting may be activated to directly 
generate SFS, or the SNP setting may be employed, which allows the option of using a mutation 
rate prior and thus monomorphic sites; for single-locus data, the SNP setting is deployed. 
Simulated summary statistic vectors and associated hyperparameter draws, taxon-specific 
parameter values, and optional parameter summaries are outputted to a user-specified directory 
as simple text files. The total number of outputted files equals the number of simulated taxa plus 
one file per hyperparameter, taxon-specific parameter vector, and parameter summary chosen for 
output. As aforementioned, all the functions described thus far can be implemented together 
automatically within dice.sims(), although independently calling functions may afford enhanced 
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customization. Following dice.sims() is either dice.aSFS() or dice.sumstats(), depending on the 
data scale (i.e. genomic or single locus, respectively). For dice.aSFS(), the independent taxon-
specific SFS are rearranged into a single aSFS according to the procedure outlined in Xue and 
Hickerson (2015), and for dice.sumstats(), the first four moments (i.e. mean, variance, skewness, 
and kurtosis) are calculated for each of the four summary statistics (i.e. number of haplotypes, 
haplotype diversity, nucleotide diversity, and Tajima’s D) of the single-locus sequence block 
across the multiple taxa, for a total of 16 multi-taxa summary statistics, following Chan et al. 
(2014). For both of these functions, the user specifies the directory containing the simulation 
files, with simple specification for multiple directories resulting from parallelized runs, and the 
subsequent conversion is outputted within R, enabling easy piping into an inferential package 
such as abc and/or writing to a simple text file. Importantly, these two functions can be applied 
to convert empirical data as well. Additionally, neither function calls upon any other Multi-DICE 
functions and thus must be used in conjunction with at least dice.sims(). 
Advantageously, data type is irrelevant in all functions until dice.sims(), for which the 
data type is easily specified in a single argument and there is no disparity in output format. 
Hence, hierarchical co-demographic models can be specified with the same level of complexity 
and flexibility for single locus data as genomic-scale data in Multi-DICE. Furthermore, 
dice.aSFS() and dice.sumstats() operate analogously and have near identical arguments, resulting 
in equivalent procedures for both data types with negligible difference. This feature lends itself 
nicely to conveniently analyzing both data types for the same system either consecutively or 
simultaneously. 
Data Sampling and Processing 
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Although not directly handled by the Multi-DICE package, we discuss here our 
recommendations for the practice of obtaining and preparing data. We emphasize that our 
methodology assumes population-level sampling of multiple independent taxa, thus necessitating 
a sufficient number of samples per panmictic population (Robinson et al. 2014), which would 
depend on the temporal scale under investigation (Keinan & Clark 2012). Importantly though, 
there is greater statistical resolution gained with increasing numbers of taxa (Chan et al. 2014; 
Xue & Hickerson 2015), such that more emphasis should be placed on producing datasets with 
greater taxa representation rather than population-level sampling. To achieve this, investigators 
can benefit from splitting species/complexes into multiple independent structured populations 
that are determined from a preliminary exploratory analysis (Patterson et al. 2006; Frichot et al. 
2014). This is especially important as lumping samples from multiple subdivided populations 
can result in strong bias when estimating population size changes (Mazet et al. 2016). While 
splitting indeed neglects shared ancestry, this problem may be negligible if isolation times are 
older than the co-demographic events of interest. Relatedly, conducting a cross-validation 
analysis across various sampling schemes, including both number of samples per taxon and 
number of taxa, prior to data collection and sequencing can be particularly informative of the 
proper sampling required for a given study (Bertorelle et al. 2010). 
Greater statistical strength is gained with increasing taxa membership, but a strategy of 
indiscriminately adding taxa without consideration of specific characteristics can restrict 
researchers to testing generic hypotheses about assemblage-level demographic responses to 
shared conditions (Papadopoulou & Knowles 2016). In consideration of this, we encourage 
researchers to, whenever possible, delineate datasets based on guilds that share a trait of interest. 
This may include habitat preference (Papadopoulou & Knowles 2015), biotic interaction such as 
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parasitoid-host relationship (Stone et al. 2012) and other co-evolutionary dynamics, or 
phylogenetic relatedness and taxonomic assignment (Burbrink et al. 2016). 
 We highlight here that the aSFS is capturing information within multiple independent 
structured populations, particularly size change history, through an aggregation of independent 
single-population SFS vectors. This operates somewhat differently than a joint-SFS or multi-SFS 
across multiple related populations, which also contains information about divergence and 
migration from shared and fixed polymorphisms (Wakeley & Hey 1997). By focusing on solely 
within-population polymorphisms and being exploited to test hypotheses about size change 
history across taxa that may have experienced shared responses to climatic and habitat change 
while ignoring inter-population relationships, the aSFS-based approach simplifies the modeling, 
eliminates certain assumptions (e.g. topology, nature and duration of migration, etc.), and allows 
the option to directly test hypotheses across co-distributed taxa. On a related note, if SNPs are 
pruned to one per locus to avoid linkage disequilibrium violations before constructing the 
observed SFS, and if SNP calls were conducted across populations, then fixed polymorphisms 
should be removed prior to pruning to maximize the total number of SNPs per population. 
 Although the focus here on the aSFS has been exclusively regarding SNPs, Multi-DICE 
is capable of incorporating monomorphic sites and accordingly mutation rates. Importantly, 
considering how η scales with NE in a coalescent model, if prior distributions exceed one order of 
magnitude for both parameters, then non-identifiable SFS at different parameter combinations 
may be produced by ignoring monomorphic sites, thus potentially inflating bias and inaccuracy. 
Hence, models that cannot have priors informed at least to this level may need to incorporate 
monomorphic sites. Assuming SNPs are pruned to one per locus, the number of monomorphic 
sites may be re-scaled given its ratio to the total number of SNPs. A prior for mutation rates must 
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then be applied as well, which may result in this same identifiability issue if it likewise exceeds 
one order of magnitude. For this reason, users are advised to calculate population genetic 
summary statistics beforehand to assess the risk of incorporating taxa that vary to such extreme 
degrees as to falsely signal synchrony (Figure 2.2), which may be exacerbated with extremely 
phylogenetically distant taxa. For example, if the range in ratio of monomorphic to polymorphic 
sites among a multi-taxa dataset greatly exceeds one order of magnitude, then extra 
considerations may need to be taken. 
Informing Hierarchical Co-demographic Model 
 When conducting a multi-taxa co-demographic analysis using Multi-DICE, the user is 
expected to assume a priori the composition of the demographic scenarios within the dataset 
with respect to number of expanders and contractors, as well as accompanying prior distributions 
(Figure 2.2). Furthermore, the aSFS requires that all single-population SFS are at the same 
sampling level of individuals. This can be easily accomplished with the program δaδi 
(Gutenkunst et al. 2009), but considering that multi-taxa datasets usually do not consist of a 
uniform sampling level, an optimal sampling projection must be selected. This optimal sampling 
projection is typically not readily apparent since the number of SNPs varies at different 
projection levels, with more SNPs discarded at higher sampling projections due to missing data 
and decreased singleton resolution at lower sampling projections resulting in low-frequency 
SNPs being assigned as monomorphic. Hence, to determine the optimal sampling projection 
across all taxa given this interplay between sampling of individuals and SNPs, as well as infer 
demographic scenarios with reasonable priors, an initial model-based investigation can be 
performed for each single-population taxon separately. While this may be performed with CL-
based methods such as δaδi (Gutenkunst et al. 2009) or fastsimcoal2 (Excoffier et al. 2013), an 
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exploratory analysis across many independent taxa can be more efficiently conducted with an 
ABC approach, which allows quick inference for multiple empirical datasets against a single 
reference table and provides posterior distributions simultaneously with point estimates. Multi-
DICE coupled with an ABC framework then is well-suited for efficiently performing a high 
throughput of such single-population analyses to test models of demographic scenarios, explore 
various prior distributions, and employ several data sampling levels/projections. Notably, such a 
preliminary analysis may also be informative for multi-population demographic models, as well 
as elucidating results of synchrony from a co-demographic analysis by identifying candidate taxa 
potentially involved with synchronous pulses. 
Conclusion 
 The Multi-DICE software package is designed for comparative population genetics and 
phylogeography and offers flexibility in user specification of hierarchical co-demographic 
models within a command-line interface R environment, a popular scripting language for 
population genetics (Paradis et al. 2017). This includes operating at different hierarchical levels 
(i.e. Ψ/ψ and ζT/ζ/ζs), applying various demographic trajectories (including co-expansion and co-
contraction), and implementing buffering on parameter values in prior space (β), for either 
genomic-scale or single-locus sequence data. Furthermore, there are several other features not 
discussed here that are available in Multi-DICE, such as partitioning taxa into different modeling 
and data specifications within a combined analysis (Prates et al. 2016). Additionally, there exist 
options that offer greater flexibility within the co-demographic modeling, including 
incorporating two-event/three-epoch size change models, employing exponential rather than 
instantaneous growth, and detecting congruence in other demographic parameters. This 
flexibility extends to data content and format as well, as Multi-DICE also allows exploiting 
94 
 
ancient samples, incorporating generation time heterogeneity, using polarized data (i.e. unfolded 
SFS), removing/adding allele frequency classes (e.g. avoiding classes more prone to error such 
as singletons, or including monomorphic sites and thus mutation rates and whole-locus 
information), and operating simulations under fastsimcoal2’s SNP model instead of its FREQ 
setting. Moreover, prior distributions can be highly customized, for example assigning different 
prior distributions between taxa within a shared pulse and those that are idiosyncratic, allocating 
alternative prior distributions per shared pulse, and conditional buffering through a customized 
user-written function that allows the β value to change depending on the prior draw rather than 
remain a static value across the parameter range. In consideration of this wide range of potential 
applications, we emphasize that as in any modeling exercise, iterative exploration is likely 
necessary with Multi-DICE and should be embraced when it is required. We anticipate that 
Multi-DICE will be a valuable and convenient tool for comparative population geneticists and 
phylogeographers. 
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TABLES AND FIGURES 
Table 2.1. Glossary of hyperparameters, parameter summaries, and parameters. 
hyper/parameter 
(summary) 
symbol 
Details 
Ψ Number of total events; Hyperparameter that directly governs ζ and in turn 
governs η; Ψ = ψ + ζ 
ψ Number of synchronous pulse events; Hyperparameter that directly 
governs ζs and in turn governs ηs 
ζT Total proportion of taxa belonging to any of ψ pulses; ranges from 0.0 – 
1.0; ζT = ∑ ζj
ψ
j=1  when ψ > 1 
ζ Vector of proportions of taxa belonging to each event, thus including ζs, 
ordered such: {ζs, ζi,1, …, ζi,ζ}, with each ζi element = 1/n; Hyperparameter 
that directly governs η 
ζs Vector of proportions of taxa belonging to each pulse {ζ1, …, ζψ}, ordered 
from most recent to most ancient; Hyperparameter that directly governs ηs; 
each element ranges from 2/n – 1.0 
ζi An element of ζ or ζs as the index j iterates from 1 to Ψ or ψ, respectively 
ST Conversion of ζT to numbers of taxa by ζT * n; n = ST + ζ 
S Conversion of ζs to numbers of taxa by ζs * n 
ζ Number of idiosyncratic events, and thus idiosyncratic taxa as well; 
determines length of ηi 
η Vector of times across n taxa in units of number of generations that 
corresponds to ε and N 
ηs Vector of synchronous pulse times corresponding to ζs and thus in 
coinciding order from most recent to most ancient 
ηi Vector of idiosyncratic pulse times and similarly ordered from most recent 
to most ancient 
ε Vector of nuisance size change magnitudes in units of ratio from ancestral 
NE to current NE; corresponds to η and N; though not explored here, within 
Multi-DICE, this parameter could be hyperparameterized by Ψ/ψ and ζ/ζs 
instead of or in complement to η 
N Vector of nuisance NE; corresponds to η and ε; though not explored here, 
within Multi-DICE, this parameter could be hyperparameterized by Ψ/ψ 
and ζ/ζs instead of or in complement to η 
n Total number of taxa in dataset 
β Pulse buffer value, in units of number of generations, between pulses and 
thereby modifying the η prior; though not explored here, if ε or N were 
hyperparameterized, those pulses could be accordingly buffered, and β 
could be delineated by βε and βN, respectively 
Ωη Dispersion index of η, or Var(η)/E(η), a parameter summary describing 
temporal variation among taxa for which there is strong inferential power; 
though not done here, could be calculated for ε and N as well 
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Table 2.2. ζs values given even distribution of ζT = 1.0 for each value of ψ > 0. 
ψ Value ζs Values 
 
ψ = 1 ζ1 = 1.0 
ψ = 2 {ζ1, ζ2} = 0.5 
ψ = 3 {ζ1, ζ2, ζ3} = {0.4, 0.3, 0.3} (in random order per simulation) 
ψ = 4 {ζ1, ζ2, ζ3, ζ4} = {0.3, 0.3, 0.2, 0.2} (in random order per 
simulation) 
ψ = 5 {ζ1, ζ2, ζ3, ζ4, ζ5} = 0.2 
 
 
 
Table 2.3. Specifications of subset reference tables for truncating hyperprior range 
simulation experiment. 
Subset 
reference 
table 
hyperprior 
Total 
simulations 
(based on 
100,000 per ψ 
value) 
Total PODs 
(based on 20 per 
ψ value) 
Total sub-
sampled 
simulations  
for each cycle of 
10 hRF decision 
trees  
(based on 1,000 
per ψ value)  
Remaining 
simulations  
for hRF sub-
sampling once 
PODs removed 
hABC 
accepted 
tolerance 
level 
(leading to 
1,500 retained 
simulations) 
ψ ~ U{0, 5} 600,000 120 6,000 599,880 0.00250 
ψ ~ U{0, 4} 500,000 100 5,000 499,900 0.00300 
ψ ~ U{0, 3} 400,000 80 4,000 399,920 0.00375 
ψ ~ U{0, 2} 300,000 60 3,000 299,940 0.00500 
ψ ~ U{0, 1} 200,000 40 2,000 199,960 0.00750 
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Table 2.4. Results for testing inferential frameworks simulation experiment. 
 Instantaneous Co-expansion Instantaneous Co-contraction 
 r RMSE r RMSE 
hRF prediction of Ψ 
 0.600 2.22 0.807 1.77 
hRF coupled with PLS prediction of Ψ 
 0.469 2.44 0.831 1.73 
hABC hyperparameter estimation of Ψ 
 
tol. = 
 
0.0050 
Mean 0.500 2.41 0.800 1.77 
Median 0.426 2.85 0.733 2.03 
Mode 0.413 3.19 0.602 2.67 
 
tol. = 
 
0.0010 
Mean 0.534 2.36 0.800 1.77 
Median 0.428 2.85 0.735 2.03 
Mode 0.427 3.05 0.631 2.53 
 
tol. = 
 
0.0005 
Mean 0.547 2.34 0.802 1.76 
Median 0.495 2.71 0.758 1.95 
Mode 0.481 2.94 0.666 2.40 
hABC coupled with PLS hyperparameter estimation of Ψ 
 
tol. = 
 
0.0050 
Mean 0.323 2.75 0.612 2.83 
Median 0.251 2.75 0.392 2.99 
Mode 0.234 2.75 0.301 2.99 
 
tol. = 
 
0.0010 
Mean 0.384 2.67 0.641 2.61 
Median 0.267 2.74 0.466 2.82 
Mode 0.277 2.76 0.385 2.88 
 
tol. = 
 
0.0005 
Mean 0.402 2.64 0.665 2.52 
Median 0.221 2.77 0.457 2.84 
Mode 0.202 2.85 0.397 2.90 
hCL optimization of Ψ 
 0.027 4.10 0.259 3.49 
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Table 2.5. Results for pulse buffer on prior space simulation experiment. 
 β = 0 generations β = 30,000 generations PODs: β = 0 
Reference Table: β = 30,000 
r RMSE r RMSE r RMSE 
hRF prediction of Ψ 
 0.609 2.32 0.758 1.91 0.666 2.26 
hABC model selection of Ψ 
Mean 0.600 2.37 0.750 1.96 0.617 2.43 
Median 0.557 2.65 0.686 2.20 0.596 2.71 
Mode 0.507 3.07 0.722 2.18 0.527 2.91 
hABC parameter summary estimation of Ωη 
Mean 0.932 7555 0.874 9750 0.904 11009 
Median 0.886 12616 0.860 11120 0.905 11042 
Mode 0.846 13727 0.889 12775 0.826 15227 
hABC parameter summary estimation of E(η) 
Mean 0.945 14550 0.927 12539 0.962 13072 
Median 0.920 14199 0.946 11738 0.962 12923 
Mode 0.915 15983 0.949 12222 0.957 13644 
 
Table 2.6. Results for truncating hyperprior range simulation experiment. 
 ѱ ~ U{0, 1} ѱ ~ U{0, 2} ѱ ~ U{0, 3} ѱ ~ U{0, 4} ѱ ~ U{0, 5} 
r RMSE r RMSE r RMSE r RMSE r RMSE 
hRF prediction of Ψ 
 0.987 0.73 0.897 1.79 0.809 2.08 0.756 2.07 0.758 1.91 
hABC model selection of Ψ 
Mean 0.963 1.22 0.901 1.79 0.808 2.13 0.754 2.10 0.750 1.96 
Median 0.900 2.01 0.830 2.35 0.705 2.65 0.711 2.37 0.686 2.20 
Mode 0.900 2.01 0.864 2.11 0.811 2.16 0.744 2.35 0.722 2.18 
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Figure 2.1. Hierarchical co-demographic models. (a) Example instantaneous co-expansion 
model. (b) Example instantaneous co-contraction model. Both models are such that eight of the 
ten taxa are assigned to three synchronous co-demographic pulses (ѱ = 3; ζT = 0.8), with the first 
pulse containing three taxa (ζ1 = 0.3), the second pulse containing another two taxa (ζ2 = 0.2), 
and the third pulse containing yet another three taxa (ζ3 = 0.3). Pulse 1 occurs at the most recent 
time (ηs,1), pulse 2 occurs at the intermediate time (ηs,2), and pulse 3 occurs at the most ancient 
time (ηs,3). The remaining two taxa are then behaving idiosyncratically in time from all other taxa 
(ηi,1 and ηi,2). Each taxon is allowed nuisance demographic parameter draws independent from 
each other ({ε1, …, ε10} and {N1, …, N10}). 
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Figure 2.2. Flowchart of Multi-DICE usage. Multi-DICE accomplishes multi-taxa co-
demographic inference under a hierarchical model through three major steps: model 
specification, single-population simulation across multiple taxa, and conversion of simulated 
data to multi-taxa summary statistics. Hierarchical co-demographic model specification is 
conducted across multiple functions in sequence, with preceding functions contained within 
successive functions. This sequential embedding of functions extends to dice.sims(), allowing the 
entire model specification process to be performed concurrently with data simulation. Simulated 
data can then be converted to multi-taxa summary statistics by either dice.aSFS() or 
dice.sumstats(), depending on the data type. Additionally, these functions can be applied to 
empirical data as well. To clarify, only two Multi-DICE functions/command lines, dice.sims() 
and dice.aSFS()/dice.sumstats(), are needed for simplest usage to construct a reference table of 
multi-taxa summary statistics under a hierarchical co-demographic model. This reference table 
101 
 
can then be exploited in a downstream software program for hRF or hABC purposes, where 
appropriate statistical practices should be used to examine robustness and fit. Importantly, 
exploratory analyses should be performed on the empirical data prior to deploying Multi-DICE 
to better guide its usage, e.g. to determine sensible prior distributions and evaluate differences 
among taxa. 
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Figure 2.S1. Cross-validation plots for testing inferential frameworks under co-expansion 
model.   True Ψ values on the x-axis and estimated Ψ values on the y-axis across 100 total 
PODs. These plots correspond to values reported in Table 2.4. a) hRF; b) hRF with PLS; c) 
hABC; d) hABC with PLS; e) hCL. For c) and d), mean estimates given a tolerance of 0.0005 
are displayed; plots of median and mode estimates are difficult to interpret due to overlapping of 
points resulting from discrete value estimates, and plots across tolerance levels are qualitatively 
similar, with 0.0005 being the most accurate. Importantly, e) demonstrates lacking signal to 
estimate Ψ. Furthermore, coupling with PLS in b) and d) does not appear to offer any 
improvement in estimation compared to a) and c), respectively. Additionally, for a) – d), PODs 
simulated under a true Ψ = 1 value particularly suffered from identifiability issues, such that 
estimates are not well correlated since these range across most possible Ψ values. This can be 
largely attributed to the wide flexibility in the corresponding ζs hyperprior, which allowed a high 
degree of idiosyncrasy.  
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Figure 2.S2. Cross-validation plots for testing inferential frameworks under co-contraction 
model.   True Ψ values on the x-axis and estimated Ψ values on the y-axis across 100 total 
PODs. These plots correspond to values reported in Table 2.4. a) hRF; b) hRF with PLS; c) 
hABC; d) hABC with PLS; e) hCL. For c) and d), mean estimates given a tolerance of 0.0005 
are displayed; plots of median and mode estimates are difficult to interpret due to overlapping of 
points resulting from discrete value estimates, and plots across tolerance levels are qualitatively 
similar, with 0.0005 being the most accurate. The patterns illustrated here are largely consistent 
with Figure 2.S1.  
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Figure 2.S3. Cross-validation plots for pulse buffer experiment estimating Ψ.   True Ψ 
values on the x-axis and estimated Ψ values on the y-axis across 20 PODs per true Ψ value for 
120 total PODs. These plots correspond to values reported in Table 2.5. Column 1, or a) & d): β 
= 0; Column 2, or b) & e): β = 30,000; Column 3, or c) & f): β = 0 for PODs and β = 30,000 for 
reference table; Row 1, or a) – c): hRF; Row 2, or d) – f): hABC. For hABC, mean estimates are 
displayed, since plots of median and mode estimates are difficult to interpret due to overlapping 
of points resulting from discrete value estimates. Expectedly, buffer implementation seemingly 
had greater effect at higher Ψ values.  
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Figure 2.S4. Cross-validation plots for pulse buffer experiment estimating Ω.   True Ω 
values on the x-axis and estimated Ω values on the y-axis across 50 total PODs. These plots 
correspond to values reported in Table 2.5. Column 1, or a), d), & g): β = 0; Column 2, or b), e), 
& h): β = 30,000; Column 3, or c), f), & i): β = 0 for PODs and β = 30,000 for reference table; 
Row 1, or a) – c): hABC mean estimates; Row 2, or d) – f): hABC median estimates; Row 3, or 
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g) – i): hABC mode estimates. Notably, buffer implementation had minimal effect on Ω 
estimation.  
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Figure 2.S5. Cross-validation plots for pulse buffer experiment estimating E(τ).   True E(η) 
values on the x-axis and estimated E(η) values on the y-axis across 50 total PODs. These plots 
correspond to values reported in Table 2.5. Column 1, or a), d), & g): β = 0; Column 2, or b), e), 
& h): β = 30,000; Column 3, or c), f), & i): β = 0 for PODs and β = 30,000 for reference table; 
Row 1, or a) – c): hABC mean estimates; Row 2, or d) – f): hABC median estimates; Row 3, or 
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g) – i): hABC mode estimates. Notably, buffer implementation had minimal effect on E(η) 
estimation.  
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Figure 2.S6. Cross-validation plots for truncating Ψ hyperprior experiment.   True Ψ values 
on the x-axis and estimated Ψ values on the y-axis across 20 PODs per true Ψ value. These plots 
correspond to the values reported in Table 2.6. a) & b): ѱ ~ U{0, 1}; c) & d): ѱ ~ U{0, 2}; e) & 
f): ѱ ~ U{0, 3}; g) & h): ѱ ~ U{0, 4}; i) & j): ѱ ~ U{0, 5}; a), c), e), g), & i): hRF; b), d), f), h), 
& j): hABC. For hABC, mean estimates are displayed, since plots of median and mode estimates 
are difficult to interpret due to overlapping of points resulting from discrete value estimates. 
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Testing Inferential Frameworks Extended Methods 
To generate PODs and reference tables, we employed the hyperprior ζs ~ U{2, (10–
2*(Ψ–1))}/10, such that each synchronous pulse had at least two taxa. Single-population SFS 
were produced from 25,000 independent genealogies and following the prior distributions η ~ 
U{5,000, 200,000} (in units of number of generations), εηs (ε for taxa within synchronous pulses) 
~ ln U(0.01, 0.10) for co-expanders, εηs ~ 1/ln U(0.01, 0.10) for co-contractors, εηi (ε for 
idiosyncratic taxa) ~ ln U(0.01, 1.00) for co-expanders, εηi ~ 1/ln U(0.01, 1.00) for co-
contractors, and N ~ U{50,000, 250,000}. Importantly, in the special case of ψ = 0, since here Ψ 
= 10 and all other values of ψ result in Ψ < 10, which results in 0 acting as a poor numeric 
representation of this scenario for estimation purposes, all instances of ψ = 0 were converted to Ψ 
= 10. 
 To achieve hCL inference, a custom Python protocol was employed that calls from dadi 
to calculate the expected SFS, deploys the multinomially distributed CL equation applied in 
fastsimcoal2, and operates the BFGS optimization algorithm as done in dadi. Importantly, 
instead of obtaining the expected SFS through stochastic coalescent simulations from 
fastsimcoal2, we selected dadi to derive a deterministic expected SFS from its Wright-Fischer-
based diffusion approximation algorithm and accordingly used the BFGS algorithm. The latter 
should not meaningfully deviate from the former for single-population SFS, yet its deterministic 
nature may be more appropriate for exploring the increased complexity in parameter and thus 
likelihood space associated with our hierarchical co-demographic model. To accommodate 
parameter hierarchy, each discrete value within the ψ hyperprior was treated as a separate model 
and the vectors ζ and ηs were subsequently optimized given initially-drawn and fixed nuisance 
taxon-specific demographic parameter values (i.e. ηi, N, and ε across all taxa). There were 200 
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optimization replicates per ψ model, for a total of 1200 replicates per POD inference, and ψ 
estimation was based on the replicate with the highest likelihood among the total set. We 
selected 200 replicates per ψ value to balance between sufficiently exploring the hierarchical 
levels of likelihood hyperspace and practical considerations of computational expense. To 
clarify, each replicate had an a priori assignment of taxon-specific parameter values that was 
independent from all other replicates and remained constant throughout optimization. 
There existed a swapping tradeoff among ηs and ηi values as the values in the vector ζs 
changed throughout optimization. In other words, as optimization progressed, the assignment of 
ηs and ηi values relative to the initially-drawn and fixed N and ε values changed correspondingly. 
For example, if a particular replicate given n = 10 and ψ = 2 changes during an optimization step 
from ζ1 = 0.6 and ζ2 = 0.4 to ζ1 = 0.5 and ζ2 = 0.4, then the first six sets of fixed N and ε values 
that were previously coupled with ηs,1 and the next four sets of fixed N and ε values that were 
previously coupled with ηs,2 would be re-shuffled such that instead, to calculate the expected 
aSFS and associated likelihood, the first five sets of fixed N and ε values are coupled with ηs,1, 
the next four sets of fixed N and ε values are coupled with ηs,2, and the last tenth set of fixed N 
and ε values are coupled with the fixed ηi value when ζ = 1. Importantly in this example, the 
sixth set of N and ε values changed from being coupled with ηs,1 to ηs,2, and the tenth set of N and 
ε values changed from being coupled with ηs,2 to the ηi value initially drawn to be assigned to the 
tenth set of N and ε values. Notably, the initially-drawn and fixed vector of {η(2*ψ)+1, …, η10} 
continuously has values displaced throughout optimization, the number of which is dependent on 
S and ζ. To avoid a similar routine for ε, the broader distribution of ε ~ log U(0.01, 1.00) was 
employed for initial parameter draws, regardless of pulse membership. All other distributions for 
initial parameter draws and parameter search ranges were the same as the priors outlined above. 
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Borrowing from the CL procedure implemented in fastsimcoal2, optimization was 
performed on the difference between the expected and observed likelihood, with the rule that the 
expected could not exceed the observed. For each replicate, there were 40 iterative cycles of 
BFGS optimization, which is the standard amount for the analogous optimization method within 
fastsimcoal2 and exceeds the threshold for BFGS convergence, which is the number of free 
parameters squared, at most ψ values (3 parameters for ζ and 3 parameters for ηs when ψ = 3  
6
2
 = 36 cycles). 
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CHAPTER 3 
Comparative Phylogeographic and Genomic Inference of Co-distributed Population-pairs 
Introduction 
A long-standing focus in comparative phylogeography is to use replicate sister taxon-pairs to 
elucidate processes underlying allopatric or parapatric divergence by inferring the degree of 
shared response to emerging or existing landscape barriers (Avise et al. 1987; Bermingham and 
Moritz 1998; Bernatchez and Wilson 1998; Avise 2000; Arbogast and Kenagy 2001; Soltis et al. 
2006; Hickerson et al. 2010). This endeavor has traditionally relied on qualitatively observing 
collective patterns of pairwise divergences to circumstantially make inferences about multi-taxa 
histories (Hoffmann and Baker 2003; Lessios et al. 2003; Alvarado Bremer et al. 2005; Lourie et 
al. 2005; Goldstien et al. 2006; Richards et al. 2007). Likewise, it is commonplace to 
approximate whether geographic boundaries that divide structured populations coincide among 
multiple species or taxa, with the assumption that general similarities suggest concordant 
demography in joint historical response to environmental features (Taberlet et al. 1998; Zink 
2002; Pastorini et al. 2003; Barber et al. 2006; Maliouchenko et al. 2007). However, the 
advancement of inferential methods has allowed researchers to investigate historical processes 
using probabilistic models that offer parameter estimation. For comparative inference, such 
analyses can be conducted independently per constituent dataset, with results compared post-hoc 
to assess historical congruence (Carstens et al. 2004; Fedorov et al. 2008; Bacon et al. 2015; 
Edwards et al. 2016; Oswald et al. 2017). Although seemingly straightforward, such heuristic 
post-hoc assessments are prone to being opinion-oriented, as well as potentially confounded due 
to the compounding of error and uncertainty inherent to each separate analytical iteration. 
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Alternatively, multiple demographic histories can be modeled together simultaneously within a 
single unified analysis to account for individual variance across taxa (Edwards and Beerli 2000; 
Carstens et al. 2016; Satler and Carstens 2016). One such approach is hierarchical co-
demographic modeling, which allows explicit hypothesis testing among independent taxa that 
may be unrelated while increasing accuracy due to the statistical pooling power or borrowing 
strength derived from globally modeling multiple exchangeable datasets (Hickerson et al. 2007; 
Chan et al. 2014; Xue and Hickerson 2015, 2017). 
Hierarchical co-demographic modeling for sister taxon-pairs is available in the software 
program msBayes (Hickerson et al. 2007, 2014; Huang et al. 2011). However, this method has 
restricted modeling capabilities with respect to specifying historical events as well as an 
inflexible hyperparameterization strategy (e.g. cannot infer proportion of taxa membership 
within a single synchronous co-divergence pulse, or congruence in parameters besides co-
divergence timing). More importantly, it is computationally constricted to single-locus data, such 
as mitochondrial barcodes, or a small number of nuclear loci (Carnaval et al. 2009; Stone et al. 
2012; Smith et al. 2014). Demographic inference based on data of such magnitude is limited in 
scope due to being encumbered by substantial statistical and sampling uncertainty (Rubinoff et 
al. 2006; Song et al. 2008; Petit and Excoffier 2009). Conversely, accommodating data 
containing thousands of SNPs considerably benefits inferential resolution and power (Adams and 
Hudson 2004; Robinson et al. 2014), and with the use of next-generation sequencing becoming 
more commonplace as a result of reducing costs, there is a growing need and utility for 
extending hierarchical co-demographic modeling to genomic-scale applications (Xue and 
Hickerson 2015). Such implementation would improve the ability to explore more complex 
models, including incorporation of various migration and size change parameters as well as 
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detecting degree of congruency among multiple demographic parameters. The recently 
developed aggregate site frequency spectrum (aSFS), which permits comparative size change 
models of independent single populations coupled with genomic-level data and can be utilized in 
the R package Multi-DICE (Xue and Hickerson 2015, 2017; Prates et al. 2016), opens the 
possibility of a large-scale data summarization that contains signal of co-demography across 
multiple population-pairs. This could then be exploited under hierarchical modeling for 
comparative statistical inference. 
To this end, we describe a generalized population-pair divergence model and its 
according hierarchical co-demographic model, as well as introduce the associated data 
summarization, the aggregate joint site frequency spectrum (ajSFS). We then re-analyze a 
previously published RAD-seq dataset of eight lamprey population-pairs under this inferential 
framework. This comparative dataset consists of a species-pair between river lamprey (Lampetra 
fluviatilis), which are anadromous and parasitic, and its freshwater-exclusive and non-parasitic 
counterpart of brook lamprey (L. planeri), locally replicated throughout Western Europe 
(Rougemont et al. 2017). For this ajSFS application, we are explicitly interested in testing co-
demographic hypotheses by evaluating temporal synchrony among co-divergence times as well 
as variability within other demographic parameters. 
 
Materials and Methods 
DEMOGRAPHIC MODEL OF INDIVIDUAL POPULATION-PAIRS 
Here, we utilize a population-pair model that treats the two “tip” lineages as sister panmictic 
populations derived from their most recent common ancestral population. Deep population 
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structure for the ancestral or either of the descendent populations is assumed to be absent, with 
tip populations indexed arbitrarily as “0” and “1” to distinguish parameters  (Figure 3.1). 
Specifically, population “0” and population “1” are subject to respective present-day effective 
population sizes (NE), N
0
 and N
1
, in number of haploids. Divergence of the ancestral population 
occurs at time η1and the descendent tip populations experience two phases of asymmetric 
continuous migration as well as instantaneous size changes. Both shifts in migration rates as well 
as size changes are simultaneously associated with time η2. These time parameters are scaled by 
number of generations. The four different migration intensity parameters (M) are notated as M
x-
y:z
, with x symbolizing recent (1) or ancient (2) phases and y:z designating source and sink 
population indices, respectively, from a forward-in-time perspective (i.e. M
1-0:1
, M
1-1:0
, M
2-0:1
, M
2-
1:0
). Migration intensities are rates of effective haploid migrants per generation, i.e. scaled by 
NE*m where m is the generational probability of per individual migration. Lastly, the two distinct 
size change magnitude ε parameters are affixed with the aforementioned population indices (i.e. 
ε0, ε1), with population-specific size change magnitudes scaled by the ratio of NE before size 
change to NE after size change from a forward-in-time context (i.e. past:future), such that values 
< 1 denote expansion and > 1 signify contraction (Table 3.1). 
 In the interest of flexibility, we employ a single comprehensive model (Figure 3.1a) that 
nests within it several commonly tested divergence models, including isolation with immediately 
subsequent continuous migration through to the present (IM; Figure 3.1b), isolation with 
immediately subsequent continuous migration that ceases before present (i.e. ancient migration 
AM, often associated with parapatric divergence; Figure 3.1c), continuous migration that is 
preceded by a period of strict isolation (i.e. secondary contact SC; Figure 3.1d), and strict 
isolation with no migration (SI, often associated with allopatric divergence; Figure 3.1e). This 
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wide range of migration syndromes may be discriminated under this broadly encompassing 
population-pair model through exploration across parameter space and accordingly parameter 
estimation. This manner of inferring historical scenario is in contrast to the often used tactic of 
defining these related demographic trajectories as competing, discretized models and performing 
model selection (Pelletier and Carstens 2014; Roux et al. 2016; Jackson et al. 2017; Oswald et al. 
2017; Rougemont et al. 2017). However, in consideration of downstream hierarchical co-
demographic model construction, we avoid this approach in favor of this generalized population-
pair model in order to treat the multiple population-pair datasets and associated individual 
models as exchangeable (Schlüter et al. 1997; Gelman et al. 2003; Teh et al. 2005). For example, 
if a preliminary analysis determines that several individual datasets resemble AM and the 
remaining are indicative of IM, then it is more desirable to model these all together under an 
inclusive generalized model whereby AM and IM are differentiated by migration intensity 
parameter estimates. 
HIERARCHICAL CO-DEMOGRAPHIC MODEL OF POPULATION-PAIRS 
Our hierarchical co-demographic model is an extension of that described in Xue and Hickerson 
(2017) to accommodate sister population-pairs, multiple historical events per population-pair, 
and multiple co-demographic hyperparameters (Figure 3.2). To elaborate, the demographic 
model detailed above is extended to n number of population-pairs, therefore the aforementioned 
parameters are notated as vectors with numeric subscripts identifying the vector elements and 
arbitrarily alluding to individual taxon-specific parameters, e.g. η1 = {η11, η
1
2, …, η
1
n}. Population 
indices correspond along all population-pairs (e.g. population “0” in one population-pair is 
associated with population “0” from all other population-pairs). We emphasize here that 
population-pairs are regarded as independent from each other such that shared ancestry is not 
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assumed between them. Hence, phylogenetically distant taxa could potentially be hierarchically 
modeled together here, though comparing highly disparate taxa that greatly differ in life history 
traits could possibly cause complication. 
To estimate variability in taxon-specific responses and thereby elucidate biologically 
meaningful groupings, we defer to the hyperparameters defined in Xue and Hickerson (2017), 
specifically ψ, ζT, and ST (hereby S) (Table 3.2). These could be applied to any set of analogous 
demographic parameter values among taxa, thus parameter symbols are subscripted to 
distinguish co-demographic hyperparameters (e.g. ψη1 and ζη1 for η
1
). Similarly, an s subscript 
denotes a vector of values for ψ shared pulses of co-demography, with numeric subscripts 
identifying the vector elements and referring to each specific pulse (e.g. η1s = {η
1
s,1, η
1
s,2, …, 
η1s,ψ} for synchronous co-divergence timings). Likewise, an i subscript represents the vector of 
according idiosyncratic draws that are unique in value, with numeric subscripts arbitrarily 
pertaining to individual population-pairs (e.g. η1i = {η
1
i,n-S+1, η
1
i,n-S+2, …, η
1
i,n}). Furthermore, 
parameter summaries can be calculated for any set of taxon-specific parameter values, including 
dispersion index (Ω; i.e. variance/arithmetic mean) and arithmetic mean. Additionally, we 
introduce utilizing the mean absolute deviation from the median as a parameter summary within 
this context of aggregate population-pair co-demography (Δ; e.g. Δ(η1) = 
 
 
∑      η
1
j – 
median(η1) ). As a deviation statistic, Δ is a standard measure of statistical dispersion that 
benefits from conveying information in an intuitive manner as well as being more robust than Ω 
to low sampling due to relying less on normality assumptions (Herrey 1965; Pham-Gia and Hung 
2001; Leys et al. 2013). 
AGGREGATE JOINT SITE FREQUENCY SPECTRUM 
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To enable inference under our hierarchical co-demographic model given SNP data aggregated 
from multiple sister population-pairs, we introduce a corresponding genomic-level 
summarization, the ajSFS (Figure 3.3). The ajSFS is an extension of the aSFS, following a 
similar construction procedure described in Xue and Hickerson (2015). Specifically, a joint site 
frequency spectrum (joint-SFS) with relative SNP frequencies (i.e. proportion of total SNPs 
rather than SNP count) is calculated for every population-pair, with all joint-SFS projected to 
equivalent sampling for number of individuals and ideally of comparable SNP sampling. 
Subsequently, the independent joint-SFS are collated and bins are re-arranged in descending 
order per joint allele frequency class (joint-AFC), thus forming a new summary statistic vector, 
the ajSFS. For example, assuming a comparative dataset of n = 5 with all population-pairs 
comprising of 10 haploid samples per tip “0”, 20 haploid samples per tip “1”, no monomorphic 
sites, and a folded spectrum such that derived joint-AFCs are ignored due to no polarization 
against an outgroup, then each joint-SFS has 11 * 21 = 231 joint-AFCs with 1 subtracted for the 
monomorphic sites and 110 subtracted for the folding. Given the n = 5 sister-pairs, there will 
then be a total of (231 – 1 – 110) * 5 = 600 bins in the resulting ajSFS. 
COMPARATIVE DATASET OF LAMPREY POPULATION-PAIRS 
We demonstrated our hierarchical co-demographic modeling approach with the ajSFS using 
RAD-seq SNP data collected from a lamprey species-pair, consisting of the anadromous river 
lamprey (L. fluviatilis) and freshwater brook lamprey (L. planeri), across eight sampling 
localities. The dataset was downloaded from Dryad (doi:10.5061/dryad.5p5c0), and was in 
folded joint-SFS format with L. fluviatilis populations assigned to population “0” and L. planeri 
populations designated to population “1” (Rougemont et al. 2017). Considering that the ajSFS 
protocol implies that all population-pairs must be of equivalent individual-level sampling, and 
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there was initially a range of 20 – 34 haploids per tip population, the joint-SFS vectors were 
down-projected to 20 haploids per tip population. This down-projection technique was 
performed with a custom R script that followed the same procedure applied by the Python 
module δaδi (Gutenkunst et al. 2009), such that every sub-sampling combination was achieved 
to produce the reduced-sampled joint-SFS. These empirical data were then converted to ajSFS 
format. 
Since this ajSFS is a large composite vector of eight individual joint-SFS, with each of ( 
8 population-pairs * ( (21 tip population AFCs)
2
 – 1 monomorphic joint-AFC – 210 folded joint-
AFCs ) ) = 1840 ajSFS bins treated as a separate summary statistic, another observed dataset was 
constructed where the collective joint-SFS were further down-projected to 10 haploids per tip 
population. This second ajSFS instead contained ( 8 population-pairs * ( (11 tip population 
AFCs)
2
 – 1 monomorphic joint-AFC – 55 folded joint-AFCs ) ) = 520 ajSFS bins. Downstream 
analyses were implemented independently for the two empirical datasets. 
SIMULATION REFERENCE TABLES 
To perform downstream Bayesian inference, we used the coalescent simulator fastsimcoal2.5221 
(Excoffier et al. 2013) under the FREQ setting to directly generate reference tables given 20 
haploids per tip population along with 10,000 genealogies per joint-SFS to approximate SNP 
sampling for the empirical data. First, we simulated a single reference table of 500,000 joint-SFS 
vectors under the generalized population-pair model for preliminary demographic analysis 
against each of the eight individual datasets separately to better inform the hierarchical model. 
Subsequently, for the co-demographic analysis, we produced three alternative ajSFS reference 
tables comprising of 1,200,000 simulations each: 1) taxon-specific prior distributions minimally 
124 
 
informed by the preliminary results, therefore deploying a broadly inclusive population-pair 
model; 2) taxon-specific prior distributions highly informed by the preliminary analysis, 
particularly ubiquitous enforcement of a SC scenario and twofold growth in population “1”, thus 
utilizing a more constrained population-pair model that is still generally applicable across taxa; 
and 3) exploiting the same prior distributions as 2) except with an additional fixation of η1s,1 
(hereby η1s) = 200,000 generations. To clarify, this third option still allows η
1
i to freely vary and 
acts as an explicit test for ζ given a hypothesized synchronous time of co-divergence, with the 
value based approximately on the preliminary results. 
These four reference tables randomly drew from prior distributions that were largely 
informed by the experimental design and results from Rougemont et al. (2016) (Table 3.S1). For 
the three ajSFS reference tables, we employed the hyperprior ζT,η1 (hereby ζ) ~ U{1, n}/n with 
ψη1 < 1. This is equivalent to the set distribution ζ ~ {0.125, 0.250, 0.375, 0.500, 0.675, 0.750, 
0.875, 1.000}, or uniform along every possible discrete value of population-pair membership 
within a single synchronous divergence pulse. Moreover, we enacted a buffer β (Prates et al. 
2016; Xue and Hickerson 2017) forcing η1i draws to be 0.05 natural log units away from η
1
s. 
Additionally, the parameter summaries Δ, Ω, and arithmetic mean were calculated per simulation 
across demographic parameter vectors to assess signals of co-demographic congruency in taxon-
specific parameter values. Finally, the ajSFS reference tables were down-projected to 10 
haploids per tip population following the protocol outlined above to create three more reference 
tables. 
CROSS-VALIDATION OF CO-DEMOGRAPHIC INFERENCE SIMULATION 
EXPERIMENTS 
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We conducted several in silico experiments that investigated the bias and precision of our 
hierarchical co-demographic parameterization options. To accomplish this, “leave-one-out” 
cross-validation was utilized on the ajSFS reference tables, which entails iteratively treating a 
single random simulation as a pseudo-observed dataset (POD) and performing inference with the 
remaining reference table. Cross-validation was applied under hierarchical hyperparameter 
prediction from random forest regression (hRF) as well as hierarchical hyperparameter and 
parameter summary estimation under hierarchical approximate Bayesian computation simple 
rejection sampling (hABC). Importantly, hRF was exploited solely for ζ hyperparameter 
prediction since random forest algorithms are computationally limited from having to resolve 
decision tree nodes and hence are optimal for model selection or estimation across a highly 
restricted discrete range. The large reference tables were read into the R environment using the 
library bigmemory, and hRF was achieved by employing the function and library randomForest 
(Liaw and Wiener 2002). To perform hRF, 10,000 decision trees were built per reference table 
from 1,000 iterations of randomly sub-sampling 5,000 simulations with replacement to build 10 
trees with a maximum 200 features per node. In the case of hABC, 1,500 ajSFS simulations were 
accepted to construct a posterior distribution. This was done with a custom R function because of 
the high memory requirements imposed by the large ajSFS summary statistic vector. 
As a complement to parameter summary estimation, which provides a convenient 
interpretation of taxon-specific parameter variability, for Δ parameter summaries exclusive of η1 
that demonstrated statistical power to detect during cross-validation (e.g. r > 0.75), we applied a 
post-hoc conversion of corresponding taxon-specific draws throughout the entire reference table 
to ζT values assuming ѱ < 1 (e.g. ζT,η2, hereby ζη2; ζT,M1-0:1, hereby ζM1-0:1). This includes retained 
simulations in POD hABC posterior distributions, allowing ζT hyperposterior distributions to be 
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extracted without re-simulation or repeated hABC cross-validations. To accomplish this, the 
median of a set of taxon-specific draws was treated as a hypothetical shared pulse value (e.g. 
η2s,1), and draws within 0.05 natural log units of this shared pulse value were used to evaluate ζT, 
thus mimicking a buffer β akin to that applied to the η1 prior. Cases without an included draw 
were designated ζT = 0.125. 
In total, there were six reference table cross-validations from the three parameterization 
options and two sampling down-projections. For every reference table, the same set of 160 
PODs, from 20 PODs per discrete ζ value, was used for both hRF and hABC ζ hyperparameter 
estimation, while a separate 100 PODs was exploited for hABC estimation of parameter 
summaries. Estimated values were compared against true values by calculating Pearson’s r 
correlation, root mean squared error (RMSE), and mean hyperposterior distributions per true 
value of ζ for hABC hyperparameter estimation. 
COMPARATIVE INFERENCE OF EIGHT LAMPREY POPULATION-PAIRS 
For the eight individual population-pairs, the simple rejection algorithm was deployed for 
approximate Bayesian computation (ABC) inference. To clarify, each of the eight observed joint-
SFS vectors was sequentially applied to the same joint-SFS reference table, which was also read 
into the R environment using the library bigmemory. ABC was accomplished with the function 
and library abc (Csilléry et al. 2012), and executed given 1,000 retained joint-SFS simulations 
for a posterior distribution. Subsequently, hyperparameter and parameter summary estimation 
was performed on the single aggregated dataset of the eight population-pairs across the six ajSFS 
reference tables with both hRF and hABC following the procedure detailed above. 
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To heuristically and visually assess hierarchical co-demographic model fit, we 
constructed a principal component analysis (PCA) against every set of 1,500 hABC accepted 
simulations, constituting a predictive check sampled from the prior. Similarly, these six posterior 
distributions were then re-simulated to build six additional PCAs, establishing another predictive 
check that is instead sampled from the posterior. Specifically, the set of taxon-specific parameter 
draws forming a single retained simulation was leveraged to generate another ajSFS, resulting in 
1,500 new simulations per reference table with the same parameter draws as the posterior along 
with the prior predictive check. Subsequently, the empirical data were projected onto the 
principal components of the PCAs (Cornuet et al. 2010; Berlin et al. 2011; Sjödin et al. 2012). 
 
Results 
INDIVIDUAL POPULATION-PAIR ANALYSIS 
The number of SNPs for the eight lamprey joint-SFS vectors down-projected to 20 haploids 
ranged from 7,870 – 11,899, and when further down-projected to 10 haploids, the number of 
SNPs ranged from 6,263 – 9,580 (Table 3.S2). Individual ABC demographic analyses, which are 
reported here only for median point estimates with mean and mode point estimates available in 
Supplementary Material, unveiled a universal pattern of very low ancient M
2
 estimates across all 
of the eight population-pairs, indicative of a SC scenario following a period of isolation (M
2-0:1
 = 
0.015 – 0.028; M2-1:0 = 0.008 – 0.014; Tables 3.3, 3.S3). Migration rates remained fairly low to 
present day from anadromous populations to freshwater populations, with estimates of 
approximately 0.01 or lower for half of the population-pairs (M
1-1:0
 = 0.005 – 0.318). In contrast, 
SC migration rates in the opposite direction up to present day were high, with M
1-0:1
 median 
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estimates > 1.0 for all but one population-pair and on the order of several haploid migrants per 
generation for half of the population-pairs (M
1-0:1
 = 0.953 – 7.365). Interestingly, there was a 
strong negative correlation between M
1-0:1
 and M
1-1:0
 along the eight population-pairs (r = -
0.779). Additionally, there was a strong correlation among both ancient and recent migration 
phases for rates from population “1” to population “0” (r = 0.775), with all of these rates always 
less than the reverse-direction counterpart without exception. 
Expansion magnitude was low to moderate for L. fluviatilis populations (ε0 = 3.3x – 
8.4x) and consistently low for L. planeri populations (ε1 = 1.6x – 2.4x). The ranges for the two 
historical event timings of divergence and migration/size change were moderate (η1 = 142,795 – 
324,192; η2 = 35,673 – 107,774), making it unclear the degree to which times were in synchrony 
based on this individual population-pair analysis alone. Notably, η1 and η2 were highly correlated 
across population-pairs (r = 0.982), though this could largely be an effect of the η2 prior being 
conditional on η1. 
In addition to testing for synchronous co-divergence during the late Pleistocene of the 
non-parasitic freshwater brook populations from their anadromous and parasitic river 
complements, key questions to test in the downstream hierarchical analysis therefore include the 
variability in SC timing as well as the strength in this SC co-migration. 
HIERARCHICAL CO-DEOMGRAPHIC SIMULATION EXPERIMENTS 
Cross-validation strongly suggests that parameterization option 1 with the minimally 
informed priors is a challenging modeling approach, whereas the priors that were highly 
informed by the preliminary analysis in parameterization options 2 and 3 led to much greater 
inferential accuracy (Figure 3.S1; Tables 3.4, 3.S4-5). Specifically, correlation scores between 
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known true and estimated POD values, which here refer solely to median point estimates given 
the 20 haploids data sampling with results based on mean and mode point estimates as well as 
the 10 haploids down-projection disclosed in Supplementary Material, were r = {0.514, 0.524, 
XXX, 0.258, 0.671} under option 1, r = {0.816, 0.739, 0.836, 0.817, 0.958} under option 2, and 
r = {0.975, 0.938, 0.956, 0.891, 0.975} under option 3, for hRF prediction of ζ as well as hABC 
model selection of ζ, Δ(η1), Ω(η1), and E(η1), respectively. Notably, the capacity to detect η1s was 
still limited under option 2 (r = 0.553). Mean hyperposterior probabilities from hABC model 
selection cross-validation further illustrate the shortcomings of option 1 in contrast to options 2 
and 3 (Table 3.S5). In particular, it is evident from these mean hyperposterior probabilities that 
the signal for hyperparameter estimation is substantially stronger when the true value of ζ is 1.0; 
the mean hyperposterior density for accurately capturing ζ = 1.0 is 0.738 under option 2 and 
0.815 under option 3, which is greater than the next highest mean hyperposterior density cell by 
0.35 and 0.65, respectively. In fact, for option 3, the mean hyperposterior density is zero for ζ < 
0.625 when ζ = 1.0 is true. In light of these cross-validation results, we henceforth concentrate 
exclusively on parameterization options 2 and 3 with option 1 results in Supplementary Material. 
Similarly, there was a negligible effect caused by change in sampling projection, thus we 
hereafter focus on the 20 haploids data. 
HIERARCHICAL CO-DEOMGRAPHIC ANALYSIS OF EIGHT LAMPREY 
POPULATION-PAIRS 
Our hierarchical co-demographic approach under hABC and hRF supports an intermediate to 
high degree of temporally synchronous co-divergence (i.e. η1) as well as collective SC times (i.e. 
η2) among the eight lamprey population-pairs. Specifically, posterior distributions for ζ, Δ(η1), 
Ω(η1), ζη2, Δ(η
2), and Ω(η2) derived under parameterization option 2 favor increased temporal 
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synchrony in comparison to the according priors (Figures 3.4, 3.S2), with point estimates 
likewise consistent with this scenario (Tables 3.5, 3.S6). Importantly, the hierarchical model 
entailed the start of SC to coincide with size change, therefore the η2 synchrony inferred here is 
from co-expansion timing across the tip populations as well, and it is possible that one of these 
historical events may have disproportionately contributed to this co-demographic signal. In 
contrast, the pattern of posteriors skewing toward synchronicity is absent in the modeling scheme 
following parameterization option 3. Instead, the posteriors concentrate considerably toward 
intermediate values with absolute exclusion of full synchrony for either η1 or η2. Parameterization 
option 2 median estimates for Δ(η1) and Δ(η2) further corroborate a history that is not entirely 
synchronous, implying an overall range of at least 130,000 and 60,000 generations among co-
divergence and collective SC times, respectively (Table 3.5). To clarify, this assumes that the Δ 
deviation statistics equate to a balanced dispersion of times around the central tendency, thus 2 * 
Δ represents the minimum total variability before and after the mean average.  
However, given that parameterization option 3 is strictly conditional on η1s = 200,000 
generations with a temporal buffer β that does not allow population-pairs to idiosyncratically 
diverge between ≈ 190,000 – 210,000 generations, the modeling scheme imposed here could 
possibly be too restrictive. Moreover, in light of its ζ and ζη2 hyperposterior distributions, which 
suggest that about half of the lamprey population-pairs coincided within one synchronous co-
divergence and collective SC temporal pulse respectively (Figures 3.4, 3.S2; Tables 3.5, 3.S6), 
and reconciling with the results from the individual population-pair approach as well as 
parameterization option 2 that together strongly supported an overall low dispersion of 
population-pair times for both η1 and η2, it is then highly plausible that all of these analyses in 
conjunction were capturing a signature of two synchronous pulses at neighboring temporal 
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proximity for each historical event. The hyperparameter and parameter summary estimates 
would then indicate that the two pulses are perhaps closer in time for η2 than η1. 
Conversely, ζM1-0:1, Δ(M
1-0:1), and Ω(M1-0:1) posterior distributions are always biased 
toward idiosyncrasy with respect to the corresponding priors across both parameterization 
options, representative of thoroughly incongruent present-day migration rates from L. fluviatilis 
localities to L. planeri habitats. Parameter summary Δ(M1-0:1) estimates further imply wide 
variability throughout population-pairs with a total range of at least four haploid migrants per 
generation (Table 3.5), which could potentially begin encroaching on panmixia for the most 
migratory pairs given the parameter values here (Wright 1931; Whitlock and McCauley 1999; 
Beerli and Palczewski 2010). Interestingly, the hierarchically-derived parameter summaries Δ 
and Ω under parameterization options 2 and 3 generally suggest increased dispersion in these 
demographic parameter values of co-divergence times η1, collective SC times η2, and co-
migration intensities M
1-0:1
 compared to the equivalent calculations on median point estimates 
from the individual analysis (η1 mean average deviation from the median = 64,471; η1 dispersion 
index = 24,025; η2 mean average deviation from the median = 25,165; η2 dispersion index = 
11,439; M
1-0:1
 mean average deviation from the median = 2.031; M
1-0:1
 dispersion index = 1.723). 
PCAs constructed from both retained simulations from the prior as well as re-simulations 
from the posterior, with subsequent projections of the empirical data, demonstrated that each of 
our parameterization options could reasonably generate the observed data, thus exhibiting 
suitable model goodness-of-fit under prior and posterior predictive checks (Figure 3.S3). 
 
Discussion 
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COUPLING HIERARCHICAL CO-DEMOGRAPHIC MODELING OF POPULATION-
PAIRS WITH THE ajSFS 
Bayesian inference in the context of population genetics, especially in the genomic era, is often 
accomplished via approximation through Monte Carlo simulations (Beaumont et al. 2002; 
Beaumont and Rannala 2004; Beaumont 2010; Hoban et al. 2012; Hoban 2014). This allows 
great flexibility to tractably test complex demographic scenarios assuming a large quantity of 
data, such as with a hierarchical co-demographic model using the ajSFS. However, as a central 
tenet of Bayesian statistics, it is better practice to incorporate sensible priors to inform a 
statistical model (Rannala 2015). Although model accuracy is then conditional on the 
assumptions imposed from that prior information, conversely a model that is too general 
becomes problematic. This was highlighted here in our parameterization option 1, which likely 
had too many parameter draw combinations causing identifiability issues with the ajSFS, an 
essential consideration for this co-demographic model given its high level of parameterization. 
Fortunately, utilizing more meaningful prior distributions guided by the preliminary individual 
analyses in parameterization options 2 and 3 resulted in drastic improvements in accuracy. For 
option 3 in particular, extremely high correlations of > 0.90 between cross-validated true POD 
values and associated estimates were evident for several parameters (Tables 3.4, 3.S4), 
exemplifying the immense statistical power gained when testing a specific hypothesized time of 
synchrony. Nonetheless, a high degree of flexibility was still permitted for parameterization 
options 2 and 3 due to usage of the generalized population-pair model. Indeed, though these are 
referred to as being more informed, this is only a relative difference. For example, the width of 
the η1 and η2 uniform priors encompassed 999,000 and 399,750 generations, respectively (Table 
3.S1). 
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In contrast, there was very little effect when utilizing alternative sampling projections for 
number of individuals, which is perhaps unsurprising given similar observations with the aSFS 
(Xue and Hickerson 2015) and multidimensional SFS (Smith et al. 2017). The negligible change 
in accuracy (Tables 3.4, 3.S4) and estimated values (Figures 3.4, 3.S2; Tables 3.5, 3.S6) between 
20 and 10 haploids constitutes a significant benefit regarding necessary resources since ajSFS 
vector size scales very quickly relative to haploid sampling, which can incur an intense 
computational cost especially with the large number of simulations involved in constructing 
hABC reference tables. Hence, this important result is of practical utility to potential users that 
want to apply this methodological approach. Additionally, we introduced the parameter summary 
Δ as well as post-hoc conversion of η2 and M1-0:1 taxon-specific parameter draws into ζT 
estimates. For the former, this new parameter summary displayed high recovery power during 
the cross-validation experiment, performing well even under parameterization option 1 on η2 and 
M
1-0:1, as well as better than ζT without exception and Ω in most cases (Tables 3.4, 3.S4). 
Moreover, it allows straightforward co-demographic interpretation as it represents average 
deviations without any assumption of distributions. As for the post-hoc hyperparameter 
conversion, this exercise demonstrated that important co-demographic historical information can 
potentially be extracted even when not initially utilized in constructing the hierarchical model. 
Although post-hoc converted hyperprior distributions would be extremely skewed toward 
idiosyncratic co-demographic scenarios as a consequence of random parameter draws among 
independent units without hyperparameter governance, this strategy provides simple exploration 
of co-demographic results without expensive re-simulations or even repeated hABC estimations. 
Together, these findings validate that the ajSFS, which is robust to the number of 
individuals sampled, can be exploited by our complex hierarchical co-demographic model of 
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population-pairs for direct estimation of congruence in parameter values. Furthermore, the 
development of the parameter summary Δ and post-hoc conversion to ζT broadens the available 
co-demographic estimation tools. 
COMPARATIVE PHYLOGEOGRAPHIC HISTORY OF RIVER AND BROOK 
LAMPREYS IN WESTERN EUROPE 
Our hierarchical co-demographic approach (Figures 3.4, 3.S2; Tables 3.5, 3.S6) coupled with the 
individual ABC analysis (Tables 3.3, 3.S3) revealed an intermediate degree of synchrony within 
a single pulse as well as a potential second synchronous grouping temporally nearby for co-
divergences and collective SCs with size changes. To complement this, two overall migration 
syndromes that agree with the population-pair membership described in Rougemont et al. (2017) 
of connected population-pairs (CPP: AA, BET, OIR, RIS) versus disconnected population-pairs 
(DPP: BRE, CEN, ODO, SAU) were recovered from the ABC results. This particular assignment 
of population-pairs to the two migration syndromes likewise applying to the two putative 
synchronous pulses for both historical events is a compelling possibility, which is strongly 
corroborated by the individual η1 and η2 estimates with more recent times for the CPP. 
Environmental connectivity between parasitic anadromous and non-parasitic freshwater 
populations would then have affected not only the co-migration trajectories, but the collective 
timings of migration dynamics as well. This is perhaps of minor effect though considering the 
supposed small temporal disparity between pulses, which may suggest that the degree of 
environmental connectivity mediated shared events in a subtle manner. 
Importantly, the defining characteristics of these two migration syndromes deviate 
substantially from Rougemont et al. (2017). Whereas the original findings supported 
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concordance of the SC model for CPP in contrast to possible conformity to the AM model for 
DPP, our ABC estimates imply a predominantly SC scenario that is prevalent for both CPP and 
DPP, yet with radically different manifestations. Specifically, CPP displayed high present-day 
migration rates from L. fluviatilis to L. planeri (M
1-0:1
 > 3.50 haploids/generation) with nearly 
absent present-day migration from L. planeri to L. fluviatilis (M
1-1:0
 < 0.015 haploids/generation), 
signifying predominantly unidirectional migration. Conversely, DPP exhibited moderate present-
day migration rates from L. fluviatilis to L. planeri (M
1-0:1
 ≈ 1.0 – 1.5 haploids/generation) with 
low but still apparent present-day migration from L. planeri to L. fluviatilis (M
1-1:0
 mostly on the 
order of 1e-1), resembling an asymmetric though more balanced migration pattern. Notably, 
though this disparity exists between CPP and DPP, hABC inference indicates that co-migration 
magnitudes during the SC phase from the much larger NE L. fluviatilis to the L. planeri residents 
were heavily dispersed within CPP and DPP as well. Together with the low variance in co-
divergence and collective SC times, this suggests that variability in co-migration intensities 
rather than durations likely caused the heterogeneity in population-pair genomic differentiation 
observed by Rougemont et al (2017), addressing an open question that they posed. Furthermore, 
the approximate timing for collective SC times based on the E(η2) posterior distribution as well 
as the individual ABC estimates of η2 demonstrate a decidedly more protracted period of SC 
migration compared to Rougemont et al. (2017). In addition to migration dynamics, L. fluviatilis 
expansion magnitudes, along with ratios of L. fluviatilis: L. planeri NE, were consistently greater 
in CPP compared to DPP (ε0 ≈ 6x – 8x in CPP, against ≈ 3x – 4x in DPP). 
Moreover, the combination of ubiquitously strong migration from L. fluviatilis to L. 
planeri with extremely low reverse-direction migration, as well as NE disproportionately 
allocated to L. fluviatilis populations at an order of magnitude larger than corresponding L. 
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planeri (Tables 3.3, 3.S3), may point to common founder events throughout the eight sampled 
localities rather than widespread occurrences of vicariance. The moderate expansion magnitudes 
in the anadromous L. fluviatilis (≈ 3x – 8x) coupled with continuously weak expansion in the 
freshwater L. planeri (≈ 2x) also could be circumstantial evidence for recurring source-sink 
colonization. Specifically, spatial expansion in the source L. fluviatilis results in allele surfing 
and thereby an overall signal of demographic NE expansion, which the paired L. planeri retains 
albeit at lower intensity. Additionally, the negative correlation between the two directional 
present-day migration rates across the eight population-pairs perhaps implies a trade-off amid the 
associated pathways, such that more outgoing migrants going one way reduces the number of 
incoming migrants along the returning route. Similarly, the positive correlation of both phases 
for L. planeri to L. fluviatilis migration among all population-pairs, in conjunction with these 
rates being consistently lower than in the opposing direction, potentially hints at a more stable 
yet quite restricted pathway of migrants in this direction of freshwater to anadromous sites since 
divergence, such that a differential effect throughout the population-pairs has been maintained. 
Altogether, our analyses suggest a shared biogeographic history that influenced 
congruence in co-demographic responses within two broad syndromes based on environmental 
connectivity (i.e. CPP vs. DPP). Specific characteristics still shaped differences across localities 
though, particularly in complex migration behaviors. Notably, this depicted scenario does not 
discriminate between parallel episodes of colonization that diverged populations of L. fluviatilis 
from L. planeri, and a singular event on the species-pair with subsequent isolation of each 
species into multiple sites. 
RECONCILING WITH ORIGINAL LAMPREY ANALYSIS 
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Our hierarchical endeavor alongside the individual analysis employed here gained comparative 
phylogeographic insight that extends the conclusions from Rougemont et al. (2017). In that 
initial study, the researchers deployed the inferential machinery δaδi, a methodology that utilizes 
diffusion approximation of the Wright-Fisher process coupled with composite likelihood 
optimization (Gutenkunst et al. 2009). As a consequence of its forward-in-time modeling, δaδi 
struggles when NE is not specified at a low value (Aberer and Stamatakis 2013), therefore 
requiring post-hoc parameter scaling. Without a reliable mutation rate, Rougemont et al. (2017) 
could not convert to absolute estimates, thus they focused only on relative proportions between 
parameters when comparing population-pairs (e.g. ratio of η2 to η1). In contrast, by exploiting the 
coalescent simulator fastsimcoal2.5221 (Excoffier et al. 2013), which has built-in automatic 
calibration of parameters given biologically realistic NE, we were able to directly compare 
population-pair estimates, a crucial component to our co-demographic method. Importantly, our 
application assumed similar NE among the population-pairs (prior ranges within an order of 
magnitude), which should be a conservative generalization considering that the eight datasets are 
from localized replicates of a single species-pair and the total numbers of SNPs across 
homologous loci were within less than an order of magnitude (Table 3.S1). 
Another distinction of our approach from that of Rougemont et al. (2017), which perhaps 
is the most significant contributor to the discrepancy in results, is that the joint-SFS here were all 
down-projected to the same number of individuals at the lowest sampling level present (i.e. 20 
haploids), though the number of SNPs was mostly retained with > 85% for each of the eight 
joint-SFS (Table 3.S2). The level of individuals sampled is known to affect the historical 
resolution captured for frequency spectra data (Keinan and Clark 2012; Robinson et al. 2014; 
Xue and Hickerson 2015), hence both approaches could very well be detecting different aspects 
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of the same complex co-demographic trajectory. For example, a scenario of initial isolation with 
subsequent contact followed by another period of very recent isolation could effect in SC 
inference at coarser sampling with AM inference at a finer temporal scale. In fact, Rougemont et 
al. (2017) speculated upon this particular case for their three of four DPP results that selected the 
AM model, especially since the estimated end times of the ancient migration phase were 
extremely recent such convergence to the IM model was occurring. Relatedly, the parameter 
search ranges for these various models were specified such that they were mutually inclusive at 
their bounds, and perhaps as a consequence, the fourth DPP joint-SFS could not reliably 
discriminate between IM, AM, and SC. Altogether, as Rougemont et al. (2017) affirmed, these 
results are not necessarily contradictory and may merely reflect multiple co-demographic 
dynamics that are partially obscured given the sampling resolution. 
CONCLUSION 
Investigating co-demographic histories among population-pairs is a central aim of comparative 
phylogeography, and traditionally focused on estimating variability in sister species divergence 
times. Further comparative insight could be attained though by exploring congruence in other 
demographic parameters such as migration and size change magnitudes, as these might reflect 
other important factors underlying multi-taxa responses to biogeographic and climatic events 
(Papadopoulou and Knowles 2016). For example, similar migration and expansion trajectories 
across populations coupled with synchronous co-divergence times likely reflect pervasive effects 
from a common vicariant event with little contribution from species-specific traits, whereas 
asynchronous migration or expansion trajectories mixed with synchronous co-divergence 
suggests that species-specific traits effected differential post-divergence responses from a shared 
allopatric event. Such inquiries can elucidate other contexts beyond co-vicariance (i.e. allopatry), 
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including heterogeneous environments that are perhaps facilitated by climate (i.e. parapatry) 
(Riddle et al. 2000; Hewitt 2001; Moritz et al. 2009), founder/colonization events (i.e. peripatry) 
(Hickerson and Meyer 2008; Leache et al. 2009), and widespread, commonly experienced biotic 
interactions such as symbiosis or predation (Stone et al. 2012; Satler and Carstens 2016; Garrick 
et al. 2017). 
To this end, we presented here a powerful hierarchical model that assesses several aspects of co-
demography among independent population-pairs, including synchrony in SC times and 
congruence in migrate rate magnitudes from source to sink populations. This co-divergence 
model accommodates two phases of asymmetric migration and size changes in both tip 
populations as well as advances previous applications by exploiting genomic-scale data. This 
method could be applied to many classic systems and questions, with future empirical 
implementations that could include regions such as Isthmus of Panama, Andes uplift, and 
Hawaiian islands chain, as well as organisms such as African cichlids and Heliconius butterflies. 
We anticipate this to be a useful and relevant addition to the suite of tools utilized within 
population genetics, biogeography, evolutionary biology, and community ecology. 
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TABLES AND FIGURES 
Table 3.1. Index of parameters for individual population-pair model. 
Symbol Description 
N
0
 Present-day effective population size for tip population “0” 
N
1
 Present-day effective population size for tip population “1” 
η1 Time of divergence 
η2 Time of instantaneous change in migration rates and effective population sizes 
M
1-0:1
 Migration rate from tip population “0” to “1” forward-in-time during recent phase 
M
1-1:0
 Migration rate from tip population “1” to “0” forward-in-time during recent phase 
M
2-0:1
 Migration rate from tip population “0” to “1” forward-in-time during ancient phase 
M
2-1:0
 Migration rate from tip population “1” to “0” forward-in-time during ancient phase 
ε0 Size change magnitude for tip population “0” 
ε1 Size change magnitude for tip population “0” 
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Table 3.2. Index of hyperparameters and parameter summaries for hierarchical co-
demographic model. 
Symbol Description 
ψ Number of co-demographic groupings with membership > 1 sharing the same value 
for a particular taxon-specific demographic parameter, which is specified by 
subscript (e.g. ψη1) 
ζT Total proportion that belong to any of the ψ shared co-demographic pulses for a 
particular taxon-specific demographic parameter (specified by subscript) 
ST Total number that belong to any of the ψ shared groups for a particular taxon-
specific demographic parameter (specified by subscript) 
η1s Vector of synchronous co-divergence times 
η1i Vector of idiosyncratic co-divergence times 
E() Arithmetic mean for a particular set of taxon-specific demographic parameter values 
(specified in parentheses) 
Ω Dispersion index, or variance/arithmetic mean, for a particular set of taxon-specific 
demographic parameter values (specified subsequently in parentheses) 
Δ Mean absolute deviation from the median for a particular set of taxon-specific 
demographic parameter values (specified subsequently in parentheses) 
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Table 3.3. Individual population-pair median point estimates. 
 Connected Population-pairs (CPP) Disconnected Population-pairs (DPP) 
 AA BET OIR RIS BRE CEN ODO SAU 
N
0
 68,813 70,701 71,527 69,113 66,073 57,715 62,442 52,358 
N
1
 8,514 8,571 7,241 7,923 8,541 9,070 8,167 9,424 
η1 142,795 148,870 200,248 187,683 248,850 298,824 324,192 323,494 
η2 35,673 38,742 70,593 59,239 89,391 103,940 104,465 107,774 
M
1-0:1
 3.577 5.360 7.365 5.214 1.513 1.361 0.953 1.445 
M
1-1:0
 0.007 0.007 0.013 0.005 0.058 0.267 0.318 0.246 
M
2-0:1
 0.015 0.028 0.018 0.018 0.016 0.016 0.024 0.017 
M
2-1:0
 0.008 0.010 0.012 0.010 0.012 0.013 0.013 0.014 
ε0 0.119 0.132 0.161 0.149 0.233 0.280 0.264 0.306 
ε1 0.482 0.527 0.477 0.441 0.418 0.526 0.617 0.553 
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Table 3.4. Cross-validation of hRF and select hABC median point estimates from 
hierarchical co-demographic modeling given 20 haploids. 
 Parameterization 
Option 1 
(minimally informed priors) 
Parameterization 
Option 2 
(highly informed priors) 
Parameterization 
Option 3 
(highly informed priors with 
fixed τ1s ) 
 r RMSE r RMSE r RMSE 
 hRF hyperparameter prediction 
ζ 0.514 0.254 0.816 0.167 0.975 0.065 
 hABC hyperparameter estimation/model selection 
ζ 0.524 0.244 0.739 0.198 0.938 0.104 
ζη2 0.298 0.186 0.837 0.116 0.897 0.096 
ζM1-0:1 0.679 0.211 0.382 0.097 0.427 0.122 
 hABC parameter summary estimation 
η1s 0.321 294,961 0.553 234,039 N/A N/A 
Δ(η1) 0.382 93,399 0.836 52,587 0.956 29,214 
Ω(η1) 0.258 118,929 0.817 61,184 0.891 44,278 
E(η1) 0.671 130,528 0.958 50,268 0.975 30,707 
Δ(η2) 0.612 50,088 0.828 16,614 0.961 8,420 
Ω(η2) 0.342 103,181 0.799 23,877 0.855 16,817 
E(η2) 0.723 72,896 0.956 18,112 0.984 8,121 
Δ(M1-0:1) 0.898 0.260 0.773 0.326 0.822 0.301 
Ω(M1-0:1) 0.755 1.566 0.863 0.279 0.850 0.294 
E(M
1-0:1
) 0.912 0.254 0.926 0.352 0.949 0.320 
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Table 3.5. Hierarchical co-demographic hRF as well as select hABC median point estimates 
and 50% credibility intervals given 20 haploids. 
 Parameterization Option 2 
(highly informed priors) 
Parameterization Option 3 
(highly informed priors with fixed τ1s ) 
 hRF hyperparameter prediction 
ζ 0.818 0.200 
 Median 
Point 
Estimate 
50% Credibility Intervals Median 
Point 
Estimate 
50% Credibility Intervals 
 hABC hyperparameter estimation/model selection 
ζ 0.875 0.625 1.000 0.500 0.375 0.625 
ζη2 0.875 0.750 1.000 0.625 0.500 0.750 
ζM1-0:1 0.125 0.125 0.125 0.125 0.125 0.125 
 hABC parameter summary estimation 
η1s 361,117 305,845 436,239 N/A N/A N/A 
Δ(η1) 64,187 0 147,527 204,295 170,370 236,034 
Ω(η1) 62,435 0 126,246 169,564 133,989 205,848 
E(η1) 398,591 355,918 448,028 431,204 386,188 475,103 
Δ(η2) 29,373 13,791 51,565 65,727 55,118 76,446 
Ω(η2) 19,842 2,593 40,918 54,846 41,492 69,348 
E(η2) 128,344 115,114 143,694 139,117 126,390 152,771 
Δ(M1-0:1) 2.181 1.881 2.482 2.130 1.850 2.451 
Ω(M1-0:1) 1.987 1.618 2.349 1.898 1.534 2.272 
E(M
1-0:1
) 3.947 3.648 4.242 3.946 3.650 4.235 
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Table 3.S1. Prior distributions. 
Parameter Prior Distribution 
Individual Population-pair Model 
N
0
 U{10,000, 100,000} 
N
1
 U{1,500, 15,000} 
η1 U{1,000, 1,000,000} 
η2 / η1 
(i.e. η2 conditional on η1) 
U(0.001, 0.999) 
M
1-0:1
, M
1-1:0
, M
2-0:1
, M
2-1:0
 ln U(1e-5, 1e1) 
ε0, ε1 ln U(0.01, 100.00) 
Hierarchical Co-demographic Model: Parameterization Option 1 
N
0
 U{5,000, 1,000,000} 
N
1
 U{1,500, 15,000} 
η1, η1s U{1,000, 1,000,000} 
η2 / η1 
(i.e. η2 conditional on η1) 
(0.001, 0.999) 
M
1-0:1
, M
1-1:0
, M
2-0:1
, M
2-1:0
 ln U(1e-5, 1e1) 
ε0, ε1 ln U(0.01, 100.00) 
Hierarchical Co-demographic Model: Parameterization Options 2 and 3 
N
0
 U{100,000, 200,000} 
N
1
 U{1,500, 15,000} 
η1 U{1,000, 1,000,000} 
η1s 
(parameterization option 2 only) 
U{1,000, 1,000,000} 
η2 / η1 
(i.e. η2 conditional on η1) 
U(0.250, 0.400) 
M
1-0:1
 U(1e0, 1e1) 
M
1-1:0
 ln U(1e-5, 1e0) 
M
2-0:1
, M
2-1:0
 0.0 
ε0 ln U(0.01, 0.20) 
ε1 0.5 
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Table 3.S2. Number of SNPs. 
Sampling 
Location 
Number of 
SNPs 
 
in original 
downloaded 
dataset 
(number of 
haploid 
samples) 
Number of 
SNPs 
 
at 20 haploids 
sampling 
projection 
Number of 
SNPs 
 
at 10 haploids 
sampling 
projection 
Percentage 
of SNPs 
 
retained 
in down-
projection from 
original 
sampling to 20 
haploids 
Percentage 
of SNPs 
 
retained 
in down-
projection from 
20 to 10 
haploids 
Connected Population-pairs (CPP) 
AA 9,319 (28) 8,277 6,370 0.888 0.770 
BET 8,366 (22) 8,092 6,263 0.967 0.774 
OIR 12,356 (30) 11,041 8,896 0.894 0.806 
RIS 9,817 (20) 9,817 7,835 1.000 0.798 
Disconnected Population-pairs (DPP) 
BRE 8,286 (24) 7,870 6,376 0.950 0.810 
CEN 12,540 (24) 11,390 9,201 0.908 0.808 
ODO 13,879 (34) 11,899 9,580 0.857 0.805 
SAU 12,505 (28) 11,353 9,172 0.908 0.808 
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Table 3.S3. Individual population-pair mean and mode point estimates as well as 
credibility intervals. 
 Connected Population-pairs (CPP) Disconnected Population-pairs (DPP) 
 AA BET OIR RIS BRE CEN ODO SAU 
 Mean Point Estimates 
N
0
 65,647 66,394 69,038 65,591 62,543 56,099 59,493 52,312 
N
1
 8,457 8,401 7,580 8,035 8,378 8,791 8,277 9,073 
η1 246,678 249,069 297,356 281,144 341,875 381,264 398,250 394,312 
η2 37,260 40,719 70,827 58,805 132,596 174,507 176,026 182,317 
M
1-0:1
 3.872 5.620 7.413 5.380 1.518 1.358 0.941 1.478 
M
1-1:0
 0.524 0.601 0.795 0.571 1.596 2.073 1.636 2.138 
M
2-0:1
 0.880 0.849 0.809 0.758 0.817 0.824 0.781 0.805 
M
2-1:0
 0.899 0.850 0.996 0.923 0.999 0.953 0.884 0.947 
ε0 4.016 3.456 4.541 3.743 6.454 7.607 6.767 8.519 
ε1 6.541 5.972 5.977 5.756 6.334 7.059 7.178 7.733 
 Mode Point Estimates 
N
0
 87,876 88,258 91,724 89,892 73,162 70,160 86,738 20,483 
N
1
 13,038 12,680 3,705 4,802 9,581 10,280 9,741 9,910 
η1 66,745 70,763 110,227 95,581 123,564 132,460 129,575 130,876 
η2 24,599 28,493 70,979 62,481 85,688 84,262 89,585 81,672 
M
1-0:1
 3.167 4.100 6.909 4.333 1.557 1.501 1.068 1.541 
M
1-1:0
 0.009 -0.003 0.018 -0.004 0.061 0.103 0.094 0.087 
M
2-0:1
 0.018 0.019 0.007 0.014 0.011 0.005 0.027 0.014 
M
2-1:0
 0.002 0.014 0.022 0.016 0.023 0.016 0.015 0.009 
ε0 0.018 0.040 0.064 0.176 0.212 0.182 0.084 0.290 
ε1 0.172 0.144 0.144 0.240 0.166 0.148 0.162 0.177 
 2.5% Credibility Intervals 
N
0
 18,236 20,182 23,017 19,789 15,538 11,896 12,020 11,667 
N
1
 1,872 1,872 1,795 1,875 1,894 1,995 1,926 2,134 
η1 21,543 23,158 40,126 32,162 43,827 35,077 27,775 31,876 
η2 5,851 5,935 10,615 7,348 12,197 1,740 2,318 1,740 
M
1-0:1
 1.992 2.990 4.859 3.252 0.745 0.060 0.148 0.095 
M
1-1:0
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
M
2-0:1
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
M
2-1:0
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
ε0 0.011 0.011 0.011 0.012 0.012 0.012 0.012 0.012 
ε1 0.012 0.012 0.013 0.012 0.012 0.012 0.012 0.012 
 25% Credibility Intervals 
N
0
 48,941 48,495 54,486 46,528 43,813 31,319 37,994 25,981 
N
1
 4,932 5,058 4,312 4,800 5,072 5,688 4,925 6,144 
η1 60,699 66,569 105,254 91,547 121,358 136,756 136,390 138,442 
η2 22,153 23,783 46,884 34,925 55,497 64,647 63,435 66,270 
M
1-0:1
 2.875 4.125 6.283 4.236 1.206 0.970 0.723 1.003 
M
1-1:0
 0.000 0.000 0.000 0.000 0.001 0.002 0.003 0.002 
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M
2-0:1
 0.000 0.000 0.000 0.001 0.000 0.000 0.001 0.000 
M
2-1:0
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
ε0 0.039 0.035 0.040 0.037 0.049 0.053 0.051 0.055 
ε1 0.071 0.074 0.076 0.062 0.059 0.070 0.073 0.065 
 75% Credibility Intervals 
N
0
 85,632 85,793 87,759 86,020 83,477 79,637 82,948 75,261 
N
1
 12,123 11,887 10,717 11,353 11,608 11,968 11,449 12,205 
η1 357,926 359,857 423,550 403,530 517,778 588,119 627,512 616,888 
η2 51,177 56,045 94,338 80,181 128,130 221,682 190,196 241,654 
M
1-0:1
 4.664 6.796 8.646 6.309 1.802 1.675 1.146 1.853 
M
1-1:0
 0.178 0.244 0.404 0.203 2.804 4.086 3.006 4.313 
M
2-0:1
 0.534 0.619 0.381 0.491 0.460 0.472 0.549 0.453 
M
2-1:0
 0.352 0.368 0.527 0.446 0.785 0.666 0.541 0.680 
ε0 0.410 0.363 0.699 0.480 1.955 3.228 3.075 4.293 
ε1 2.913 3.381 3.820 3.196 2.825 4.049 4.116 4.417 
 97.5% Credibility Intervals 
N
0
 98,831 98,501 98,968 98,674 98,634 98,469 97,734 97,965 
N
1
 14,685 14,654 14,403 14,590 14,593 14,678 14,584 14,721 
η1 902,006 882,806 915,013 901,246 927,427 949,451 957,407 953,615 
η2 76,156 83,076 136,857 116,096 609,409 732,858 728,823 717,008 
M
1-0:1
 7.310 9.626 9.830 8.566 2.418 2.506 1.600 2.972 
M
1-1:0
 6.015 6.336 7.393 5.836 8.495 8.572 7.062 8.993 
M
2-0:1
 7.825 7.152 7.739 6.725 7.920 7.454 7.013 7.275 
M
2-1:0
 7.927 7.347 8.436 7.704 7.670 7.646 7.486 7.475 
ε0 54.044 46.988 56.597 45.388 71.768 73.095 70.141 77.793 
ε1 66.098 58.552 57.468 60.885 64.579 61.144 67.961 67.356 
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Table 3.S4. Cross-validation of remaining point estimates from hierarchical co-
demographic modeling. 
 Parameterization 
Option 1 
(minimally informed priors) 
Parameterization 
Option 2 
(highly informed priors) 
Parameterization 
Option 3 
(highly informed priors with 
fixed τ1s ) 
 r RMSE r RMSE r RMSE 
 hABC hyperparameter estimation/model selection (mean point estimates) 
 
20 haploids sampling projection 
ζ 0.533 0.247 0.754 0.188 0.950 0.092 
ζη2 0.341 0.181 0.849 0.112 0.912 0.087 
ζM1-0:1 0.721 0.201 0.428 0.091 0.607 0.111 
 hABC parameter summary estimation (mean point estimates) 
 
20 haploids sampling projection 
η1s 0.321 290,114 0.537 237,545 N/A N/A 
Δ(η1) 0.382 93,396 0.847 51,514 0.955 29,401 
Ω(η1) 0.383 110,901 0.804 62,830 0.889 44,375 
E(η1) 0.672 131,316 0.958 50,479 0.974 30,885 
Δ(η2) 0.614 50,026 0.840 16,327 0.960 8,405 
Ω(η2) 0.304 103,264 0.792 24,053 0.859 16,338 
E(η2) 0.723 73,762 0.956 18,105 0.984 8,136 
Δ(M1-0:1) 0.899 0.260 0.768 0.327 0.823 0.300 
Ω(M1-0:1) 0.769 1.546 0.864 0.278 0.850 0.293 
E(M
1-0:1
) 0.912 0.254 0.927 0.349 0.951 0.315 
Ω(M1-1:0) 0.217 2.387 -0.072 0.194 -0.153 0.217 
E(M
1-1:0
) 0.323 0.623 0.095 0.068 -0.147 0.066 
Ω(M2-0:1) -0.107 2.178 N/A N/A N/A N/A 
E(M
2-0:1
) 0.066 0.635 N/A N/A N/A N/A 
Ω(M2-1:0) 0.042 2.097 N/A N/A N/A N/A 
E(M
2-1:0
) 0.099 0.650 N/A N/A N/A N/A 
Ω(ε0) 0.081 19.622 0.050 0.017 0.007 0.016 
E(ε0) 0.337 7.178 0.354 0.018 0.325 0.015 
Ω(ε1) -0.102 17.778 N/A N/A N/A N/A 
E(ε1) 0.200 6.986 N/A N/A N/A N/A 
 hABC hyperparameter estimation/model selection (mode point estimates) 
 
20 haploids sampling projection 
ζ 0.464 0.316 0.689 0.232 0.941 0.106 
ζη2 0.290 0.195 0.828 0.125 0.877 0.107 
ζM1-0:1 0.617 0.254 0.418 0.105 0.613 0.128 
 hABC parameter summary estimation (mode point estimates) 
 
20 haploids sampling projection 
η1s 0.224 392,425 0.412 286,320 N/A N/A 
Δ(η1) 0.306 114,252 0.803 60,592 0.949 31,509 
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Ω(η1) 0.307 129,353 0.841 59,306 0.847 52,816 
E(η1) 0.665 132,104 0.959 49,668 0.973 32,294 
Δ(η2) 0.603 52,096 0.813 17,508 0.956 9,127 
Ω(η2) 0.359 112,606 0.806 24,908 0.824 19,414 
E(η2) 0.718 74,277 0.952 18,775 0.982 8,741 
Δ(M1-0:1) 0.859 0.324 0.767 0.321 0.821 0.299 
Ω(M1-0:1) 0.614 2.044 0.857 0.282 0.854 0.291 
E(M
1-0:1
) 0.887 0.311 0.922 0.356 0.943 0.335 
Ω(M1-1:0) 0.018 3.341 0.002 0.271 -0.094 0.298 
E(M
1-1:0
) 0.520 0.804 -0.176 0.088 -0.177 0.090 
Ω(M2-0:1) -0.127 3.102 N/A N/A N/A N/A 
E(M
2-0:1
) 0.013 0.840 N/A N/A N/A N/A 
Ω(M2-1:0) 0.082 2.818 N/A N/A N/A N/A 
E(M
2-1:0
) 0.183 0.832 N/A N/A N/A N/A 
Ω(ε0) 0.192 27.453 0.182 0.018 0.011 0.017 
E(ε0) 0.352 8.765 0.240 0.018 0.167 0.017 
Ω(ε1) -0.114 25.427 N/A N/A N/A N/A 
E(ε1) 0.144 8.695 N/A N/A N/A N/A 
 hABC parameter summary estimation (median point estimates) 
 
20 haploids sampling projection 
Ω(M1-1:0) 0.213 2.473 -0.089 0.192 -0.026 0.216 
E(M
1-1:0
) 0.330 0.639 0.077 0.068 -0.112 0.067 
Ω(M2-0:1) -0.115 2.245 N/A N/A N/A N/A 
E(M
2-0:1
) 0.070 0.647 N/A N/A N/A N/A 
Ω(M2-1:0) -0.018 2.087 N/A N/A N/A N/A 
E(M
2-1:0
) 0.130 0.654 N/A N/A N/A N/A 
Ω(ε0) 0.112 19.772 0.079 0.018 0.013 0.017 
E(ε0) 0.325 7.295 0.359 0.018 0.314 0.016 
Ω(ε1) -0.090 18.354 N/A N/A N/A N/A 
E(ε1) 0.200 7.197 N/A N/A N/A N/A 
 hRF hyperparameter prediction 
 
10 haploids sampling projection 
ζ 0.491 0.255 0.824 0.163 0.972 0.068 
 hABC hyperparameter estimation/model selection (median point estimates) 
 
10 haploids sampling projection 
ζ 0.246 0.301 0.756 0.197 0.973 0.073 
ζη2 0.265 0.187 0.832 0.118 0.907 0.091 
ζM1-0:1 0.696 0.206 0.338 0.099 0.391 0.125 
 hABC parameter summary estimation (median point estimates) 
 
10 haploids sampling projection 
η1s 0.301 295,777 0.542 236,768 N/A N/A 
Δ(η1) 0.357 94,074 0.865 48,079 0.961 27,263 
Ω(η1) 0.325 114,388 0.876 52,791 0.900 42,316 
E(η1) 0.668 130,760 0.962 47,642 0.978 28,913 
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Δ(η2) 0.593 50,962 0.862 15,059 0.965 7,862 
Ω(η2) 0.310 104,344 0.841 22,254 0.875 15,650 
E(η2) 0.708 74,626 0.960 17,223 0.985 7,790 
Δ(M1-0:1) 0.903 0.250 0.729 0.342 0.763 0.329 
Ω(M1-0:1) 0.779 1.501 0.848 0.286 0.822 0.312 
E(M
1-0:1
) 0.917 0.241 0.913 0.376 0.942 0.340 
Ω(M1-1:0) 0.238 2.470 -0.041 0.192 -0.042 0.217 
E(M
1-1:0
) 0.376 0.633 0.071 0.068 -0.062 0.066 
Ω(M2-0:1) -0.078 2.236 N/A N/A N/A N/A 
E(M
2-0:1
) 0.089 0.646 N/A N/A N/A N/A 
Ω(M2-1:0) -0.064 2.095 N/A N/A N/A N/A 
E(M
2-1:0
) 0.079 0.656 N/A N/A N/A N/A 
Ω(ε0) 0.105 19.777 -0.124 0.018 0.059 0.016 
E(ε0) 0.322 7.315 0.365 0.018 0.347 0.015 
Ω(ε1) -0.048 18.239 N/A N/A N/A N/A 
E(ε1) 0.216 7.180 N/A N/A N/A N/A 
 hABC hyperparameter estimation/model selection (mean point estimates) 
 
10 haploids sampling projection 
ζ 0.282 0.289 0.745 0.198 0.974 0.071 
ζη2 0.302 0.183 0.852 0.110 0.924 0.081 
ζM1-0:1 0.737 0.196 0.424 0.091 0.580 0.113 
 hABC parameter summary estimation (mean point estimates) 
 
10 haploids sampling projection 
η1s 0.301 291,790 0.541 237,101 N/A N/A 
Δ(η1) 0.342 94,872 0.872 47,614 0.961 27,314 
Ω(η1) 0.361 111,858 0.867 54,368 0.899 42,521 
E(η1) 0.668 131,999 0.962 47,946 0.978 28,867 
Δ(η2) 0.595 50,942 0.872 14,828 0.965 7,825 
Ω(η2) 0.270 104,351 0.845 21,952 0.877 15,328 
E(η2) 0.709 75,374 0.960 17,183 0.985 7,774 
Δ(M1-0:1) 0.903 0.252 0.729 0.343 0.765 0.329 
Ω(M1-0:1) 0.788 1.487 0.849 0.287 0.823 0.312 
E(M
1-0:1
) 0.916 0.244 0.915 0.373 0.943 0.335 
Ω(M1-1:0) 0.253 2.369 -0.101 0.194 -0.089 0.217 
E(M
1-1:0
) 0.383 0.612 0.128 0.068 -0.074 0.066 
Ω(M2-0:1) -0.151 2.181 N/A N/A N/A N/A 
E(M
2-0:1
) 0.097 0.634 N/A N/A N/A N/A 
Ω(M2-1:0) -0.027 2.103 N/A N/A N/A N/A 
E(M
2-1:0
) 0.044 0.653 N/A N/A N/A N/A 
Ω(ε0) 0.098 19.613 -0.128 0.018 0.107 0.016 
E(ε0) 0.311 7.221 0.350 0.018 0.356 0.015 
Ω(ε1) -0.049 17.619 N/A N/A N/A N/A 
E(ε1) 0.217 6.964 N/A N/A N/A N/A 
 hABC hyperparameter estimation/model selection (mode point estimates) 
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10 haploids sampling projection 
ζ 0.201 0.383 0.697 0.236 0.968 0.080 
ζη2 0.199 0.205 0.834 0.122 0.897 0.098 
ζM1-0:1 0.653 0.242 0.374 0.108 0.488 0.134 
 hABC parameter summary estimation (mode point estimates) 
 
10 haploids sampling projection 
η1s 0.227 393,823 0.480 274,634 N/A N/A 
Δ(η1) 0.249 113,856 0.802 60,885 0.958 28,325 
Ω(η1) 0.248 128,589 0.846 58,610 0.863 49,150 
E(η1) 0.653 132,951 0.960 48,715 0.975 30,759 
Δ(η2) 0.583 52,811 0.846 15,986 0.964 8,111 
Ω(η2) 0.342 113,664 0.792 25,729 0.838 18,192 
E(η2) 0.700 75,871 0.956 17,953 0.983 8,212 
Δ(M1-0:1) 0.878 0.297 0.728 0.339 0.740 0.332 
Ω(M1-0:1) 0.631 1.978 0.817 0.299 0.785 0.328 
E(M
1-0:1
) 0.897 0.290 0.908 0.381 0.935 0.356 
Ω(M1-1:0) 0.064 3.308 -0.094 0.272 -0.135 0.298 
E(M
1-1:0
) 0.530 0.794 -0.078 0.088 -0.006 0.090 
Ω(M2-0:1) -0.210 3.102 N/A N/A N/A N/A 
E(M
2-0:1
) 0.076 0.838 N/A N/A N/A N/A 
Ω(M2-1:0) 0.002 2.821 N/A N/A N/A N/A 
E(M
2-1:0
) 0.011 0.836 N/A N/A N/A N/A 
Ω(ε0) 0.198 27.433 -0.098 0.018 -0.047 0.017 
E(ε0) 0.218 9.207 0.204 0.018 0.306 0.016 
Ω(ε1) -0.128 25.534 N/A N/A N/A N/A 
E(ε1) 0.139 8.771 N/A N/A N/A N/A 
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Table 3.S5. Mean hyperposterior probabilities from hABC cross-validation of model 
selection. 
Parameterization Option 1 
(minimally informed priors) 
 
20 haploids sampling projection 
 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.159 0.154 0.148 0.139 0.123 0.108 0.089 0.079 
0.250 0.144 0.149 0.144 0.138 0.121 0.111 0.099 0.093 
0.375 0.152 0.153 0.153 0.145 0.129 0.109 0.092 0.068 
0.500 0.135 0.143 0.145 0.140 0.135 0.123 0.102 0.078 
0.625 0.119 0.126 0.127 0.131 0.134 0.131 0.120 0.112 
0.750 0.114 0.117 0.115 0.116 0.125 0.135 0.137 0.141 
0.875 0.088 0.089 0.091 0.100 0.112 0.134 0.166 0.220 
1.000 0.095 0.088 0.090 0.097 0.114 0.143 0.174 0.199 
Parameterization Option 2 
(highly informed priors)  
 
20 haploids sampling projection 
 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.244 0.202 0.166 0.120 0.097 0.088 0.071 0.012 
0.250 0.150 0.200 0.200 0.187 0.143 0.087 0.028 0.006 
0.375 0.115 0.185 0.232 0.187 0.142 0.089 0.036 0.015 
0.500 0.121 0.161 0.188 0.207 0.151 0.073 0.049 0.050 
0.625 0.142 0.145 0.128 0.147 0.188 0.156 0.074 0.020 
0.750 0.104 0.097 0.068 0.089 0.156 0.229 0.164 0.093 
0.875 0.090 0.039 0.022 0.031 0.063 0.160 0.352 0.243 
1.000 0.017 0.010 0.009 0.011 0.021 0.047 0.148 0.738 
Parameterization Option 3 
(highly informed priors with fixed τ1s )  
 
20 haploids sampling projection 
 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.499 0.315 0.113 0.040 0.017 0.012 0.002 0.000 
0.250 0.257 0.382 0.235 0.092 0.029 0.005 0.000 0.000 
0.375 0.090 0.207 0.335 0.238 0.101 0.028 0.002 0.000 
0.500 0.017 0.065 0.179 0.326 0.312 0.091 0.010 0.000 
0.625 0.003 0.014 0.059 0.170 0.310 0.308 0.125 0.011 
0.750 0.001 0.003 0.017 0.072 0.218 0.396 0.244 0.049 
0.875 0.000 0.000 0.003 0.011 0.058 0.200 0.433 0.295 
1.000 0.000 0.000 0.000 0.000 0.003 0.024 0.157 0.815 
Parameterization Option 1 
(minimally informed priors) 
 
10 haploids sampling projection 
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 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.157 0.148 0.141 0.132 0.124 0.112 0.097 0.090 
0.250 0.142 0.144 0.139 0.136 0.123 0.116 0.104 0.097 
0.375 0.148 0.144 0.146 0.141 0.128 0.113 0.101 0.080 
0.500 0.131 0.138 0.141 0.137 0.135 0.123 0.107 0.087 
0.625 0.117 0.124 0.127 0.130 0.133 0.130 0.122 0.117 
0.750 0.118 0.119 0.123 0.119 0.124 0.133 0.132 0.133 
0.875 0.092 0.096 0.098 0.103 0.115 0.135 0.157 0.205 
1.000 0.098 0.093 0.092 0.098 0.114 0.141 0.170 0.193 
Parameterization Option 2 
(highly informed priors)  
 
10 haploids sampling projection 
 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.265 0.210 0.163 0.116 0.088 0.084 0.071 0.003 
0.250 0.151 0.206 0.196 0.182 0.146 0.095 0.020 0.003 
0.375 0.116 0.200 0.244 0.191 0.139 0.078 0.023 0.009 
0.500 0.115 0.163 0.197 0.218 0.149 0.066 0.044 0.049 
0.625 0.146 0.154 0.132 0.155 0.205 0.145 0.051 0.011 
0.750 0.110 0.089 0.057 0.078 0.150 0.254 0.168 0.094 
0.875 0.096 0.032 0.022 0.030 0.062 0.161 0.396 0.201 
1.000 0.015 0.007 0.007 0.009 0.017 0.040 0.139 0.766 
Parameterization Option 3 
(highly informed priors with fixed τ1s )  
 
10 haploids sampling projection 
 Inferred ζ Value 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
T
ru
e 
ζ 
V
al
u
e 
0.125 0.523 0.302 0.106 0.035 0.016 0.013 0.005 0.000 
0.250 0.239 0.405 0.243 0.085 0.025 0.003 0.000 0.000 
0.375 0.085 0.208 0.344 0.243 0.092 0.024 0.004 0.000 
0.500 0.016 0.064 0.189 0.355 0.305 0.067 0.005 0.000 
0.625 0.002 0.013 0.060 0.182 0.324 0.318 0.098 0.004 
0.750 0.001 0.003 0.013 0.061 0.197 0.404 0.276 0.047 
0.875 0.000 0.000 0.002 0.011 0.056 0.191 0.441 0.299 
1.000 0.000 0.000 0.000 0.000 0.002 0.019 0.137 0.842 
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Table 3.S6. Hierarchical co-demographic remaining point estimates and credibility 
intervals. 
 Parameterization Option 2 
(highly informed priors) 
Parameterization Option 3 
(highly informed priors with fixed τ1s ) 
 Mean 
Point 
Estima
te 
Mode 
Point 
Estimate 
95% Credibility 
Intervals 
Mean 
Point 
Estimate 
Mode 
Point 
Estimate 
95% Credibility 
Intervals 
 hABC hyperparameter estimation/model selection 
 
20 haploids sampling projection 
ζ 0.768 0.996 0.125 1.000 0.481 0.499 0.125 0.750 
ζη2 0.836 1.001 0.500 1.000 0.613 0.625 0.250 0.875 
ζM1-0:1 0.146 0.125 0.125 0.250 0.147 0.125 0.125 0.250 
 hABC parameter summary estimation 
 
20 haploids sampling projection 
η1s 403,38
1 333,986 186,252 904,790 
N/A N/A N/A N/A 
Δ(η1) 84,661 1,748 0 276,566 202783.7 208,160 104,582 296,411 
Ω(η1) 72,266 1,601 0 228,363 169,265 172,305 71,211 270,608 
E(η1) 403,67
9 378,068 287,522 542,592 431,582 427,582 305,330 564,625 
Δ(η2) 35,061 12,896 6,946 87,512 66135 65,116 33,849 99,380 
Ω(η2) 25,177 2,921 868 80,093 56,176 48,621 21,327 96,640 
E(η2) 130,40
5 122,757 93,997 173,759 139,868 137,436 100,552 181,436 
Δ(M1-0:1) 2.186 2.192 1.362 3.013 2.1507 2.105 1.323 3.029 
Ω(M1-0:1) 1.978 2.062 0.992 2.974 1.902 1.790 0.894 2.923 
E(M
1-0:1
) 3.941 3.917 3.064 4.764 3.943 3.991 3.111 4.785 
Ω(M1-1:0) 0.296 0.071 0.009 0.765 0.299 0.074 0.009 0.804 
E(M
1-1:0
) 0.086 0.024 0.004 0.233 0.090 0.025 0.003 0.261 
Ω(ε0) 0.041 0.041 0.012 0.075 0.040 0.039 0.012 0.072 
E(ε0) 0.064 0.058 0.032 0.101 0.068 0.062 0.034 0.109 
 Median 
Point 
Estimate 
50% Credibility Intervals Median 
Point 
Estimate 
50% Credibility Intervals 
 hABC parameter summary estimation 
 
20 haploids sampling projection 
Ω(M1-1:0) 0.250 0.100 0.456 0.260 0.100 0.465 
E(M
1-1:0
) 0.073 0.032 0.126 0.076 0.031 0.132 
Ω(ε0) 0.040 0.028 0.052 0.039 0.027 0.051 
E(ε0) 0.062 0.052 0.076 0.067 0.055 0.080 
 hRF hyperparameter prediction 
 
10 haploids sampling projection 
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ζ 0.841 0.184 
 hABC hyperparameter estimation/model selection 
 
10 haploids sampling projection 
ζ 0.875 0.625 1.000 0.375 0.250 0.375 
ζη2 0.875 0.750 1.000 0.625 0.625 0.750 
ζM1-0:1 0.125 0.125 0.125 0.125 0.125 0.125 
 hABC parameter summary estimation 
 
10 haploids sampling projection 
η1s 421,799 357,693 510,347 N/A N/A N/A 
Δ(η1) 61,235 0 150,088 211,605 179,105 243,147 
Ω(η1) 53,495 0 112,096 141,450 108,985 176,365 
E(η1) 464,823 417,493 516,582 509,700 462,980 561,838 
Δ(η2) 30,679 16,686 53,530 68,939 57,828 79,354 
Ω(η2) 17,624 3,179 38,287 47,174 36,452 60,614 
E(η2) 150,777 134,974 165,902 164,506 148,796 180,110 
Δ(M1-0:1) 2.099 1.761 2.405 2.024 1.701 2.372 
Ω(M1-0:1) 1.976 1.542 2.363 1.869 1.465 2.276 
E(M
1-0:1
) 3.794 3.477 4.089 3.804 3.470 4.113 
Ω(M1-1:0) 0.260 0.103 0.466 0.257 0.099 0.455 
E(M
1-1:0
) 0.075 0.033 0.129 0.078 0.032 0.131 
Ω(ε0) 0.041 0.028 0.053 0.039 0.028 0.051 
E(ε0) 0.063 0.051 0.076 0.067 0.055 0.082 
 Mean 
Point 
Estima
te 
Mode 
Point 
Estimate 
95% Credibility 
Intervals 
Mean 
Point 
Estimate 
Mode 
Point 
Estimate 
95% Credibility 
Intervals 
 hABC hyperparameter estimation/model selection 
 
10 haploids sampling projection 
ζ 0.785 0.998 0.250 1.000 0.320 0.374 0.125 0.625 
ζη2 0.857 1.000 0.500 1.000 0.649 0.626 0.250 0.875 
ζM1-0:1 0.146 0.125 0.125 0.250 0.151 0.125 0.125 0.250 
 hABC parameter summary estimation 
 
10 haploids sampling projection 
η1s 452,28
8 398,725 215,958 905,296 
N/A N/A N/A N/A 
Δ(η1) 85,625 2,137 0 277,377 211,929 214,840 122,742 304,793 
Ω(η1) 64,478 1,148 0 201,645 144,874 136,997 60,926 245,025 
E(η1) 469,01
0 470,411 344,889 624,657 511,358 480,434 381,651 646,487 
Δ(η2) 37,361 16,013 8,888 92,141 69,320 67,995 39,630 101,356 
Ω(η2) 23,026 3,302 1,091 70,792 48,930 43,719 18,691 86,354 
E(η2) 151,65
5 151,342 111,618 200,385 165,374 164,754 125,315 211,713 
Δ(M1-0:1) 2.100 2.143 1.202 3.022 2.041 2.019 1.114 3.004 
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Ω(M1-0:1) 1.947 2.150 0.822 2.983 1.854 1.901 0.697 2.949 
E(M
1-0:1
) 3.772 3.833 2.843 4.639 3.791 3.875 2.861 4.634 
Ω(M1-1:0) 0.300 0.071 0.008 0.799 0.294 0.063 0.007 0.780 
E(M
1-1:0
) 0.087 0.023 0.003 0.241 0.090 0.022 0.003 0.260 
Ω(ε0) 0.041 0.040 0.011 0.075 0.040 0.039 0.011 0.071 
E(ε0) 0.064 0.058 0.032 0.102 0.069 0.064 0.035 0.109 
 Parameterization Option 1 
(minimally informed priors) 
 hRF hyperparameter prediction 
 
20 haploids sampling projection 
hRF hyperparameter prediction 
 
10 haploids sampling projection 
 0.618 0.636 
 Median 
Point 
Estimat
e 
Mean 
Point 
Estimate 
Mode 
Point 
Estimate 
50% Credibility 
Intervals 
95% Credibility 
Intervals 
 hABC hyperparameter estimation/model selection 
 
20 haploids sampling projection 
ζ 0.750 0.677 0.983 0.500 0.875 0.125 1.000 
ζη2 0.625 0.566 0.625 0.375 0.750 0.125 0.875 
ζM1-0:1 0.125 0.137 0.124 0.125 0.125 0.125 0.250 
 hABC parameter summary estimation 
 
20 haploids sampling projection 
η1s 640,988 603,397 893,429 384,994 846,585 19,703 984,889 
Δ(η1) 126,242 132,292 1,963 42,558 215,414 0 327,699 
Ω(η1) 102,921 120,479 5,546 28,125 183,913 0 356,128 
E(η1) 553,608 569,363 497,316 433,036 703,506 228,996 947,052 
Δ(η2) 156,417 158,906 164,392 116,453 197,032 53,548 282,268 
Ω(η2) 148,266 163,591 111,856 99,024 210,805 36,555 366,204 
E(η2) 288,021 296,702 253,603 218,045 364,757 103,304 546,785 
Δ(M1-0:1) 1.871 1.908 1.755 1.456 2.357 0.710 3.152 
Ω(M1-0:1) 3.233 3.209 3.519 2.343 4.052 0.938 5.554 
E(M
1-0:1
) 2.210 2.263 2.059 1.703 2.764 0.839 3.951 
Ω(M1-1:0) 1.924 2.534 0.683 0.768 3.910 0.051 7.683 
E(M
1-1:0
) 0.536 0.667 0.186 0.220 0.981 0.017 1.978 
Ω(M2-0:1) 2.390 2.880 0.563 0.840 4.504 0.037 8.177 
E(M
2-0:1
) 0.606 0.757 0.166 0.220 1.114 0.011 2.373 
Ω(M2-1:0) 2.231 2.818 0.585 0.830 4.422 0.050 8.162 
E(M
2-1:0
) 0.598 0.735 0.176 0.238 1.104 0.018 2.188 
Ω(ε0) 26.686 29.422 8.803 11.802 43.663 1.415 73.162 
E(ε0) 9.164 10.662 6.444 4.837 15.050 0.824 28.783 
Ω(ε1) 30.263 32.057 14.138 15.768 46.232 2.448 72.322 
E(ε1) 11.313 12.413 10.227 6.486 17.033 1.171 30.947 
 hABC hyperparameter estimation/model selection 
 
10 haploids sampling projection 
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ζ 0.750 0.645 0.980 0.375 0.875 0.125 1.000 
ζη2 0.500 0.538 0.624 0.375 0.625 0.125 0.875 
ζM1-0:1 0.125 0.144 0.125 0.125 0.125 0.125 0.250 
 hABC parameter summary estimation 
 
10 haploids sampling projection 
η1s 592,742 560,823 889,039 329,883 825,243 1,981 985,786 
Δ(η1) 148,120 142,404 2,492 56,918 225,313 0 330,312 
Ω(η1) 124,086 145,825 7,394 43,721 207,435 0 528,419 
E(η1) 514,844 527,634 474,532 393,632 664,865 66,498 933,222 
Δ(η2) 150,364 152,168 131,499 110,793 192,287 26,196 278,714 
Ω(η2) 154,458 171,573 117,174 101,208 222,216 27,312 409,715 
E(η2) 264,825 273,292 247,538 191,488 344,497 27,586 540,394 
Δ(M1-0:1) 1.815 1.820 1.737 1.342 2.308 0.404 3.121 
Ω(M1-0:1) 3.041 3.043 3.072 2.150 3.881 0.837 5.508 
E(M
1-0:1
) 2.174 2.212 2.104 1.640 2.752 0.416 4.006 
Ω(M1-1:0) 2.065 2.633 0.629 0.796 4.028 0.046 7.757 
E(M
1-1:0
) 0.560 0.694 0.176 0.223 1.023 0.016 2.094 
Ω(M2-0:1) 2.373 2.855 0.535 0.839 4.551 0.034 7.910 
E(M
2-0:1
) 0.601 0.749 0.168 0.218 1.100 0.013 2.373 
Ω(M2-1:0) 2.287 2.806 0.582 0.850 4.401 0.052 7.945 
E(M
2-1:0
) 0.621 0.746 0.179 0.237 1.119 0.018 2.234 
Ω(ε0) 27.353 29.408 8.586 12.083 43.231 1.416 72.882 
E(ε0) 8.889 10.486 6.373 4.723 14.766 0.784 28.087 
Ω(ε1) 30.943 32.344 15.769 16.202 45.908 2.480 72.831 
E(ε1) 12.138 13.034 11.955 6.910 17.787 1.188 31.630 
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Figure 3.1. Individual population-pair model. a) Generalized model, with two phases of 
asymmetric migration as well as instantaneous size changes occurring independently between tip 
populations and simultaneously with shift in migration rates. This model subsumes other 
commonly utilized divergence models, such as b), c), d), and e), under specific parameter 
combinations. Demographic parameter symbols are annotated here (Table 3.1). b) IM model, 
which the generalized model converges toward when approximating M
1-0:1
 = M
2-0:1
 and M
1-1:0
 = 
M
2-1:0
 (or alternatively η1 = η2). c) AM model, which the generalized model converges toward 
when approaching M
1-0:1
 = 0.0 and M
1-1:0
 = 0.0. d) SC model, which the generalized model 
converges toward when near M
2-0:1
= 0.0 and M
2-1:0
 = 0.0. e) SI model, which the generalized 
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model converges toward when resembling M
1-0:1
 = 0.0, M
1-1:0
 = 0.0, M
2-0:1
 = 0.0, and M
2-1:0
 = 0.0. 
Moreover, this model does not contain size change to further illustrate that the generalized model 
becomes consistent with stable size if ε parameters have values close to 1.0 (or alternatively η1 = 
η2). 
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Figure 3.2. Hierarchical co-demographic model. An example model with n = 8, ψη1 = 1, ζT,η1 = 
0.5, and ST,η1 = 4. For visual simplicity, the individual model used here does not have migration 
nor size change. The first four population-pairs undergo co-divergence synchronously at η1s, 
whereas the remaining four experience idiosyncratic co-divergence at independent times of η1i,5, 
η1i,6, η
1
i,7, and η
1
i,8, respectively (Table 3.2 for index of symbols). 
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Figure 3.3. Construction protocol for ajSFS. a) Example of eight independent joint-SFS with 
relative SNP frequency values, visualized as heatmaps, projected to the same haploid sampling. 
b) The first joint-AFC across the eight individual datasets are combined. c) The eight bins are re-
ordered in descending fashion. d) The process repeats for all joint-AFCs. e) The final ajSFS, 
consisting of bins from all eight of the original joint-SFS, is constructed. 
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Figure 3.4. Prior and posterior distributions under hABC for lamprey population-pairs. 
Prior histograms with overlaid density curves in yellow and posterior histograms with overlaid 
164 
 
density curves in black of ζ, Δ(η1), Ω(η1), η1s, ζη2, Δ(η
2), Ω(η2), E(η2), ζM1-0:1, Δ(M
1-0:1), Ω(M1-0:1), 
and E(M
1-0:1
) under parameterization options 2 and 3 given 20 haploids. Vertical lines in green, 
blue, red, and black represent median, mean, and mode point estimates as well as 50% credibility 
intervals, respectively (Tables 3.5, 3.S6). 
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Figure 3.S1. POD cross-validation estimated vs. true values. Point estimates on y-axis vs. 
POD true values on x-axis of ζ, Δ(η1), E(η1), η1s, ζη2, Δ(η
2
), ζM1-0:1, and Δ(M
1-0:1
) for reference 
table parameterization options 2 and 3 given 20 haploids. Estimates based on the posterior 
median except for ζ, ζη2, and ζM1-0:1, which are based on the posterior mean since the discrete 
intervals result in an ambiguous plot (Tables 3.4, 3.S4). 
  
166 
 
Figure 3.S2. Additional lamprey hABC prior and posterior distributions given 10 haploids. 
Prior histograms with overlaid density curves in yellow and posterior histograms with overlaid 
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density curves in black of ζ, Δ(η1), Ω(η1), η1s, ζη2, Δ(η
2), Ω(η2), E(η2), ζM1-0:1, Δ(M
1-0:1), Ω(M1-0:1), 
and E(M
1-0:1
) under parameterization options 2 and 3. Vertical lines in green, blue, red, and black 
represent median, mean, and mode point estimates as well as 50% credibility intervals, 
respectively (Table 3.S6). 
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Figure 3.S3. PCA model fit. PC2s on y-axis vs. PC1s on x-axis, respectively built from each 
combination of: retained simulations from the prior and re-simulations from the posterior; 
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parameterization options 1, 2, and 3; and sampling projections 20 and 10 haploids. Empirical 
lamprey ajSFS represented by the green triangle. 
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CHAPTER 4 
Title: Comparative Inference of Selection against LINE Retrotransposons Informed by 
Demographic Modeling of Whole-Genome Data in Vertebrates 
Introduction 
Vertebrate genomes differ considerably in size and structure, with transposable element (TE) 
abundance and diversity among the genomic features that show the most variation between 
species (Tollis & Boissinot 2012). Specifically, copy number for Long Interspersed Nuclear 
Elements (LINEs), a group of non-Long Terminal Repeat retrotransposon, largely accounts for 
the generally greater genome sizes of mammals relative to non-mammalian vertebrates. LINEs 
constitute a diverse group of mobile DNA that replicate by RNA reverse transcription at the site 
of insertion (Cost et al. 2002; Luan et al. 1993). This can cause genetic defects and genomic 
instability (Burns & Boeke 2012; Ostertag & Kazazian Jr. 2001), yet contributes a substantial 
source of evolutionary novelties that can affect gene and genomic regulation (Mita & Boeke 
2016; Rebollo et al. 2012). Mammalian genomes contain hundreds of thousands of copies for L1, 
one type of LINE that accounts for at least 30% of genome size either directly or indirectly 
(International Human Genome Sequencing et al. 2001; Mouse Genome Sequencing Consortium 
et al. 2002), whereas non-mammalian vertebrates contain a much larger diversity of active 
LINEs represented by divergent families distributed across multiple clades. For instance, the 
genome of the lizard Anolis carolinensis contains five active clades (L1, L2, CR1, RTE, and R4), 
with L1 alone containing more than 20 active families (Alföldi et al. 2011). However, although 
diverse, each specific LINE tends to be represented by a small number (< 100) of recently 
inserted elements (Chalopin et al. 2015; Furano et al. 2004; Novick et al. 2009). In total, while 
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the published anole genome contains about 800 L1 copies (Novick et al. 2009), one study 
identified close to 2,500 polymorphic L1 insertions (Ruggiero et al. 2017). 
The pattern of mammalian L1 abundance results from old amplification within a single 
lineage of families, with only the most recently evolved family active at a time (Furano 2000; 
Khan et al. 2006; Smit et al. 1995), yet there are a number of differences in L1 content between 
species. For example, the number of potentially active L1 progenitors is far larger in mouse (> 
3,000) than in human (< 100), resulting in a higher rate of L1 transposition in the former 
(Ostertag & Kazazian Jr. 2001). Additionally, three distinct L1 subfamilies are concurrently 
active in the mouse genome (L1Md_A, Tf, and Gf), all containing further subsets. Some of these 
subsets have evolved in a strictly vertical manner (e.g. L1Md_A, Tf_III and Gf_II), while others 
have invaded the genome following hybridization with a sister species (e.g. Tf_I, Tf_II, and 
Gf_I) (Goodier et al. 2001). Conversely, the human genome contains a single active family, Ta, 
comprised of two closely related subsets: Ta-0, which was mostly active > 1.5 MYA; and Ta-1, 
which is responsible for the bulk of novel insertions in modern human (Boissinot et al. 2000, 
2004; Sheen et al. 2000). 
The cause of these differences in LINE evolutionary dynamics among vertebrates 
remains unclear. It has been proposed that this pattern reflects differences in the fixation rates of 
polymorphic LINE insertions and corresponding fitness effects on the host organism (Furano et 
al. 2004; Novick et al. 2009). This presumed fitness dichotomy between mammals and non-
mammal vertebrates has been hypothesized to result from rates of ectopic recombination, where 
crossing over of non-homologous loci occurs and often produces deleterious chromosomal 
rearrangements. Specifically, it has been proposed that mammalian genomes intrinsically have a 
reduced rate as an adaptation to an extreme accumulation of L1 elements (Furano et al. 2004; 
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Luan et al. 1993). Indeed, the majority of L1 insertions appear to behave as neutral alleles in 
mammals (Boissinot et al. 2006), such that population-level frequency and chance of fixation 
depend solely on the stochastic process of genetic drift that is shaped by the host demographic 
history. However, L1 elements may not be fully neutral in mammals since longer elements are 
found in lower abundance across the genome than those that are severely truncated (Boissinot et 
al. 2001; Song & Boissinot 2007), thus suggesting a fitness cost related to L1 length (Boissinot et 
al. 2006). Conversely, the young age and low abundance of LINEs in fish and reptiles has been 
interpreted as evidence for rapid turnover (Furano et al. 2004), similar to that observed in 
Drosophila (Charlesworth & Charlesworth 1983; Kaplan & Brookfield 1983; Langley et al. 
1983). Under this scenario, most LINEs remain at low allele frequencies due to deleterious effect 
on novel insertions. 
Here we performed a model-based demographic analysis for several vertebrate model 
species to explore the relative effect of selection versus genetic drift on LINE polymorphisms 
(Ewing & Jensen 2016). Previous studies investigating this question used a limited number of TE 
insertions, mostly derived from the published reference genomes (Blass et al. 2012; Boissinot et 
al. 2006; Tollis & Boissinot 2013). However, the recent availability of re-sequenced whole-
genome data at population-level sampling in threespine stickleback fish (Gasterosteus 
aculeatus), Carolina anole (Anolis carolinensis), house mouse (Mus musculus), and human 
(Homo sapiens) now permits access to a complete collection of polymorphic LINE insertions as 
well as genome-wide SNP data (1000 Genomes Project Consortium 2010; Chain et al. 2014; 
Harr et al. 2016; Ruggiero et al. 2017). We exploited these SNP resources to inform null 
demographic backgrounds that were then leveraged against the LINE data to infer selection 
presence, direction, and magnitude (Figure 4.1) (Williamson et al. 2005). In particular, following 
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recent efforts to account for selective effects through genome-wide heterogeneity in parameter 
values (Aeschbacher et al. 2016; Rougemont et al. 2017; Rougeux et al. 2016; Roux et al. 2016), 
our methodology included incorporating an exponential size change parameter complementing 
the null background to capture signals of selection in the context of demographic history. 
 
Materials and Methods 
Resequenced Whole-genome Data 
We analyzed one population each of stickleback, anole, and mouse, as well as three populations 
of human. For all vertebrate populations, we focused on L1 elements except in stickleback since 
it has an exceedingly small amount compared to other vertebrates (~ 400 copies with < 10 at full-
length). Therefore, we instead collected stickleback LINE data for Maui, which belongs to the 
L2 clade; the published genome contains about 2,400 copies and these were shown to be highly 
polymorphic (Blass et al. 2012). Our total dataset consisted of: six stickleback individuals from a 
river population in Europe (Chain et al. 2014); seven anole individuals (Ruggiero et al. 2017) 
within the Gulf-Atlantic population as defined by Tollis & Boissinot (2012), which is the most 
widespread of the five distinct North American populations; ten mouse individuals belonging to 
a Northern Indian population, obtained from http://www.ebi.ac.uk/ena/data/view/PRJEB2176 
(Harr et al. 2016); and 179 totals individuals across the human populations of Yoruba from 
Ibadan (YRI), Han Chinese from Beijing combined with Japanese from Tokyo (CHB+JPT, 
henceforth CHJ), and Utah residents of Central European ancestry (CEU) (59 in YRI and 60 per 
CHJ and CEU) (Stewart et al. 2011). Specifically for human, data were retrieved from the 1000 
Genomes Project pilot phase, with SNPs in VCF format at 
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ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/pilot_data/paper_data_sets/a_map_of_human_variation/
low_coverage/snps/, L1 insertion data listed in Table S1 of Stewart et al. (2011), and 
recombination hotspot location information in the file “hotspot_positions_b36.txt” located within 
the archive “1000G_LC_Pilot_genetic_map_b36_genotypes_10_2010.tar.gz” at 
ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/pilot_data/paper_data_sets/a_map_of_human_variation/
supporting_data/recombination_hotspots/. 
For stickleback, anole, and mouse, whole-genome data were processed following the 
procedure described in Ruggiero et al. (2017). To detect LINEs, we employed the program 
MELT (Mobile Element Detector Tool), which had been used to discover TE polymorphisms 
within the human genome (Sudmant et al. 2015). This program requires a library of TE 
consensus sequences to identify split reads, indicative of polymorphic insertions. We searched 
the stickleback genome utilizing a single Maui consensus since this family is highly homogenous 
in sequence (Blass et al. 2012), anole genome with the 20 consensus sequences described in 
Novick et al. (2009), and the mouse genome given the consensus of the three active families (Tf, 
Gf, L1Md_A). 
Processing Data Into SFS Format 
Polymorphic SNP and LINE insertion data for stickleback, anole, mouse, YRI, CHJ, and CEU 
were converted to the single-population folded site frequency spectrum (SFS), i.e. not polarized 
against an ancestral outgroup for derived frequencies and instead based on minor sample 
frequencies. During this conversion process for the SNPs, a minimum coverage of 10x read 
depth, minimum threshold of 10 haploid individuals, and requirement to be biallelic were applied 
to the stickleback, anole, and mouse datasets. The minimum number of 10 haploid individuals 
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and biallelic state was enforced for the human populations as well, but the minimum coverage 
was disregarded since these datasets had site frequencies inferred using a validated probabilistic 
framework on the low coverage (1x – 3x) raw reads (Stewart et al. 2011). The number of SNPs 
was further reduced to decrease bias from linkage disequilibrium, with SNPs chosen sequentially 
along each chromosome and contig with a window of at least 10,000 sites from the preceding 
retained SNP for the stickleback, anole, and mouse populations. In the human datasets, since a 
linkage map was available, the first SNP was selected per length of sequence between HapMap-
defined recombination hotspots. If no valid SNP was available within a particular sequence 
block, then the most adjacent SNP in the preceding hotspot zone was considered, if available. 
For LINE data, three independent SFS were derived per population based on TE length: “short” 
LINEs were at most 1,200 base-pairs; “long” LINEs were at most 6,000 base-pairs and longer 
than “short”, and “FL” (full-length) LINEs were over 6,000 base-pairs. For stickleback, due to a 
lack of “FL” Maui data, only “short” and “long” SFS were constructed. 
SFS files were created with the Python module dadi (Gutenkunst et al. 2009), which 
utilizes a sampling projection technique that entails considering all possible combinations of sub-
sampling haploid individuals in order to accommodate missing data. A data projection of 10 
haploid samples was deployed among datasets for comparative purposes. Additionally, a 
sampling projection that permits a more complete data matrix was applied as well: 12 haploid 
samples for stickleback; 14 haploid samples for anole; 20 haploid samples for mouse; and 50 
haploid samples for each human population. In total, there were then 12 observed SNP SFS, at 
two sampling projections per population of stickleback, mouse, anole, YRI, CHJ, and CEU, as 
well as 34 LINE SFS, with three length conditions imposed for all combinations of sampling 
projection and population (less two for no “FL” data in stickleback). 
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Inferring Null Demographic Model from SNP Data 
Demographic inference was conducted under single-population instantaneous size change 
models to fit a null demographic background to the whole-genome SNP data using the program 
fastsimcoal2.5221 (Excoffier et al. 2013) (Figure 4.1). To achieve this, fastsimcoal2.5221 
employs coalescent simulations to derive the expected SFS given a set of parameter values under 
a demographic model, and Brent’s conditional maximization algorithm on each parameter 
iteratively (ECM) to optimize the composite likelihood (CL) of the expected SFS against the 
observed data assuming a multinomial distribution. Every expected SFS was built from 100,000 
coalescent simulations of genealogies, and a total of 10 – 40 ECM cycles were performed, with a 
single cycle comprising of all parameters individually optimized once and the number of cycles 
determined from a stopping criterion of 0.01 (i.e. the minimum relative difference in parameters 
between two cycles). The relative likelihoods of two models were compared per observed SNP 
data SFS: two-epoch expansion and three-epoch bottleneck-expansion. Each demographic model 
inference entailed 50 total independent optimization iterations to approach the global CL. In 
sum, across six populations, two sampling projections, and two models, there were a total of 6 * 
2 * 2 * 50 = 1,200 total executions of fastsimcoal2.5221 here. Following optimization, model 
selection was conducted utilizing the highest CL individual run per model via Akaike’s relative 
weight of evidence, which is based on Akaike Information Criterion (AIC) scores, for every 
dataset (Excoffier et al. 2013). In cases where model selection contradicted between the two 
sampling projections, the favored model at the higher data projection was assumed for both in 
the interest of consistency. 
 Uncertainty measures were obtained from approximate Bayesian computation (ABC) 
posterior distributions (Figure 4.1), whereby the prior distributions were informed by the CL 
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chosen model and point estimates. Specifically, bounds were adjusted to center around CL 
estimates so as to maximize intensive ABC efforts. An analogous outcome could have been 
achieved through CL bootstrapping, but this would have been prohibitively expensive 
computationally, requiring an additional 100 * 1,200 = 1.2 million fastsimcoal2.5221 replicates 
assuming 100 bootstraps. The ABC simulations were facilitated with the R package Multi-DICE 
(Xue & Hickerson 2017), which allowed straightforward co-opting of fastsimcoal2.5221 under 
its “FREQ” mode to populate multiple independent ABC reference tables for the separate 
populations and two data projections. A total of 500,000 simulations were generated per 
reference table, demographic inference was executed using the abc R package and eponymous 
library (Csilléry et al. 2012) under the simple rejection algorithm at a 0.003 tolerance threshold 
leading to 1,500 accepted simulations, and the SFS were converted to relative frequencies (i.e. 
frequency classes in units of proportion from total SNPs rather than SNP count). 
Notably, although a three-population model exploiting information from joint site 
frequencies (i.e. shared polymorphisms, private alleles, and fixed differences) could have been 
employed for the human populations, the results would not have been relevant here within a 
comparative context since the other three species comprise of only a single population. 
Furthermore, a three-population model would require sites to be present across all three 
populations to construct the multi-population SFS, which is problematic for the LINE data given 
allelic dropout and non-homology coupled with its much lower quantity of loci at several dozen 
per length category. Moreover, the additional parameterization and topological complexity 
entailed would be a non-trivial increase in required computational resources. Although 
disregarding shared ancestry could possibly result in biased size change estimates, migration 
rates between these human populations have previously been established to be low (Gronau et al. 
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2011; Gutenkunst et al. 2009). Therefore, a single-population model is likely a valid simplifying 
assumption here for constructing a valid null model to be utilized downstream for selection 
inference. Although incorporating more complex multi-population models is worth exploring in 
future applications, it is beyond the scope of this study. 
Testing Null Hypothesis on LINE Data with Simulated Summary Statistics  
To evaluate deviation in the LINE data from the null demographic background, which would 
suggest the presence of selection in addendum to the whole-genome signal, we re-simulated from 
each of the 12 empirical ABC posterior distributions to construct null distributions for a battery 
of summary statistics (Figure 4.1). To achieve this, the parameter draws from each of the 1,500 
ABC accepted simulations were exploited under the inferred demographic model to generate 
1,500 new SFS simulations. These new SFS were simulated under the “SNP” simulation model 
in fastsimcoal2.5221 according to the exact sampling specifications of each LINE SFS. This 
resulted in slower runs than the “FREQ” setting but better accounted for variance from number 
of LINE loci sampled, which was orders of magnitude lower than the SNP sampling. The 
simulations were subsequently converted into separate summary statistics, including the standard 
population genetic summary statistic Tajima’s D for the total set of LINE loci, multinomial-
distribution CL scores, individual principal components (PCs), and individual SFS allele 
frequency classes scaled to relative frequency. To clarify, CL scores were calculated from the 
total product of the SFS bins, which is a reduction (given no monomorphic sites) of the CL 
equation deployed by fastsimcoal2.5221 that assumes these represent independent probabilities. 
To obtain PCs, the 1,500 simulated SFS were entered into a principal component analysis (PCA), 
which was then leveraged against the simulations to transform the SFS into PC vectors of the 
same size but with variation maximized. For each summary statistic, the according set of 1,500 
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simulated values together constituted an individual null distribution to which the corresponding 
observed data value was compared. Empirical values outside of the central 95% density were 
considered rejection of the null model (Thornton & Andolfatto 2006; Bustamante et al. 2001), 
thus implicitly supporting selection (with values departing from the central 50% density also 
highlighted). Importantly, while this utilizes a traditional null model test, it does not explicitly 
qualify the type of selection nor quantify the degree of selection. 
Demographic Models Testing Selection on LINE Data 
As a complementary approach to detect putative selection within LINE datasets as well as infer 
directionality (i.e. positive or purifying) and magnitude, we used an expanded set of three 
demographic models: 1) the null model inferred from the according SNP dataset without 
modification; 2) the null model inferred from the according SNP dataset with an additional 
exponential growth parameter; and 3) the null model inferred from the according SNP dataset 
with an additional exponential contraction parameter. To clarify, the first model represents a null 
hypothesis of no selection that is consistent with the genome-wide SNP background, whereas the 
exponential size change parameters act as a proxy for selective dynamics and are independent 
from the instantaneous population size change(s) in the null demographic background (Wright et 
al. 2005). Specifically, exponential growth (i.e. model 2) mimics weak purifying selection given 
that both similarly affect the SFS with an increase in rare alleles (Nielsen 2005; Williamson et al. 
2005), and likewise, exponential contraction (i.e. model 3) approximates positive directional 
selection as both shape the SFS toward intermediate frequency bins (Gattepaille et al. 2013; 
Nielsen 2005). Exponential size change is initially parameterized by υ, the ratio of total effective 
population exponential size change scaled from the bigger to smaller size. To clarify, υ is 
provided a search range for CL optimization that is shared between the growth and contraction 
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models, with subsequent conversion to the standard exponential rate of size change parameter r, 
which reflects either growth or contraction with a negative or positive sign, respectively. To 
accomplish this conversion, exponential size change began at an arbitrary time of 125,000 
generations into the past, which assured that the initiation of exponential size change occurred as 
the earliest historical event across all inferred null demographic backgrounds. Values for υ close 
to 1.000 converge to zero size change beyond the genome-wide null, consistent with LINE 
neutrality, whereas a large selective effect is expected to confer values substantially greater than 
1.000. 
 To accomplish this task, we again applied the CL framework in fastsimcoal2.5221 with 
subsequent ABC inference to provide descriptions of uncertainty, using the fastsimcoal2.5221 
simulation machinery under the “SNP” setting to match empirical LINE sampling as well as the 
abc R package (Figure 4.1). Both approaches used a distribution of υ ~ ln U(1, 1000), as a search 
range and prior distribution respectively. For the CL framework, which included 6 * 2 * 3 * 50 = 
1,800 total optimization replicates given the three selection models, bounded search ranges (i.e. 
CL optimization may not surpass bounds, unlike for υ) were set by the corresponding SNP ABC 
posterior distribution 50% credibility intervals (CIs), i.e. 25% and 75% quantile values, 
permitting uncertainty in the null demographic parameters to inform selection parameter space 
optimization. Similarly for ABC, uncertainty in the null demographic inference was integrated 
by exploiting the entire corresponding SNP-based posterior distributions as the priors. To clarify, 
a discrete uniform distribution over 1,500 ABC retained vectors of parameter draws composes 
each of these priors. Otherwise, the identical protocol described for the SNP data was followed 
here. 
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Importantly, unlike the null distribution simulations, this strategy allowed testing between 
positive, zero, and purifying selection through model choice via calculating Akaike’s relative 
weights, as well as quantification of selective intensity through υ estimates, for comparison 
across species and populations. 
 
Results 
SFS Data 
Re-sequencing data provided a genome-wide distribution of putatively unlinked SNPs on the 
order of tens of thousands for every SFS, and LINEs at widely varying numbers among 
populations. Specifically, LINEs were up to two orders of magnitude greater in mouse than any 
other species, whereas human populations contained only a few dozen LINEs per size type. 
Overlaying the SNP SFS, scaled to relative frequencies, with those of the LINEs suggests 
varying levels of selection could be ubiquitous throughout the populations and at most size 
specifications, making a clear determination of its presence, direction, and intensity difficult and 
ambiguous without further analysis (Figure 4.2). 
Null Demographic Background Based on SNP Data 
All populations except for stickleback supported the three-epoch bottleneck-expansion model 
based on Akaike’s relative weight (Table 4.1). In mouse and YRI, this determination was more 
ambiguous due to a conflict of favored models between sampling projections, with the 10 
haploids dataset favoring the two-epoch expansion model in these cases. Nonetheless, the more 
complex three-epoch model was designated as the inferred demographic model in both 
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populations given its Akaike’s relative weight at the higher sampling projection, especially 
considering that support for the simpler two-epoch model was not overwhelming for either 
mouse or YRI (~ 0.6 higher in relative weight for both). Time point estimates consistently 
coincided either with post-glacial or at least later Pleistocene activity, and size change 
magnitudes were generally fairly moderate, with most < 10x for either expansion or contraction. 
Notably, stickleback, CHJ, and CEU experienced minor expansions of about 3x or less, whereas 
considerable expansions of at least 5x was present in anole and mouse. Across CL point 
estimates, most fell within the ABC 95% central density CIs, and many of these further were 
contained by the 50% central density CIs. 
Null Distributions of Summary Statistics against LINE Data 
The mouse LINEs near-unilaterally displayed signals of selection across the various summary 
statistic measures, three LINE lengths, and two sampling projections (Figure 4.3; Tables 4.2). In 
fact, the observed summary statistic calculated from the LINE data was well beyond the entire 
null distribution in many cases. Furthermore, there is a clear trend of increasing number of 
outlier empirical summary statistics as well as greater distance from the null distribution 
positively correlating with LINE size. Similarly, there was apparent selection on anole “short” 
and “long” LINEs across both haploid samplings, but seemingly not so for the “FL” LINEs. 
Along with the fact that there is a greater number of outlier summary statistics for “short” LINEs 
versus “long” LINEs, there is surprisingly an inverse trend of selective effect detection and LINE 
length in anole. The stickleback results are more ambiguous, with selection seemingly present 
for the “short” LINEs but a lack of convincing evidence to reject the null for the “long” LINEs. 
Considering there are only two LINE lengths here as well, it is difficult to assess whether there is 
any trend occurring. Conversely, the human populations were almost wholly compatible with the 
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null demographic background, with the CEU “long” LINEs the only convincing case of selection 
(and mostly at the 10 haploids sampling projection). Notably, all LINE datasets among 
populations, LINE sizes, and samplings, except for two in CHJ and two in CEU, had negative 
empirical Tajima’s D values, suggesting purifying selection (though these values can be 
confounded by expansion signals from the null demographic background). Importantly, results 
varied non-negligibly between the two sampling projections, especially in human populations 
where the disparity between the number of haploids was greatest, hence the importance of 
having a common sampling of individuals for comparative purposes. 
Selection Modeling on LINE Data 
Complementary with the summary statistic null distribution results, each of the mouse LINE 
datasets heavily supported the negative selection model based on Akaike’s relative weight 
(Tables 4.3). In fact, purifying selection was exclusively favored (i.e. Akaike’s relative weight of 
1.000) in almost all cases, with the lone exception being “short” LINEs at 10 haploids, yet this 
dataset still attained an Akaike’s relative weight of 0.999. Additionally, υ estimates demonstrate 
a distinct positive correlation with LINE size across both sampling projections, indicating 
heavily deleterious effect with longer length (Figure 4.4). For anole, the surprising negative 
correlation between selection signal and LINE length implied by the null distributions is 
unequivocal here. The “short” LINE datasets highly favor negative selection, the “long” LINE 
datasets weakly support negative selection, and the “FL” LINE datasets converge to the null 
demographic background of the SNP data. Estimates for υ further corroborate this relationship. 
Conversely, no selection was inferred generally for stickleback and human populations among 
all size filters and sampling projections based on Akaike’s relative weight, which is compatible 
overall with the null distribution approach. There existed two exceptions though, as follows: YRI 
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“short” and “FL” LINEs at 50 haploids supports negative selection, but with low corresponding υ 
estimates; and CEU “long” LINEs at 10 haploids near-exclusively favors negative selection with 
accordingly high υ estimates. 
 
Discussion 
Mouse LINE Profile: Positive Length-dependence 
Consistent with previous analyses in human (Boissinot et al. 2006; Song & Boissinot 2007) and 
fruit fly (Petrov et al. 2003), selection in mouse seems to be acting more strongly against “long” 
elements than “short” ones with “FL” insertions the most deleterious. Such a strong bias against 
longer elements may have two non-exclusive explanations. First, it could be due to the increased 
ability of longer elements to mediate ectopic recombination and thus cause deleterious 
chromosomal breaks (Dray & Gloor 1997), which is supported by experimental evidence that 
showed elements in mouse shorter than 1.2 Kb are unlikely to mediate ectopic recombination 
events (Cooper et al. 1998). Second, a toxic effect of “FL” active insertions producing RNA or 
proteins deleterious to the host may be a contributing factor (Nuzhdin 1999). Regardless, this 
length-dependence selection pattern is in agreement with expectations for LINEs. 
Anole LINE Profile: Inverse Length-Dependence 
Strong purifying selection on LINEs within anole is consistent with previous studies (Ruggiero 
et al. 2017; Tollis & Boissinot 2013), though the detection of stronger selection against “short” 
LINEs compared to longer ones is surprising. This result may be due to anole “FL” LINEs being 
so deleterious that most are quickly eliminated from the population, and thus only weakly 
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deleterious or neutral “FL” LINEs remain segregating (Nielsen 2005). Importantly, exponential 
growth as deployed in this model only reproduces “weakly negative selection” signatures 
(Williamson et al. 2005), and thus would not account for an extremely deleterious effect. For 
shorter LINEs then, the lessened deleterious effect may allow a typical signature of purifying 
selection to remain. Additionally, this strong selection against “short” elements suggests that 
those elements may be involved in ectopic recombination events more commonly than other 
species, implying that LINE regulation of recombination is different among vertebrates, which is 
perhaps supported by the overall wide variation in recombination rates (Jensen-Seaman et al. 
2004; Winckler et al. 2005). 
Human LINE Profile: Lack of Negative Selection and Age/Activity of L1 Families 
There was a near-universal lack of selection inferred for the three human populations, which is 
surprising since it has been demonstrated in human that while severely truncated insertions 
behave like neutral alleles, “FL” L1 are selected against (Boissinot et al. 2006). Furthermore, the 
human genomic distribution of truncated elements are not excluded from high recombining 
regions unlike longer elements, suggesting that longer LINEs are more likely to mediate ectopic 
recombination and therefore incur purifying selection (Song & Boissinot 2007). However, the 
Boissinot et al (2006) study focused on Ta-1, which is the most recently active subset of L1 and 
accounts for the vast majority of novel insertions (Boissinot et al. 2000; Brouha et al. 2003). 
Conversely, the present study applied to all types of L1 insertions such as Ta-0, which amplified 
long before Ta-1 and thus has low activity, yet still has segregating alleles that tend to be at 
higher population frequencies than Ta-1 polymorphisms (Boissinot et al. 2000). It is plausible 
then that Ta-0 deleterious insertions have already been eliminated and only nearly or fully 
neutral elements remain. Hence, the absence of a clear selection signature here could be due to 
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heterogeneity of insertion ages, with Ta-1 negatively selected in present populations and the 
more ancient Ta-0 having already gone through the sieve of purifying selection. Unfortunately, 
we are unable to distinguish Ta-1 from Ta-0 here. However, this hypothesis is consistent with the 
YRI results differing across the widely disparate sampling projections, which indicate temporal 
resolution (Keinan & Clark 2012; Robinson et al. 2014; Xue & Hickerson 2015). Specifically, 
the older and more neutral Ta-0 polymorphisms may have been predominant in the datasets for 
10 haploids, whereas the newer and more deleterious Ta-1 insertions could have had higher 
representation at 50 haploids. Another important consideration is that the number of LINEs was 
very low in the human populations, which may result in the modeling being too permissive of 
genetic drift solely effecting SFS differences between the SNP and LINE data. As a result, 
further exploration with more comprehensive TE datasets would increasingly elucidate these 
complex dynamics within human. 
Stickleback LINE Profile: Lack of Negative Selection at the Bottom of an Amplification 
Wave 
The apparent neutrality within stickleback could perhaps be explained by a similar process as 
that proposed in human. It is well known that TE amplification tends to occur in waves, where 
periods of intense amplification alternate with periods of low activity (Furano 2000; Khan et al. 
2006; Pascale et al. 1990; Sookdeo et al. 2013). The fraction of segregating insertions under 
negative selection then depends on which part of the amplification wave a species is 
experiencing. For instance, a species with a high rate of transposition (i.e. top of the wave) will 
incur many deleterious insertions, generating a stronger signal of negative selection as is likely 
the case in anole and mouse. In contrast, a species undergoing a low rate of transposition (i.e. 
bottom of the wave) could have the majority of segregating elements be older, generated when 
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transposition was stronger and now having already passed prolonged purifying selection. As in 
human, stickleback may have these higher frequency insertions masking the effect of negative 
selection acting on a smaller number of recently inserted LINEs. This process would result in an 
underestimate of selection in present populations, including those that intrinsically experience a 
stronger fitness cost imposed by LINE activity, thus obscuring comparative analysis. 
Overall Difference in Selection Inference for Mouse vs. Human: Frequency-dependence 
Previously proposed in Drosophila, the number of insertions within an individual’s genome can 
be a main factor affecting selection intensity. This posits that a family becomes deleterious when 
it reaches a certain copy number threshold, creating a positive feedback loop where the 
deleterious impact of a TE family escalates alongside its copy number (Montgomery et al. 1987; 
Petrov et al. 2003). This scenario could contribute to the differences reported here between 
mouse and human given that the number of polymorphic insertions is much larger in the former. 
A possible explanation for this negative frequency-dependence could be that a larger number of 
segregating insertions throughout the genome increases the probability of ectopic recombination, 
which is also believed to be further exacerbated when insertions are in the heterozygous state 
(Montgomery et al. 1991). Therefore, when insertions are numerous across the genome but at 
low allele frequencies, they are more likely to be deleterious. The total number of insertions in a 
population is directly related to the rate of transposition as well, which may be intrinsically 
higher in some organisms than others. Periods of high activity often correlate with the 
acquisition of novel features by LINE elements, allowing these elements to bypass the host 
repressive machinery. This process is well documented in human where the acquisition of novel 
promoter sequences allows L1 to evade the transcriptional repression of KRAB zinc-finger 
proteins (Jacobs et al. 2014; Khan et al. 2006). It is likely that different rates of transposition 
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occur in the model systems analyzed here, as implied by the observation that the relative 
proportion of genetic defect caused by retrotransposons is larger in mouse than human (Ostertag 
& Kazazian Jr. 2001). 
 
Conclusion 
Using population re-sequencing data and demographic modeling of selection processes, we 
discovered LINE selection dynamics to vary greatly among four model vertebrate species with 
different profiles of LINE diversity and abundance, yet the overall comparative pattern of 
selection signal does not seem to be related to the LINE profile nor evolutionary proximity of the 
species. For example, selection is very strong in anole whereas LINE insertions were inferred as 
neutral in stickleback, although their genomes likewise contain small numbers of highly related 
copies. Similarly, LINEs were estimated to be much more deleterious in mouse than in humans, 
which are both mammals with genomes dominated by an extremely large number of L1 
elements. This poses an open question of why LINE selection is stronger in anole and mouse 
than in stickleback and human. 
Another possible explanation for host-specific LINE characteristics could be differences 
in demographic history. Notably, anole and mouse experienced expansion of much greater 
magnitude than human and stickleback, and the signature of population expansion is an excess of 
low frequency SNPs, thus an increase in heterozygosity (Nielsen 2005). Assuming ectopic 
recombination to increase in rate for heterozygous insertions (Montgomery et al. 1991), then 
higher ectopic recombination rates are expected in populations with large expansions, thus 
yielding more negative selection on TEs. Furthermore, the greater expansions may imply larger 
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recent population sizes, where selection is more effective at eliminating deleterious insertions, 
whereas genetic drift is more prominent in smaller populations and thus may permit slightly 
deleterious insertions to persist at higher allele frequencies (Blass et al. 2012; Lynch & Conery 
2003; Ruggiero et al. 2017; Tollis & Boissinot 2013). An effect of demography on the intensity 
of selection against LINEs is an intriguing hypothesis and will require further experiments, such 
as comparing the fitness cost of LINEs in multiple populations of anole and mouse with different 
demographic histories. 
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TABLES AND FIGURES 
Table 4.1. Model selection of null demographic background via Akaike’s relative weight. 
 Stickleback Anole Mouse 
Selected Model Two-epoch expansion Three-epoch 
bottleneck-expansion 
Three-epoch 
bottleneck-expansion 
Akaike’s relative 
weight (10 haploids) 
0.852 1.000 0.214 
Akaike’s relative 
weight 
(higher sampling) 
0.641 
(12 haploids) 
1.000 
(14 haploids) 
0.701 
(20 haploids) 
 Human (YRI) Human (CHJ) Human (CEU) 
Selected Model Three-epoch 
bottleneck-expansion 
Three-epoch 
bottleneck-expansion 
Three-epoch 
bottleneck-expansion 
Akaike’s relative 
weight (10 haploids) 
0.182 1.000 1.000 
Akaike’s relative 
weight (50 haploids) 
1.000 1.000 1.000 
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Table 4.2. Null distributions of select summary statistics against LINE data. 
 “short” LINEs “long” LINEs “FL” LINEs 
 TE 
value 
Null 
2.5% 
Null 
97.5% 
TE 
value 
Null 
2.5% 
Null 
97.5% 
TE 
value 
Null 
2.5% 
Null 
97.5% 
 Stickleback 
CL 
score 1.33E-04 6.60E-05 1.23E-04 1.07E-04 6.46E-05 1.27E-04 
N/A N/A N/A 
Tajima’s 
D -0.132 -0.454 -0.164 -0.283 -0.462 -0.144 
N/A N/A N/A 
PC1 -0.034 -0.043 0.046 0.007 -0.050 0.051 N/A N/A N/A 
AFC1 0.427 0.426 0.502 0.464 0.419 0.506 N/A N/A N/A 
 Anole 
CL 
score 2.61E-05 9.93E-05 1.85E-04 6.88E-05 9.42E-05 1.90E-04 1.22E-04 5.95E-05 2.13E-04 
Tajima’s 
D -0.729 -0.245 0.154 -0.473 -0.260 0.174 -0.105 -0.392 0.315 
PC1 0.147 -0.055 0.056 0.100 -0.060 0.061 -0.023 -0.100 0.099 
AFC1 0.546 0.358 0.455 0.501 0.354 0.458 0.395 0.319 0.487 
 Mouse 
CL 
score 5.62E-05 5.60E-05 7.46E-05 4.53E-05 5.42E-05 7.68E-05 4.28E-06 5.49E-05 7.62E-05 
Tajima’s 
D -0.593 -0.574 -0.447 -0.691 -0.584 -0.432 -1.328 -0.579 -0.436 
PC1 0.029 -0.013 0.020 0.058 -0.018 0.023 0.241 -0.017 0.021 
AFC1 0.533 0.495 0.524 0.559 0.491 0.527 0.721 0.492 0.525 
 Human (YRI) 
CL 
score 1.26E-04 2.50E-05 2.15E-04 1.24E-04 
0.00E+0
0 2.38E-04 9.27E-05 
0.00E+0
0 2.29E-04 
Tajima’s 
D -0.128 -0.594 0.370 -0.123 -0.762 0.601 -0.284 -0.717 0.506 
PC1 -0.009 -0.142 0.140 -0.015 -0.200 0.201 0.027 -0.179 0.185 
AFC1 0.413 0.286 0.540 0.406 0.250 0.594 0.447 0.263 0.579 
 Human (CHJ) 
CL 
score 1.43E-04 4.08E-05 2.80E-04 2.10E-04 
0.00E+0
0 2.81E-04 1.01E-04 
0.00E+0
0 2.80E-04 
Tajima’s 
D -0.034 -0.326 0.836 0.220 -0.504 1.077 -0.102 -0.394 1.025 
PC1 0.066 -0.154 0.173 0.043 -0.211 0.229 0.053 -0.206 0.214 
AFC1 0.386 0.182 0.477 0.350 0.150 0.500 0.391 0.130 0.522 
 Human (CEU) 
CL 
score 9.48E-05 4.28E-05 2.53E-04 2.46E-05 3.49E-05 2.58E-04 1.09E-04 
0.00E+0
0 2.62E-04 
Tajima’s 
D -0.259 -0.344 0.623 -0.936 -0.420 0.662 -0.076 -0.489 0.710 
PC1 0.090 -0.143 0.134 0.296 -0.154 0.152 -0.014 -0.169 0.186 
AFC1 0.450 0.241 0.483 0.640 0.240 0.500 0.368 0.211 0.526 
192 
 
All for 10 haploids sampling projection; PC1 – Principal Component 1; AFC1 – Allele frequency 
class 1 (i.e. singletons); Bold values are outside the 95% null distribution intervals; Underlined 
values are outside the 50% null distribution intervals but within the 95% intervals 
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Table 4.3. Model test of selection directionality via Akaike’s relative weight. 
 Stickleback Anole Mouse 
 “short
” 
LINEs 
“long” 
LINEs 
“FL” 
LINEs 
“short
” 
LINEs 
“long” 
LINEs 
“FL” 
LINEs 
“short
” 
LINEs 
“long” 
LINEs 
“FL” 
LINEs 
Positive 
Selection 0.288 0.218 0.324 0.000 0.140 0.207 0.000 0.000 0.000 
No 
Selection 0.522 0.576 0.488 0.000 0.370 0.535 0.001 0.000 0.000 
Negative 
Selection 0.190 0.206 0.188 1.000 0.490 0.257 0.999 1.000 1.000 
 Human (YRI) Human (CHJ) Human (CEU) 
Positive 
Selection 0.219 0.223 0.213 0.210 0.213 0.193 0.182 0.000 0.196 
No 
Selection 0.571 0.568 0.576 0.572 0.575 0.526 0.498 0.001 0.535 
Negative 
Selection 0.210 0.209 0.212 0.219 0.212 0.281 0.320 0.998 0.270 
All for 10 haploids sampling projection; Underlined values are favored models 
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Figure 4.1. Flowchart of selection inferential analysis. 1) Null demographic background is 
inferred from whole-genome SNP data using fastsimcoal2.5221 and its CL statistical framework. 
This entails model selection between a two-epoch expansion model and three-epoch bottleneck-
expansion model via Akaike’s relative weight. 2) ABC posterior distributions are estimated 
against the SNP data under the chosen demographic model to obtain CIs, with prior distributions 
informed by respective CL results. 3) Null distributions of summary statistics are simulated from 
the ABC posterior distribution of the favored demographic model, which is based on the CL 
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model selection during 1). These are then compared to the empirical whole-genome LINE data. 
4) Selection is inferred from the LINE data using fastsimcoal2.5221 and its CL statistical 
framework. This again involves using Akaike’s relative weight to choose between models of 
positive selection, no selection, and negative selection; selection is approximated via the 
parameter υ, which is converted to the standard exponential size change parameter r. In addition 
to CL point estimates of υ, ABC posterior distributions are inferred. 
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Figure 4.2. Observed SNP and LINE SFS. X-axis represent allele frequency class and y-axis 
indicates SNP/LINE relative frequency. Within plots, wide black bars are for SNP data, red 
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squared-Xs are for “short” LINEs, green triangles are for “long” LINEs, and blue plus-signs are 
for “FL” LINEs. All populations and sampling projections displayed here. To clarify, in the 
second row, 12 haploids refer to stickleback, 14 haploids refer to anole, and 20 haploids refer to 
mouse. 
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Figure 4.3. Null distributions against LINE data of Tajima’s D. X-axis represents Tajima’s D 
value and y-axis indicates probability density. Within plots, blue vertical lines are 50% central 
density intervals, red vertical lines are 95% central density intervals, and green lines are observed 
data. All populations are displayed here for the 10 haploids sampling projection. To clarify, in 
the second row, “long” LINEs refer to stickleback (since there are no “FL” LINEs) and “FL” 
LINEs refer to anole and mouse. 
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Figure 4.4. Anole and mouse CL point estimates with ABC prior and posterior 
distributions for υ. X-axis represents υ value on log10 scale given the negative selection model 
and y-axis indicates probability density. Within plots, green curves are prior distributions, black 
curves are posterior distributions, blue vertical lines are 50% CIs, red vertical lines are 95% CIs, 
and yellow lines are CL point estimates. Only anole and mouse are displayed here, under the 10 
haploids sampling projection and for all LINE lengths, because these are the sole populations 
that demonstrated a clear signal of selection. 
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