Regularization or shrinkage methods are gaining increasing recognition as a valuable alternative to variable selection techniques in dealing with oversaturated or otherwise ill-defined regression problems in both the classical and Bayesian frameworks (e.g., O'HARA and SILLANPÄÄ 2009 ). Many studies (e.g., WANG et al. 2005; XU 2003; ZHANG and XU 2005; DE LOS CAMPOS et al. 2009; USAI et al. 2009; XU et al. 2009; WU et al. 2009 ) have documented the potential of shrinkage methods for quantitative trait locus (QTL) mapping and genomic breeding value (GBV) estimation using genome-wide dense sets of markers. LEE et al. (2008) make a clear connection between phenotype prediction and GBV estimation, suggesting that methods developed for one are also applicable to the other. We thus use the two concepts interchangeably throughout this paper.
Regularized regression methods such as ridge regression (HOERL and KENNARD 1970) or the least absolute shrinkage and selection operator (LASSO) (TIBSHIRIANI 1996) are essentially penalized likelihood procedures, where suitable penalty functions are added to the negative log-likelihood to automatically shrink spurious effects (effects of redundant covariates) towards zero, while allowing relevant effects to take values farther from zero.
It has been pointed out that the non-Bayesian shrinkage methods cannot select a number of non-zero effects exceeding the sample size (ZOU and HASTIE 2005; PARK and CASELLA 2008) . This is impractical for genomic selection which capitalizes on the variation due to smallmarker effects, the number of which can exceed the sample size, by contrast to QTL mapping where interest lies mostly in a small subset of loci with large effects on the focal phenotype. In connection with the LASSO, the Bayesian LASSO (BL) (PARK and CASELLA 2008; YI and XU 2008) has been proposed to overcome this limitation by imposing a selective shrinkage across regression parameters. XU (2003) also proposed a Bayesian shrinkage method for QTL mapping which extends ridge regression in a similar fashion.
Although the BL has been successfully applied to QTL mapping (e.g., YI and XU 2008) and to GBV estimation (e.g., DE LOS CAMPOS et al. 2009) , it relies on a single parameter known as the regularization parameter to simultaneously regulate the overall model sparsity and the extent to which individual regression coefficients are shrunken. However, this is unrealistic when dealing with a large number of predictors whose effect sizes may differ by orders of magnitude. It is therefore natural to ask whether this practice can be relaxed and how such an attempt may impinge on the model performance (e.g., SUN et al. 2010 ).
Here we propose an extension to the Bayesian LASSO for QTL mapping and genomic breeding value estimation. Our method, the extended Bayesian LASSO (EBL), introduces locusspecific regularization parameters, and utilizes a parameterization that clearly separates the overall model sparsity from the degree of shrinkage of individual regression parameters. We use simulated data to investigate the performance of the EBL relative to the Bayesian LASSO in mapping QTLs and in predicting unobserved phenotypes. We also compare the performance of the EBL to the Bayesian adaptive LASSO (BAL) recently proposed by SUN et al. (2010) , which also assumes locus-specific regularization parameters. the n individuals on their genotypes at p putative loci which may be markers or alternatively pseudo-markers (SEN and CHURCHILL 2001; SERVIN and STEPHENS 2007) . That is, 
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Statistical model: Let
denotes the probability density function of the DE distribution with mean 0 and variance 2 / 2 , evaluated at x (PARK and CASELLA 2008).
The DE distribution is sharply peaked at the mode and has heavier than Gaussian tails.
Setting the prior mode at zero encodes a prior belief of no effect for most of the regression covariates. In addition, the strength of this belief, and hence the degree of model sparsity, is determined by the variance of the DE prior assumed for the regression coefficients, which in turn depends solely on the regularization parameter . Consequently, the degree of shrinkage is made locus-specific through differences in the (2008) and YI and XU (2008) recognized that the performance of the BL depends critically on the tuning of . The hierarchical specification of the priors of the regression coefficients in the BL is graphically depicted in Figure 1a . As can be seen from Figure 1a , all the variances
are controlled by the hyper-parameter . This may be unrealistic when dealing with a large number of predictors which effect sizes may greatly differ as it frequently happens in QTL mapping and in phenotypic value prediction using genome-wide dense sets of markers. Our new method, the extended Bayesian LASSO (EBL), relaxes this assumption.
The extended Bayesian LASSO:
In the vein of the BL, the EBL proceeds by assigning to each regression parameter a Gaussian prior with its own variance, independently. That is,
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regularization parameters are locus-specific. Crucially for us here, j is defined in terms of a measure, , of model sparsity which is common to all loci, and a locus-specific deviation, j , from , which represents the strength of shrinkage specific to locus j. More specifically, we let j j .
The common factor can, just like in the BL, be used to adjust the model to the desired level of sparsity, whereas the locus-specific random deviations, j , from enforce the difference in the extent of shrinkage across loci. This makes the EBL "doubly adaptive" compared to the adaptiveness of the BL. Figure 1b shows the hierarchical specification for the priors of the regression coefficients in the EBL. The extra layer of the EBL relative to the BL is apparent from The data generation process used marker data from a well-known dataset from the North American Barley Genome Mapping project (TINKER et al. 1996) , which has been widely analyzed in mapping studies (e.g., XU 2003 XU , 2007 XU and JIA 2007; YI and XU 2008) . The here is the number of days to heading, averaged across the 25 environments. Five individuals with missing phenotypes were excluded from the data. The incentive for using the Barley marker data is to draw close to a real-world situation. The dataset also includes some missing genotypes.
At the outset, the missing genotypes were filled-in with random draws from consecutive markers. The methodology described here is straightforwardly applicable to this data set since a backcross can only have two possible genotypes (initially coded as -1 and 1) at each locus. We changed the initial coding to 0 and 1. As before, we assumed only 4 QTLs at loci 25, 60, 70 and 75 with QTL effects of 2.5, -2.5, 4, and -4, respectively. Note that the last two QTLs are linked with 15 cM between them and in repulsion (i.e. having effects of opposite signs).
For both the moderately dense Barley marker data and the simulated dense marker data, we generated 50 synthetic datasets of approximately same heritability with the design matrix held fixed and the intercept set to zero without lost of generality. For the reported results, the residual variance was set to 2, yielding an average heritability of 0.8 for the Barley marker data and 0.72 for the simulated dense marker data.
Model fitting and performance evaluation:
We fitted the Bayesian LASSO and extended Bayesian LASSO to the simulated data replicates by Markov chain Monte Carlo (MCMC) (GILKS et al. 1996) Initially, we ran three separate Markov chains for 10 000 iterations each, to assess how fast the chain would converge and how well they would mix (mixing refers to the ease with which the Markov chains explore the full parameter space). For the simulations based on the Barley marker data, 10 000 iterations took 21483 seconds for the BL and 22978 seconds for the EBL (i.e., comparable computation time) on an AMD with 1.33 GHz and 768 MB of RAM. For both methods, the chains seemed to reach the stationary distribution after about 1 500 iterations.
The convergence was assessed through visual inspection of the MCMC traceplots. The sensitivity of the results to the prior specification was assessed by varying the range of the uniform priors for hyper-parameters in the BL, and and j in the EBL, but the results were robust to these changes.
After the initial evaluation of the two models, we used simulated data replicates to evaluate their performances in estimating the regression parameters with regard to both the true signals (i.e., QTLs) and false signals (i.e., non-QTLs), and in predicting unobserved phenotypes.
For each replicated data set, we run 10 000 MCMC iterations and discarded the first 2 000 samples as burn-in. The predictive performances of the two models were evaluated through posterior predictive cross-validation. The basic idea of cross-validation (e.g., PICARD and COOK 1984) is to fit the model to a subset of the data (the training set), and utilize the remaining data (the test To have significance thresholds for distinguishing QTLs from non-QTLs, we randomly shuffled the phenotypes (permutation without replacement) to artificially destroy the association 15 between the markers and the phenotypes. We fitted the model to each of the ensuing datasets using MCMC simulation. We ran 4 000 MCMC iterations, discarding the first 2 000 samples as burn-in. For each dataset, we monitored the largest absolute posterior mean effect size used as our test statistic. This provided us with an empirical distribution F of the test statistic, and we used the ) 1 ( x 100 percentile of as the critical value (CHURCHILL and DOERGE 1994) . The significance thresholds based on 100 phenotype permutations with 10 . 0 were found to be 0.64 for the BL and 0.67 for the EBL.
RESULTS
The results for the simulations based on the Barley marker data were broadly similar to those based the simulated dense marker dataset. In this section, we only report on the performance of the BL and the EBL based on the Barley marker data (an extensive comparison of the EBL to the contending BAL, including for the dense marker data, is provided in the Discussion). Figure 2 summarizes the performance of the EBL relative to the BL with regard to the accuracy of effect size estimates on both true and false signals, and the accuracy of phenotypic value predictions. The bottom-right panels in Figure 2 displays the ratios / of the locus-independent variance hyper-parameters in the BL and the EBL, which is roughly constant over the 50 replicated data sets. Predictive performance: The EBL outperformed BL in predictive accuracy, with lower prediction errors (RMSEs displayed in Figure 2 ). This implies that the EBL is also better suited to breeding value prediction in genomic selection. Our specification of the regularization parameters provides the possibility to incorporate prior information regarding the level of model sparsity through the prior of the overall sparsity parameter, , while letting the locus-specific
, take care of keeping the non-zero effects "on" and adjusting their sizes according to their importance. This "doubly adaptive" feature is appealing in that it allows the model to effectively exert less shrinkage on the effects of covariates which are actually important and required to be into the model and more shrinkage on spurious effects.
This results in more accurate estimates of marker effects and predictions of phenotypic values as implied by the results of our simulation study. The BL may miss the point as it relies on a single regularization parameter for model sparsity and parameters shrinkage. The EBL estimates proved to be robust to tuning, owing presumably to the way the priors of the locus-specific hyper-parameters j are specified. In particular, the ratio of the posterior means of the parameters and in the BL and the EBL, respectively, was found to be roughly constant (Figure 2 , bottom-right panel). This indicates that these two parameters equivalently regulate the level of model sparseness in the two models by "borrowing strength" across loci. A consequence of the reliance of the BL on a single smoothing parameter is that a placing on this parameter a prior which strongly enforces sparsity will result in all regression parameters being indiscriminately shrunken. This is not a desirable feature for phenotype prediction, as most of the small but relevant parameters will be set to zero.
In the EBL, the locus-specific hyper-parameters j play a key adaptive role which makes tuning much less of an issue. It also is obvious that the parameters and j in the EBL have meaningful interpretations as they operate on different scales: global for the former, and l o c a l ( i.e., locus-specific) for the latter. The graphical representation of the hierarchical specifications of the priors for locus-specific effects in the BL and the EBL shown in Figure 1 better illustrates the roles and scopes of the hyper-parameters in the BL, and ( and j ) in the EBL.
It is worth emphasizing that, although the Laplacian distribution is mathematically equivalent to a mixture of an infinite number of Gaussians with exponentially distributed mixing variances as implied in equation (6), it is computationally more convenient to not integrate out the mixing layer when the required computations can efficiently be carried for example through Markov chain Monte Carlo (GILKS et al. 1996) . This recommendation seems to oppose the alltoo-common practice of analytically integrating out intermediary layers of hierarchical priors in the quest for simplicity. O'HARA and SILLANPÄÄ (2009) 
Statistical identifiability issues:
From a statistical model fitting perspective, our parameterization of the locus-specific regularization parameters, j , as a product of a factor, , common to all loci and a locus-specific effect, j , is crucial for statistical identifiability. If these two components were both indexed by j, they would be confounded and hence, statistically unidentifiable.
Comparison to the Bayesian adaptive LASSO: SUN et al. (2010) also introduced locus-specific smoothing parameters in the Bayesian LASSO, but without a separation between model sparsity and parameter shrinkage hyper-parameters. They proposed a fully Bayesian method, the Bayesian adaptive LASSO (BAL), along with an iterative method, the iterative adaptive LASSO, for fitting their model to the data. We compared the performance of the EBL to the BAL on simulated data based on the Barley marker data and the simulated dense marker dataset used before. We fitted the BAL to the simulated data replicates using the R library BPrimm (SUN et al. 2010) . The BAL has two tuning hyper-parameters and , with a default setting of 1 and 01 . 0 . We used a set of hyper-parameter values. With the default setting, the BAL had comparable performance to the EBL on these particular datasets with a good separation between QTL and non-QTL effects ( Figure 5 ). (Insert Figure 6 here)
It is worth putting to the credit of SUN et al. (2010) the recommendation for small values of . However, too small a value for may excessively shrink and eventually set to zero small to moderate effects. As already pointed out above, this might not be required in genomic breeding value estimation. The bottom line is that, whilst SUN et al.'s (2010) approach is an improvement over the Bayesian LASSO, tuning is still an issue therein. The EBL brings more flexibility by separating model sparsity and parameter shrinkage, thereby mitigating the impact of tuning on the model results. In our simulation study, the locus-specific hyper-parameter, j , were efficiently estimated from the data, even when uniform prior with large support such as (0,100) were placed on and j , and the results remained robust to changes in the range of these hyper-priors.
Scalability:
It is important to point out that our focus here is on model structure. We are currently engaged in designing practical computational methods that may be needed for largescale problems. For problems involving a couple of hundreds of predictors (loci), the MCMCbased full Bayesian approach using WinBUGS/OpenBUGS as described here can efficiently be applied. DE LOS CAMPOS et al. (2009) applied a MCMC-based fully Bayesian approach to fit the BL to a data set involving more than 10 000 predictors.
CONCLUSION
In this paper we have proposed the extended Bayesian LASSO (EBL) method for QTL mapping and unobserved genotype prediction. The EBL introduces locus-specific regularization parameters, and is parameterized so as to separate the overall model sparsity to the degree of shrinkage of each marker effect. The explicit separation of these two features allows the EBL to overcome the curse of tuning which may affect the performance of a similar approach proposed by SUN et al. (2010) which, like the BL does not include a mechanism for separating model sparsity from parameter shrinkage. We are unaware of any previous attempt to separate these two aspects.
Under our model parameterization, the parameter representing the overall model sparsity is effectively estimated by pooling information (i.e. "borrowing strength") across loci, whereas locus-specific effects meant to enforce differential shrinkage across loci are obtained as 
