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Abstract
DYNAMIC REPRESENTATION OF CONSECUTIVE ONES MATRICES AND
INTERVAL GRAPHS
We give an algorithm for updating a consecutive-ones ordering of a consecutive-ones
matrix when a row or column is added or deleted. When the addition of the row or column
would result in a matrix that does not have the consecutive-ones property, we return a well-
known minimal forbidden submatrix for the consecutive-ones property, known as a Tucker
submatrix, which serves as a certificate of correctness of the output in this case, in O(n log n)
time. The ability to return such a certificate within this time bound is one of the new
contributions of this work. Using this result, we obtain an O(n) algorithm for updating
an interval model of an interval graph when an edge or vertex is added or deleted. This
matches the bounds obtained by a previous dynamic interval-graph recognition algorithm
due to Crespelle. We improve on Crespelle’s result by producing an easy-to-check certificate,
known as a Lekkerkerker-Boland subgraph, when a proposed change to the graph results in
a graph that is not an interval graph. Our algorithm takes O(n log n) time to produce this
certificate. The ability to return such a certificate within this time bound is the second main
contribution of this work.
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A graph is an interval graph if it is the intersection graph of a set of intervals on the
line. In other words, a graph is an interval graph if it has a representation with one interval
for each vertex such that two vertices are adjacent if and only if the corresponding intervals








Figure 1.1. An interval model of an interval graph
One of the first applications of interval graphs arose in the late 1950s in establishing that
genes reside on a single molecule of DNA of enormous length [Ben59]. The linear topology
of a DNA molecule had been known since 1953, when it was described by Watson and
Crick, and it was also known that the collection of genes had a linear arrangement along the
chromosome. However, it was not known whether the genetic information in a chromosome is
written on a single DNA molecule or organized around multiple independent DNA molecules
or one with small branches.
Benzer isolated 145 mutant strains of a bacteria-infecting virus, theorizing that each
mutation occupied a contiguous region of the genome. Bacteria infected with two of the
strains would give rise to viable viruses only if the regions occupied by the two mutations
did not intersect. While one of the strains had to be discarded due to having non-contiguous
mutations, he was able to find an interval graph on the other 144 strains, providing strong
evidence that the fine structure of the genome was linear.
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This gave rise to research on characterizations of this graph class, as well as on efficient
algorithms to recognize whether a graph is an interval graph, and, if so, to find a set of
intervals that represents the graph. In 1974, Booth and Lueker gave the first linear-time
algorithms for recognizing interval graphs and finding an interval model [BL76].
A subgraph of a graph is any graph obtainable by deleting an arbitrary subset of its
vertices and edges, while an induced subgraph is one obtainable by deleting a subset of its
vertices. In 1962, Lekkerkerker and Boland characterized the minimal non-interval graphs.
This gives a characterization of the interval graphs as those graphs that do not contain
one of Lekkerkerker and Boland’s subgraphs as an induced subgraph. The first linear-time
algorithm for finding such a graph in a non-interval graph was given recently by Lindzey
and McConnell [LM14]. (See Figure 1.2.)
(a) GI (b) GII
(c) GIII(n), n ≥ 4
(d) GIV (n), n ≥ 6 (e) GV (n), n ≥ 6
Figure 1.2. The Lekkerkerker-Boland graphs.
The dashed edges indicate infinite classes by indicating where an arbitrary number of
vertices fitting the pattern can be inserted. For example, the picture of the GIII indicates
that any cycle of length greater than or equal to four is a Lekkerkerker-Boland subgraph.
GI and GII each depict a single graph, rather than a set of graphs.
A clique of a graph is a set of vertices that are pairwise adjacent. A clique is maximal
if it is a subset of no larger clique of the graph, and is a maximum clique if it is as large
as every clique in the graph. The size of a maximum clique of a graph is called the clique
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number of the graph. The problem of finding the clique number, or a maximum clique, in a
graph is a well-known NP-hard problem.
A (proper) coloring of a graph is an assignment of colors to the vertices such that no
edge has two endpoints of the same color. The minimum number of colors required to
color a graph is called the chromatic number of the graph. Finding the chromatic number
of a graph is also a well-known NP-hard problem. However, as a result of Booth and
Lueker’s algorithm, we can find a maximum clique and minimum coloring in the special case
where the graph is an interval graph, by a greedy algorithm commonly given in introductory
textbooks [CLRS09, KT05]. These texts also give a linear-time greedy algorithm for finding
the minimum number of cliques required to cover the vertex set V , known as the clique cover
number, and the size of a maximum stable set, known as the stability number; in these texts,
the problem is often known as the activity scheduling problem.
Another characterization of interval graphs is obtained as follows. A binary matrix has
the consecutive-ones property if there exists an ordering of its columns, called a consecutive-
ones ordering, such that the 1s in each row are consecutive (see figure 1.3). A clique matrix
of a graph has one row for each vertex and one column for each maximal clique, and a 1 in
row i, column j if vertex i is a member of clique j. A graph is an interval graph if and only
if its clique matrices have the consecutive-ones property by a well-known result of Gilmore
and Hoffman [GH64]. This can be seen as follows. Two vertices are adjacent if and only if
they are members of a common maximal clique. Therefore, the blocks of 1s in the rows of
a consecutive-ones ordering of a clique matrix, when interpreted as intervals on the column
sequence, form an interval model of the graph. Conversely, given an interval model, it is
easy to identify maximal cliques with points on the line, where the intervals that contain
3

1 1 0 0 0
0 1 1 0 0
0 0 0 1 1
0 1 1 1 0

Figure 1.3. A consecutive-ones matrix
each point form a maximal clique. Arranging the columns of a clique matrix according to
this order gives a consecutive-ones ordering of it.
This observation is the basis of Booth and Lueker’s algorithm for recognizing interval
graphs. At the heart of this algorithm is an algorithm to recognize whether a binary matrix
has the consecutive-ones property, and if it does, to return a consecutive-ones ordering of it.
In 1972, Tucker characterized the minimal matrices that are not consecutive-ones ma-
trices. They are minimal in the sense that deletion of any row or column gives rise to a
matrix that has the consecutive-ones property. An induced submatrix of a matrix is a matrix
obtained by deleting a subset of its rows and columns. Tucker’s result gives a characteri-
zation of the consecutive-ones matrices as those that do not contain one of his matrices as
an induced submatrix. (See Figure 1.4.) An algorithm for finding a Tucker submatrix in
a binary matrix if it does not have the consecutive-ones property was first given by Dom,
Guo, and Niedermeier [DGN10], and a linear-time algorithm was given recently by Lindzey
and McConnell [LM14].
Algorithms that return such forbidden structures are of great interest, since they give
an easy certificate that the output of an implementation has not been compromised by
an implementation bug [McC04, KMMS03, HK]. Such an algorithm is called a certifying
algorithm. An interval model gives an easy-to-check certificate that a graph is an interval
graph, and a Lekkerkerker-Boland subgraph gives an easy-to-check certificate that it is not.








. . . . . .
k − 2 1 1
k − 1 1 0 . . . 0 0 1
(a) MI(k), k ≥ 3






. . . . . .
k − 2 1 1 0
k − 1 1 . . . 1 1 0 1






. . . . . .
k − 2 1 1 0
k − 1 0 1 . . . 1 1 0 1
(c) MIII(k), k ≥ 3
0 1 1 0 0 0 01 0 0 1 1 0 02 0 0 0 0 1 1
3 0 1 0 1 0 1
(d) MIV

0 1 1 0 0 01 0 0 1 1 02 1 1 1 1 0
3 1 0 0 1 1
(e) MV
Figure 1.4. The Tucker matrices
has the consecutive-ones property and a Tucker submatrix gives one that it does not. Thus,
the linear-time algorithms that return these give certifying algorithms for interval-graph
recognition and recognition of consecutive-ones matrices. However, certifying algorithms
were given earlier for these two problems that returned other kinds of certificates [KMMS06,
McC04].
A dynamic recognition algorithm for interval graphs is one that either allows deletion or
insertion of an edge or a vertex in an interval graph or else rejects the change as resulting in
a graph that is not an interval graph. This gives an on-line algorithm, where the entire input
is not required in advance of running the algorithm. It is also useful for finding maximal
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interval subgraphs in a graph that is not an interval graph. Such an approach is useful for
genomic applications that produce a graph that, in theory, should be an interval graph, but
that in practice is usually not, due to errors in the data. A dynamic recognition algorithm
for interval graph recognition was previously given by Crespelle, with a bound of O(n) per
operation [Cre10]. Our result differs from that of Crespelle in that it gives a certifying
algorithm for the problem, by providing a certificate in O(n log n) time in the case that
the algorithm rejects the change as producing a graph that is not an interval graph. Our
certificate is a Lekkerkerker-Boland subgraph. In addition, the algorithm is considerably
simpler than Crespelle’s.
To accomplish this, we develop a dynamic recognition algorithm for consecutive-ones
matrices, which determines whether, when a row or column is added to a consecutive-ones
matrix, the result is a consecutive-ones matrix, in O(n) time. This result was also given by
Crespelle. Our new contribution is the production of a certificate that the new matrix is not




When not otherwise indicated, we use conventional notation consistent with that of [CLRS09].
Let G = (V,E) be a graph and v be a vertex. Given a subset ∅ ⊂ X ⊆ V , G[X] is the
subgraph of G induced by X. G − x is G[V \ {x}], and G −X is G[V \X]. If G = (V,E)
is a graph, G[A] is an induced subgraph, and x ∈ V \ A, G[A] + x denotes G[A ∪ {x}]. If
S ⊂ V \ A, G[A] + S denotes G[A ∪ S].
The complement of a graph G, denoted G, is a graph on the same set of vertices, where
two vertices are adjacent in G only if they were not adjacent in G. A cycle in the graph is a
set of vertices v1, v2, v3, ..., vk, v1. A chord on the cycle is an edge between two vertices in the
cycle that is not itself part of the cycle; for example, between v1 and v3 in the cycle above.
A chordless cycle is a cycle on at least four vertices that has no chords.
The (open) neighborhood of a vertex, v, denoted N(v), is the set of neighbors of v. The
closed neighborhood of v, denoted N [v], is equal to N(v) ∪ {v}.
Given a binary matrix, M , let size(M) denote the number of rows, columns and 1s in M .
A sparse representation of M requires O(size(M)) space. When dealing with consecutive-
ones ordering of matrices, we can represent them in compact form, where each row is given





3.1. Relationship of Interval Graphs to Other Graph Classes
In this section, we review the literature on a set of highly structured graph classes related
to interval graphs. The chordal graphs are the class of undirected graphs that do not have a
chordless cycle of size four or more as an induced subgraph. Interval graphs are a subclass
of the chordal graphs. Chordal graphs are characterized by a natural elimination order. The
comparability graphs are those undirected graphs whose edges can be assigned orientations
so that the result is a transitive DAG, that is, a DAG such that whenever (u, v) and (v, w)
are both directed edges, so is (u,w). Such DAGs model transitive relations that arise in
many combinatorial problems. A graph is an interval graph if and only if it is chordal and
its complement is a comparability graph.
All of these graphs have the property that the size of a maximum clique is equal to
the chromatic number. The complements of these graphs also have this property. Many
otherwise NP-hard problems are polynomial on these graph classes. In addition, these classes
share the property that none contains an odd chordless cycle or its complement as an induced
subgraph.
This gave rise to the conjecture that all of these properties are universal to all graphs
where the size of the maximum clique is equal to the chromatic number and that are hered-
itary with respect to this property. This class became known as the class of perfect graphs.
This conjecture has been proven after decades of intensive research.
3.1.1. Hereditary Graph Classes. A class of graphs is hereditary if, for every graph
G in the class, every induced subgraph of G is also in the class. Well-known examples of
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hereditary graphs are bipartite graphs, which are the graphs whose chromatic number is
less than or equal to two, planar graphs, which are graphs that can be drawn in the plane
without crossing any edges, directed acyclic graphs (DAGs), which are directed graphs that
have no directed cycles, and forests, which are undirected graphs that have no cycles.
When it can be shown that every graph in a hereditary class has a vertex with a certain
property, this gives rise to an elimination order, which is obtained by repeatedly finding and
eliminating a vertex that has this property. The hereditary property ensures that when one
vertex with the property is deleted, the resulting induced subgraph also has a vertex with
the property.
For example, every DAG has a source, which is a vertex that has no incoming directed
edges. Iteratively deleting sources gives rise to an elimination order called a topological sort,
which is an ordering of the vertices where all edges are directed from earlier to later vertices.
Every planar graph has a vertex of degree at most five. Repeatedly finding vertices of degree
at most five gives an elimination order that shows that a planar graph has O(n) edges.
Moreover, if each vertex is labeled with its at-most five neighbors at the time it is deleted,
this gives rise to a structure that takes O(n) space and can answer in O(1) time whether
two vertices are adjacent: this can be determined by finding whether one of them is in the
list of at-most five nighbors of the other. For arbitrary graphs, structures that support an
O(1) time bound for this operation take Θ(n2) space. A forest has a leaf, which is a vertex
of degree at most one. (In fact, it is either a one-vertex graph or has at least two leaves).
Iteratively removing a leaf and labeling it with its neighbor, if it has one, gives rise to an
elimination ordering where every vertex has at most one neighbor among its successors,
namely, its parent in a rooting of the forest.
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Sometimes the existence of a certain elimination order characterizes the graph class. For
example, DAGs are those graphs that have a topological sort. By the above observations,
every DAG has a topological sort. For the converse, suppose a non-DAG, G, has a topological
sort. Then G contains a directed cycle, C. Some vertex v on C must be earliest in the
topological sort, but then the edge to v from its predecessor on C is directed from a later to
an earlier vertex, a contradiction.
Another property of hereditary graphs is that they can always be characterized by a set
of forbidden subgraphs. For a hereditary class C, let a minimal non-member of C be a graph
that is not in C but where deletion of any vertex of the graph results in a member of C. The
set F of such graphs is a well-defined, but possibly infinite, set. Then C can be characterized
as exactly those graphs that contain no member of F as an induced subgraph, and F is the
set of forbidden subgraphs for C.
Such a characterization is useful if it is easy to characterize the members of F . By
definition, the class of DAGs consists of those graphs that have no directed cycle on three or
more vertices. This implies that DAGs are those graphs that have no induced directed cycle
on three or more vertices, which is seen as follows. If a graph has an induced directed cycle,
then it is clearly not a DAG. Conversely, if G is not a DAG, then it contains a directed cycle,
C. If the vertices of C induce a directed cycle, then C satisfies the claim. Otherwise, there
is a directed edge e not on C but whose endpoints are on C. Then the union of {e} and the
part of C that is a directed path from the head of e to its tail gives a smaller directed cycle.
A 3-cycle is an induced 3-cycle, and an application of the operation yields a smaller cycle of
size at least three. Iterating this operation on each cycle thus obtained, we must eventually
find an induced cycle.
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It is well-known that the bipartite graphs are those graphs that have no odd cycle. By
an argument similar to the one above for DAGs, they are those graphs that have no induced
odd cycles. Similarly, the forests are those graphs that have no induced cycle.
A graph G is homeomorphic to G′ if contraction of vertices of G that have degree two
yields a graph that is isomorphic to G′. By a celebrated theorem from the 1920s, Kuratowski
characterized planar graphs as those graphs that do not contain a subgraph homeomorphic
to the complete graph, K5, on five vertices or the complete bipartite graph, K3,3, that has
three vertices in each bipartition class [Kur30]. His use of homeomorphism is a simple way
to characterize the set of minimal forbidden induced subgraphs, which would be difficult to
enumerate explicitly.
Many problems that have industrial applications can be represented with graphs, allowing
them to be solved using standard graph algorithms. On arbitrary graphs, however, many of
those problems are NP-hard. When we can add the restriction that a graph belongs to some
specified hereditary graph class, such intractable problems often yield efficient solutions. For
example, the otherwise NP-hard problem of finding a longest path in a graph can be solved
in linear time on DAGs, using the fact that they have a topological sort. Similarly, finding a
maximum stable set is an NP-hard problem, but takes polynomial time on bipartite graphs.
Clearly, the interval graphs are hereditary, since there exists an interval model for every
interval graph, and an interval model of any induced subgraph can be obtained by deleting
some of the intervals from the model.
3.1.2. Chordal Graphs. Chordal graphs have a number of useful properties. The
number of maximal cliques in an arbitrary graph is exponential in the worst case. Chordal
graphs have at most n maximal cliques, and the sum of cardinalities of their cliques is at
most n+m. They have a simple recognition algorithm.
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In addition to having linear-time algorithms for finding the chromatic number and a
maximum clique, a maximum stable set, and a minimum clique cover, they have linear-
time algorithms for finding the set of maximal cliques. Chordal graphs have applications
in combinatorics and linear algebra, such as in solving sparse systems of linear equations
[Ros70].
Given a graph G and a vertex x, x is simplicial if N [x] induces a complete subgraph. To
obtain a useful elimination ordering on chordal graphs, we need to show that every chordal
graph contains a simplicial vertex. Since we will prove this by induction, it is easier to
strengthen the induction hypothesis by showing that every chordal graph is either is a clique
(in which case every vertex is simplicial) or contains at least two nonadjacent simplicial
vertices [Dir61, LB62], as follows.
Given two nonadjacent vertices, a, b, a minimal a, b vertex separator is a minimal set S
of vertices whose removal cuts all paths from a to b.
We first show that every minimal a, b vertex separator S in a chordal graph induces a
complete subgraph. Suppose for some chordal graph G, there exist nonadjacent vertices a
and b and a minimal a, b vertex separator, S, that does not induce a complete subgraph.
Then there exist x, y ∈ S such that x and y are not neighbors. Let Ga and Gb be the
connected components of G − S that contain a and b, respectively. Since S is a minimal
a, b separator, x and y each have neighbors in G that belong to Ga and they each have
neighbors in G that belong to Gb. Therefore, there exists a path from x to y in G whose
internal vertices are members of Ga; let Pa be such a path of minimum length. Let Pb be
such a path of minimum length whose internal vertices are in Gb. Then Pa ∪ Pb is a cycle
of length at least four. Since x and y are nonadjacent, xy is not a chord. The minimality
of Pa implies that there can be no chord whose endpoints are both on Pa. Similarly, there
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can be no chord whose endpoints are both on Pb. The only remaining possibility for a chord
in C is one between an internal vertex of Pa and an internal vertex of Pb. However, since S
is an a, b separator, there can be no such chord. The assumption that S does not induce a
complete subgraph contradicts the chordality of G.
Using this, we can now prove that every chordal graph is either complete or has two
nonadjacent simplicial vertices. Suppose that some chordal graph is neither a clique nor
contains two nonadjacent simplicial vertices. Let G be the smallest chordal graph that is not
a clique and does not contain two nonadjacent simplicial vertices. Since G is not a clique it
has two nonadjacent vertices a and b. There exists a minimal vertex separator S for a and
b. Let Ga and Gb denote the components of G− S containing a and b, respectively.
As a result, S + Ga is a smaller chordal graph, and is either a complete subgraph or
contains two nonadjacent simplicial vertices. Similarly, S + Gb is a clique or contains two
nonadjacent simplicial vertices. Since S induces a complete subgraph, Ga and Gb must each
contain a simplicial vertex. As the two sets have no edges between them, these vertices
remain simplicial in G, proving the claim.
The existence of a simplicial vertex leads to a simple algorithm for recognizing chordal
graphs [FG65]. Locate a simplicial vertex and remove it from the graph; as chordal graphs
are hereditary, if the original graph was a chordal graph, the new graph will always have
another simplicial vertex. Eventually, either the entire graph has been removed (and G was
chordal) or no simplicial vertex remains (and G was not a chordal graph). An ordering of
the vertices is a perfect elimination ordering if, as each vertex in sequence is removed from
the graph, the next vertex becomes (or remains) a simplicial vertex.
Moreover, the existence of a perfect elimination ordering is a characterization of chordal
graphs, just as the existence of a topological sort is a characterization of the class of DAGs,
13
Figure 3.1. A chordal graph
One perfect elimination ordering is {c,d,e,b,a}
which is seen as follows. We have shown that every chordal graph has a perfect elimination
ordering. Conversely, suppose some non-chordal graph has a perfect elimination ordering.
Then it has a chordless cycle, C. Some vertex, v, must be earliest in the perfect elimination
ordering. Its two neighbors on C are two nonadjacent vertices that appear later in the
ordering, contradicting the definition of a perfect elimination ordering.
A naive algorithm for finding a perfect elimination ordering would be to check, for each
vertex, whether its neighborhood is a complete subgraph; for each vertex we check this
takes time proportional to the sum of the degrees of its neighbors. This gives a polynomial
algorithm for recognizing chordal graphs, since this procedure will succeed on a graph if and
only if it has a perfect elimination ordering.
However, we can improve this to O(n+m) for the entire algorithm by using lexicographical
breadth-first search (lex-BFS) [RTL76]. In standard BFS, a vertex is removed from the front
of a queue, and its undiscovered neighbors are inserted to the back of the queue. For two
vertices u and v, u gets priority for extraction from the queue if its first neighbor that is
extracted from the queue is extracted earlier than the first neighbor of v that is extracted
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from the queue. Otherwise, they are tied; they are inserted at the same time to the back of
the queue, in arbitrary order.
In Lex-BFS, when two vertices are tied, the tie is broken in favor of the vertex whose
second neighbor that is extracted from the queue is extracted earlier, and when these are
also tied, the ties are broken by the third neighbors, etc. This is similar to the lexicographic
ordering of strings: the relative order of two strings is determined by the first letter, or by
the second letter if the first letters are tied, or by the third letter if the first two are tied,
etc.
Data: A graph with the label ∅ assigned to each vertex
for i = n downto 1 do
select unnumbered vertex v whose label is lexicographically largest;
assign v the number i;
for w | w ∈ Adj(v) and w unnumbered do
Append i to label(w);
end
end
Algorithm 1: Lexicographic BFS
In order to maintain the time bound, we need to be able to select the vertex with the
largest label in O(n+m) time over all vertices. This can be implemented by maintaining a
queue of equivalence classes of vertices instead of a queue of vertices. Each equivalence class
is a set of vertices that are currently tied. When a vertex is removed from the queue, one
is selected arbitrarily from the equivalence class at the front of the queue, and this class is
removed if it is now empty. Let v be the removed vertex. Each equivalence class is split into
two consecutive equivalence classes, one containing neighbors of v and one containing non-
neighbors of v, with the neighbors of v getting higher priority. (Some classes are not split if
they contain only neighbors or only non-neighbors of v.) This is easily accomplished in time
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Figure 3.2. The first vertex must be simplicial
proportional to the degree of v if the equivalence classes are implemented with doubly-linked
lists, for a total of O(n+m) time.
We claim that the outcome is a perfect elimination ordering. Suppose this is not the
case. Let σ be a minimal ordering that can be produced by this algorithm such that the
first vertex in the ordering is not simplicial. Call this vi and suppose it has neighbors vj and
vk that do not have an edge between them; let vj be the neighbor that comes first in the
ordering. Then of the three vertices, vk was added first and k was added to the label for
vi but not vj. But vj must have a larger label than vi, since it was processed first, which
means it must be adjacent to another vertex vl with a larger number that vi is not. But
then vl cannot be adjacent to vk (or {vl, vk, vi, vj, vl} would be a chordless cycle of length 4)
so why was vk processed before vj? It must be adjacent to yet another vertex, and so on ad
infinitum. Since we always need to add another vertex, but the graph is finite, our original
assumption was incorrect.
A similar method is called maximum cardinality search [TY84]; in this case, rather
than labeling vertices and choosing the unprocessed vertex with the largest label we choose
the one that is adjacent to the greatest number of already-numbered vertices. When we
process a vertex we update the count on each unprocessed neighbor and mark the vertex as
processed. A similar reductio ad absurdum proof as above shows that the result will be a
perfect elimination ordering.
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Interestingly, these two methods find overlapping subsets of the perfect elimination order-
ings [Gol80]. Rose, Tarjan, and Lueker’s algorithm creates the perfect elimination ordering
backwards, first choosing a vertex to leave for last, then a vertex adjacent to it to leave for
next to last, and so on. Shier later provided additional methods that generate all perfect
elimination orderings iteratively [Shi84]. Chandran et. al. improved this to linear time using
Gray codes and characterized perfect elimination orderings as being exactly those orderings
of the vertices such that for every set of vertices {x,y,z} where x and z are nonadjacent and
y belongs to a minimal x-z separator, at least one of x and z precedes y in the ordering
[CIRS03].
We are now ready to prove that the number of cliques in a chordal graph is at most n,
and that their sum of cardinalities is at most n+m, a result of Fulkerson and Gross [FG65].
Suppose G is chordal, and thus has a perfect elimination ordering. If K is a maximal clique,
let v be be its earliest vertex. At the time when v is eliminated, K = N [v]. This relationship
assigns at most one maximal clique K to each vertex v, and gives the bound of |K| = N [v],
yielding a sum of cardinalities of n+m for the maximal cliques in a chordal graph. Moreover,
this shows that G can have at most n maximal cliques.
Given a perfect elimination ordering, we can color the vertices in a greedy manner.
Process the vertices from right to left; for each vertex encountered, assign it the first color
not already taken by a neighbor to its right. A vertex will then receive color k only if it and
its neighbors that follow it in the ordering form a clique of size k. The number of colors
used for the entire graph is then equal to the size of the largest clique (and is thus optimal),
giving us both the chromatic number of the graph and the size of the maximum clique, and
a vertex of color k and its neighbors to the right are a maximum clique.
17
Consider the problem of finding a maximum stable set in a graph. Take the first vertex
in the perfect elimination ordering and add it to the set S, then remove all of its neighbors
from the ordering and recurse. No vertex added to S is a neighbor of any other vertex in S
so this is a stable set. Each of the neighborhoods removed from the ordering is a complete
subgraph, so at most one vertex from that neighborhood can be a member of any stable set.
S contains one vertex from each of these neighborhoods, so S is a maximum stable set. Since
the size of a stable set is a lower bound on the clique cover number and the |S| removed
complete subgraphs cover V , they are a minimum clique cover.
3.1.3. Comparability Graphs. A partial order, or poset relation, is a set V along with
a binary relation R that has the following properties:
• Reflexivity: (a, a) ∈ R for all a ∈ V ;
• Antisymmetry: (a, b) ∈ R, a 6= b =⇒ (b, a) 6∈ R;
• Transitivity: (a, b), (b, c) ∈ R =⇒ (a, c) ∈ R.
An example is the ⊆ relation on the power set of a set X, where the elements of V are
the subsets of X.
A poset relation can be represented with a directed graph that has one vertex for each
element of V and a directed edge (a, b) if a 6= b and (a, b) ∈ R. The directed graph is a
transitive graph that must be a DAG, since it is transitive and antisymmetric.
For a, b ∈ V , a and b are comparable if either (a, b) ∈ R or (b, a) ∈ R; otherwise, they
are incomparable. For example, if X and Y are members of the power set, X and Y are
comparable in the ⊆ relation if one of them is a subset of the other. A graph is a comparability
graph if it models the comparability relation of some poset on V with an edge between a, b
if and only if a 6= b and a and b are comparable. The transitive orientation problem consists
of finding such a poset relation, given a comparability graph. One must assign orientations
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to the edges so that the resulting digraph is transitive. A linear time bound was first given
by McConnell and Spinrad [MS99]. (See Figure 3.3.) Because of McConnell and Spinrad’s
algorithm, this gives a linear time bound for finding a minimum coloring and maximum






















Figure 3.3. Finding a transitive orientation of a comparability graph
Since the orientation is acyclic, the resulting orientation of any complete subgraph G[K]
contains a directed path of length |K|. Conversely, given a transitive orientation of a com-
parability graph, all of the vertices on a directed path form a complete subgraph, due to the
transitive edges. The transitive orientation is a DAG, and it takes O(n + m) time to label
each vertex with the length of the longest path originating at the vertex in a DAG, so this
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gives an algorithm for finding a maximum clique. Moreover, when two vertices are adjacent,
one of them receives a higher number than the other in the resulting numbering. Therefore,
the numbering is a coloring of the graph. It must be a minimum coloring, because it uses a
number of colors equal to the size of a maximum clique, and all vertices of this clique receive
















Figure 3.4. Finding a minimal coloring of a comparability graph
3.1.4. Interval Graphs. Interval graphs are a subclass of chordal graphs, which is seen
as follows. Suppose an interval graph contains a chordless cycle C. In an interval model,
let x be the vertex on the cycle with the leftmost right endpoint and y be the vertex on the
cycle with the rightmost left endpoint. Since some pairs of vertices on C are nonadjacent,
the right endpoint of x precedes the left endpoint of y. Let P1 be one of the paths from x
to y on C, and let P2 be the other. In the interval model, the intervals corresponding to
vertices of P1 must cover the gap between the right endpoint of x and the left endpoint of
y. This is also true for P2. This implies a chord between a vertex of P1 and a vertex of P2,
contradicting the chordlessness of C.
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That interval graphs are chordal graphs is also implied by the inclusion of GIII in the
Lekkerkerker-Boland graphs. That interval graphs are a proper subclass of chordal graphs
can be seen from the other Lekkerkerker-Boland graphs, all of which are chordal but are not
interval graphs.
The complements of interval graphs are a subclass of the comparability graphs, which
is seen as follows. In an interval model of an interval graph G = (V,E), let us define the
relation {(x, y)|x, y ∈ V and the right endpoint of x precedes the left endpoint of y}. This
relation is clearly a transitive orientation of the complement of G. That the complements of
interval graphs are a proper subclass of the comparability graphs is seen from the fact that a
six-cycle is a comparability graph, but its complement is not chordal, hence not an interval
graph.
It is therefore surprising that a graph is an interval graph if and only if it is chordal and
its complement is a comparability graph [GH64].
Another characterization stems from the fact that interval graphs are hereditary, hence
they can be characterized in terms of their forbidden subgraphs. This set of graphs is given
by Lekkerkerker and Boland [LB62], and is depicted in Figure 1.2. The Lekkerkerker-Boland
graphs are minimally non-interval graphs of two types: the chordless cycles and the asteroidal
triples. An asteroidal triple is a set of three pairwise nonadjacent vertices such that there
exists a path between any two of the three that does not intersect the neighborhood of the
third.
Because interval graphs are chordal, they have a perfect elimination ordering. Given an
interval model of an interval graph G, one perfect elimination ordering is to arrange the
vertices by right endpoint, since it is easy to see that the vertex with the first right endpoint
is a simplicial vertex. The elementary greedy algorithm for finding an stable set and a
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minimum coloring of an interval model that is given in elementary texts such as [CLRS09]
and [KT06] are the special case of the algorithms described above for these problems on
chordal graphs, applied to this particular elimination ordering. Therefore, they also find a
maximum clique and a minimum clique cover. That the size of the minimum clique cover is
equal to the size of the stable set gives an alternative proof of correctness to the maximum
stable set algorithm given in those texts.
3.1.5. Perfect Graphs. An induced subgraph that is a cycle of length 2n+1 for n ≥ 2
is known as an odd hole and an induced subgraph that is its complement is known as an odd
anti-hole.
The clique number of a graph is a lower bound on the chromatic number, since the vertices
of a maximum clique must have different colors in any coloring of a graph. Similarly, the
stability number is a lower bound on the clique cover number. These lower bounds are not
always tight, however. For example, an odd hole has a clique number of two and a clique
cover number of three. It also has a stability number of n and a clique cover number of n+1.
In each graph class we’ve examined so far, however, the chromatic number of a graph is equal
to its clique number, and the stability number is equal to its clique cover number. Since the
graph classes we have examined are hereditary, it follows that none of them can have an odd
hole or an odd anti-hole. Finding a minimum coloring, maximum clique, minimum clique
color, or maximum stable set is NP-hard on an arbitrary graph, yet for each of the classes
discussed so far, there is a polynomial time algorithm for each of these problems.
These observations motivated the definition of the class of perfect graphs in the early
1960s, to study the relationships between these properties. A graph is perfect if its clique
number is equal to its chromatic number and it is hereditary with respect to this property.
Note that the perfect graphs also include bipartite graphs, as well as many other classes of
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hereditary structured graphs, such as the line graphs of bipartite graphs, distance-hereditary
graphs [HM90], cographs [CLS81], permutation graphs [Gol80], probe interval graphs [MM99,
ZSF+94, JS01, MN09], and threshold tolerance graphs [MRT88], as well as the complements
of graphs in these classes. In the early 1960’s, Berge conjectured the following [Ber61]:
(1) The Perfect Graph Conjecture: A graph is perfect if and only if its complement
is perfect, that is, its stability number is equal to its clique cover number and it is
hereditary with respect to this property.
(2) The Strong Perfect Graph Conjecture: A graph is perfect if and only if it does
not have an odd hole or odd anti-hole.
(3) Finding a maximum clique, minimum coloring, maximum stable set and minimum
clique cover takes polynomial time on every perfect graph.
Among others, Fulkerson worked intensively on the perfect graph conjecture for a number
of years [Ful69, Ful71, Ful72]. One day, he learned that Laslo Lovasz, an undergraduate who
had not heard of Fulkerson’s work, had proven the theorem [Lov72]. Spurred on by this
knowledge, he succeeded in proving it himself within a day, too late to receive credit. The
third conjecture was proved by Groetschel, Lovasz and Schrijver [GLS88] some years later.
The strong perfect graph conjecture implies the perfect graph conjecture, and was considered
one of the most important open problems in graph theory until it was proven in the early
2000s [CRST06]. These conjectures are now known as the Perfect Graph Theorem and the
Strong Perfect Graph Theorem.
Until the proof of the perfect graph theorem, the class of graphs with no odd holes or
odd anti-holes was known as the Berge graphs, but it was not known whether this class
was equal to the class of perfect graphs. Its proof rendered trivial the proofs of perfection of
graphs in many graph classes, as well as their complements, since it reduced the proof to just
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establishing that no graph in the class can have an odd hole or odd anti-hole. For example,
König’s celebrated theorem from the 1930s, which is that the stability number and the clique
cover number are equal in bipartite graphs [Ko31] now had a trivial proof, which was the
observation that bipartite graphs can have no odd hole or odd anti-hole. A much simpler
alternative to the proof given above that chordal graphs are perfect is the observation that a
hole is a chordless cycle and that an odd anti-hole contains a chordless cycle. A much simpler
alternative to the proof given above that a comparability graph is perfect is the observation
that an odd hole or odd anti-hole is not transitively orientable.
3.2. Relevant Algorithms
3.2.1. Recognition Algorithms for Interval Graphs. Booth and Lueker’s algo-
rithm recognizes whether a graph G is an interval graph by first testing whether it is chordal
using the algorithm of [RTL76]. If it is not, then it cannot be an interval graph. Otherwise,
as we have seen, the algorithm of [RTL76] gives a perfect elimination ordering, and this can
be used to find the maximal cliques in O(n+m) time. The question now reduces to whether
the clique matrix has a consecutive-ones ordering.
To resolve this question, they developed an O(size(M))-time algorithm that finds a
consecutive-ones ordering of a given binary matrix M , or else determines that this is not pos-
sible. By applying this algorithm to the clique matrix of G, they either obtain a consecutive-
ones ordering, which gives an interval model of G, or else determines that the clique matrix
does not have a consecutive-ones ordering, in which case, G is chordal but not an interval
graph.
Their algorithm proceeds row-by-row through the matrix, updating a structure, called a
PQ tree, that gives an implicit representation of all consecutive-ones orderings of the part
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of the matrix examined so far, or else determines that inclusion of the next row results in a
matrix that has no consecutive-ones ordering. The PQ tree represents the consecutive-ones
orderings as follows. The leaves of the tree are one-element sets; each leaf contains one of
the columns of the matrix, and each column is contained in one leaf. Each internal node is
the set of columns given by the union of its leaf descendants; equivalently, it is the union of




2 3 4 5
Figure 3.5. A PQ tree
Columns 2, 3, and 4 are children of a P node and can have any relative order. Column 1
will always be at one end of the matrix, and column 5 will always be at the other end. This
enforces the constraints that the sets {1,2,3,4},{2,3,4}, and {2,3,4,5} are consecutive.
Each internal node is either a P node or a Q node. In the tree, the children of a Q node can
be ordered in one of two ways, where one is the reverse of the other. This order or its reverse
is given as part of the representation. The children of a P node can be ordered arbitrarily. By
choosing an assignment of orderings of children for each internal node of the tree, one obtains
a left-to-right ordering of the leaves, which gives one of the consecutive-ones orderings of the
columns of the matrix. Conversely, the set of consecutive-ones orderings of the columns of
the matrix are precisely those obtainable in this way. For any consecutive-ones matrix, the
PQ tree is unique.
Booth and Lueker’s algorithm takes O(n) time to update the PQ tree when the next
row of the matrix is considered, or else to reject the consecutive-ones property, where n is
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the number of columns. However, the amortized bound is linear in the size of the subma-
trix considered so far, giving an O(size(M)) algorithm for recognizing the consecutive-ones
property. For a chordal graph, the size of the clique matrix is O(n + m), so this gives a
linear-time algorithm for recognizing interval graphs.
3.2.2. Incremental and Dynamic Algorithms. An incremental algorithm for de-
termining whether a graph lies in a graph class adds one vertex at a time and determines
whether the new graph lies in the class. An advantage occurs when the incremental step can
be carried out much more efficiently than it can by applying a non-incremental algorithm
to the new graph, using knowledge about the graph obtained in previous incremental steps.
Some incremental algorithms are fully dynamic: given any graph in the class, they can de-
termine whether the deletion or addition of an edge or vertex (rather than only the addition
of a vertex) results in another graph that also resides in the class.
Such algorithms are useful for finding a maximal induced subgraph of a graph that lies in
the class. For interval graphs, this is useful for genomic applications, such as Benzer’s, that
theoretically produce an interval graph, but rarely do so in practice because of errors in the
data. Large subgraphs that are interval graphs can be found using a dynamic recognition
algorithm for interval graphs.
Incremental algorithms (some of which are fully dynamic) exist for many classes of graphs,
including chordal graphs [Iba99, BSS05, kY06, BHV06], cographs [SS04], directed cographs
[CP06], distance-hereditary graphs [CT07, GP07], P4-sparse graphs [NPP06], and proper
interval graphs [Sha01].
3.2.3. Algorithms for Finding Tucker Submatrices and Lekkerkerker-Boland
Subgraphs. Booth and Lueker’s algorithm recognizes interval graphs by recognizing whether
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adding a row to the clique matrix causes it to lose the consecutive-ones property. The Tucker
matrices are a set of five minimal forbidden submatrices that cannot be consecutive-ones or-
dered [Tuc72].
An O(∆3m2n(m+n2)) algorithm for finding a Tucker submatrix in a matrix that does not
have the consecutive-ones property was given by [DGN10], where ∆ is the maximum number
of 1s in any row. An O(n*size(M)) algorithm was obtained by [CST12]. A O(size(M))
(linear) time bound was recently obtained by Lindzey and McConnell [LM14].
Given a non-interval graphG, Lindzey and McConnell’s algorithm first determines whether
the graph is chordal, using the algorithm of [RTL76]. If it is not, the algorithm of [TY85]
returns a chordless cycle in linear time, which is a GIII . Otherwise, they reduce the problem
to that of finding a Tucker submatrix of the clique matrix, which must exist, since otherwise
G would be an interval graph. Most of the details of their algorithm consist of the solution to
this problem, which is of interest in its own right. Once they find a Tucker submatrix, they
exploit the relationship between the Tucker matrices and the Lekkerkerker-Boland graphs
that have the Tucker matrices in their clique matrices, depicted in Figure 3.6. They prove
that whenever a Tucker matrix occurs in the clique matrix of a chordal graph, it can always
be extended to the clique matrix of an induced subgraph in the way described by the picture.
This is not immediate; it is not even true for clique matrices of non-chordal graphs.
An important point is that these algorithms are not incremental; incremental algorithms
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A Fully Dynamic Certifying Algorithm for
Recognition of Consecutive-Ones Matrices
In this chapter, we present a fully dynamic certifying algorithm to recognize consecutive-
ones matrices. Given an arbitrary consecutive-ones matrix and a row or column to add or
remove, we return either a consecutive-ones ordering of the new matrix or a proof, in the
form of a Tucker submatrix, that this is impossible.
4.1. Basic Operations
As discussed in chapter 3.2.1, a PQ tree is used to represent all possible consecutive-ones
orderings of a matrix in O(n) space. A variant of the PQ tree with additional labels, which
is related to the MPQ tree of [KM89], is described in [McC04]. Each internal node of the
PQ tree can be considered to be a set of columns, namely, the columns corresponding to
leaf descendants. A row’s label is a label on the least common ancestor of the cliques that
contain it. It is shown that for every child of this node, the vertex is either contained in
every clique descendant of the child or is contained in none of them. If the least common
ancestor is a P node, it is contained in every clique descendant of every child. If it is a Q
node, it is contained in the clique descendants of a consecutive set of children. In either case,
the label indicates the first and last child whose leaf descendants contain the vertex.
Each internal node carries a list of such labels, and collectively they form the interval
model of a submatrix. If the node is a Q node, this submatrix has a unique consecutive-ones
ordering, up to reversal. Let us call this the labeled PQ tree, and the labels interval labels.
The following are the elementary operations we can use:
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(1) Given a PQ tree and a set C of columns, modify the tree to get a new PQ tree
that enforces an additional constraint that C is consecutive, or report that this is
impossible. This is the incremental step of Booth and Lueker’s PQ-tree construction
algorithm, and it takes O(n) time [BL76].
(2) Given a consecutive-ones matrix M in compact form, find the PQ tree for M . This
takes O(n) time using an algorithm from [MdM05].
(3) Given the labeled tree, find the matrix M that it represents, in compact form, in
O(n) time. This can be done by labeling each node with its first and last leaf
descendants in postorder, and reconstructing a row R, given its label, to begin at
the first leaf descendant of the leftmost child contained in R and end at the last leaf
descendant of the rightmost child contained in R.
(4) Given a PQ tree, turn it into a labeled PQ tree in O(n) time. Use Harel and Tarjan’s
least-common ancestor algorithm [HT84] to find the least common ancestor of the
endpoints of each row, and the child that contains the right endpoint of each row.
Reversing the model and repeating this gives the child containing the left endpoint.
The first and last column labels of each node are obtained by induction in postorder.
4.2. Dynamic Updates on Consecutive-Ones Matrices
4.2.1. Deletion of rows and columns and insertion of rows. Given a consecutive-
ones ordering of a matrix, removing a row or column (and adjusting column labels as re-
quired) gives a consecutive-ones ordering of the new matrix; we can then use operation 2
to get the new PQ tree and operation 4 to get the new labeled tree. No further work is
required.
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To insert a row, take the PQ tree of the matrix and apply operation 1; reject the row
if this would result in the matrix not having the consecutive-ones property. Otherwise, get
the new PQ tree and apply operation 4 to turn it into the labeled PQ tree.
4.2.2. Inserting a column. Let c be the column to be added and let R be the set of
rows that have a 1 in c. Suppose this can be done without undermining the consecutive-ones
property. In a consecutive-ones ordering of M+c, there may be a set R1 of rows that have
their right endpoints in the new column and a set R2 of rows that have their left endpoints
in the new column. If these sets are nonempty then they must be ordered by containment,
and prior to the addition of R they are disjoint.
Given a consecutive-ones ordering of M before c is added, let R1 be the row of R with
the leftmost right endpoint and let R2 be the row of R with the rightmost left endpoint.
R1 and R2 are both nonempty if and only if R1 and R2 are disjoint, in which case we can
assume without loss of generality that R1 ∈ R1 and R2 ∈ R2. Then the elements of R2 are
those rows whose left endpoints lie to the right of R1, while the elements of R1 are those
rows whose right endpoints lie to the left of R2.
Let R′1 and R
′
2 be minimal elements of R1 and R2 respectively and add a temporary row
R′1 ∪ R′2 to the matrix. The new matrix has the consecutive-ones property, because M + c
has the consecutive-ones property and adding c requires that R′1 and R
′
2 meet at c. Find
the consecutive-ones ordering and then discard the temporary row. Since R′1 and R
′
2 are
minimal members of R1 and R2, every row of R1 is now consecutive with every row of R2
and c must be inserted between them.
Suppose that inserting c disrupts the consecutive-ones ordering of the matrix. If it
disrupts the consecutiveness of 1s in a row R not contained in c, then it undermines the




R1 1 1 1 0 0
R1 0 1 1 0 0
R2 0 0 1 1 0
R2 0 0 1 1 1
0 1 1 1 0
(a) The new column is successfully inserted
c

R1 1 1 1 0 0
R1 0 1 1 0 0
R2 0 0 1 1 0
R2 0 0 1 1 1
R 0 1 0 1 0
(b) Disruption of 1s in a row not containing c
c

R1 1 1 1 0 0
R1 0 1 1 0 0
R2 0 0 1 1 0
R2 0 0 1 1 1
R′ 1 0 1 0 0
(c) Disruption of 1s in a row that contains c
Figure 4.1. Inserting the new column
other; this contradicts M + c being a consecutive-ones matrix. On the other hand, if c
disrupts consecutiveness of 1s in a row R′ that contains c, then R′ must belong to R1 or R2,
contradicting that R1 ∪ R2 is consecutive-ones ordered. So c can be inserted between R1
and R2 and we can then compute the new labeled PQ tree in O(n) time.
Suppose one of R1 or R2 is empty. Let I be the intersection of rows of R in the
consecutive-ones ordering of M before c is inserted.
Suppose the set S of rows that contain I and are not members of c is nonempty. Then c
can only be inserted at one extreme end of I, missing the members of S, which must all have
endpoints at that extreme. If two members of S properly overlap, then M + c cannot have
the consecutive-ones property. Otherwise, the rows in S are ordered by containment. Let
S be a maximal member of S. Insert a temporary row S\I and verify that the new matrix
has the consecutive-ones property. If it does not, then M + c cannot have the consecutive-
ones property because S occupies columns on either side of I in every consecutive-ones
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arrangement and c must be inserted inside of or next to I. If it does, obtain a consecutive-
ones ordering and discard the temporary row. All members of S now end at one endpoint of
I. If a row S ′ that is not a member of c spans this endpoint and the adjacent column outside
of I, then M + c does not have the consecutive-ones property because S and S ′ properly
overlap and jointly cover I in every consecutive-ones ordering. Otherwise, c can be inserted
next to I.
Suppose S is empty. Let A be nonmembers of c that intersect I. Let c1 and c2 be the
columns immediately to the left and right of I in the current ordering. If every consecutive
pair of columns in I∪{c1, c2} share a member of A, then this is true in every consecutive-ones
ordering, so c cannot be inserted between any two of them and M + c is not a consecutive-
ones matrix. If not, then let A1 be a member of A that contains c1 and let A2 be a member
of A that contains c2, if they exist. Since no nonmember of c contains I, A1 6= A2 and each
of these properly overlaps I, forcing c1 and c2 to opposite sides of I in every consecutive-ones
ordering of M and preventing c from being inserted adjacent to I, so c must be inserted
between a pair of columns of I do not share a member of A. Otherwise we insert c between
two elements of I ∪ {c1, c2} that do not share a member of A, giving us a consecutive-ones
ordering of M + c, which we can then use to update the PQ tree in O(n) time.
4.3. Returning a Certificate
4.3.1. Summary of [LM14]. As previously mentioned, Lindzey and McConnell gave a
(non-incremental) linear-time (O(size(M))) algorithm for finding the Tucker submatrix in a
matrix that does not have the consecutive-ones property. We briefly describe their algorithm,
then change it to be an incremental algorithm that can be run in O(n log n) time.
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1 2 3 4 5
c 1 1 1 1 1 0 0a 1 1 1 0 0 0 1d 1 0 0 0 1 1 0
b 0 0 1 1 1 0 1
Figure 4.2. A rotation of MV , with extra columns
Given a matrix M that does not have the consecutive-ones property, we find a submatrix
M ′ of M that is an ordering of a subset of the rows of M and also does not have the
consecutive-ones property. The way we find M ′ is to find the smallest prefix of M that does
not have the consecutive-ones property; every Tucker matrix in the prefix must contain the
final row. We move that row to the beginning of the matrix and recurse on the new prefix
to find another row that must also belong to every Tucker matrix. We do this five times, or
until there are no remaining rows to be processed. If only four rows remain, then those rows
make up an MIV or MV , and it’s trivial to choose the appropriate columns. Otherwise, the
remaining matrix contains a Tucker matrix that is not MIV or MV ; additionally, every such
Tucker matrix contains the five selected rows.
If at least five rows remain, then the submatrix contains an MI , MII , or MIII . The
overlap graphs of all three of these are simple cycles, which means that if we remove any
one of the first five rows (call it Z), the rest of its connected component in the overlap
graph forms a chordless path and has the consecutive-ones property. Additionally, the path
contains nonadjacent rows A and B such that A and B each contain a 1 of Z and a 0 of Z
lies between them in any consecutive-ones ordering of the path. We choose the row that has
the leftmost right endpoint in the path and contains a 1 of Z to be A and choose the row
with the rightmost left endpoint that contains a 1 of Z to be B; let P be the chordless path
from A to B. If no such A and B are found, we choose a different row (from the five we know
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to belong to the Tucker matrix) to be Z; we know that at least one of the five will offer valid
choices for A and B. The addition of Z would make the matrix lose the consecutive-ones
property, so a 0 of Z lies between the two 1s. This is a chordless path, so the ordering is
unique up to reversal and A and B will always have a 0 of Z between them when the path
is consecutively ordered. Adding Z may create chords in the overlap graph other than on A
and B, so P ∪ Z may not be the rows of the Tucker matrix. However, taking the minimal
prefix P1 of P such that P1∪Z does not have the consecutive-ones property, and then taking
the minimal suffix P2 of P1 such that P2 ∪ Z does not have the consecutive-ones property
gives a minimal set of rows P2∪Z that does not have the consecutive-ones property. Finding
the correct subset of columns of those rows gives a Tucker matrix.
4.3.2. Finding the submatrix. Given the matrix M that has the consecutive-ones
property and the new row Z to be added, we need to find the minimal prefix of M such that
M ∪ Z does not have the consecutive-ones property. Given a PQ tree for the first k rows,
we attempt to add Z to the tree; if we can, then we do not yet have the entire prefix and
instead of actually adding Z we need to try a longer prefix. Making this check takes O(n)
time; in fact, making this check after each row is added is Booth and Lueker’s algorithm.
Instead, we do a binary search of M using this as the probe operation; this allows us to find
the minimal prefix within O(log n) attempts, for a total runtime of O(n log n).
Let Mk be the first row to which we could not add Z. Every Tucker matrix in the
submatrix M′ = M1,M2,...,Mk,Z contains both Mk and Z. Rename Z to Z1 and Mk to Z2
and repeat the process on the submatrix M1,M2,...,Mk−1, this time finding the longest prefix
to which we cannot add both Z1 and Z2. We stop after finding Z5 or being unable to do so;
each of the selected rows is now part of every Tucker matrix over the remaining submatrix.
Each iteration takes O(n log n) time, for a total of O(n log n) over O(1) iterations. Again,
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if fewer than five rows were found, these are all the rows of an MIV or MV and choosing the
columns is trivial. If not, we proceed to finding the BFS of the overlap graph.
4.3.3. Finding the BFS of the overlap graph. In [LM14], running BFS on the
overlap graph takes O(size(M)) time because for each row we have to check every column
contained in that row to see if any other rows start or end in that column. This means that
we do O(1) work for each column that does not result in adding a row to the BFS queue.
Over all rows, this takes time proportional to the number of rows (for adding new rows to
the queue) plus time proportional to the number of 1s in the matrix (for failing to add 1s to
the queue), for a total of O(size(M)). By avoiding the extra checks, we can improve this to
O(n log n).
We maintain a queue of rows that have been seen (that is, properly overlap an already-
processed row) but have not yet been processed; whenever a new row is seen, it is added to
the queue. In order to maintain our time bound, we need to spend no more than O(log n)
amortized time for each vertex we add to or remove from the queue, regardless of how many
other rows it overlaps.
As in [LM14], label each column ci with a set of rows that have their left endpoint at
that column and radix sort them in descending order of right endpoint; call this list Li.
Similarly, create a list of those rows whose right endpoints are at ci, sorted by left endpoint
in ascending order; call this Ri.
Given these lists, let the rightward column key of ci be the maximum right endpoint
in the list Li; this is the right endpoint at the front of the list. We store all rightward
keys in a Sleator-Tarjan path [ST83], which permits finding the maximum element, cutting,
concatenating, and adding a constant to all elements of the list in O(log n) amortized time.
This permits us two new operations, each of which requires O(log n) amortized time:
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Data: A consecutive-ones ordered matrix M with columns c1, c2, ... and a starting
row S
Result: A BFS tree on the overlap graph of rows of M , rooted at S
Let Q be an empty queue of rows;
Enqueue S to Q;
Let R be the rows of M other than S;
for i is a column subscript do
Let Ri be a doubly-linked list of rows in R whose right endpoint is in ci, sorted in
ascending order of left endpoint;
Let Li be a doubly-linked list of rows in R whose left endpoint is in ci, sorted in
descending order of right endpoint;
end
while Q is not empty do
Dequeue a row R from Q;
Let [j,k] be the compact representation of R;
while the first element R′ in some Rq ∈ {Rj,Rj+1,...,Rk−1} has a left endpoint to
the left of cj do
Remove R′ from Rq;
Let h be the left endpoint of R′;
Remove R′ from Lh;
Assign R as the parent of R′;
Enqueue R′ to Q;
end
while the first element R′ in some Lq ∈ {Lj+1,Lj+2,...,Lk} has a right endpoint to
the right of ck do
Remove R′ from Lq;
Let h be the right endpoint of R′;
Remove R′ from Rh;
Assign R as the parent of R′;
Enqueue R′ to Q;
end
end
Algorithm 2: BFS on the overlap graph in O(n log n) time
(1) Find the column with the maximum rightward or leftward column key in a range
(cj, ..., ck): cut the list before cj and after ck, request the maximum value, then
undo the cuts with concatenations.
(2) Change the key of any ch: cut the list before and after ch, change its key using the
“add a constant” operation, and undo the cuts with concatenations.
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Figure 4.3. Processing the columns of a row R
R is being processed. R1, R2, and R4 properly overlap R and will be added to the queue;
R3 will not.
Any time a row is removed from the BFS queue, we need to find all other rows that
properly overlap it. Suppose row i contains columns cj, ..., ck. We use the first operation
above to get the column with the maximum key in [cj+1, ..., ck]. If that key is greater than
the right endpoint of row i (that is, ck), we add the top row from that column’s L list to
the queue (removing the column from its L and R lists so it cannot be found again) and
decrement the column, all in O(log n) time. We do this one time for each row that is added
to the BFS queue, plus one additional time when we fail to add a new row to the queue. We
then execute the symmetric loop to find rows that overlap on the left. Overall, we spend
O(log n) time for each row we insert into the queue, plus an additional O(log n) time when
it comes off the queue, for a total of O(n log n) time over all rows.
4.3.4. Finding the Tucker matrix. Given the overlap graph, we choose A and B as
described in section 4.3.1 and use the probe operation from section 4.3.2 to find the path
P1. We then reverse P1 and run the operation again to find P2, all in O(n log n) time. The
rows in P2 are the rows of the Tucker matrix. It remains to find the columns. We have
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a consecutive-ones ordering of all but the last row, and the rows are represented by their
endpoint columns. All the rows except the last one form a path in a connected component
in the overlap graph, so the ordering of the endpoints is uniquely constrained up to reversal.
As a result, by ordering the rows in ascending order of left endpoint, we can easily associate
them with the corresponding rows of a rotation of a Tucker matrix and identify intervals
on the columns where we need to select exactly one column (which one will be selected
is determined from where the 1s occur in the last row, which is the only row that is not
consecutive-ones ordered). Each of these operations can be done in O(n log n) time, which
results in a total of O(n log n) for the entire process of finding the Tucker matrix.
4.4. Presentation of the Certificate
So far we have described how to determine whether a matrix with the consecutive-ones
property continues to have that property after adding or removing a row or column, and
how to return a certificate proving that the answer is correct. It remains to describe how the
user can easily verify the certificate. We assume that the user has checked the certificate of
a successful operation after each step and so trusts that the current ordering of the matrix is
a consecutive-ones ordering. If a row or column is deleted, no certificate is required that it
remains one. If a row is successfully inserted, we provide a new ordering of the columns that
will allow the insertion of that row; the user must then verify that this is a legal ordering.
If a column is successfully inserted, we provide an ordering of the other columns that allows
the new column to be inserted; again, the user must verify that this is a legal ordering.
4.4.1. When the new matrix has the consecutive-ones property. Rather than
providing the user with a PQ tree and requiring him to verify that it is correct, we provide
instructions on how to modify the matrix. If we are simply removing a row or column, the
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user removes that row or column from his matrix (and renumbers the remaining columns, if
a column was removed) and no further proof is required; otherwise, we need to demonstrate
that the new ordering is correct. If the user has a PQ tree, we can provide a list of the
rotations we made to rearrange the columns; making the same rotations will allow the user
to generate the same ordering. If the user only has a compact matrix, we can still convince
him that our reordering of the columns is a valid consecutive-ones ordering, as follows.
Let T be the PQ tree for the current consecutive-ones matrix and let the leaves of T be
numbered 1...n according to the current ordering. The first part of the certificate will be a
permutation π, and the user must verify that π is a permitted permutation in the PQ tree.
In O(n) time, the user first verifies that π is, in fact, a permutation; this can be done
using an array of size n to verify that all elements from 1...n appear exactly once in π.
The next step is to verify that π is a permutation that is permitted by the PQ tree.
The user labels each leaf u of the tree with its current number p(u) and its number in π,
π(u). He then labels each internal node with the minimum element pl(u) and maximum
element pr(u) of {p(c): c is a leaf descendant of u}, as well as the minimum element πl(u)
and maximum element πr(u) of {π(c): c is a leaf descendant of u}. This takes O(n) time
working by induction from the leaves to the root: pl(u) is the minimum of {pl(w): w is a
child of u} and pr(u) is the maximum of {pr(w): w is a child of u}. For each node, if pr(u)
- pl(u) 6= πr(u) - πl(u), the user rejects the certificate. Otherwise, π is a valid permutation
if all nodes of the tree are P nodes.
If T contains any Q nodes, the user also must verify that all children of each Q node are
in the same order or its reverse. Let (w1, w2, ..., wk) be the ordering of the children of a Q
node. The constraints are followed if one of the following conditions is true:
• For each i from 1 to k-1, πl(wi+1) = πr(wi) + 1
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• For each i from 1 to k-1, πl(wi) + 1 = πr(wi+1)
These two checks convince the user that π is an allowed permutation, which means that
because T is a PQ tree on the columns of the matrix, the ordering given by π preserves the
consecutive-ones property for the matrix represented by the PQ tree. Because T is the correct
PQ tree, the endpoints of the interval corresponding to each row are either {pl(u), pr(u)}
for some node u or are {pl(wi), pr(wj)} for some Q node, and pointing out u or wi and wj
will convince the user that π is a consecutive-ones ordering. Finally, the user builds a data
structure to provide, for each interval, the minimum and maximum number in the interval;
checking that these are the endpoints of the interval before the permutation convinces the
user that all adjacencies have been maintained. This can be done in O(n) time over all rows
using a Cartesian tree [Vui80], where the heap value of a node is the node’s position in p
and its binary search key is its position in π.
Now that we have shown that π is a valid consecutive-ones ordering of the current matrix,
we can make the requested change. If we are adding a row, the user verifies that all 1s in
the new row are consecutive in the new column ordering. If we are adding a column, the
user verifies that for each row, the new column does not contain a 1 where the two adjacent
columns both contain 0s or a 0 where the two adjacent columns both contain 1s. This takes
O(n) time by checking endpoints.
4.4.2. When the new matrix does not have the consecutive-ones property.
When a new row or column is added to the matrix and causes it to no longer have the
consecutive-ones property, we find a Tucker submatrix as described in section 4.3. In doing
so, we identify rows and columns of the matrix with the rows and columns of a Tucker matrix.
Verifying the existence of the Tucker matrix proves to the user that the new matrix does not
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have the consecutive-ones property. Because all rows except one of the Tucker submatrix
are consecutive-ones ordered (and thus can be given in compact form) this takes O(n) time.
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CHAPTER 5
Dynamic Updates on Interval Graphs
In the previous chapter, we described how to determine whether a consecutive-ones ma-
trix with a row or column added or deleted retains the consecutive-ones property, and how
to return a forbidden submatrix if it does not. In this chapter, we take the matrix to be the
clique matrix of an interval graph, and rather than adding and removing rows and columns
we add and remove vertices and edges, which may result in the creation or destruction of
cliques. Most operations remain the same; however, adding or removing a vertex (unlike
adding or removing a row) can also alter the number of cliques. We use the same basic
operations as before (where operation 2 now takes an interval graph I and operation 3 gives
us an interval representation of the graph), with one additional operation:
(5) Given an interval model I of G and a new node x, find the set C of cliques of G that
are subsets of N(x) in O(n) time. Mark the intervals corresponding to members of
N(x). Traverse I, keeping two counters: c1, which keeps track of the current number
of intervals, and c2, which keeps track of how many of them are members of N(x).
Each time you encounter a left endpoint, increment c1, and if it is the left endpoint
of a member of N(x), increment c2. Each time you encounter a right endpoint,
decrement c1, and if it is the right endpoint of a member of N(x), decrement c2.
Each time you come to a clique point, include the clique in C if c2 currently equals
c1.
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5.1. Deletion of Vertices and Deletion and Insertion of Edges
Deletion or insertion of an edge reduces to deletion and reinsertion of one of its endpoints.
It remains to describe how to delete and insert a vertex in O(n) time. After each operation,
we update the labeled PQ tree for the current graph’s clique matrix.
To delete a vertex, construct an interval model from the labeled PQ tree using operation 3.
Delete the vertex’s interval from I. Use operation 2 to build the PQ tree from the new model.
Use operation 4 to turn it into the new labeled PQ tree.
5.2. Deleting x from an Interval Model of G+ x
Suppose G is our current graph, x is the new vertex, and G + x is an interval graph.
Consider where x’s interval Ix lies in a model I ′ of G + x. All but the first and last clique
points spanned by x remain clique points when x is removed. Suppose the first clique point
fails to be a clique point of G. Call this clique B1. (See Figure 5.1).
B1 contains x and a set U of vertices whose rightmost clique is B1. It can’t contain any
left endpoint except that of x or it would continue to be a clique point of G. Similarly, if the
last clique of x fails to be a clique of G, call this clique B2, and x meets a set W of vertices
that have B2 as their leftmost clique.
U induces a complete subgraph of G, which is also contained in the clique A1 to the left
of B1 (otherwise B1 would continue to be a clique in G). Similarly, W induces a complete
subgraph of G, and W is a subset of a clique A2 to the right of B2. U ∪W induces two
disjoint complete subgraphs.
After x is removed, A1 becomes the rightmost clique of each member of U . The remaining
clique points spanned by x (from C1 to C2 in figure 5.1) remain clique points in I ′ \ {x}, so
they correspond to cliques of G that are subsets of N(x). Call these cliques C.
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A1 B1 C1 A2B2C2
x
An interval model of G+x
A1 C1 A2C2
What happens when x is removed
U W
U W
Figure 5.1. Removing x from an interval model of G+ x.
5.3. Inserting a Vertex
5.3.1. The case where C is nonempty. The foregoing observations tell us how to
get an interval model I ′ for G + x from an interval model I of G. Generate I from the
labeled PQ tree of G using operation 3. Using operation 5, find the set C of cliques of G
that are subsets of N(x). Since C must be consecutive in I ′, apply the incremental step of
Booth and Lueker to get a PQ tree that enforces this constraint, get the labeled PQ tree
using operation 4, and use operation 3 to get a new interval model I2 where C is consecutive.
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Mark the intervals corresponding to N(x) and identify the set U ∪W of neighbors of x
that do not intersect C’s interval in I2. Since U ∪W induces two disjoint complete subgraphs
in G, it is trivial to partition U ∪W into {U,W} in O(n) time.
Let a minimal element IU of U be a shortest interval in U . A minimal interval IW of W
is defined similarly. Let CU and CW be the cliques of G contained in IU and IW . With two
applications of the incremental step of Booth and Lueker, add the constraints that CU ∪ C
and C∪CW must each be consecutive to get a new PQ tree that enforces this. Get an interval
model I3 from this PQ tree, via the labeled PQ tree, as before.
Since IU is minimal, all members of U are contained in every clique of G that IU is,
so they are contained in the rightmost clique A1 of IU . Since C ∪ CW is consecutive, A1 is
consecutive with the leftmost clique C1 of C. We can extend the left endpoint of x and the
right endpoints of U to meet, creating the new clique B1. This step can be omitted when U
is empty. A symmetric operation applies to W and x.
This yields an interval model for G + x. Create the PQ tree for G + x from this model
using operation 2 and the labeled PQ tree for G+ x from this PQ tree using operation 4.
5.3.2. The case where C is empty. Suppose G + x is an interval graph and C is
empty. If N(x) is complete, adding x reduces to adding a new column using the algorithm
of section 4.2.2. It remains to show what happens when N(x) is not a complete subgraph.
Operation 5 detects this by finding no cliques and verifying that c2 < |N(x)| throughout the
scan of the interval model.
Let I ′ be an interval model of G + x. Since N(x) is not a complete subgraph, U , W ,
A1, A2, B1, and B2 all exist. Since U ∪W induces two disjoint complete subgraphs, in any
interval model I of G every member of one of them precedes every member of the other.
Operation 5 finds that c2 is monotonically increasing, then monotonically decreasing as it
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Figure 5.2. Adding x to the interval model of G
Every neighbor of x belongs to A1, and some end there. If x can be inserted, its new clique
will be to the right of A1.
crosses endpoints of U , then increases when the first endpoint of W is encountered. The
right endpoints of neighbors of x encountered up to that point are U , and the left endpoints
encountered after that point are W .
We again find minimal elements of U and W, then use the incremental step of Booth
and Lueker to modify the PQ tree so that it enforces the additional constraint that CU ∪CW
is consecutive. This forces the right endpoints of U and the left endpoints of W to lie in
consecutive cliques. We add x between those clique points, and stretch the endpoints of U
and W to meet the endpoints of x, creating and placing B1 and B2.
5.4. Returning a Certificate
The algorithm in section 4.3 returns a Tucker submatrix when modifications to a consecutive-
ones matrix cause it to lose the consecutive-ones property. When the consecutive-ones ma-
trix is the clique matrix of an interval graph, we can modify the algorithm to also return a
Lekkerkerker-Boland subgraph in the modified graph, in O(n log n) time.
5.4.1. Preparation of the Clique Matrix. If the zero-one matrix represents an
interval graph and adding x causes it to lose the consecutive-ones property, then adding x
may result in many new cliques being added to the graph. Rather than deal with all of them,
we will find a minimally non-consecutive-ones submatrix to feed to the algorithm below.
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If G is an interval graph and G + x is not, then x is a vertex of every Lekkerkerker-
Boland subgraph. If two nonadjacent members of N(x) are adjacent to the same connected
component of G−N(x), then the graph is not chordal and we can return a chordless cycle
in O(n) time given a model of G.
Otherwise, assume that G + x is chordal. In section 5.3, we give an O(n) algorithm for
determining whether G+x is an interval graph. We can use the same algorithm to determine
whether G[A] + x is an interval graph, where A is the vertices of a prefix of the rows of a
clique matrix. Using this as the probe operation, do a binary search to find the maximal
prefix A of the clique matrix of G such that G[A] + x is an interval graph, in O(n log n)
time. Let y be the next row after A. G[A] + y and G[A] + x are both interval graphs, but
G[A] + x + y is not. Let M ′ be a consecutive-ones ordered clique matrix of G[A]. Let Mx
be a consecutive-ones ordered clique matrix of G[A] + x and let My be a consecutive-ones
ordered clique matrix of G[A] + y.
Suppose x and y are nonadjacent. Then the cliques of G[A]+x+y are cliques of G[A]+x
or G[A] + y. The cliques of G[A] + x that contain x are cliques of G[A] + x+ y. The cliques
of G[A] + y that contain y are cliques of G[A] + x + y. The columns of M ′ to which x was
not added in Mx and y was not added in My are the remaining cliques.
Suppose x and y are adjacent. Let X = {c|c is a column of Mx and c[A] is not a column
of M ′}. X contains at most two columns, because adding x to G[A] introduces at most two
cliques (since G[A] + x is an interval graph). Similarly, let Y = {c|c is a column of My and
c[A] is not a column of M ′}, and |Y | ≤ 2. Add y to each column in X that is a subset
of its neighborhood, and add x to each column in Y that is a subset of its neighborhood.
Eliminate any element of X that now duplicates an element of Y . For each column of M ′
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to which x was added to get Mx, add x to the corresponding column of My. If x and y do
not yet share a column, add a column cxy equal to (N(x) ∩N(y) ∩ A) ∪ {x, y}.
In either case, we get a clique matrix Mxy of G[A] + x + y in O(n) time. If x and y are
nonadjacent, My gives a consecutive-ones ordering of Mxy[A + y] except for the columns in
X. If x and y are adjacent, My gives a consecutive-ones ordering of Mxy[A + y] except for
columns in X and possibly a column cxy. In each case, there is a set Z of at most three
columns of Mxy[A+ y] that are not in the consecutive-ones ordering given by My.
For each c ∈ Z, add c[A+y] to M, one by one, to yield a larger consecutive-ones ordering
or determine that this is not possible, again in O(n) time.
If this is successful, then Mxy is consecutive except in its last row, and the algorithm of
section 4.3.2 can be used to obtain a Tucker submatrix in O(n log n) time.
Otherwise, let M be the consecutive-ones ordered columns of Mxy[A] when insertion of
c ∈ Z has failed. Since |Z| ≤ 3, one or two elements of Z may have already been added
successfully. M is a consecutive-ones matrix, but M+c is not. We can then find the minimal
prefix B of rows such that M [B] + c[B] is not a consecutive-ones matrix, as described above.
5.5. Presentation of the Certificate
If the altered graph is no longer an interval graph, then we returned a Tucker matrix,
which can be converted to a Lekkerkerker-Boland subgraph and annotated with an asteroidal
triple (or chordless cycle) in O(n) time. Given the paths between the vertices of the asteroidal
triple, it is easy for the user to verify the forbidden subgraph, also in O(n) time.
Otherwise we instruct the user on how to reorder the cliques, as described in section 4.4,
and the user verifies that this gives a valid interval representation of the graph before adding
or removing a vertex.
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If we are removing a vertex x, then up to two cliques may disappear, and the certifying
algorithm returns the columns to be deleted. The user verifies that the only left endpoint
in one of the columns and the only right endpoint in the other column belong to x, and
thus those columns cease to be maximal cliques and can be removed. After removal, the
remaining columns are renumbered but do not need to be reordered and it is trivial to relabel
the endpoints of the remaining vertices, in O(n) time.
When we are adding a vertex x, then up to two cliques may be added. After verifying
the new permutation, the user inserts the (up to) two additional columns. Of the two new
columns, x has the only left endpoint in one column and the only right endpoint in the other.
Each 1 in the two columns (and no 0) occurs between the endpoints of the corresponding
row, showing that no adjacencies other than x’s have changed. Using x’s left and right
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