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Abstract
We consider the question of Lp-maximal regularity for inhomogeneous Cauchy problems in
Banach spaces using operator-valued Fourier multipliers. This follows results by L. Weis in the con-
tinuous time setting and by S. Blunck for discrete time evolution equations. We generalize the later
result to the case of some discrete time scales (discrete problems with nonconstant step size). First
we introduce an adequate evolution family of operators to consider the general problem. Then we
consider the case where the step size is a periodic sequence by rewriting the problem on a product
space and using operator matrix valued Fourier multipliers. Finally we give a perturbation result
allowing to consider a wider class of step sizes.
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1. Introduction
Let X be a complex Banach space, (A,D(A)) be the generator of a bounded semigroup
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{
u′(t) − Au(t) = f (t) ∀t ∈ R+,
u(0) = 0.
The problem is said to have Lp-maximal regularity if for every f ∈ Lp(R+;X) the mild
solution of (CP)A given by u(t) =
∫ t
0 e
(t−s)Af (s) ds maps R+ to D(A), is differentiable
almost everywhere and is such that u′ belongs to Lp(R+,X). In this continuous setting the
study of Lp-maximal regularity has a long history (see, for instance, the survey by G. Dore
[1] and L. Weis [2]). In 2000 a rather surprising negative result was obtained by N. Kalton
and G. Lancien [3] disproving a long standing conjecture by showing that Hilbert spaces
are the only spaces, among Banach spaces with an unconditional basis, where analyticity
of the semigroup {etA; t ∈ R+} is sufficient for Lp-maximal regularity to hold. How-
ever a characterization of Lp-maximal regularity in UMD spaces was obtained the same
year by L. Weis (see [5]) using the key notion of R-boundedness and Fourier multipliers
techniques. Let us recall that a Banach space is called UMD (unconditional martingale
differences) if the Hilbert transform (defined by Hf = 1
π
limε→0
∫
ε<|s|<1/ε
f (t−s)
s
ds) is
bounded on the Bochner space L2(R;X) (see [4] for informations on this notion). Let
us also recall that a set of bounded operators Ψ ⊂ B(X) is called R-bounded if ∃C > 0,
∀n ∈ N, ∀T1, . . . , Tn ∈ Ψ , ∀x1, . . . , xn ∈ X,
1∫
0
∥∥∥∥∥
n∑
j=1
εj (t)Tj xj
∥∥∥∥∥dt  C
1∫
0
∥∥∥∥∥
n∑
j=1
εj (t)xj
∥∥∥∥∥dt,
where (εj )j∈N is the usual sequence of Rademacher functions on [0,1] (i.e., εj (t) =
sign(sin(2jπt))) (see [5–8] for informations on this notion). For discrete time evolution
equations the question was introduced by S. Blunck (inspired by T. Coulhon) who proved,
in 2001 (see [9]), an analogue of Weis result. The discrete Cauchy problem is the following:
(DCP)T
{
un+1 − T un = fn,
u0 = 0,
where T is a powerbounded operator on X. We say that (DCP)T has p-maximal regularity
if for every (fn)n∈Z+ ∈ p(X) (where Z+ denotes the set of nonnegative integers) the
solution of (DCP)T (given by un+1 =∑nj=0 T n−j fj ) is such that (un+1 −un)n∈Z+ belongs
to p(X). Here the discrete time semigroup (T n)n∈Z+ is said to be analytic if
∃C > 0 ∥∥n(T n+1 − T n)∥∥ C ∀n ∈ Z+
(see [10]). This property is equivalent, in the case where (T n)n∈Z+ is powerbounded, to
the operator theoretical Ritt’s condition
∃C > 0 ∥∥(λ − 1)R(λ,T )∥∥ C ∀|λ| > 1.
The latter was proved independently by Nagy and Zemanek (see [11]) and Lyubich (see
[12]) in 1999 and may be considered as an analogue of the equivalence between the no-
tion of sectoriality for closed operators and the notion of analyticity for continuous time
semigroups (see, for instance, [13, II.4]). However, just as in the continuous setting, the
analyticity of (T n)n∈Z+ is not sufficient to obtain p-maximal regularity in non-Hilbert–
Banach spaces with an unconditional basis (see [14]) and the notion of R-boundedness
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troduced by S. Hilger (see [15]) to obtain a unified approach to discrete and continuous
dynamic equations. By considering any closed subset of R as a notion of time (calling
such a subset a time scale) and developing a calculus on it, this theory not only brought
unification but also a wide generalization of the notions of time used in dynamic equations
leading to new applications (see [16]). For finite dimensional state spaces Cauchy problems
on time scales have been studied using a generalized notion of the matrix valued exponen-
tial function (see [16]). Our purpose is to extend these ideas, for discrete time scales (i.e.,
time scales of the form T = {tk; k ∈ Z+}, where tk is increasing), to the infinite dimen-
sional setting. After introducing the adequate p norm for functions on such a time scale
and extending the matrix valued exponential function to the operator valued setting we
consider the corresponding notion of maximal regularity (Section 2). Under the additional
assumption that the time scale is sample based (i.e., the sequence (tk+1 − tk)k∈Z+ is peri-
odic) we first obtain a Weis type characterization (Section 3). In an attempt to remove this
assumption we then give (Section 4) a result allowing to perturb slightly a sample based
time scale while keeping p-maximal regularity.
2. Cauchy problems on discrete time scales
We consider a Banach space X and a time scale T = {tk; k ∈ Z+} ⊂ R+ (where tk is
increasing). In this setting one considers the Cauchy problem
(CP)T ,A
{
u∆(t) − Au(t) = f (t) ∀t ∈ T ,
u(t0) = 0,
where u∆ is defined in the sense of the time scale calculus. Let us recall that, in this
sense, we can define the derivative of a function on T as a sequence (u∆(tn))n∈N with
u∆(tn) = u(tn+1)−u(tn)µn+1 (where (µk)k∈N is the graininess function defined by µk = tk − tk−1
for k  1) and the integral between t0 and tn of a sequence (u(tn))n∈N as
∑n−1
k=0 µk+1u(tk)
(see [16] for more informations on time scale calculus). We therefore define an p(T ;X)
norm for functions on the time scale:
‖f ‖p(T ;X) =
( ∞∑
k=0
µk+1
∥∥f (tk)∥∥p
)1/p
.
The corresponding notion of maximal regularity is then as follows.
Definition 1. We say that (CP)T ,A has p-maximal regularity if there exists a constant
C > 0 such that for every input function f ∈ p(T ;X),
‖u∆‖p(T ;X)  C‖f ‖p(T ;X).
We now relate p-maximal regularity to properties of an evolution family generated
by A.
4 P. Portal / J. Math. Anal. Appl. 304 (2005) 1–12Definition 2. The family EA,T = (eA,T (tn, tk))(k,n)∈Z2+, nk , where
eA,T (tn, tk) =
{∏n−1
j=k(I + µj+1A) if k < n,
I if k = n,
is called the evolution family associated to (CP)A,T .
The application t 	→ eA,T (t, s)x is thus the solution of the initial value problem{
u∆(t) = Au(t) ∀t ∈ T ,
u(s) = x.
Moreover, one defines
EA,T :T → B(X), tk 	→ eA,T (tk, t0),
which gives a functional counterpart to eA,T and satisfies the differential equation
E∆A,T (tk) = AEA,T (tk) ∀k ∈ N.
This allows to define the following analogue to classical semigroups properties.
Definition 3. The associated evolution family EA,T is called bounded (respectively R-
bounded) if it is a bounded (respectively R-bounded) set. It is called analytic (respectively
R-analytic) if the set {(tk − t0)AEA,T (tk+1); k ∈ Z+} is bounded (respectively R-bounded).
Remark 4. If the time scale is Z+ we recover the corresponding notions for discrete time
semigroups. In this case EA,T (tk) = (I + A)k , the semigroup is bounded (respectively
R-bounded) if and only if ((I + A)n)n∈Z+ is and it is analytic (respectively R-analytic) if
and only if (nA(I + A)n)n∈Z+ is bounded (respectively R-bounded).
Let us now point out that the solution of (CP)A,T can be expressed using the associated
evolution family
u(tn) =
n−1∑
k=0
µk+1.eA,T (tn, tk)f (tk) ∀n ∈ N.
Moreover, assuming that EA,T is bounded and defining, for finitely supported se-
quences f , an operator K with
K(f )(tk) =
{
A
∑n−1
k=0 µk+1.eA,T (tn, tk)f (tk) if k > 0,
0 if k = 0,
one obtains that (CP)A,T has p-maximal regularity if and only if K extends to a bounded
operator on p(T ,X). Under an additional assumption on the time scale we now exhibit
relationships between the boundedness of K and R-analyticity of EA,T .
3. Maximal regularity on sample based time scales
Definition 5. A time scale T = {tk; k ∈ N} ⊂ R+ is called sample based with period r if
the graininess sequence is r-periodic.
P. Portal / J. Math. Anal. Appl. 304 (2005) 1–12 5On such a time scale we now have the following necessary condition for p-maximal
regularity. The proof is essentially the same as in both the discrete and the continuous case.
Proposition 6. Let X be a Banach space and T = {tk; k ∈ Z+} be a sample based time
scale with period r . Let 1 < p < ∞ and assume that EA,T is bounded and that (CP)A,T
has p-maximal regularity. Then EA,T is analytic.
Proof. Let x ∈ X, N ∈ N and define
f (tk) =
{EA,T (tk+1)x if k < N ,
0 otherwise.
We have that there exists M > 0 such that ‖eA,T (tk, tn)‖M ∀n k. Therefore,
‖f ‖p
p(T ;X) M
p
(
N∑
k=0
µk+1
)
‖x‖p. (1)
Since T is sample based we remark that there exists C > 0 such that
(1) N
C

N∑
k=0
µk+1  CN,
(2) N
1+p
C

N∑
k=0
µk+1
(
k−1∑
j=0
µj+1
)p
 CN1+p.
We thus obtain the following, where 
 denotes inequalities up to a constant which does
not depend on N :
∥∥K(f )∥∥p
p(T ;X) =
∞∑
l=0
µl+1
∥∥∥∥∥
l−1∑
k=0
µk+1AeA,T (tl, tk+1)f (tk)
∥∥∥∥∥
p
=
N∑
l=0
µl+1
∥∥∥∥∥
l−1∑
k=0
µk+1AeA,T (tl, t0)x
∥∥∥∥∥
p
M−p
N∑
l=0
µl+1
∥∥∥∥∥
l−1∑
k=0
µk+1AEA,T (tN )x
∥∥∥∥∥
p
= M−p
N∑
l=0
µl+1
(
l−1∑
k=0
µk+1
)p∥∥AEA,T (tN )x∥∥p

 N1+p∥∥AEA,T (tN )x∥∥p 
 N∥∥(tN−1 − t0)AEA,T (tN )x∥∥p.
Combining the later with (1) leads ‖(tN−1 − t0)AEA,T (tN )x‖ C′‖x‖ for some constant
C′ > 0. 
Remark 7. One can notice that the assumption on the boundedness of EA,T , which is usual
in the study of maximal regularity, is not a consequence of analyticity. Even in the case
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and Y. Tomilov [17] that, on any infinite dimensional Banach space, there exists a discrete
analytic semigroup that is not bounded.
We now assume that EA,T is bounded and analytic and define
T = EA,T (tr ).
This is of course a discrete analogue of the monodromy operator used in the study of pe-
riodic nonautonomous Cauchy problem in the continuous case. The boundedness of EA,T
implies that (T n)n∈Z+ defines a bounded discrete time semigroup. We show that it is actu-
ally analytic and that it is R-analytic if and only if EA,T is. This is a consequence of the
following lemma.
Lemma 8. Let T be a sample based time scale with period r and EA,T be an analytic
evolution family. Then T = EA,T (tr ) is such that there exists a bounded invertible operator
B ∈ B(X) such that
I − T = A.B.
Proof. There exists a polynomial P , of order less than r , such that B = P(A). It is thus
enough to show that 0 /∈ σ(P (A)). We first remark that P(0) =∑rj=1 µj = 0. Using the
spectral mapping theorem it is then sufficient to show that
∀λ ∈ σ(A) P (λ) = 0 ⇒ λ = 0.
Let us therefore consider λ0 ∈ σ(A) such that 1 =∏rj=1(1 − µjλ0). Then∥∥(trn − t0)AE(trn)∥∥ |λ0|(trn − t0) ∀n ∈ N.
But, because of the analyticity of eA,T , this implies that λ0 = 0. 
We thus obtain the desired result as a corollary.
Corollary 9. In the setting of the above lemma we have that (T n)n∈Z+ is an analytic
discrete time semigroup and that it is R-analytic if and only if EA,T is.
Proof. This follows directly from the fact that there exists C > 0 such that for any N ∈ N
and any (xn)Nn=1 ⊂ X,
1
C
1∫
0
∥∥∥∥∥
N∑
n=1
εn(t)(trn − t0)AE(trn)xn
∥∥∥∥∥dt 
1∫
0
∥∥∥∥∥
N∑
n=1
εn(t)n(T − I )T nxn
∥∥∥∥∥dt
C
1∫
0
∥∥∥∥∥
N∑
n=1
εn(t)(trn − t0)AE(trn)xn
∥∥∥∥∥dt,
where (εj )j∈N is the usual sequence of Rademacher functions on [0,1]. 
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problem in p(Xr) (where Xr is equipped, for instance, with the rp norm). Denoting by
((u
(1)
n , . . . , u
(r)
n ))n∈Z an element of p(Xr), we define the operators
D((u(1)n , . . . , u(r)n ))n∈Z =
((
u
(2)
n − u(1)n
µ1
, . . . ,
u
(r)
n − u(r−1)n
µr−1
,
u
(1)
n+1 − u(r)n
µr
))
n∈Z
and
A((u(1)n , . . . , u(r)n ))n∈Z = ((Au(1)n , . . . ,Au(r)n ))n∈Z.
By considering sequences (u(j))n∈Z (for j = 1, . . . , r) with
u
(j)
n =
{
u(tj−1+rn) if n 0,
0 otherwise,
for a function u of the time scale one obtains that the p -maximal regularity of (CP)T ,A
is equivalent to the existence of a constant C > 0 such that
‖Dy‖ C∥∥(D+A)y∥∥ ∀y ∈ p(Xr). (2)
D is now our differentiation operator which turns out to be a Fourier multiplier. Let us
recall that a Fourier multiplier is an operator of the form FMf = F−1(M.Ff ), where
M is a map from (−π,π) to B(X), F denotes the Fourier transform for the group Z (thus
with the dual group T) and the operator is initially defined for finitely supported sequences.
A direct computation of the Fourier transform shows that D =FM , where
M(t) =


− I
µ1
I
µ1
0 . . . . . . 0
0 − I
µ2
I
µ2
0 . . . 0
0 0
. . .
. . . 0 0
0 0 0
. . .
. . . 0
0 0 0 0 − I
µr−1
I
µr−1
e−it
µr
I 0 . . . . . . 0 − I
µr


.
It should be noticed that in the discrete and the continuous settings, the differentiation
operator is a Fourier multiplier with an essentially scalar symbol (i.e., a symbol of the form
m(t)I , where m is scalar valued), whereas in this setting the symbol is operator valued. The
problem can now be expressed as an operator matrix valued Fourier multiplier question.
To do so remark that M(t) +A is invertible provided its determinant
∆(t,A) = (−1)r+1
(
r∏
k=1
1
µk
)
(e−it − T )
is. But since EA,T is analytic T n+1 − T n tends to zero by Corollary 9. Therefore σ(T ) ∩
T ⊂ {1}. ∆(t,A) is thus invertible for all t ∈ (−π,0) ∪ (0,π) which allows us to define
N : (−π,0) ∪ (0,π) → B(X), t 	→M(t).(M(t) +A)−1.
Since inequality (2) holds if and only if FN extends to a bounded operator on p(Xr) we
have the following lemma.
8 P. Portal / J. Math. Anal. Appl. 304 (2005) 1–12Lemma 10. Let X be a Banach space, T = {tk; k ∈ Z+} ⊂ R+ be a sample based time
scale, 1 < p < ∞ and EA,T be an associated bounded analytic evolution family. Then
(CP)T ,A has p-maximal regularity if and only if FN extends to a bounded operator on
p(X
r).
Using Blunck’s multiplier theorem (cf. [9, Theorem 1.3]) we have that, if X is an UMD
space, and if the sets{N (t); t ∈ (−π,0) ∪ (0,π)}
and {
(e−it − 1)(e−it + 1)N ′(t); t ∈ (−π,0) ∪ (0,π)}
are R-bounded, then FN defines a bounded multiplier on p(Xr). Reciprocally the later
implies that the set{N (t); t ∈ (−π,0) ∪ (0,π)}
is R-bounded. This leads to our result.
Theorem 11. Let X be a UMD Banach space, T = {tk; k ∈ Z+} ⊂ R+ be a sample based
time scale, 1 < p < ∞ and EA,T be a bounded analytic associated evolution family. Then
the following assertions are equivalent:
(1) EA,T is R-analytic.
(2) (CP)A,T has p-maximal regularity.
(3) (T n)n∈Z+ is a R-analytic discrete time semigroup.
(4) (CP)T−I,Z+ has p-maximal regularity.
Proof. (3) ⇔ (4) is due to Sönke Blunck (see Theorem 1.1 of [9]).
(3) ⇔ (1) is given by Corollary 9.
(3) ⇒ (2) as remarked above, we only have to show that the sets{N (t); t ∈ (−π,0) ∪ (0,π)}
and {
(e−it − 1)(e−it + 1)N ′(t); t ∈ (−π,0) ∪ (0,π)}
are R-bounded. Moreover we have that
N (t) = I −A(M(t) +A)−1
and
N ′(t) = −ie
−it
µr
(
I −N (t))Er,1(M(t) +A)−1,
where (Ei,j )1i,jr denotes the canonical basis of the space of r × r matrices. It is there-
fore sufficient to show that the sets{ ( ) }A M(t) +A −1; t ∈ (−π,0) ∪ (0,π)
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(e−it − 1)(M(t) +A)−1; t ∈ (−π,0) ∪ (0,π)}
are R-bounded (finite sum and products of R-bounded families are R-bounded). Since all
entries of M(t) +A are commuting we have that(M(t) +A)−1 = (∆(t,A)−1 ⊗ Ir)B(t,A),
where ∆(t,A) is the determinant of M(t) +A, B(t,A) is the transpose of its comatrix
and, for C ∈ B(X), C ⊗ Ir denotes the diagonal operator matrix with diagonal entries
equal to C. Remarking that B(t,A) has entries which are polynomial of order less than
r in e−it and A we obtain that {B(t,A); t ∈ (−π,0) ∪ (0,π)} is R-bounded. It therefore
suffices to show that the sets{
AR(eit , T ); t ∈ (−π,0) ∪ (0,π)}
and {
(eit − 1)R(eit , T ); t ∈ (−π,0) ∪ (0,π)}
are R-bounded. But it follows from Lemma 8 that the first of these sets is R-bounded if
and only if {(T − I )R(eit , T ); t ∈ (−π,0)∪ (0,π)} is R-bounded. The result now follows
from Theorem 1.1 of [9] that shows that the later is equivalent to (3).
(2) ⇒ (3) as remarked above, (2) implies that the set {M(t)(M(t) + A)−1; t ∈
(−π,0) ∪ (0,π)} is R-bounded. But, as seen is the proof of (3) ⇒ (2) this also implies
that the set{(
AR(e−it , T ) ⊗ Ir
)
B(t,A); t ∈ (−π,0) ∪ (0,π)}
is R-bounded and therefore that, for any 1 i, j  r the set{(
AR(e−it , T ) ⊗ Ir
)
.Ei,jB(t,A)Ej,i; t ∈ (−π,0) ∪ (0,π)
}
is R-bounded. Now since the entry on the first row and the r th column of B(t,A) is equal
to
∏r
k=1 1µk we obtain that the set {AR(e−it , T ); t ∈ (−π,0) ∪ (0,π)} is R-bounded.
Lemma 8 finally gives that {(I −T )R(e−it , T ); t ∈ (−π,0)∪ (0,π)} is R-bounded which
implies (3) by Theorem 1.1 of [9]. 
4. A perturbation result
In this section we obtain maximal regularity of a Cauchy problem on a time scale that
is not necessarily sample based but that is asymptotically close to a sample based time
scale on which maximal regularity holds. We consider a Banach space X, a sample based
time scale (of period r) T = {tj , j ∈ Z+} (let us recall that µj = tj − tj−1 ∀j ∈ N),
a bounded operator A ∈ B(X), a sequence (εj )j∈Z+ ⊂ R+, and a perturbed time scale
T˜ = {t˜j , j ∈ Z+} such that{
t˜0 = t0,
µ˜j+1 = t˜j+1 − t˜j = µj+1 + εj .
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bation of (CP)T ,A if there exists a bounded open set Ω ⊂ C satisfying
(1) σ(A) ⊂ Ω ,
(2) −1
µj
/∈ Ω ∀j = 1, . . . , r ,
such that for n k  0 the functions
gn,k :Ω → C, λ 	→
∏n
j=k(1 + εj λ1+µj+1λ ) − 1
λ
,
define a sequence in H∞(Ω) such that ∃C > 0 ∃α ∈ [0,1),
‖gn,k‖∞  C|n − k|α.
Example 13. If (εj )j∈Z+ ∈ 1 then it is an admissible perturbation of (CP)T ,A for any
sample based time scale T and any operator A ∈ B(X) such that T =∏rj=1(I + µjA) is
invertible.
This follows from the fact that for λ = 0,
∣∣gn,k(λ)∣∣ exp(
∑n
j=k | εj λ1+µj+1λ |) + 1
|λ|
and that |gn,k(0)| = |∑nj=k εj |.
Theorem 14. Let X be a Banach space, T = {tk; k ∈ N} ⊂ R+ a sample based time
scale (of period r), 1 < p < ∞ and EA,T an associated bounded evolution family. Con-
sider a perturbation (εj )j∈Z+of (CP)T ,A and the corresponding perturbed time scale
T˜ = {t˜j ; j ∈ Z+} ⊂ R+ and assume the following:
(1) (CP)T ,A has p-maximal regularity,
(2) ∃C > 0 ∀j ∈ N 1
C
 µ˜j  C,
(3) (εj )j∈Z+ is an admissible perturbation of (CP)T ,A.
Then (CP)
A,T˜ has p-maximal regularity.
Proof. Let (f (t˜k))k∈Z+ ∈ p(T˜ ;X). We estimate K˜f , where
K˜(f )(t˜k) =
{
A
∑n−1
k=0 µ˜k+1.eT˜ ,A(t˜n, t˜k)f (t˜k) if n > 0,
0 if n = 0.
To do so let N ∈ N and let us denote by  inequalities up to a multiplicative constant
independent of n and N . We have
I =
N∑
(µn+1 + εn)
∥∥∥∥An−1∑(µk+1 + εk)
(
n−1∏
I + (µj+1 + εj )A
)
f (t˜k)
∥∥∥∥
pn=1 ∥ k=0 j=k ∥
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N∑
n=1
∥∥∥∥∥A
n−1∑
k=0
µk+1
(
n−1∏
j=k
I + µj+1A
)(
µk+1 + εk
µk+1
)
f (t˜k)
∥∥∥∥∥
p
+
N∑
n=1
(
n−1∑
k=0
∥∥∥∥∥A
(
n−1∏
j=k
I + (µj+1 + εj )A
)
−
(
n−1∏
j=k
I + µj+1A
)∥∥∥∥∥
∥∥f (t˜k)∥∥
)p
.
Now using (1) and Dunford calculus we obtain
I  ‖f ‖p
p(T˜ ;X) +
N∑
n=1
(
n−1∑
k=0
∥∥∥∥∥A2
(
n−1∏
j=k
I + µj+1A
)
gn−1,k(A)
∥∥∥∥∥
∥∥f (t˜k)∥∥
)p
.
Lemma 8 and (3) then implies that
I  ‖f ‖p
p(T˜ ;X) +
N∑
n=1
(
n−1∑
k=0
∥∥(I − T )2T m∥∥|n − k|α∥∥f (t˜k)∥∥
)p
,
where m is the entire part of n−k
r
. Since (T n)n∈Z+ is a discrete analytic semigroup by
Proposition 6 and Corollary 9 we have that∥∥(I − T )2T m∥∥ 1|n − k|2 .
The result follows therefore from Young’s inequalities. 
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