Measurement - induced qudit geometric discord by Lugiewicz, Piotr et al.
ar
X
iv
:1
60
7.
08
75
3v
2 
 [q
ua
nt-
ph
]  
22
 M
ay
 20
17
Measurement - induced qudit geometric discord
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Plac Maxa Borna 9, 50-204 Wrocław, Poland
We study the measurement-induced geometric discord based on the trace norm and generalize some properties
known for qutrits to qudits. Previous preliminary results for bipartite qutrit systems (i.e. d = 3 systems) are here
strictly proved for arbitrary d. Present study supports observations, coming also from other approaches, that
systems with d ≥ 3 show similar behaviour when quantum correlations are concerned, but there is pronounced
difference between d = 2 and d = 3. Qubit systems are exceptionally simple. Underlying geometry of state
spaces and related Lie groups are responsible for that.
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I. INTRODUCTION
Quantum correlations in finite dimensional quantum systems became an area of research to which a lot of effort is directed. In
this context, the first nontrivial and basic system for understanding quantum correlations is the two - qubit system. It was firstly
studied with respect to quantum entanglement which in turn is the most studied quantum correlation by now. Results obtained for
qubit system can be relatively easily generalized to some extend to a qubit-qudit case, where qudit is a d-level system. Two qubit
system is also the first one used to study more general quantum correlations. Last decade broughtmore deep understanding of the
notion of ’quantumness’ and more sophisticated differentiation of types of correlations in states of compound quantum systems.
While pure states can be uncorrelated or entangled, mixed states exhibit more subtle hierarchy of non-classical correlations.
Today’s classification distinguishes following types of states with non-classical correlations: nonlocal, steerable, entangled,
generally quantumly correlated [1]. For pure states these attributes are synonymous.
In recent years we witness a lot of activity related to study of the quantum discord as a measure of quantum correlations (see
e.g. [2–9]. This notion is very general, catching difference of the quantum and classical character of correlations in compound
systems, but difficult to calculate even for the two-qubit system. To have more efficient tool there were introduced various
modified measures of quantum correlations like: geometric measures, measurement-induced geometric measures, measurement
induced informational measures, entanglement activation measures, unitary response measures, coherence based measures and
recoverability measures [1]. Within the geometric measures there appears subclassification related to the distance used in defini-
tion. The one firstly studied was the Hilbert-Schmidt distance, convenient in calculations, but not contractive under completely
positive trace preserving maps [10, 11], and therefore not suitable to define a bona fide measure of quantum correlations. For
that reason geometric measures based on trace norm (Schatten 1-norm) are more proper, but alas, less easy to handle.
However, as various works including the present one show, properties of bipartite systems with d ≥ 3 change strongly. There,
one meets new situation also characterized by recently found obstruction that there is no finite set of criteria of separability for
two-qutrit states [12]. Therefore, as one gets outside the Peres-Horodecki’s necessary and sufficient PPT-criterion for qubit-qubit
and qubit-qutrit systems[13, 14] the analysis becomes harder and one has to rely on other tools.
In the previous work we studied qutrit systems [15] and we obtained some preliminary results for limited class of states,
which allowed generalization to the case of quantum correlations in bipartite qudit system. Here we look for the widest set
of states allowing the similar procedure of computation of the measurement-induced quantum geometric discord as found in
previous work, the analysis is based on general assumptions and strict proofs. What is important, the geometric discord we use,
is based on the trace norm, which is much more difficult to compute, then the one based on the Hilbert-Schmidt distance. The
measurement-induced quantum geometric discord is defined as the minimal disturbance induced by any projective measurement
on the subsystem of compound quantum system, computed using the trace distance. Such measure can be compared with
the standard geometric discord equal to the distance from a given state to the set of classical-quantum states [16]. Generally,
the measurement-induced geometric discord dominates the geometric discord and these two quantities are equal if a distance
used in definition is the Hilbert-Schmidt distance [17]. For the trace distance, the measurement-induced geometric discord and
geometric discord coincide only for qubits [18, 19]. The measurement-induced geometric discord based on trace norm is a bona
fide correlation measure and allows to obtain explicit results for various families of states. As it is known, even for bipartite
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2qubit system the minimization can be solved analytically only for the Hilbert-Schmidt distance [16] and this basically follows
from the geometry of the qubit state space. In the case of trace distance it is possible for the limited set of families of mixed
states [20]. For qutrits and higher dimensional qudits situation is even more hard.
The main goal of the present work is to provide strict analysis of selected properties of the measurement-induced quantum
geometric discord for arbitrary d. The paper is organized as follows. In the next section we provide some background information
and fix the notation to describe generic qudit system. Then some geometrical properties of the Rd
2−1 related to the structure
of the algebra su(d) are recalled, as well as definition of the one-sided measurement-induced quantum geometric discord is
commented. In Section III we describe locally maximally mixed states and study the form of the disturbance of such states
induced by local measurements. We find general relevant lower bound for the trace of a square of such disturbance and show
for which family of states it is saturated. To obtain exact formula for the trace-norm quantum discord further simplifications
are necessary. The Section IV contains analysis of the two-qutrit system which serves as a guiding example for finding what
simplifications should be assumed to obtain exact result for the trace norm measurement - induced geometric discord for qudits.
Such generalization is given in the Section V, where we show that such discord can be obtained without performingminimization
procedure for relevant equivalence classes of correlation matrices. This is crucial, due to the fact that the minimization procedure
for d > 2 is not known and for general case, presumably, not computable at all. In the Section VI there are discussed instructive
examples of two-qudit states illustrating subtle points of the previously proven theorems. We conclude with some comments
on complexity and effectiveness of calculation procedure for measurement-induced quantum discord. Some technical points as
well as detailed discussion of the quantum correlations in the family of two-qutrit states with diagonal orthogonal correlation
matrices are shifted to the Appendices.
II. PRELIMINARY NOTIONS
The basic notions relevant for a description of qudit systems where already introduced in [15]. For the reader convenience
we recall them in this section, including the discussion of adjoint representations of the group SU(d) and the corresponding
geometry of the parameter space of d - level quantum systems. We stress also fundamental difference between qubits (d = 2)
and higher dimensional qudits.
A. Qudits
Let us start with description of d - level (d ≥ 3) quantum systems (qudits). The corresponding Hilbert space equals to Cd
and observables are given by hermitian elements of full matrix algebra Md(C). It is convenient to use as a basis in Md(C)
the hermitian generators of su(d) algebra and the identity matrix 1 d . Let λ1, . . . ,λd2−1 be the generators of su(d) algebra. The
matrices λ j satisfy
tr λ j = 0, tr (λ jλk) = 2δ jk, j,k = 1, . . . ,d
2− 1
and
λ jλk =
2
d
δ jk 1 d +∑
l
(dˆ jkl + i fˆ jkl)λl (II.1)
where the structure constants dˆ jkl and fˆ jkl are given by
dˆ jkl =
1
4
tr ([λ j,λk]+ λl) (II.2)
and
fˆ jkl =
1
4i
tr ([λ j,λk]λl). (II.3)
Using the structure constants (II.2) and (II.3) one can introduce the following ”star” and ”wedge” products in a real linear space
Rd
2−1. For n, m ∈ Rd2−1 we define
(n ⋆m) j =
√
d(d− 1)
2
1
d− 2 ∑
k,l
dˆ jklnkml (II.4)
3and
(n∧m) j =
√
d(d− 1)
2
1
d− 2 ∑
k,l
fˆ jklnkml (II.5)
Let us note, that above two formulas do not cover the d = 2 case. In particular, dˆi jk constants vanish and the ⋆-product is trivial
for qubits. Let λ = (λ1, . . . ,λd2−1) and
〈n, λ〉= ∑
j
n jλ j (II.6)
then taking into account (II.1), we obtain
〈n, λ〉〈m, λ〉= 2
d
〈n, m〉1 d + 1
d′
〈n ⋆m, λ〉+ i
d′
〈n∧m, λ〉, (II.7)
where
d′ =
√
d(d− 1)
2
1
d− 2 .
The set of observables i.e. the subspace of hermitian elements of Md(C), forms a Jordan algebra with respect to the Jordan
product
A◦B= 1
2
(AB+BA)
which for matrices
A= a0 1 d + 〈a, λ〉, B= b01 d + 〈b, λ〉
where a, b ∈ Rd2−1, is given by
A◦B=
(
a0b0+
2
d
〈a, b〉
)
1 d +
1
d′
〈b0a+ a0b+ a ⋆ b, λ〉. (II.8)
The set Ed of all states of d - level system can be parametrized as follows (see e.g. [21])
ρ =
1
d
(
1 d + d
′′ 〈n, λ〉) , n ∈Rd2−1, (II.9)
where
d′′ =
√
d(d− 1)
2
and the components of the vector n are
n j =
d√
2d(d− 1) tr (ρλ j), j = 1, . . . ,d
2− 1.
The matrix (II.9) is hermitian and has a unit trace. To describe a quantum state, the matrix ρ have to be positive-definite and this
condition is not easy to characterize in terms of the vector n. However the pure states given by one-dimensional projectors can
be fully described. Using (II.7), one can check that ρ given by (II.9) satisfies ρ2 = ρ if and only if
〈n, n〉= 1 and n ⋆ n= n.
As it is well known, the case of qubits (d = 2) is very special. Since in that case in the formula (II.7) the star product is absent,
the set of observables forms the Jordan algebra which is called spin factor (see e.g. [22]). Moreover, the set of states can be
easily characterized in terms of the vectors n: it is the unit ball in R3 and the pure states correspond to the unit sphere. For
qutrits and higher order qudits the n ⋆ n = n condition becomes nontrivial and prevents the simple geometrical characterization
of one-qudit state space. At the moment some more specific results, but not simple, are known for qutrits only [23].
4Consider now two qudits A and B . It is convenient to parametrize the set of states of composite system as follows
ρ =
1
d2
(
1 d⊗ 1 d + d′′ 〈x, λ〉⊗ 1 d + 1 d⊗ d′′ 〈y, λ〉+
d2−1
∑
k=1
〈K ek, λ〉⊗ 〈ek, λk 〉
)
(II.10)
where x, y ∈ Rd2−1 and {ek}d2−1k=1 are the vectors of canonical orthonormal basis of Rd
2−1. Notice that
x j =
d√
2d(d− 1) tr (ρλ j⊗ 1 d), y j =
d√
2d(d− 1) tr (ρ1 d⊗λ j)
and the correlation matrix K has elements
K jk =
d2
4
tr (ρλ j⊗λk).
The parametrization (II.10) is chosen is such a way, that the marginals trA ρ and trBρ are given by the vectors x and y as in (II.9).
B. Adjoint representation of SU(d) and geometry of Rd
2−1
Let us now discuss briefly the adjoint representation of the group SU(d). LetU ∈ SU(d) and define the matrix R(U) by
〈R(U)m, λ〉 ≡U〈m, λ〉U∗, m ∈Rd2−1,
or
U λ jU
∗ = ∑
k
R(U)k j λk.
The matrix elements of R(U) are given by
R(U) jk =
1
2
tr (U λkU
∗λ j)
By the mapping R, to each elementU ∈ SU(d) there correspond real orthogonal matrix R(U) ∈ SO(d2− 1) and let
G(d)≡ R(SU(d))⊂ SO(d2− 1)
Since the dimension of the group SU(d) is d2− 1, and the dimension of SO(d2− 1) equals to 1
2
(d2− 1)(d2− 2), the matrices
R(U) ∈ G(d) form only a very small part of the group SO(d2− 1). In particular, G(3) contains linear transformations which
leave invariant inner product in R8 and cubic invariant 〈n ⋆ n, n〉 [24]. Again the case when d = 2 is exceptional. The group
G(2) exactly equals to SO(3) for which the SU(2) is the double covering group. Therefore using adjoint group, for d = 2 we
have full control over Rd
2−1 =R3 space. For d = 3 we have discrepancy in dimensions: 8 for G(3) and 28 for SO(8). This only
wideness for higher d. Such geometrical effect makes analysis of two - qubit system much simpler then in higher dimensions.
Consider now the covariance properties of the star and wedge products defined on the linear space Rd
2−1. It follows from the
fact that fˆ jkl and dˆ jkl are invariant tensors that
Vm ∧ Vn=V (m ∧ n), Vm ⋆ Vn=V (m⋆ n), (II.11)
for all V ∈ G(d). Define also the matrices
(∆ j)kl = dˆ jkl , (Fj)kl = fˆ jkl . (II.12)
Now for all V ∈ G(d)
V T∆ jV =
d2−1
∑
k=1
V jk ∆k (II.13)
and similarly
V TFjV =
d2−1
∑
k=1
V jkFk. (II.14)
For the further applications we will need the following property of the star product.
5Lemma 1 The equality
d2−1
∑
k=1
Aek ⋆ Bek = 0, (zero vector) (II.15)
is satisfied if and only if
tr (AT∆ jB) = 0, for all j = 1, . . . ,d
2− 1
Proof:
Notice that
Aek ⋆ Bek = d
′ ∑
j
(AT ∆ jB)kk e j
so
∑
k
Aek ⋆ Bek = d
′ ∑
k, j
(AT ∆ jB)kk e j = d
′ ∑
j
tr (AT ∆ jB)e j

Since tr ∆ j = 0, j = 1, . . . ,d
2− 1, we have in particular
d2−1
∑
k=1
ek ⋆ ek = 0 (II.16)
and equality (II.16) is true for any orthonormal basis of Rd
2−1.
C. Measurement - induced qudit geometric discord
When a bipartite system AB is prepared in a state ρ and we perform local measurement on the subsystem A , almost all states ρ
will be disturbed due to such measurement. The one-sided (measurement - induced) geometric discord is defined as the minimal
disturbance induced by any projective measurement PA on subsystem A [16]. In the standard approach Hilbert - Schmidt norm
is used to measure a distance in the set of states and the corresponding quantum discord is denoted by DM2 . Here we prefer to
choose a distance given by the trace norm and define quantum discord DM1 as [25]
DM1 (ρ) =
d
2(d− 1) minPA ||ρ−PA(ρ)||1, (II.17)
where
||A||1 = tr |A|.
On the other hand, DM2 is defined as
DM2 (ρ) =
d
d− 1 minPA ||ρ−PA(ρ)||
2
2 (II.18)
where
||A||2 =
√
tr A∗A
In the case of qudits, local projective measurement PA is given by the one-dimensional projectors P1, P2, . . . , Pd on C
d , such that
P1+P2+ · · ·+Pd = 1 d , PjPk = δ jkPk
and PA = P⊗ id, where
P(A) = P1AP1+P2AP2+ · · ·+Pd APd. (II.19)
6One - dimensional projectors Pk can be always chosen as
Pk =U P
0
k U
∗ for some U ∈ SU(d),
where P0k = |ϕk〉〈ϕk| and {ϕk} is a standard orthonormal basis in Cd . If P0 is the mapping (II.19) given by P0k , then
P0(A) = diag(a11, a22, . . . , add) (II.20)
Define a real orthogonal projector P on Rd
2−1
〈Pm, λ〉= P(〈m, λ〉), m ∈ Rd1−1, (II.21)
or
P jk =
1
2
tr (P(λ j)λk).
If P0 denotes such projector corresponding to P0, then
P =V P0V
T , V ∈ G(d)
Notice that the matrices λ j for j = k
2− 1, k = 2,3, . . . ,d are diagonal, whereas remaining λ j have zero diagonal elements, so
P0(λ j) =
{
λ j, j = k
2− 1
0, j 6= k2− 1
Thus P0 projects on d− 1 dimensional subspace and only non zero matrix elements of P0 are
(P0)k2−1,k2−1 = 1, k = 2,3, . . . ,d. (II.22)
Define also orthogonal complements to P0 and P
M0 = 1 −P0, M = 1 −P . (II.23)
Obviously M =V M0V
T , V ∈ G(d) and
dimRanM0 = dimRanM = d(d− 1).
Notice that only in the case of qubits, where G(3) = SO(3), the projectors M run over the set of all orthogonal projectors with
a fixed dimension. When d ≥ 3, this set is a proper subset of all such projectors and it causes the minimization problem below
difficult to solve.
Let us compute now the disturbance of the state (II.10) induced by measurement PA . Since PA acts only on subsystem A , we
obtain
ρ−PA(ρ) = 1
d2
[
d′′〈M x, λ〉⊗ 1 d +∑
k
〈M K ek, λ〉⊗ 〈ek, λ〉
]
(II.24)
Let S(M ) denotes the right hand side of equation (II.24). Then
DM1 (ρ) =
d
2(d− 1) minM tr
√
Q(M ) (II.25)
where Q(M ) = S(M )S(M )∗ and the minimum is taken over all matrices M corresponding to a measurements on subsystem A .
Similarly
DM2 (ρ) =
d
d− 1 minM tr Q(M ) (II.26)
7III. LOCALLY MAXIMALLY MIXED STATES
Let us consider the class of locally maximally mixed states i.e. such states ρ that
trA ρ =
1 d
d
, trBρ =
1 d
d
. (III.1)
In the parametrization (II.10) this property corresponds to x= y= 0 and we have
ρ =
1
d2
(
1 d⊗ 1 d +
d2−1
∑
j=1
〈K e j, λ〉⊗ 〈e j, λ〉
)
(III.2)
Let K(d) be the set of correlation matrices corresponding to (III.2). The set K(d) is convex, contains zero matrix and K(d) ⊂ B2,
where
B2 =
{
A ∈Md2−1(R) : ||A||2 ≤
d
2
√
d2− 1
}
(III.3)
This last property follows from the condition tr ρ2 ≤ 1, since for the states (III.2)
tr ρ2 =
1
d2
+
4
d4
||K ||22.
One can check that pure states in this class, which are in fact maximally entangled, are defined by correlation matrices lying on
the boundary of the ball B2, but not every such matrix corresponds to some state, so detailed characterization of the set K
(d) is a
real problem and the general solution is not known.
Let K ∈K(d), then
S(M ) =
1
d2
d2−1
∑
j=1
〈M K e j, λ〉⊗ 〈e j, λ〉, (III.4)
and
Q(M ) =
1
d4
[
4
d2
∑
j
〈M K e j, M K e j 〉1 d⊗ 1 d + 2
d d′ ∑j
〈M K e j ⋆M K e j, λ〉⊗ 1 d
+
2
d d′ ∑
j,k
〈M K e j, M K ek 〉1 d⊗〈e j ⋆ ek, λ〉+ 1
d′2 ∑
j,k
〈M K e j ⋆M K ek, λ〉⊗ 〈e j ⋆ ek, λ〉
− 1
d′2 ∑
j,k
〈M K e j ∧M K ek, λ〉⊗ 〈e j∧ ek, λ〉
] (III.5)
If K is general correlation matrix it is a difficult task to compute the spectrum of Q(M ) and obtain an analytic expression for
the measure of discord. But we are able to find the universal lower bound for DM1 and D
M
2 . Observe that
tr Q(M ) =
4
d4
d2−1
∑
j=1
〈M K e j, M K e j 〉= 4
d4
tr (K K TM ),
so
DM2 (ρ) =
d
d− 1 minM tr Q(M ) =
4
d3(d− 1) minM tr (K K
TM ).
Since
tr
√
Q(M )≥
√
tr Q(M ),
we also have
DM1 (ρ)≥
1
d(d− 1)
√
min
M
tr (K K TM ).
Thus we need a lower bound for the quantity given bymin
M
tr (K K TM ) and this bound can be obtained by applying the following
general result:
8Lemma 2 Let A be a non - negative operator acting on the space Rn0 , with eigenvalues µ1 ≥ µ2 ≥ ·· · ≥ µn0 . Let P be any
orthogonal projector on Rn0 , such that tr P= m0 and m0 < n0. Then
min
P
tr PA =
n0
∑
j=n0−m0+1
µ j (III.6)
Proof:
Let
A=
n0
∑
j=1
µ jE j
Put
ω j = tr PE j, j = 1, . . . ,n0
Then ω j ∈ [0,1] and ω1+ · · ·+ωn0 = m0. Consider the function
f (~ω) =
n0
∑
j=1
µ jω j, ~ω = (ω1, . . . ,ωn0)
defined on the set
Ω = {~ω : ω j ∈ [0,1],
n0
∑
j=1
ω j = m0}
We are looking for the minimal value of the function f (~ω). Let J0 and J1 be disjoint subsets of the set {1,2, . . . ,n0}. Define the
subset of Ω
ΩJ0,J1 = {~ω : ω j = 0 for j ∈ J0 and ω j = 1 for j ∈ J1}
Using the method of Lagrange multipliers we obtain on ΩJ0,J1
µ j−ν = 0, for j ∈ Jc0 ∩ Jc1 and ∑
j∈Jc0∩Jc1
ω j = m0−|J1| (III.7)
The equations (III.7) have a solution if the eigenvalues of A have a proper degeneracy. In this case one can compute that
f (~ω)≥
n0
∑
j=n0−m0+1
µ j for all ~ω ∈ ΩJ0,J1
If there is no proper degeneracy, we can add one point to J0 or J1 i.e. we pass to the sets (J
′
0,J1) or (J0,J
′
1) an repeat the above
reasoning. After the finite number of steps we arrive at such pair (J0,J1) that |J0|= n0−m0 and |J1| = m0. The function f (~ω)
assumes the smallest value if ~ω ∈ ΩJ0,J1 where J0 = {1, . . . ,m0} and J1 = {n0−m0+ 1, . . . ,n0} and the smallest value is equal
to
n0
∑
j=n0−m0+1
µ j. 
To apply this result, take A= K K T , n0 = d
2− 1, and P= M , so m0 = d(d− 1). Let {η↓j} be the eigenvalues of K K T in non-
increasing order and define
Ξ(K ) =
d2−1
∑
j=d
η
↓
j .
Since M =VM0V
T , V ∈G(d)⊂ SO(d2−1), the minimum is taken over a proper subset of the set of all projections on Rd2−1,
so by the Lemma 2
min
M
tr (K K TM )≥ Ξ(K )
and we have:
9Theorem 1 Let K ∈K(d) and ρ be the corresponding locally maximally mixed state, then
DM2 (ρ)≥
4
d3(d− 1) Ξ(K ) and D
M
1 (ρ)≥
1
d(d− 1)
√
Ξ(K )
In particular, when rankK ≥ d, the corresponding state has non - zero quantum discord.
Notice that the Theorem 1 gives an alternative justification of the lower bound on Hilbert - Schmidt quantum discord established
in [26, 27].
This result gives only the lower bound of quantum discord. When we consider a special case of the matrix K , we can obtain
more detailed information. Take K = tV0, whereV0 ∈O(d2− 1) and t is a real parameter, such that tV0 ∈K(d). Since tV0 should
be in B2
||tV0||22 = t2 (d2− 1)≤
d2
4
(d2− 1)
so t belongs to the interval |t| ≤ d/2, but the actual value of t depend on the choice of the matrix V0. Notice that for such
correlation matrices
Ξ(K ) = t2 d(d− 1)
so for the states with such K
DM2 (ρ)≥
4t2
d2
On the other hand
∑
j
〈M K e j, M K e j 〉= t2 ∑
j
〈MV0 e j,V0 e j 〉= t2tr M = t2 d(d− 1).
so tr Q(M ) does not depend on local measurement matrix and to compute quantum discord DM2 we do not need to minimize
over all M . Thus we obtain
Theorem 2 For locally maximally mixed two - qudit states ρ with the correlation matrix K = tV0,V0 ∈O(d2− 1), we have
DM2 (ρ) =
4t2
d2
so the lower bound for DM2 is tight.
Remark 1 Concerning trace - norm quantum discord, we have only the lower bound
DM1 (ρ)≥
|t|√
d(d− 1)
The above result shows that every state defined by the correlation matrix K = tV0 with t 6= 0, has non - zero quantum discord.
On the other hand, every such state is separable at least for the parameters t in the interval
|t| ≤ d
4(d2− 1)
as it follows from the sufficient condition of separability: the states ρ satisfying tr ρ2 ≤ 1/(d2− 1) are separable [28].
Now we show that in the case K = tV0, the formula (III.5) for Q(M ) can be simplified. We start with the proof that the
second term in (III.5) vanishes.
Lemma 3 The operator M defined by (II.23) satisfies the condition
d2−1
∑
j=1
MVe j ⋆ MVe j = 0 (III.8)
for any V ∈ O(d2− 1).
10
Proof:
By Lemma 1, the condition (III.8) is equivalent to
tr ((MV )T ∆iMV ) = tr M ∆i = 0 for all i= 1, . . . ,d
2− 1 (III.9)
First we show that
tr M0 ∆ j = 0, j = 1, . . . ,d
2− 1. (III.10)
It is enough to check that the matrix P0 satisfies the condition (III.10). Since P0 is a projector
tr (P0∆i) = tr (P0∆iP0) =
d
∑
l=2
(∆i)l2−1, l2−1 =
d
∑
l=2
di, l2−1, l2−1.
On the other hand
di, l2−1, l2−1 =
1
2
tr (λiλ
2
l2−1),
so
tr (P0∆i) =
1
2
tr(λi
d
∑
l=2
λ2
l2−1) =
d− 1
d
tr (λi 1 d) = 0
since
λ23+λ
2
8+ · · ·+λ2d2−1 =
2(d− 1)
d
1 d
NowM = R(U)M0R(U)
T for someU ∈ SU(d) and
R(U)T∆iR(U) = R(U)i j ∆ j
so we have
tr M ∆i = tr (R(U)M0R(U)
T ∆i) = tr (M0R(U)
T ∆iR(U)) = ∑
j
R(U)i j tr M0 ∆ j
and condition (III.9) follows. 
Next we prove that the remaining terms in the formula for Q(M ) can be transformed such that we obtain the following result:
Theorem 3 Let K = tV0,V0 ∈ O(d2− 1). Then
Q(M ) =
t2
d4
[
4(d− 1)
d
1 d⊗ 1 d + 2
d
1 d⊗∑
k
Xk λk+∑
j,k
Yjk λ j⊗λk
]
(III.11)
where
Xk = tr (M V0∆kV
T
0 ), Yjk = tr (V
T
0 M ∆ jMV0∆k+V
T
0 M FjMV0Fk) (III.12)
Proof:
First we consider the third term in (III.5)
∑
j,k
〈M K e j, M K ek 〉1 d⊗〈e j ⋆ ek, λ〉= t2 ∑
j,k
〈V0 e j, MV0 ek 〉1 d⊗〈e j ⋆ ek, λ〉= t2 ∑
j,k
〈e j,V T0 MV0 ek 〉1 d⊗〈e j ⋆ ek, λ〉.
(III.13)
Since
∑
j
〈e j,V T0 MV0 ek 〉1 d⊗〈e j ⋆ ek, λ〉= 1 d⊗〈∑
j
〈e j,V T0 MV0 ek 〉e j ⋆ ek, λ〉= 1 d⊗ 〈V T0 MV0 ek ⋆ ek, λ〉
the sum (III.13) is equal to
t2 1 d⊗∑
k
〈V T0 MV0 ek ⋆ ek, λ〉= d′ t2 1 d⊗∑
k
Xk λk
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To simplify fourth and fifth terms in the formula (III.5) notice that
〈M K e j ⋆M K ek, λ〉= t2 〈MV0 e j ⋆ MV0 ek, λ〉= d′t2 ∑
l
[(MV0)
T∆l(MV0)] jk λl (III.14)
and
〈M K e j ∧M K ek, λ〉= t2 〈MV0 e j ∧MV0 ek, λ〉= d′t2 ∑
l
[(MV0)
TFl(MV0)] jkλl (III.15)
On the other hand
〈e j ⋆ ek, λ〉= d′∑
p
(∆p) jkλp (III.16)
and
〈e j ∧ ek, λ〉= d′ ∑
p
(Fp) jk λp (III.17)
Using (III.14) and (III.16) we see that the fourth term of (III.5) is equal to
t2 ∑
l,p, j,k
[(MV0)
T∆l(MV0)] jk(∆p) jk λl⊗λp = t2 ∑
l,p
tr (V T0 M ∆lMV0∆p)λl⊗λp.
Similarly, by (III.15) and (III.17) we obtain the fifth term
− t2 ∑
l,p, j,k
[(MV0)
TFlMV0] jk(Fp) jk λl⊗λp = t2 ∑
l,p
tr (V T0 M FlMV0Fp)λl⊗λp,
where the change of sign follows from the antisymmetricity of matrices Fp. Combining all above results we arrive at the formula
(III.11). 
The formula (III.11) is a starting point for further simplifications in order to obtain exact expression for trace - norm quantum
discord. To find necessary conditions on the correlation matrices, first we will analyse the case of two qutrits.
IV. THE FORMULA FOR Q(M ). THE CASE OF QUTRITS.
Even in the case of correlation matrix K = tV0, we can find only a lower bound on a trace norm geometric discord. To obtain
exact value of DM1 , we still need some simplifications in the formula (III.11). We consider first the case of two qutrits and focus
on diagonal orthogonal matrices i.e. such matrices I that I2 = 1 8. The case of diagonal matrices was already considered in our
previous work [15], where by a direct computation we have found that the matrix
I0 = diag(1,−1,1,1,−1,1,−1,1) (IV.1)
corresponding for example to qutrit Bell state, satisfies
∑
k
I0M I0 ek ⋆ ek = 0. (IV.2)
Under this condition, the formula for Q(M ) simplifies considerably and one can check that
tr Q(M )k = tr Q(M0)
k, k = 1, . . . ,9. (IV.3)
So it follows that the eigenvalues of Q(M ) and Q(M0) are the same (see e.g. [29]) and for the states with the correlation matrix
K = t I0 we can compute D
M
1 by finding the trace norm of
√
Q(M0) and we need not to minimize over all local measurements.
Unfortunately, due to the computational complexity, this method can be applied only to limited class of qutrit states and does
not give any hints how to treat higher dimensional qudits.
In the present analysis we reverse the reasoning and we first look for the condition on the arbitrary diagonal orthogonal matrix
I under which equality analogous to (IV.2) is satisfied. It turns out that we are able to fully characterize such matrices I and
to find the compact formula for Q(M ). Moreover, the analysis can be naturally extended to arbitrary qudits. To formulate the
result, let us introduce the mapping τI : M3(C)→M3(C)
τI (a01 3+ 〈a, λ〉) = a01 3+ 〈 Ia, λ〉 (IV.4)
Now we have:
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Theorem 4 The condition
∑
k
IM I ek ⋆ ek = 0 (IV.5)
is satisfied for all local measurement matrices M if and only if the mapping τI corresponding to the matrix I is the Jordan
automorphism of the algebraM3(C).
Proof:
Assume that τI is a Jordan automorphism. It means that τI(A◦B) = τI(A)◦ τI(B). By (II.8) we have(
a0b0+
2
3
〈a, b〉
)
1 3+
1√
3
〈b0Ia+ a0Ib+ I(a ⋆ b), λ〉=
(
a0b0+
2
3
〈 Ia, Ib〉
)
1 3+
1√
3
〈b0Ia+ a0Ib+ Ia ⋆ Ib, λ〉,
so the matrix I satisfies 〈 Ia, Ib〉= 〈a, b〉 and I(a ⋆ b) = Ia ⋆ Ib. Since
tr ((M I)T∆kI) = tr (I
2M ∆k) = tr (M ∆k) = 0, k= 1, . . . ,8,
it follows that
∑
k
M Iek ⋆ Iek = 0
and
∑
k
IM Iek ⋆ ek = ∑
k
I(M I)ek ⋆ I(Iek) = I ∑
k
M Iek ⋆ Iek = 0
The proof that from the condition (IV.5) follows that τI is a Jordan automorphism is much more involved and is based on two
lemmas below (for the proofs see Appendix).
Lemma 4 If the condition (IV.5) is satisfied then for all U ∈ SU(3)
(τI(Uλ3U
∗))2+(τI(Uλ8U∗))2 =
4
3
1 3. (IV.6)
Lemma 5 The equation (IV.6) is fulfilled if and only if the mapping τI : M3(C)→M3(C) is positive.
From the Lemma 4 and Lemma 5 we obtain in particular that if condition (IV.5) is satisfied by some matrix I, the corresponding
mapping τI is positive. Now the property that this mapping is a Jordan automorphism follows, since τI is positive only if the
matrix I has the form (see proof of Lemma 5)
I = diag(ε1, ε2, 1, ε1ε2ε5, ε5, ε2ε5, ε1ε5, 1) (IV.7)
where ε1, ε2, ε5 ∈ {1,−1} and one can check that such I defines Jordan automorphism. 
From the above proof it follows that there are only 8 matrices I such that the mapping τI is a Jordan automorphism. Notice
that this set can be divided into two classes:
[1 8] = {1 8,V1,V2,V3} (IV.8)
where Vk = R(Wk),k = 1,2,3, andWk are given by
W1 = diag(1,−1,−1), W2 = diag(−1,1,−1), W3 = diag(−1,−1,1) (IV.9)
and
[I0] = {I0, I0V1, I0V2, I0V3} (IV.10)
where
I0 = diag(1,−1,1,1,−1,1,−1,1) (IV.11)
If I ∈ [1 8], the mapping τI is an automorphism ofM3(C): identity mapping for I = 1 8 and
τI(A) =WkAWk, I =Vk (IV.12)
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On the other hand, the elements of the class [I0] define anti - automorphisms ofM3(C). If I = I0 then
τI(A) = A
T (IV.13)
and for I = I0Vk we have
τI(A) =WkA
TWk (IV.14)
Theorem 5 If the matrix I defines an automorphism ofM3(C), then
Q(M ) = Qa(M ) =
t2
81
[
4
9
tr M 1 3⊗ 1 3− 2 ∑
p=3,8
UλpU
∗⊗ τI(U)τI(λp)τI(U∗)
]
(IV.15)
On the other hand, if I defines anti - automorphism, then
Q(M ) = Qaa(M ) =
t2
81
[
4
9
tr M 1 3⊗ 1 3+ 2
(
∑
k
λk⊗ τI(λk)+ ∑
p=3,8
UλpU
∗⊗ τI(U∗)τI(λp)τI(U)
)]
(IV.16)
where U ∈ SU(3) is such that M = R(U)M0R(U)T .
Proof:
Let us start with (III.11) (for d = 3) and consider
Y = ∑
j,k
Yjkλ j⊗λk (IV.17)
By a direct calculations, one checks that the matrix (IV.17) can be given by two equivalent representations
Y =− 2 ∑
p=3,8
UλpU
∗⊗ τI(UλpU∗)+ 4
3
1 3⊗ ∑
p=3,8
(τI(UλpU
∗))2− 16
9
1 3⊗ 1 3
+ ∑
j,k 6=3,8
Uλ jλkU
∗⊗ [τI(Uλ jU∗)τI(UλkU∗)− τI(Uλ jλkU∗)]
(IV.18)
or
Y =2
(
∑
j
λ j⊗ τI(λ j)+ ∑
p=3,8
UλpU
∗⊗ τI(UλpU∗)
)
+
4
3
1 3⊗ ∑
p=3,8
(τI(UλpU
∗))2− 16
9
1 3⊗ 1 3
+ ∑
j,k 6=3,8
Uλ jλkU
∗⊗ [τI(Uλ jU∗)τI(UλkU∗))− τI(Uλkλ jU∗)]
(IV.19)
Now if τI is an automorphism or anti- automorphism, then
(τI(Uλ3U
∗))2+(τI(Uλ8U∗))2 = τI((Uλ3U∗)2+(Uλ8U∗)2) = τI(λ23+λ
2
8) =
4
3
1 3
so the second terms in the formulas (IV.18) and (IV.19) vanish. Moreover, in the case of automorphisms the third term in (IV.18)
vanishes, whereas in the case of anti - automorphism the same happens in (IV.19). Since in both cases Xk = 0, we obtain the
formulas (IV.15) and (IV.16).
V. GENERALIZATION TO QUDITS
Detailed analysis of the qutrit case show that the simplification of the formula for Q(M ), that can lead to the exact analytical
results concerning trace norm quantum discord, is obtained for two classes of states. The first class is defined by the correla-
tion matrices belonging to the equivalence class [1 8]. This class can be enlarged to contain all other states which are locally
equivalent. The corresponding correlation matrices are in general non - diagonal and have the form
K a = tV, V ∈ G(3). (V.1)
14
Notice that the mapping τV is an automorphism ofM3(C). The second class is given by equivalence class [I0], where τI0 defines
the transposition in M3(C). Again this class can be enlarged to contain the states with generally non - diagonal correlation
matrices
K aa = t T , T =V1I0V
T
2 , V1,V2 ∈ G(3) (V.2)
and in this case the mapping τT is an anti - automorphism.
To extend the analysis to the case of arbitrary qudits, we consider generalizations of the above classes of states: the class Ea
given by the correlation matrices as in (V.1) but for V ∈ G(d) and the class Eaa, where correlation matrices are defined as in
(V.2), but for V1,V2 ∈G(d) and the matrix I0 represents the transposition inMd(C). I0 is diagonal matrix with elements
(I0)kk =
1
2
tr(λTk λk), k= 1, . . . ,d
2− 1 (V.3)
Since the mappings τV and τT are Jordan automorphisms of Md(C), all simplifications in the formula for Q(M ) obtained in
the case d = 3, are valid, with proper modifications, also in general case. By a direct computations one obtains the following
generalizations of the formulas (IV.15) and (IV.16):
Qa(M ) =
t2
d4
[(
2
d
)2
d(d− 1)1 d⊗ 1 d− 2
d
∑
k=2
Uλk2−1U
∗⊗ τV (U)τT (λk2−1)τV (U∗)
]
(V.4)
Qaa(M ) =
t2
d4
[(
2
d
)2
d(d− 1)1 d⊗ 1 d + 2
(
(d− 2)∑
k
λk⊗ τT (λk)+
d
∑
k=2
Uλk2−1U
∗⊗ τT (U∗)τT (λk2−1)τT (U)
)]
(V.5)
When Q(M ) equals to Q(M )a or Q(M )aa, we are able to analytically find the spectrum of Q(M ). Observe that
Qa(M ) =U⊗ τV (U)Qa(M0)U∗⊗ τV (U∗) (V.6)
and
Qaa(M ) =U⊗ τT (U∗)Qaa(M0)U∗⊗ τT (U). (V.7)
So in both cases the spectrum of Q(M ) is the same as the spectrum of Q(M0) and to computeD
M
1 we need not to minimize over
all M . To find the spectrum we take identity mapping in the case of Qa(M0) and the transposition in the case of Q
aa(M0). Let
Ld =
d
∑
k=2
λk2−1⊗λk2−1, Kd = (d− 2)
d2−1
∑
j=1
λ j⊗λTj (V.8)
Consider the spectrum of Ld and Kd +Ld . To simplify the formulas, we introduce the notation: µ
(αk)
k denotes the eigenvalue µk
with its multiplicity αk. One can check that
σ(Ld) =
{(
2(d− 1)
d
)(d)
,
(
− 2
d
)(d(d−1))}
,
and
σ(Kd +Ld) =
{(
2(d2(d− 2)+ 1)
d
)(1)
,
(
−2(d− 1)
d
)(d(d−1))
,
(
2
d
)(d−1)}
.
Since
σ(Qa(M0)) =
t2
d4
[(
2
d
)2
d(d− 1)− 2σ(Ld)
]
and
σ(Qaa(M0)) =
t2
d4
[(
2
d
)2
d(d− 1)+ 2σ(Kd+Ld)
]
,
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we obtain
σ(Qa(M0)) =
{(
4t2
d4
)(d(d−1))
, (0)(d)
}
(V.9)
and
σ(Qaa(M0)) =
{(
t2(d− 1)2
d4
)(1)
,
(
4t2
d4
)(d−1)
, (0)(d(d−1))
}
(V.10)
Thus
tr
√
Qa(M0) =
2(d− 1)
d
|t| and tr
√
Qaa(M0) =
4(d− 1)
d2
|t| (V.11)
and we arrive at the result
Theorem 6 For all states ρ ∈ Ea
DM1 (ρ) = |t|, −
d
2(d− 1) ≤ t ≤
d
2(d+ 1)
(V.12)
Similarly, for all ρ ∈ Eaa
DM1 (ρ) =
2
d
|t|, − d
2(d2− 1) ≤ t ≤
d
2
(V.13)
Remark 2 Notice that the class Ea contains the Werner states [30], which have a property that they are the only states satisfying
ρ =U⊗U ρU∗⊗U∗, U ∈ SU(d) (V.14)
On the other hand, the class Eaa contains so called isotropic states [31], which satisfy
ρ =U⊗U ρU∗⊗UT , U ∈ SU(d) (V.15)
Now assuming (V.14) or (V.15), we can directly obtain that
Qa(M ) =U⊗UQa(M0)U∗⊗U∗
or
Qaa(M ) =U⊗UQaa(M0)U∗⊗UT ,
respectively. Our analysis shows the converse: the only states for which such relations are valid belong to the classes Ea or Eaa.
VI. SOME EXAMPLES OF TWO - QUDIT STATES
In this Section we apply the above results to some two - qudit states. Description of the set of states of two - qudits is a highly
nontrivial problem so we restrict our analysis to some specific classes of states. We start with the class of generalized Bell -
diagonal states of two qutids which form a simplex W (d) living in the d2 - dimensional real linear space. The construction of
W (d) is as follows [32]. Let us fix the basis |0〉, |1〉, |2〉, . . . , |d− 1〉 for one - qudit space Cd . In the space of two qudits consider
the maximally entangled pure state
Ψ00 =
1√
d
d−1
∑
k=0
|k〉⊗ |k〉
Let D(d) be the set of pairs of indices (m,n), where m, n ∈ Zd i.e. the addition and multiplication of indices are modulo d. For
each α = (m,n) ∈ D(d), define the unitary operator
Wα =W(m,n) =
d−1
∑
k=0
e(2pii/d)kn |k〉〈k+m|
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and
Ψα = (Wα⊗ 1 d)Ψ00, Pα = |Ψα〉〈Ψα|
The class of generalized Bell - diagonal states contains all mixtures of pure states Ψα, α ∈ D(d):
W (d) =
{
∑
α∈D(d)
pαPα : pα ≥ 0, ∑
α
pα = 1
}
Any state ρ ∈ W (d) is locally maximally mixed and the corresponding correlation matrix belong to the simplex K(d)
W
⊂ K(d)
spanned by matrices Kα, which are correlation matrices of Ψα. One can check that
K00 =
d
2
I0, (VI.1)
where I0 is given by (V.3) and for any other α ∈ D(d)
Kα = K00V
T
α , Vα = R(Wα)
so the set K
(d)
W
is given by convex combinations of the matrices which are orthogonal up to the multiplicative constant. Notice
that the maximally mixed state ρ∞ =
1
d2
1 d2 lies at the center of W
(d)
ρ∞ =
1
d2
∑
α∈D(d)
Pα
and the corresponding correlation matrix is the zero matrix.
Now we consider quantum discord of some states from the simplex W (d). We start with the pure states Pα. Since all such
states are equivalent it is enough to take one of them, for example P00. The state P00 has the correlation matrix (VI.1), so it
belongs to the class Eaa and by Theorem 6, DM1 (P00) = 1. Thus for all α ∈D(d)
DM1 (Pα) = D
M
2 (Pα) = 1
Take the convex combination
ρiso,α = (1− p)ρ∞+ pPα. (VI.2)
For a fixed value of p, such states are locally equivalent and
Kiso,α = pKα
so ρiso,α are isotropic and
DM1 (ρiso,α) =
√
DM2 (ρiso,α) = p, p ∈ [0,1]
The explicit construction of density matrices (VI.2) is not difficult, but instead of it we can easily find the corresponding corre-
lation matrices. To give an example beyond the qutrit case, we take d = 4. One can check that
Kiso,(00) = 2p diag(1,−1,1,1,−1,1,−1,1,1,−1,1,−1,1,−1,1). (VI.3)
More detailed analysis of the states from the simplex W (d) is technically very involved and we restrict it to the case of
W (3). As it was shown in [33], there are some equivalences inside W (3) which can help in computations. It turns out that
local operations on elements of W (3) can be identified with affine transformations of the set D(3) and all subsets of D(3) can be
classified with respect to this local equivalence relation. In particular there is one class of single point, one of two points and two
classes of three points. The subset ℓ⊂ D(3) of the form
ℓ= {( j,k), ( j+ n,k+ n), ( j+ 2n,k+ 2n)}
is called a line in D(3). It can be shown that all lines are equivalent. All other sets of three points form another equivalence class.
To the equivalence classes in D(3) correspond equivalence classes in the simplex W (3). Single points α define pure states Pα
which are equivalent by construction. Each pair {α,β} gives a mixture
ρ{α,β} = pαPα + pβPβ (VI.4)
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and all such states (for fixed pα, pβ) are locally equivalent. For any line ℓ the states
ρℓ = ∑
α∈ℓ
pαPα (VI.5)
are locally equivalent, another class forms the states
ρ{α,β,γ} = pαPα + pβPβ + pγPγ
for α, β, γ not lying on any line.
For the mixture (VI.4) we are not able to find analytic expression for quantum discord, so we look for a lower bound, given
by Theorem 1. In this case we have
K{α,β} = pα Kα + pβ Kβ
and it is enough to take particular points, for example α = (0,0), β = (2,2). In this case we have
K{α,β} =

3
2
pα 0 0 − 34 pβ 3
√
3
4
pβ 0 0 0
0 − 3
2
pα 0 − 3
√
3
4
pβ − 34 pβ 0 0 0
0 0 3
4
(2pα− pβ) 0 0 0 0 − 3
√
3
4
pβ
0 0 0 3
2
pα 0 − 34 pβ − 3
√
3
4
pβ 0
0 0 0 0 − 3
2
pα
3
√
3
4
pβ − 34 pβ 0
− 3
4
pβ − 3
√
3
4
pβ 0 0 0
3
2
pα 0 0
− 3
√
3
4
pβ
3
4
pβ 0 0 0 0 − 32 pα 0
0 0 3
√
3
4
pβ 0 0 0 0
3
4
(2pα− pβ)

and one can check that the matrix K{α,β}K T{α,β} has the eigenvalues:
9
4
with multiplicity 2 and 9
4
(1−3pαpβ) with multiplicity 6,
so
Ξ(K{α,β}) =
27
2
(1− 3pαpβ)
Applying Theorem 2 we obtain that
DM2 (ρ{α,β})≥ 1− 3pαpβ, DM1 (ρ{α,β})≥
√
3
8
(1− 3pαpβ)
It is interesting to note that this bound can be expressed in term of negativity of the state [34]
N(ρ) =
1
2
(||ρPT ||1− 1)
where ρPT denotes partial transposition of ρ. As it was shown in Ref. [35]
N(ρ{α,β}) =
√
1− 3pαpβ
so
DM2 (ρ{α,β})≥ N(ρ{α,β})2, DM1 (ρ{α,β})≥
√
3
8
N(ρ{α,β})
Notice that the states ρ{α,β} have always non - zero quantum discord and the minimal value of lower bound is attained for a
symmetric mixture of pure states.
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Consider now the mixture ρℓ given by any line ℓ ∈ D. Since all such mixtures are locally equivalent, take ℓ =
{(0,0), (1,1), (2,2)}, then Kℓ = pαKα + pβKβ + pγKγ is given by
Kℓ =

3
2
pα 0 0 − 34 pγ 3
√
3
4
pγ − 34 pβ 3
√
3
4
pβ 0
0 − 3
2
pα 0 − 3
√
3
4
pγ − 34 pγ 3
√
3
4
pβ
3
4
pβ 0
0 0 3
4
(
2pα− pβ− pγ
)
0 0 0 0 3
√
3
4
(
pβ− pγ
)
− 3
4
pβ
3
√
3
4
pβ 0
3
2
pα 0 − 34 pγ − 3
√
3
4
pγ 0
− 3
√
3
4
pβ − 34 pβ 0 0 − 32 pα 3
√
3
4
pγ − 34 pγ 0
− 3
4
pγ − 3
√
3
4
pγ 0 − 34 pβ − 3
√
3
4
pβ
3
2
pα 0 0
− 3
√
3
4
pγ
3
4
pγ 0
3
√
3
4
pβ − 34 pβ 0 − 32 pα 0
0 0 − 3
√
3
4
(
pβ− pγ
)
0 0 0 0 3
4
(
2pα− pβ− pγ
)

The matrix KℓK
T
ℓ has the following eigenvalues:
9
4
with multiplicity 2 and 9
8 ∑
α 6=β∈ℓ
(pα− pβ)2 with multiplicity 6. So
Ξ(Kℓ) =
27
4
∑
α 6=β∈ℓ
(pα− pβ)2
Also in this case the lower bound is given by negativity of the state, since [35]
N(ρℓ) =
√
1
2
∑
α 6=β∈ℓ
(pα− pβ)2
So, similarly as in the case of ρ{α,β} we have
DM2 (ρℓ)≥ N(ρℓ)2, DM1 (ρℓ)≥
√
3
8
N(ρℓ)
Notice that this time for symmetric mixture of pure states the lower bound is equal to zero.
As it was proved in Theorem 6, the exact value of DM1 can be also obtained for a class E
a containing Werner states. Qutrit
Werner states do not belong to the simplex W (3), but are examples of the states with diagonal orthogonal correlation matrices
i.e. matrices I satisfying I2 = 1 8 (see Section IV). Let J8 denotes the set of real diagonal 8×8 matrices I satisfying I2 = 1 8. For
any I ∈ J8 the formula
ρ =
1
9
(
1 3⊗ 1 3+ t
8
∑
k=1
〈 Iek, λ〉⊗ 〈ek, λ〉
)
, (VI.6)
defines a state of two qutrits for a suitable range of values of the parameter t (depending on the matrix I). Let us denote the set
of such states by EJ . For all ρ ∈ EJ , we have
DM2 (ρ) =
4
9
t2, DM1 (ρ)≥
1√
6
|t| (VI.7)
but the entanglement properties of these states depend on the choice of the matrix I. There are 28 of such states and the set EJ
can be divided into 16 isospectral classes Ek of states with the same spectrum. In fact there are only 8 independent classes, since
the remaining classes can be obtained by simple reparametrization t →−t. It turns out that
Ek =
⋃
p
Ek,p
where the states from Ek,p are given by matrices I ∈ [Ik,p] and the class [Ik,p] is defined as
[Ik,p] = {Ik,p, Ik,pV1, Ik,pV2, Ik,pV3},
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for some Ik,p ∈ J8 and V1 = R(W1),V2 = R(W2),V3 = R(W3), whereW1,W2,W3 are given by (IV.9). It is obvious that the states
in each Ek,p are locally equivalent and in this sense the class [Ik,p] is an equivalence class. In the Appendix C we list all the
isospectral classes of two - qutrit states and discuss entanglement properties of states from EJ . It follows that the Werner states
belong to the class defined by [1 8], which is a subclass of the isospectral class E3 containing 16 density matrices with eigenvalues
1
27
(3−8t)with multipliticity 2 and 1
27
(3+4t) with multipliticity 6. Moreover t ∈ [−3/4,3/8]. There are three other subclasses
of E3 containing equivalent states, but the states from different subclasses are not locally equivalent. The subclasses are defined
by matrices I3,2, I3,3 and I3,4 (see Appendix C for the notation and all details). Now we can apply the general result to the qutrit
Werner states. By Theorem 6 for all states in the class E3,1 we have
DM1 (ρ) =
2
3
|t|, −3
4
≤ t ≤ 3
8
Notice that there is a small common part of the set EJ and the simplex W , since the set EJ contains the isotropic states which
belong to the subclass defined by the matrix I0.
VII. CONCLUSIONS
In the present paper we derived the explicit form of the measurement-induced quantum discord for arbitrary d-level system.
The complexity of the problem is such that it was possible only for states within the selected classes of correlation matrices.
Type of difficulties, not only degree, changes between the d = 2 case and d ≥ 3. The qubit systems are very special and their
simpler to study properties, are strictly related with the geometry of the state space, which in this case is a geometry of the unit
ball in R3. Moreover, the group SU(2) is homomorphic with the orthogonal group SO(3). For higher dimensions, the geometry
of one-qudit quantum state space is very rich and is known to some extend only for qutrits [23], but not known for generic
case. Concerning the properties of adjoint representation of SU(d) it is known that when d ≥ 3, G(d) is isomorphic merely to a
relatively small subgroup of SO(d2− 1).
During the process of computation of quantum discord, the main obstacle is to find analytically the minimum of the square of
state disturbance Q(M ) over all projectors M in Rd
2−1 coming from local measurements. Such kind of minimization problem
can be explicitly solved when we consider all orthogonal projectors on d(d− 1) dimensional subspaces of Rd2−1 (Lemma 2).
Since M = VM0V
T , where M0 corresponds to the canonical von Neumann measurement and V ∈ G(d), only in the case of
qubits where G(2) = SO(3), the projectors M run over the set of all projectors with a fixed dimension of its range and one is
able to find the analytic formula for Hilbert - Schmidt geometric discord. When d ≥ 3, this set is a proper subset of all such
orthogonal projectors. From this perspective qubits are essentially different then qutrits, which in turn are more similar to the
rest of higher dimensional qudits and for them even in the case of the Hilbert-Schmidt distance we are able to find only a lower
bound for geometric discord.
In our study we focused on locally maximally mixed (LMM) states i.e. such states that the restrictions to subsystems are
maximally mixed. In the coherence vector representation LMM state is fully described by the correlation matrix K . Again the
cases of qubits and qudits differ significantly. Since in the case of qubits we can use full orthogonal group of transformation
to diagonalize correlation matrix, any two-qubit LMM state is localy equivalent to the state with diagonal K . For higher
dimensional qudits it is generally not true (not all SO(d2− 1) transformations are at our disposal) and we cannot restrict the
analysis to the diagonal case. For any non-diagonal correlation matrix we were able to find a lower bound on measurement-
induced qudit discord in terms of sigular values of the matrix K . In particular we show that when rankK ≥ d, the state has
non-zero quantum discord. However, for suitably chosen K we obtain more. Namely, when the correlationmatrix is proportional
to some orthogonal matrix on Rd
2−1 it is possible to compute the exact value of Hilbert-Schmidt geometric discord and find the
lower bound on its trace-norm counterpart. To obtain the exact value of trace-norm discord we must find the spectrum of the
square of disturbance of the state induced by any local projective measurement. In general this problem is hard (or even non-
tractable [36]), so we look for further simplifications by exploiting underlying geometry of qudits, in particular the interesting
properties of the ⋆-product in Rd
2−1. We performed a detailed analysis of this problem in the case of qutrits and generalized
it to arbitrary qudits. The main result shows that if the orthogonal matrix on Rd
2−1 defines (via the parametrization in terms
of generators of the Lie algebra su(d)) a Jordan automorphism of the algebra of d× d matrices, the spectrum of the square of
state disturbance does not depend on local measurements, so to compute the quantum discord in this case, the minimization
procedure is not necessary. Any Jordan automorphism of the matrix algebra is either an automorphism or anti-automorphism
and in our case this gives two equivalence classes (with respect to adjoint representation of SU(d)) of correlation matrices: one
containing identity matrix and the other containing the orthogonal matrix implementing the transposition. The corresponding
classes of states are interesting for many reasons. In particular, the first class contains so called Werner states and the second
contains isotropic states. In both cases we find the spectrum of the square of the state disturbance and compute analytically the
value of trace-norm measurement induced geometric discord. Finally, we applied the obtained results to some specific classes
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of two-qudit states. For Bell-diagonal two-qutrit states and the family of states with diagonal orthogonal correlation matrices we
have studied the relation between the measure of discord and the measure of entanglement, given by negativity.
Our research contributes to the ongoing discussion on the best choice of preferred measure of quantum discord. We have
shown that the measurement-induced quantum geometric discord based on the trace norm can be effectively computed despite
that it is perceived as less easy to handle then the one defined by the Hilbert - Schmidt distance. What is important it belongs to
the set of bona fide measures of quantum correlations and definitely deserves further study.
Appendix A
Proof of Lemma 4:
Let I be a diagonal 8×8 matrix satisfying I2 = 1 8. Define S⊂ {1,2, . . . ,8} by S= {m : Imm =−1} (we exclude the case I = 1 8)
and let Sc = {1,2, . . . ,8} \ S. If the condition (IV.5) is satisfied, then tr(∆lIM I) = 0 for all l = 1, . . . ,8. Notice that
tr(I∆IM ) = 4 ∑
p=3,8
∑
m∈S,q∈Sc
∆l,mqVmpVqp
and
∑
l
∆m,lqλl = ∆mλq =
1
2
[λm,λq]+− 2
3
δmq 1 3
so the condition (IV.5) can be written as
∑
p=3,8
(
∑
m∈S
Vmpλm · ∑
q∈Sc
Vqpλq+ ∑
q∈Sc
Vqpλq · ∑
m∈S
Vmpλm
)
= 0
Since
∑
i∈S
Vi jλi =−1
2
(τI(Uλ jU
∗)−Uλ jU∗) , ∑
i∈Sc
Vi jλi =
1
2
(τI(Uλ jU
∗)+Uλ jU∗)
the condition (IV.5) gives
∑
p=3,8
(τI(UλpU
∗))2 = ∑
p=3,8
(UλpU
∗)2 =U
(
∑
p=3,8
λ2p
)
U∗ =
4
3
1 3
Proof of Lemma 5:
Consider I = diag(ε1, . . . ,ε7,1), εk ∈ {−1,1}. LetU ∈ SU(3) and the last row ofU is given by complex numbers (a,b,c)where
|a|2+ |b|2+ |c|2+ 1. Denote aR = Rea, aJ = Ima and similarly for b and c. Take the mapping (a,b,c)→ (a′,b′,c′) where
a′R = ε1aR, a
′
J = ε2aJ; b
′
R = bR, b
′
J = ε1ε2b j; c
′
R = ε2ε5cR, c
′
J = ε1ε5cJ
Let transform any row of U in this way and denote the resulting matrix by U˜ and define W = (detU˜)−1 U˜ . One checks that
W ∈ SU(3). Define also
I+ = diag(ε1,ε2,1,ε1ε2ε5,ε5,ε2ε5,ε1ε5,1)
and
J = diag(1,1,ε3,ε1ε2ε4ε5,1,ε2ε5ε6,ε1ε5ε7,1)
then I = I+J and τI+ is positive since
τI+(UP3U
∗) =WP3W ∗, P3 = 1 3−λ23
Moreover, τI+ satisfies the condition (IV.6). On the other hand, one can show that τJ is not positive and this mapping violates
the condition (IV.6). It implies that τI = τI+ ◦ τJ is not positive, unless J = 1 8. Similarly one can show that τI can not satisfy the
condition (IV.6).
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Appendix B
Matrices Vα:
V01 =

− 1
2
√
3
2
0 0 0 0 0 0
−
√
3
2
− 1
2
0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 − 1
2
−
√
3
2
0 0 0
0 0 0
√
3
2
− 1
2
0 0 0
0 0 0 0 0 − 1
2
√
3
2
0
0 0 0 0 0 −
√
3
2
− 1
2
0
0 0 0 0 0 0 0 1

, V02 =

0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 − 1
2
0 0 0 0
√
3
2
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 −
√
3
2
0 0 0 0 − 1
2

V10 =

− 1
2
√
3
2
0 0 0 0 0 0
−
√
3
2
− 1
2
0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 − 1
2
−
√
3
2
0 0 0
0 0 0
√
3
2
− 1
2
0 0 0
0 0 0 0 0 − 1
2
√
3
2
0
0 0 0 0 0 −
√
3
2
− 1
2
0
0 0 0 0 0 0 0 1

, V20 =

− 1
2
−
√
3
2
0 0 0 0 0 0
√
3
2
− 1
2
0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 − 1
2
√
3
2
0 0 0
0 0 0 −
√
3
2
− 1
2
0 0 0
0 0 0 0 0 − 1
2
−
√
3
2
0
0 0 0 0 0
√
3
2
− 1
2
0
0 0 0 0 0 0 0 1

V11 =

0 0 0 − 1
2
−
√
3
2
0 0 0
0 0 0 −
√
3
2
1
2
0 0 0
0 0 − 1
2
0 0 0 0 −
√
3
2
0 0 0 0 0 − 1
2
√
3
2
0
0 0 0 0 0
√
3
2
1
2
0
− 1
2
√
3
2
0 0 0 0 0 0
−
√
3
2
− 1
2
0 0 0 0 0 0
0 0
√
3
2
0 0 0 0 − 1
2

, V12 =

0 0 0 0 0 − 1
2
√
3
2
0
0 0 0 0 0 −
√
3
2
− 1
2
0
0 0 − 1
2
0 0 0 0
√
3
2
− 1
2
√
3
2
0 0 0 0 0 0
√
3
2
1
2
0 0 0 0 0 0
0 0 0 − 1
2
−
√
3
2
0 0 0
0 0 0 −
√
3
2
1
2
0 0 0
0 0 −
√
3
2
0 0 0 0 − 1
2

22
V21 =

0 0 0 − 1
2
√
3
2
0 0 0
0 0 0
√
3
2
1
2
0 0 0
0 0 − 1
2
0 0 0 0 −
√
3
2
0 0 0 0 0 − 1
2
−
√
3
2
0
0 0 0 0 0 −
√
3
2
1
2
0
− 1
2
−
√
3
2
0 0 0 0 0 0
√
3
2
− 1
2
0 0 0 0 0 0
0 0
√
3
2
0 0 0 0 − 1
2

, V22 =

0 0 0 0 0 − 1
2
−
√
3
2
0
0 0 0 0 0
√
3
2
− 1
2
0
0 0 − 1
2
0 0 0 0
√
3
2
− 1
2
−
√
3
2
0 0 0 0 0 0
−
√
3
2
1
2
0 0 0 0 0 0
0 0 0 − 1
2
√
3
2
0 0 0
0 0 0
√
3
2
1
2
0 0 0
0 0 −
√
3
2
0 0 0 0 − 1
2

Appendix C
Isospectral classes of the set EJ :
I. The class E1 containing 32 density matrices ρ with the eigenvalues (recall that µ
(αk)
k denotes eigenvalue µk with multiplicity
αk) (
3− 10 t
27
)(1)
,
(
3− 4 t
27
)(3)
,
(
3+ 2 t
27
)(3)
,
(
3+ 8 t
27
)(2)
and t ∈ [−3/8, 3/10]. Now E1 =
8⋃
p=1
E1,p and the classes E1,p are given by the following equivalence classes in J8:
1. [I1,1], I1,1 = diag(1,1,1,1,1,1,1,−1)
2. [I1,2], I1,2 = diag(1,1,1,1,1,−1,−1,−1)
3. [I1,3], I1,3 = diag(1,1,−1,1,1,1,−1,−1)
4. [I1,4], I1,4 = diag(1,1,−1,1,1,−1,1,−1)
5. [I1,5], I1,5 = diag(1,1,−1,1,−1,1,1,−1)
6. [I1,6], I1,6 = diag(1,1,−1,−1,1,1,1,−1)
7. [I1,7], I1,7 = diag(1,−1,−1,1,1,1,1,−1)
8. [I1,8], I1,8 = diag(−1,1,−1,1,1,1,1,−1)
II. The class E2 containing 16 density matrices ρ with the eigenvalues(
3− 10 t
27
)(1)
,
(
3− 4 t
27
)(1)
,
(
3+ 2 t
27
)(4)
,
(
2+ 8 t
27
)(1)
,
(
3− (1+ 3√5)t
27
)(1)
,
(
3− (1− 3√5)t
27
)(1)
and t ∈ [−3/8, 2/10]. In this case E2 =
4⋃
p=1
E2,p and the classes E2,p are given by the following equivalence classes in J8:
1. [I2,1], I2,1 = diag(1,1,1,1,1,1,−1,−1)
2. [I2,2], I2,2 = diag(1,1,1,1,1,−1,1,−1)
3. [I2,3], I2,3 = diag(1,1,1,1,−1,1,1,−1)
4. [I2,4], I2,4 = diag(1,1,1,−1,1,1,1,−1)
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III. The class E3 containing 16 density matrices ρ with the eigenvalues(
3− 8 t
27
)(3)
, and
(
3+ 4 t
27
)(6)
and t ∈ [−3/4, 3/8]. Now E3 =
4⋃
p=1
E3,p and the classes E3,p correspond to:
1. [1 8]
2. I3,2 = diag(1,1,1,1,1,−1,−1,1)
3. I3,3 = diag(1,−1,−1,1,1,1,1,1)
4. I3,4 = diag(−1,1,−1,1,1,1,1,1)
IV. The class E4 containing 28 density matrices ρ with the eigenvalues(
3− 8 t
27
)(1)
,
(
3− 2 t
27
)(4)
,
(
3+ 4 t
27
)(2)
,
(
3− (6√2− 4)t
27
)(1)
,
(
3+(6
√
2+ 4)t
27
)(1)
and t ∈ [−3/(6√2+ 4), 3/8]. In this case E4 =
7⋃
p=1
E4,p and the classes E4,p are given by:
1. [I4,1], I4,1 = diag(1,1,1,1,−1,1,−1,1)
2. [I4,2], I4,2 = diag(1,1,1,1,−1,−1,1,1)
3. [I4,3], I4,3 = diag(1,−1,1,1,1,1,−1,1)
4. [I4,4], I4,4 = diag(1,−1,1,1,1,−1,1,1)
5. [I4,5], I4,5 = diag(1,−1,1,1,−1,1,1,1)
6. [I4,6], I4,6 = diag(1,−1,1,−1,1,1,1,1)
7. [I4,7], I4,7 = diag(1,−1,−1,1,−1,1,−1,1)
V. The class E5 containing 12 density matrices ρ with the eigenvalues(
3− 10 t
27
)(2)
,
(
3+ 2 t
27
)(6)
,
(
3+ 8 t
27
)(1)
and t ∈ [−3/8, 3/10]. In this case E5 =
3⋃
p=1
and the classes E5,p are given by:
1. [I5,1], I5,1 = diag(1,1,1,1,−1,1,−1,−1)
2. [I5,2], I5,2 = diag(1,1,1,1,−1,−1,1,−1)
3. [I5,3], I5,3 = diag(1,−1,−1,1,−1,1,−1,−1)
VI. The class E6 containing 16 density matrices ρ with the eigenvalues(
3− 4 t
27
)(3)
,
(
2+ 3 t
27
)(2)
,
(
3+ 8 t
27
)(1)
, (µ4(t))
(1) , (µ5(t))
(1) , (µ6(t))
(1)
where the eigenvalues µ4(t), µ5(t), µ6(t) are given only numerically, and t ∈ [t1, t2] with ti satisfying µ4(ti) = 0. One can check
that t1 ≈−0.3163 and t2 ≈ 0.3404. In this case E6 =
4⋃
p=1
E6,p and the classes E6,p are given by;
1. [I6,1], I6,1 = diag(1,−1,1,1,1,1,−1,−1)
2. [I6,2], I6,2 = diag(1,−1,1,1,1,−1,1,−1)
3. [I6,3], I6,3 = diag(1,−1,1,1,−1,1,1,−1)
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4. [I6,4], I6,4 = diag(1,−1,1,−1,1,1,1,−1)
VII. The class E7 containing 4 locally equivalent density matrices ρ with the eigenvalues(
3− 2 t
27
)(8)
and
(
3+ 16 t
27
)(1)
and t ∈ [−3/16, 3/2]. In this case there is only one equivalence class [I7,1] defined by I7,1 = I0 = diag(1,−1,1,1,−1,1,−1,1).
VIII. The class E8 containing 4 locally equivalent density matrices ρ with the eigenvalues(
3− 4 t
27
)(3)
,
(
3+ 2 t
27
)(4)
,
(
3− (6√3− 2)t
27
)(1)
,
(
3+(6
√
3+ 2)t
27
)(1)
and t ∈ [−3/(6√3 + 2), 3/(6√3 − 2)]. In this case there is only one equivalence class [I8,1] defined by I8,1 =
diag(1,−1,1,1,−1,1,−1,−1).
Now we discuss entanglement properties of the states from the set EJ . To detect entangled states of two qutrits we apply Peres
- Horodecki criterion of separability: all separable states are positive under partial transposition (PPT states) and when the par-
tial transposition is non - positive (NPPT states) such states are entangled. To measure entanglement of the state we use its
negativity N(ρ). Negativity is an entanglement monotone, but it cannot detect entangled states that are positive under partial
transpose (bound entangled PPT states). To detect some of the bound entangled PPT states, we can use the realignment criterion
of separability [37]. This criterion states that for any separable state ρ, the matrix ρR with elements
〈m|⊗ 〈µ|ρR |n〉⊗ |ν〉= 〈m|⊗ 〈n|ρ |µ〉⊗ |ν〉
has a trace norm not greater then 1. So if realignment negativity defined by
NR(ρ) =max
(
0,
||ρR||1− 1
2
)
is non zero, the state ρ is entangled and in the case when N(ρ) = 0, it is bound entangled.
Let us apply the measures N and NR to the states from EJ . It follows that all states in the classes E4 and E5 have zero
negativities N and NR, and it suggests that E4 and E5 contain only separable states. On the other hand, the remaining states have
non - zero negativity N, for some values of the parameter t. In particular:
a. ρ ∈ E1,1 are NPPT for−3/8≤ t <−3/a and PPT for−3/a≤ t ≤ 3/10, a= 2+ 6
√
3,
b. ρ ∈ E1,k,k = 2, . . . ,8 are PPT for−3/8 ≤ t ≤ 3/b and NPPT for 3/b< t ≤ 3/10, b= 4+ 6
√
2,
c. ρ ∈ E2 are NPPT for −3/8≤ t < t0 and PPT for t0 ≤ t ≤ 2/10, t0 ≈−0.316,
d. ρ ∈ E3,1 are NPPT for −3/4≤ t <−3/16 and PPT for−3/16≤ t ≤ 3/8,
e. ρ ∈ E3,k, k= 2,3,4 are NPPT for −3/4≤ t <−3/10 and PPT for −3/10≤ t ≤ 3/8,
f. ρ ∈ E6 are PPT for t1 ≤ t ≤ 3/10, t1 ≈−0.3163 and NPPT for 3/10< t ≤ t2, t2 ≈ 0.3404
g. ρ ∈ E8 are PPT for −3/(6
√
3+ 2)≤ t ≤ 3/10 and NPPT for 3/10< t ≤ 3/(6√3− 2).
The class E7 is distinguished for many reasons. It is the only class in EJ which contains pure states and those states are
maximally entangled. The states ρ ∈ E7 are PPT when −3/16≤ t ≤ 3/8 and NPPT, when 3/8< t ≤ 3/2. All NPPT states in
this class are free entangled i.e. they are distillable [38]. This follows from the fact that all NPPT states from the class E7 violate
reduction criterion of separability [39]
trBρ⊗ 1 −ρ≥ 0 and 1 ⊗ trA−ρ≥ 0
so are distillable [31].
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