Abstract -A block base sparse approximate inverse preconditioner for the electric field integral equations is documented and tested. It utilized the Kokkos library for performance portability and shows superior performance when compared to a direct method, 36x faster for a 112K DOF problem. Furthermore, due to the abstractions available in the Kokkos library it allows one to migrate from CPU to GPU in a trivial way.
INTRODUCTION
Consider the equation Lu = f , where L is the linear operator that arises from the electric field integral equations, u is the surface current, and f is the corresponding right hand side. Let {w i } N i=1 be a set of weighting functions that are defined on the boundaries of all bodies present. Using the weighting functions as basis functions to approximate u as . Typically, for a triangular discretization of the bodies' boundaries, the integral w m , Lw n is calculated over four elements since the weighting functions {w i } N i=1 consist of two RWG basis functions, each supported by an element [1] . L has a singular kernel of the form G(r, r ) = e −jkR /(4πR). When integration is difficult due to the singularity, a radial-angular transformation is used [2] ; otherwise, a Gaussian rule is used [3] . The right hand side is handled similarly, but no singularities are present. The resulting matrix equation is usually solved by LU decomposition.
LU decomposition works well for small systems, but the work of an LU decomposition scales as O(N 3 ) and can quickly become intractable at very large scales. Furthermore, the scaling of a direct factorization to very large number of threads is nontrivial. Iterative solvers scale in work as
where κ is the condition number of the matrix. Unfortunately, the condition number can often grow O(N 2 ), restoring the inversion cost to O(N 3 ). Preconditioners work by reducing the condition number of the matrix. Given the preconditioner M , one * Sandia National Laboratories, Albuquerque NM, 87123, email: {mbetten,bzinser,rejorge,jdkotul}@sandia.gov
, thus reducing the cost of the linear solve greatly. Design of preconditioners is an active research topic and span the range of diagonal methods like Jacobi, hierarchal methods like multigrid, or approximate inverse methods like incomplete LU which are common for sparse systems but are often ineffective or intractable for full dense systems. Sparse Approximate Inverse (SpAI) methods [5] build an inverse to a sparse representation of the matrix. SpAI methods work on a single unknown at a time by constructing a sparse representation of the action on that degree of freedom, typically through a recursive gathering of large contributions and solving a least squares problem for the action of these contributions. This has the advantage that they are easy to parallelize as each row is independent, however, gathering these contributions can be tricky to perform. Furthermore, these do not port to modern computing platforms like GPUs or highly vectorized systems like Knights Landing because of the irregular memory access SpAI methods require. Later we introduce a method which overcomes these issues and ports well to modern architectures.
Developing a single code which executes on CPUs and GPUs is a non-trivial process. OpenCL and OpenMP4 have the ability to offload work to a GPU and also execute in a thread parallel way. However, the former is losing support in the community while support for OpenMP4 is not available in many compilers. Thread and GPU parallelism was implemented using the Kokkos [4] library developed at Sandia National Laboratories. Kokkos is a Programming Model intended for writing performance portable HPC applications. It is implemented as a C++ Abstraction layer and provides pure Data Parallel concepts, Task Parallelism as well as hybrid Data/Thread parallel and Task/Thread parallel capabilities. One differentiator of Kokkos is its comprehensive data abstraction layer. The model can handle both deep multi-level memory hierarchies as well as hybrid architectures with more than two types of execution resources.
Algorithm
As mentioned in the introduction we are proposing a SpAI preconditioner which requires two ba-sic phases. First, the sparsification of the matrix A, and the inverse calculation of the sparse system. Traditional SpAI algorithms look at a single row, j, at a time, gather the top n contributions in that row and recursively gather the rows corresponding to the columns of the significant contributions. This is typically done a few levels deep. If one creates a sparse matrix with all these contributions called A j . Then one can get an approximate inverse for row j: M
where A j is the j th row of the matrix A. One can see that asÃ
To summarize, the steps are gather major contributions to a small dense matrix (createÃ j ), solve a least squares on that matrix ((Ã jÃ * j ) −1 ), and then scatter the effect to the preconditioner (multiply by the j th col of A * ). Depending on the memory system, storage and ordering of the matrix the gather step is the most expensive and scales the worst on modern architectures and performance can be greatly improved if these issues are resolved. The electric field integral equation formulation has the property that as the distance between two degrees of freedom grows, their effect on each other decays. Therefore, one can use geometry to remove interactions which are insignificant. One can sort the degrees of freedom using a quad-tree in 2D, as shown in Figure 1 , or an oct-tree in 3D. Given all the DOFs on a leaf interact strongly with each other and the DOFs in the leaf nodes next to them, one can sort all the DOFs into leaf nodes and use these blocks to gather and scatter contributions. Oct-trees can be built with two stopping criteria; either the size of the leaf nodes are all below a predetermined size or the number of DOFs in a given leaf is below given number. With the first criteria one has identical sizes of leaf nodes while the second criteria means all the leaf nodes have roughly the same number of DOFs. This work examines the later criteria. The resulting algorithm is given below in Algorithm 1. 
Algorithm 1
for all i=1..size(neighbor leaves) do M −1 (leafi,leafj ) = A * (leafi,leaf )M −1 (0,i)
end for end for
This algorithm exchanges the costly search through the matrix for a more direct gather of larger blocks of data. However, it has larger matrices to invert as part of the least squares process. For example, having 100 DOFs on each leaf yields a block of 2700 DOFs in 3D. Typically there are fewer elements in the matrix because not all the leaf nodes are full, and the block size represents the upper bound on the number of DOFs per leaf node.
Threading the preconditioner construction
The motivation of this work was extension to modern architectures, specifically, GPUs. As was mentioned earlier we use Kokkos as our threading programming model and it has a three level parallelization concept. At the lowest level, there are vector operations; these map to SIMD instructions on the hardware, and under Cuda represent a single instruction pointer. A team is a block of vectors, typically representing a set of hyperthreads on a CPU or a warp on a GPU. Finally, the teams are grouped into a league. They represent all the work that one has to perform in a given parallel region of the calculation. Teams and vectors have faster local reductions then reductions across leagues due to specialized hardware, and thus it makes sense to keep operations as local as possible.
Since the construction of the preconditioner for the DOFs on a leaf is independent, each leaf is assigned a team of resources. The matrix gather and scatter operations are trivial to thread by spreading out the rows to the different teams. Scattering the rows across the vectors, we will focus on the dense matrix-matrix multiply and the matrix inversion. The matrix multiply C = AB can be evaluated with a triple loop where j)B(j, k) . In Kokkos, this is represented in Algorithm 2.
Algorithm 2 Calculate
C = AB for all i=1..n do for all ThreadParallel k=1..N do C(i, k) = P
arallelV ectorReduce(A(i, :)B(: , k)) end for end for
For the matrix inversion, the thread and vector threads are merged and a custom version of the LAPACK routines GETF2 and GETRI are called, where all the available threads are used to do the row operations.
Load balancing
Not all leaf calculations are the same size. Since one is computing many leaf DOFs at one time, one needs to avoid assigning all the large blocks to one physical set of threads while assigning only small blocks to another set. To ensure this, we sort the leafs by largest sublinear system to smallest sublinear system. Then each league enters the leaf preconditioner calculation routine and uses an atomic update on an index to see which sublinear system to work on. Therefore, the first thread to enter the parallel region gets the largest block, the second get the second largest, etc. This has two effects. First, the large systems are spread over all available thread teams. Second, as the setup phase nears completion, only the small systems are remaining, reducing idle time at the end of the setup.
Results
This algorithm was tested on three problems and compared to a direct solver method. For the smaller problems, these were simple box problems. The largest problem was an almond shaped body at 25GHz, as shown in 2. The results of these tests are summarized in Table 1 . As one can see, the iterative method with optimal block size yields a solve time 36x faster than a direct method.
The time to solve a system is made up of two main components, the construction of the precon- ditioner and the Krylov solver time. As the block size increases the preconditioner performance improves reducing the solve time, but it requires more resources to compute. This can be seen in Figure  3 for the medium and large problems respectively; the growth in preconditioner time is monotonically increasing with block size as the solve time trends downward, as expected.
One of the advantages of using Kokkos is that one can swap between CPU and GPU with just a compile line change. This allows one to easily test the Cuda implementation and compare it to the CPU version; see Figure 4 . The Cuda implementation is roughly 5x slower than 64 threads on a Intel Xeon processor.
Summary
Electric Field Integral Equations yield linear systems which are large, dense and poorly conditioned making both direct and iterative solves costly as the matrix size grows. A block based SpAI preconditioner can greatly reduce the solve time for these matrices by over a factor of 30 at modest size. This method was demonstrated using the Kokkos threading library on both traditional CPU and GPU based systems, which greatly simplified the porting process. Exploration into MPI+Kokkos is required to examine larger systems and multiple GPUs. 
