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Chromatic Index of Hypergraphs and Shannon’s Theorem
TOMA´Sˇ DVORˇA´K†
A classical theorem of Claude Shannon states that for any multigraph G without loops, χ ′(G) ≤⌊
3
21(G)
⌋
. We suggest a generalization of Shannon’s theorem to hypergraphs and prove it in case of
hypergraphs without repeated edges of size 2.
c© 2000 Academic Press
1. CONJECTURES
A hypergraph H = (V (H), E(H)) consists of a finite set V (H) of vertices and a multiset
E(H) = {e1, . . . , em} of nonempty subsets of V (H) called edges (note that repeated edges
are allowed). In the following we shall assume that our hypergraphs are loopless, i.e., |ei | ≥ 2
for every i ∈ {1, . . . ,m}.
The terminology and notation mostly follows Berge [2]. The chromatic index χ ′(H) of H
is the least number of colors needed to color the edges of H so that no two intersecting edges
have the same color. H is called linear if |ei ∩ e j | ≤ 1 for every i 6= j .
A 2-section of a hypergraph H is a multigraph [H ]2 without loops on the vertex set V (H),
with k parallel edges between vertices u and v (u 6= v) iff there are k distinct edges of H ,
each containing both u and v. We define the strong degree1H (v) of a vertex v in H to be the
degree of v in the multigraph [H ]2. Let 1(H) denote the maximum strong degree of H .
CONJECTURE 1 (ERDO˝S, FABER, LOVA´SZ). For any linear hypergraph H on n vertices,
χ ′(H) ≤ n.
This is an equivalent version of a long-standing conjecture originally stated for vertex col-
orings of graphs [6]. The equivalence was probably first observed by Hindman, who also
verified the conjecture for n ≤ 10 by a computer search [9]. Chang and Lawler [5] obtained
an upper bound
⌈ 3
2 n − 2
⌉
and Kahn [10], using ideas of Pippenger and Spencer [12], finally
proved an asymptotic upper bound n + o(n).
Conjecture 1 is true for graphs, since χ ′(Kn) is always at most n. However in the case of
graphs, we know that even more is true. The well-known theorem of Vladimir Vizing, stating
that χ ′(G) ≤ 1(G)+ 1 for every graph G, suggests the following generalization.
CONJECTURE 2 (GENERALIZED VIZING’S THEOREM). For any linear hypergraph H ,
χ ′(H) ≤ 1(H)+ 1.
This was independently proposed by several authors, including Berge [3], Fu¨redi [8], (where
it is proven for intersecting hypergraphs) and Meyniel (unpublished).
If repeated edges are allowed in our (hyper)graph, the above bound is certainly not valid.
However, there is a theorem of Claude Shannon [13], (see [1] for a nonstandard proof) giving
the upper bound χ ′(G) ≤ ⌊ 321(G)⌋ for every multigraph G (without loops). Can this be
extended to hypergraphs? I suggest the following generalization.
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CONJECTURE 3 (GENERALIZED SHANNON’S THEOREM). For any hypergraph H ,
χ ′(H) ≤
⌊
3
2
1(H)
⌋
.
If true, it is certainly the best possible, since the bound is sharp for multigraphs (⌊ 3m2 ⌋ is
attained by Shannon’s multigraph, consisting of three vertices x, y, z,
⌈
m
2
⌉
edges between x
and y, and
⌊
m
2
⌋
edges between y and z and between x and z).
To test the plausibility of the conjecture, one may try the simplest way of coloring edges
of a hypergraph: the greedy algorithm. Arrange the edges of H by nonincreasing order of
size and color them in this order (this was used several times, e.g., in [5, 10]). In each step,
when coloring edge e of size k, only edges of size at least k have been colored. Therefore,
each vertex v of e can be incident with at most b1(v)−(k−1)k−1 c colored edges. Since |e| = k,
it follows that at most kb1(H)−(k−1)k−1 c colored edges can meet e, and thus we can always do
with kb1(H)−(k−1)k−1 c + 1 colors. Taking the maximum over k ≥ 2, we obtain an easy bound
χ ′(H) ≤ 21(H)− 1.
In the absence of edges of size 2, this procedure gives a coloring with at most 3b1(H)2 − 1c+
1 ≤ b 321(H)c − 2 colors, and thus Conjecture 3 holds in this case. If, on the other hand, H
contains only edges of size 2, Conjecture 3 is also valid by Shannon’s theorem. The problem
becomes nontrivial if we have a general situation, i.e., no restrictions on edge size.
2. RESULTS
I am able to provide two partial results supporting the conjecture. A hypergraph is inter-
secting if any two of its edges have a nonempty intersection.
PROPOSITION. For any intersecting hypergraph H,
|E(H)| ≤
⌊
3
2
1(H)
⌋
.
PROOF. As observed in the previous section, if |e| ≥ 3 for any e ∈ E(H), we have
|E(H)| ≤ b 321(H)c − 2. Hence we can assume that H contains an edge of size 2.
CASE 1. All size 2 edges are parallel, i.e., incident with the same pair of vertices, say u and
v. Let their number be m. Since H is intersecting, any size 3 or greater edge must intersect u
or v. Therefore we have
|E(H)| ≤ m +
⌊
1(u)− m
2
⌋
+
⌊
1(v)− m
2
⌋
≤ 1(H).
CASE 2. There are two edges e1, e2 ∈ E(H) of size 2, such that e1 = {u, v} and e2 =
{v,w} for some distinct vertices u, v, w ∈ V (H).
SUBCASE 2A. The set of size 2 edges that are incident to v, but not to u or w, is empty.
Then every edge that contains v, but does not meet u or w, must be of size at least 3. On
the other hand, since H is intersecting, every edge that does not meet v must contain both u
and w. In any case, in the sum 1(u) + 1(v) + 1(w), every edge is counted at least twice.
Consequently,
|E(H)| ≤
⌊
1
2
(1(u)+1(v)+1(w))
⌋
≤
⌊
3
2
1(H)
⌋
.
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SUBCASE 2B. There is a vertex x ∈ V (H), different from u, v, w, and an edge e3 = {v, x}.
Set U = {e ∈ E(H) | e 3 u and e 63 v} and V = E(H) \ U . Since H is intersecting, every
edge of U must intersect both x and w and hence has size at least 3. For the same reason,
every edge of V must be incident with v. Consequently,
|E(H)| = |U | + |V | ≤
⌊
1(u)− 1
2
⌋
+1(v) ≤
⌊
3
2
1(H)
⌋
. 2
THEOREM. For any hypergraph H without repeated edges of size 2,
χ ′(H) ≤
⌊
3
2
1(H)
⌋
.
SKETCH OF THE PROOF. Consider the subgraph G of H , induced by edges of size 2, and
find a spanning subgraph F of G such that for every vertex v, the degree of v in F is approxi-
mately one half of the degree of v in G. Using Vizing’s theorem, color the edges of F with the
minimum number of colors and then run the greedy algorithm, coloring the remaining edges
of H in nonincreasing order of size. 2
Note that the theorem also provides a partial result towards Conjecture 2.
3. PROOF OF THE THEOREM
We need the following result of Jean Claude Fournier, extending Vizing’s theorem.
FOURNIER’S THEOREM. Let G be a graph of maximum degree 1(G) ≤ D. If the set of
vertices of degree D is independent or empty, then χ ′(G) ≤ D.
For the proof, consult either [7] or a more recent article [4].
We shall use the following notation: for a graph G and E ′ ⊆ E(G), G − E ′ denotes the
graph obtained from G by removing all edges of E ′. In the case E ′ = {e}, we simply write
G − e. For an edge e = {x, y}, G + e denotes the graph with vertex set V (G) ∪ e and edge
set E(G) ∪ {e}. The next lemma is an extension of Problem 7.41 from Lova´sz’s book [11].
LEMMA. Every connected graph G, unless it is eulerian with an odd number of edges, has
a spanning subgraph F satisfying
(1) 1F (v) = b1G (v)2 c or 1F (v) = d1G (v)2 e for every vertex v ∈ V (F);
(2) {v ∈ V (F) | 1F (v) = b1(G)2 c + 1} is an independent set of F or empty;(3) if e = {u, v} ∈ E(G) \ E(F), 1F (u) < 1G−E(F)(u) and 1F (v) < 1G−E(F)(v), then
1G(u) = 1G(v) = 1(G).
PROOF. If G is not eulerian, add a new vertex v and join it to all vertices of odd degree.
Otherwise let v be an arbitrary vertex of G. Then consider an Euler trail, starting and ending
at v, and construct a spanning subgraph F by taking every second edge of this trail. It is easy
to see that F satisfies (1) (cf. [11, Problem 7.41] for the details).
Now let F be a graph with the minimum number of edges among all spanning subgraphs of
G that have property (1). To see that (2) must hold for F , observe that otherwise F contains
an edge e, with both end vertices satisfying the equality from (2). Then F − e is a spanning
subgraph of G, satisfying (1), which contradicts the minimality of F .
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Finally, consider graphs with the maximum number of edges among all spanning subgraphs
of G that have properties (1) and (2), and let F be such a graph with the minimum number of
vertices of degree
⌊
1(G)
2
⌋ + 1. We claim that then (3) must hold for F . To prove the claim,
assume by way of contradiction that there is an edge e = {u, v} ∈ E(G) \ E(F), with both u
and v satisfying the inequalities of (3), but1G(u) < 1(G). Then F+e satisfies (1). However,
F+e cannot satisfy (2), since this would contradict the maximality of F . Hence there must be
an edge e′ ∈ E(F+e)with both end vertices of degree ⌊1(G)2 ⌋+1. Clearly e′ must be incident
with u or v. If it were incident with u, then1F+e(u) =
⌊
1(G)
2
⌋+ 1 and the fact that (1) holds
for F+e would imply1G(u) = 1(G), contrary to our assumption. Hence it must be the case
that e′ = {x, v}, x 6= u. Now consider the graph F ′ = F − e′ + e and observe that both (1)
and (2) hold for F ′ and |E(F)| = |E(F ′)|. Moreover, 1F ′(x) < 1F (x) =
⌊
1(G)
2
⌋ + 1,
1F ′(u) = 1F (u)+ 1 <
⌊
1(G)
2
⌋+ 1 and 1F ′(v) = 1F (v). Therefore F ′ has less vertices of
degree
⌊
1(G)
2
⌋+ 1 than F , which contradicts the maximality of F . 2
PROOF OF THE THEOREM. We shall show that the greedy procedure can be modified to
give a coloring with the desired number of colors. Without loss of generality assume that H
is connected and contains edges of both size 2 and size at least 3 (otherwise the theorem is
trivial by the remarks following Conjecture 3). This in particular implies that 1(H) ≥ 3. If
1(H) = 3, then first color the size 2 edges with four colors by Vizing’s theorem. Since every
size 3 or greater edge can be incident with at most three size 2 edges, this coloring can be
extended to the remaining edges without the necessity to add a new color, which gives the
desired bound. Hence we can assume that 1(H) ≥ 4.
Let G be the subgraph of H , induced by edges of size 2. First we shall assume that G is a
connected graph, and that it does not form an eulerian graph with an odd number of edges. Let
F be the spanning subgraph of G satisfying conditions (1)–(3) of the lemma. Using Fournier’s
theorem, color the edges of F with at most b1(G)2 c+1 colors. In the next stage, run the greedy
algorithm, coloring the size 3 or greater edges of H in nonincreasing order of size. We claim
that no more than b 321(H)c colors are needed.
In each step, when edge e of size |e| = k, k ≥ 3 is to be colored, only size k or greater edges
of H plus all edges of F have already been assigned colors. If v ∈ e is a vertex that meets
m (m ≥ 1) already colored edges of size 2, then it must also meet at least m − 1 uncolored
edges of that size (by part (1) of the lemma). Therefore, no more than b 1k−1 (1(v)− (k− 1)−
(2m − 1))c size k or greater edges can be incident with v. Whence, if e meets M colored
edges of size 2, the number of colors used for the size 3 or greater edges incident with e is no
more than
⌊ k
k−1 (1(H) − (k − 1)) − 2M−kk−1
⌋
. On the other hand, the M edges of size 2 can
exploit at most min(M, b1(H)2 c + 1) colors. Therefore the total number of colors used in the
neighborhood of e does not exceed
min
(
M,
⌊
1(H)
2
⌋
+ 1
)
+
⌊
k
k − 1 (1(H)− (k − 1))−
2M − k
k − 1
⌋
≤
⌊
3
2
1(H)
⌋
− 1
(a straightforward, but rather tedious verification of the last inequality is omitted) for k ≥ 3.
Hence there must be an unused color that can be assigned to e.
Now it is time to color the remaining edges of size 2, i.e., those in E(G) \ E(F). Call a
size 2 edge free if it does not meet any size 3 or greater edge. We first color the free edges
of E(G) \ E(F). To that end, let K be the subgraph of G, induced by the yet uncolored free
edges. Note that 1(K ) ≤ d1(G)2 e. Using Vizing’s theorem, color the edges of K with a set of
no more than 1(K )+ 1 ≤ d1(G)2 e+ 1 colors, disjoint with the set of colors used on F . Since
the edges of F exploit at most b1(G)2 c + 1 colors, the total number of colors that have been
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assigned to size 2 edges does not exceed(⌊
1(G)
2
⌋
+ 1
)
+
(⌈
1(G)
2
⌉
+ 1
)
= 1(G)+ 2 ≤
⌊
3
2
1(H)
⌋
(regarding 1(H) ≥ 4) as required.
It remains to color the size 2 edges that are not free. To that end, choose an arbitrary uncol-
ored edge e = {u, v} and put
m = |{ f ∈ E(F) | f ∩ e 6= ∅, f 6= e}|
m′ = |{ f ∈ E(G) \ E(F) | f ∩ e 6= ∅, f 6= e}|.
The edges in the neighborhood of e then are
(1) size 2 edges of F , and they use at most b1(G)2 c + 1 colors;
(2) size 2 edges not in F , and there are at most m′ of them;
(3) size 3 or greater edges, and there are at most b 12 (1(u)− 1+1(v)− 1− m − m′)c of
them.
Hence the number of colors used in the neighborhood of e is no more than(⌊
1(G)
2
⌋
+ 1
)
+ m′ +
⌊
1
2
(21(H)− m − m′ − 2)
⌋
. (∗)
We claim that b1(G)2 c ≤ b1(H)2 c, m′ ≤ m, and that one of these inequalities must be strict. If
this is true, the bound in (∗) is ≤ b 321(H)c − 1 and thus there exists an unused color that can
be assigned to e. To verify the claim, assume that m′ ≥ m. If we had 1F (u) ≥ 1G−E(F)(u),
then, considering that e ∈ E(G) \ E(F), m′ ≥ m would imply that 1F (v) = m −1F (u) ≤
m′−1G−E(F)(u) = (1G−E(F)(u)−1)+(1G−E(F)(v)−1)−1G−E(F)(u) = 1G−E(F)(v)−2,
which contradicts part (1) of the lemma. Hence it must be the case that1F (u) < 1G−E(F)(u),
and for entirely symmetric reasons,1F (v) < 1G−E(F)(v). Now part (1) of the lemma implies
that actually m′ = m, while part (3) tells us that then 1G(u) = 1G(v) = 1(G). By our
assumption, e is not a free edge and hence one of its end vertices, say u, must be incident
with a size 3 or greater edge. However this means that 1(G) = 1G(u) ≤ 1(H) − 2, which
implies that b1(G)2 c < b1(H)2 c.
It remains to settle the case when G is a connected eulerian graph with |E(G)| odd. In this
case, first choose a size 2 edge e = {u, v} ∈ E(G) with 1G(v) = 1(G) and subdivide it,
i.e., add a new vertex w and replace e by two edges {u, w} and {w, v}. Since |E(G)| is now
even, there exists a spanning subgraph F , satisfying the lemma. Since 1G(w) = 2, F must
contain exactly one of the two edges, incident with w. We can assume it is edge {u, w}, for
otherwise E(F) can be replaced by E(G) \ E(F) and the fact that G is eulerian guarantees
that the conclusions of the lemma remain valid. Next, color the resulting hypergraph by the
above procedure. Finally, replace the subdivided edge by e, and consider two cases:
CASE 1. 1G(v) = 2. Then G is regular of degree 2, and thus the number of colors used in
the neighborhood of e is no more than
2+
⌊
1
2
(1(u)− 2)
⌋
+
⌊
1
2
(1(v)− 2)
⌋
≤ 1(H) <
⌊
3
2
1(H)
⌋
.
Hence there is a color to be assigned to e.
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CASE 2. 1G(v) ≥ 4. First observe that the number of colors used in the neighborhood of
e is given by (∗), where m′ = m (using part (1) of the lemma and the fact the G is eulerian)
and hence ≤ ⌊ 321(H)⌋. The assumption that 1G(v) ≥ 4 guarantees the existence of a size 2
edge e′ ∈ E(G) \ E(F), incident with v. Remove edge e′ and observe that now m′ < m, and
so the number of colors used in the neighborhood of e is ≤ ⌊ 321(H)⌋− 1. Thus there exists a
color that can be assigned to e. At this point, return edge e′ to its place and observe that again,
the number of colors in the neighborhood of e′ is given by (∗), where m′ < m. It follows that
there is an unused color that can be assigned to e′, which completes the coloring of H .
To complete the proof, observe that the described procedure works correctly even if G is
not connected. In such a case, first find a spanning subgraph F for each of the components of
G, using the lemma directly (if the component does not form an eulerian graph with an odd
number of edges), or subdividing an edge first (otherwise), and color each F with the least
number of colors. Then arrange the remaining edges of H by nonincreasing order of size and
apply the greedy procedure. The fact that G is disconnected does not affect the validity of the
argument in the case |e| = k ≥ 3. The case |e| = 2 reverts to the earlier arguments, too, since
the end vertices of e must belong to the same component of G. 2
One final remark. Conjectures 2 and 3 seem to suggest that actually χ ′(H) ≤ χ ′([H ]2).
A simple counterexample to this temptation, showing that this is not true even in the linear
case, is the hypergraph H = ({1, 2, 3, 4}, {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}}). H is intersecting
and so χ ′(H) = 4, whereas χ ′([H ]2) = χ ′(K4) = 3.
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