This Appendix is organized as follows. A description of the prior specifications and the posterior simulation algorithms employed to estimate both the linear and the time-varying parameter with stochastic volatility models in the paper is provided in section A. Next, section B sketches the Sequential Monte Carlo algorithm used to obtain the predictive density for the CER-based density combination scheme, along with a description of the priors employed. Next, section C reports the results of several robustness checks to the main results presented in sections 5 and 6 of the paper. Finally, section D provides a number of supplementary tables and charts, including results for a shorter evaluation sample ending in 2007 before the onset of the latest recession, and a graphical summary of the time dynamics of the CER-based DeCo combination weights.
A Prior and posterior simulations A.1 Linear models
The individual linear models regress stock returns, measured in excess of a risk-free rate, r τ +1 , on a constant and a lagged predictor variable, x τ : r τ +1 = µ + βx τ + ε τ +1 , τ = 1, ..., t − 1, (A-1) ε τ +1 ∼ N (0, σ 2 ε ).
A.1.1 Priors
Following standard practice, the priors for the parameters µ and β in (A-1) are assumed to be normal and independent of σ 2
with the hyperparameters b and V calibrated over the initial twenty years of data, January 1927 to December 1946. 2 In particular, we set all the elements of b to zero, except for the term corresponding to µ, which is set to r t , the average excess return calculated over the initial training sample. As for the elements of V, we use a g-prior (see Zellner (1986) )
where s 2 r,t denotes the standard deviation of excess returns, calculated over the initial training sample, and t = 240. Note that our choice of the prior mean vector b reflects the "no predictability" view that the best predictor of stock excess returns is the average of past returns.
We therefore center the prior intercept on the prevailing mean of historical excess returns, while the prior slope coefficient is centered on zero. In (A-3), ψ is a constant that controls the tightness of the prior, with ψ → ∞ corresponding to a diffuse prior on µ and β. Our benchmark analysis sets ψ = 1.
We assume a standard gamma prior for the error precision of the return innovation, σ −2 ε :
where v 0 is a prior hyperparameter that controls the degree of informativeness of this prior, with v 0 → 0 corresponding to a diffuse prior on σ −2 ε . Our baseline analysis sets v 0 = 1. 3
A.1.2 Posterior simulation
For the linear models the goal is to obtain draws from the joint posterior distribution p µ, β, σ −2
where D t denotes all information available up to time t, and M i denotes model i, with i = 1, .., N . 
Combining the priors in (

A.2 Time-varying Parameter, Stochastic Volatility Models
The time-varying parameter, stochastic volatility (TVP-SV) model allows both the regression coefficients and the return volatility to change over time:
r τ +1 = (µ + µ τ +1 ) + (β+β τ +1 ) x τ + exp (h τ +1 ) u τ +1 , τ = 1, ..., t − 1, (A-10) where h τ +1 denotes the (log of) stock return volatility at time τ + 1, and u τ +1 ∼ N (0, 1). We assume that the time-varying parameters θ τ +1 = (µ τ +1 , β τ +1 ) follow a zero-mean, stationary process θ τ +1 = γ θ θ τ + η τ +1 , η τ +1 ∼ N (0, Q) , (A-11) where θ 1 = 0 and the elements in γ θ are restricted to lie between −1 and 1. 4 The log-volatility h τ +1 is also assumed to follow a stationary and mean reverting process: (A-12) where |λ 1 | < 1 and u τ , η t and ξ s are mutually independent for all τ , t, and s.
A.2.1 Priors
Our choice of priors for (µ, β) are the same as those in (A-2). The TVP-SV model in (A-10)-(A-12) also requires eliciting priors for the sequence of time-varying parameters, θ t = {θ 2 , ..., θ t } the variance covariance matrix Q, the sequence of log return volatilities, h t = {h 1 , ..., h t }, the error precision σ −2 ξ , and the parameters γ θ , λ 0 , and λ 1 . Using the decomposition p θ t , γ θ , Q = p θ t γ θ , Q p (γ θ ) p (Q), we note that (A-11) along with the assumption that θ 1 = 0 implies -13) with θ τ +1 | γ θ , θ τ , Q ∼ N (γ θ θ τ , Q), for τ = 1, ..., t − 1. To complete the prior elicitation for p θ t , γ θ , Q , we specify priors for Q and γ θ as follows. As for Q, we choose an Inverted Wishart distribution Q ∼ IW Q, t − 2 , (A-14)
with
The constant k Q controls the degree of variation in the time-varying regression coefficients θ τ ,
where larger values of k Q imply greater variation in θ τ . 5 We set k Q = 0.01 to limit the extent to which the parameters can change over time. We specify the elements of γ θ to be a priori independent of each other with generic element γ i
where m γ θ = 0.95, and V γ θ = 1.0e −6 , implying high autocorrelations.
4 Note that this is equivalent to writing rτ+1 = µτ+1 + βτ+1xτ + exp (hτ+1) uτ+1, where µ1, β1 is left unrestricted. 5 In this way, the scale of the Wishart distribution for Q is specified to be a fraction of the OLS estimates of the variance covariance matrix s 2 r,t t−1 τ =1 xτ x τ −1 , multiplied by the degrees of freedom, t − 2, since for the invertedWishart distribution the scale matrix has the interpretation of the sum of squared residuals. This approach is consistent with the literature on TVP-VAR models; see, e.g., Primiceri (2005) .
Next, consider the sequence of log-volatilities, h t , the error precision, σ −2 ξ , and the parameters λ 0 and λ 1 . Decomposing the joint probability of these parameters p h t , λ 0 , λ 1 , σ
and using (A-12), we have
To complete the prior elicitation for p h t , λ 0 , λ 1 σ −2 ξ , we choose priors for λ 0 , λ 1 , the initial log volatility h 1 , and σ −2 ξ from the normal-gamma family:
We set k ξ = 0.01 and choose the remaining hyperparameters in (A-18) and (A-19) to imply uninformative priors, allowing the data to determine the degree of time variation in the return volatility. Specifically, we set k h = 0.01, m λ 0 = 0, and V λ 0 = 10. As for the hyperparameters controlling the degree of mean reversion in h τ , we set m λ 1 = 0.95, and V λ 1 = 1.0e −06 , which imply a high autocorrelation in h τ +1 .
A.2.2 Posterior simulation
Let s t = {s 1 , s 2 , ..., s t } be the history up to time t of the states for the mixture distribution used to approximate the χ 2 distribution under the Kim et al. (1998) algorithm. Also, to simplify the notation, let us group all the time invariant parameters of the TVP-SV model into the matrix
Note that knowledge of µ and β makes r τ +1 observable, and reduces (A-10) to the measurement equation of a standard linear Gaussian state space model with heteroskedastic errors. Thus the sequence of time varying parameters θ t can be drawn from (A-21) using, for example, the algorithm of Carter and Kohn (1994) .
Moving on to p µ, β| Θ −µ,β , θ t , h t , M i , D t , conditional on θ t it is straightforward to draw µ, β, by applying standard results. Specifically,
where
Moving on to the vector of states p s t Θ, θ t , h t , M i , D t and the time varying volatilities Primiceri (2005) and employ the algorithm of Kim et al. (1998) . 7 Define r * τ +1 = r τ +1 − (µ + µ τ +1 ) − (β + β τ +1 ) x τ and note that r * τ +1 is observable conditional on µ, β, and θ t . Next, rewrite (A-10) as
Squaring and taking logs on both sides of (A-26) yields a new state space system that replaces (A-10)-(A-12) with
where r * * τ +1 = ln r * τ +1 2 , and u * * τ +1 = ln u 2 τ +1 , with u * * τ independent of ξ s for all τ and s. Since u * * τ +1 ∼ ln χ 2 1 , we cannot resort to standard Kalman recursions and simulation algorithms such as those in Carter and Kohn (1994) or Durbin and Koopman (2002) . To obviate this problem, Kim et al. (1998) employ a data augmentation approach and introduce a new state variable s τ +1 , τ = 1, .., t − 1, turning their focus on drawing from 
where m j , v 2 j , and q j , j = 1, 2, ..., 7, are constants specified in Kim et al. (1998) and thus need not be estimated. In turn, (A-29) implies
where each state has probability
Draws for the sequence of states s t can easily be obtained, noting that each of its elements can be independently drawn from the discrete density defined by -32) for τ = 1, ..., t − 1 and j = 1, ..., 7, and where f N denotes the kernel of a normal density. Next, conditional on s t , we can rewrite the nonlinear state space system as follows:
where e τ +1 ∼ N m j − 1.2704, v 2 j with probability Pr
linear Gaussian state space system, we can use the algorithm of Carter and Kohn (1994) to draw the whole sequence of stochastic volatilities, h t .
Next, the posterior distribution for p σ
we separately draw each of its elements.
The i−th element γ i θ is drawn from the following distribution -35) where i = 1, 2 and -36) and Q ii is the i−th diagonal element of Q −1 . As for
(A-37) and
Finally, draws from the predictive density p r t+1 | M i , D t can be obtained by noting than 
B.1 Priors
First, we need to specify priors for σ −2 κ and for the diagonal elements of Λ. The prior for σ −2 κ , the precision of our measure of incompleteness in the combination scheme, and the diagonal elements of Λ −1 , the precision matrix of the process z t+1 governing the combination weights w t+1 , are assumed to be gamma, G(s −2 σκ , v σκ (t − 1)) and G(s −1 Λ , v Λ (t − 1)), respectively. We set informative values on our prior beliefs regarding the incompleteness and the combination weights. Precisely, we set v σκ = v Λ i = 1 and set the hyperparameters controlling the means of the prior distributions to s −2 σκ = 1000, shrinking the model incompleteness to zero, and to s −1 Λ = 4, allowing z t+1 to evolve freely over time and differ from the initial value z 0 , set to equal weights. 8
B.2 Posterior simulation
Let ς be the parameter vector of the combination model, that is ς = (σ 2 κ , Λ). Assume that r τ , τ = 1, . . . , t + 1 is computed using formulas from either the linear or TVP-SV models given in the previous section (recall that r τ = ( r 1,τ , ..., r N,τ ) is the N × 1 vector of predictions made at time τ , and p r τ | D τ −1 is its joint predictive density); define the vector of observable r 1:t = (r 1 , . . . , r t ) ∈ D t , the augmented state vector Z t+1 = (w t+1 , z t+1 , ς t+1 ), where ς t+1 = ς, ∀t. We write the model combination in its state space form as
The state predictive and filtering densities, which provide the posterior densities of the combination weights, are -5) and the marginal predictive density of the observable variables is then
where p(r t+1 |r 1:t , r t+1 ) is defined as
and represents the conditional predictive density of the observable given the predictors and the past values of the observable.
The analytical solution of the optimal combination problem is generally not known. We use M parallel conditional SMC filters, where each filter, is conditioned on the predictor vector sequence r τ , τ = 1, . . . , t + 1.
We initialize independently the M particle sets:
0 with random weights ω i,j 0 . We initialize the set of predictors, by generating iid samples r j 1 , j = 1, . . . , M , from p( r 1 |r 0 ) where r 0 is an initial set of observations for the variable of interest. Then, at the iteration t + 1 of the combination algorithm, we approximate the predictive density p( r t+1 |r 1:t ) with M iid samples from the predictive densities, and δ x (y) denotes the Dirac mass at x.
Precisely, we assume an independent sequence of particle sets Ξ
, is available at time t and that each particle set provides the approximation
of the filtering density, p(Z t |y 1:t , r j 1:t ), conditional on the j-th predictor realization, r j 1:t . The prediction (including the weights w t+1 ) are computed using the state predictive p(Z t+1 |r 1:t , r 1:t ).
After collecting the results from the different particle sets, it is possible to obtain the following empirical predictive density for the stock returns
At the next observation, M independent conditional SMC algorithms are used to find a new sequence of M particle sets, which include the information available from the new observation and the new predictors.
C Robustness analysis
In this section we summarize the results of several robustness checks on the main results for the S&P500 index. First, we investigate the effect on the profitability analysis presented in sections 5.2 and 6 of altering the investor's relative risk aversion coefficient A. Next, we conduct a subsample analysis to shed light on the robustness of the results to the choice of the forecasting evaluation period. We next investigate the implications of altering the parameter λ controlling the degree of learning in the model combination weights. After that, we explore the sensitivity of the results to the particular choice we made with respect to the investor's preferences, by replacing the investor's power utility with a mean variance utility. Finally, we conduct an extensive prior sensitivity to ascertain the role of our baseline prior choices on the overall results.
C.1 Sensitivity to risk aversion
The economic predictability analysis we reported in sections 5.2 and 6 assumed a coefficient of relative risk aversion A = 5. To explore the sensitivity of our results to this value, we also consider lower (A = 2) and higher (A = 10) values of this parameter. Results based on the prevaling mean (PM) benchmark are shown in Table C.2, while Table C.3 presents results based on the alternative PM benchmark with stochastic volatility, PM-SV.
Starting with Table C to -0.40% (A = 2); in contrast, for the TVP-SV models we see that the average CERD increases from 0.79% (A = 5) to 1.13% (A = 2). Thus, lowering the risk aversion coefficient from A = 5 to A = 2 has the effect of boosting the economic performance of the individual TVP-SV models, while decreasing the CERD of the linear models.
We next consider the case with A = 10. In this case we find an overall decrease in CERD values, both for the individual models and the model combinations. However, the CER-based DeCo combination scheme continues to dominate all the other specifications. This is true for both the linear and the TVP-SV models. In particular, the CERD for the CER-based DeCo combination scheme averaging across the TVP-SV models is still quite large, at 126 basis points.
Moving on to the PM-SV benchmark, a quick comparison between Table C .2 and Table C.3 reveals that switching benchmark from the PM to the PM-SV model produces a marked decrease in economic predictability, both for the individual models and the various model combinations.
This comparison shows the important role of volatility timing, something that can be directly inferred by comparing the TVP-SV results across the two tables. Most notably, the CER-based
DeCo results remain quite strong even after replacing the benchmark model, especially for the case of TVP-SV models. In particular, when A = 2 the CER-based DeCo CERD under the TVP-SV models is as high as 116 basis points, while when A = 10 it reaches 85 basis points.
C.2 Subsample analysis
We next consider the robustness of our results to the choice of the forecast evaluation period.
Columns two to five of Table C.4 show CERD results separately for recession and expansion periods, as defined by the NBER indicator. This type of analysis has been proposed by authors such as Rapach et al. (2010) and Henkel et al. (2011) . When focusing on the linear models (columns two and four), we find higher economic predictability in recessions than in expansions.
This results is consistent with the findings in these studies. For the TVP-SV models (column three and five), the story is however different. There we find the largest economic gains during expansions. This holds true both for the individual models and the various model combinations.
This finding is somewhat surprising, since we would expect time-varying models to help when entering recessions; on the other hand, stochastic volatility might reduce the return volatility during long expansionary periods, having important consequences in the resulting asset allocations. Clark and Ravazzolo (2015) document a similar pattern in forecasting macroeconomic variables. Interestingly, the CER-based DeCo scheme continue to provide positive and large economic gains in both expansions and recessions, and for both linear and TVP-SV models.
The last four columns of Table C .4 show CERD results separately for two out-of-sample periods, 1947 -1978 and 1979 . Welch and Goyal (2008 argue that the predictive ability of many predictor variables deteriorates markedly after the 1973-1975 oil shock, so we are particularly interested in whether the same holds true here. The results of Table C.4 are overall consistent with this pattern, as we observe smaller gains during the second subsample, both
for the individual models and the various model combinations. However, the CER-based DeCo
CERDs are still fairly large, as high as 87 basis points in the case of linear models, and as high as 167 basis points in the TVP-SV case.
C.3 Sensitivity to the learning dynamics
When specifying the learning mechanism for the CER-based DeCo in equations (7)- (9), we introduced the smoothing parameter λ, where λ ∈ (0, 1). Our main analysis of the economic value of equity premium forecasts in Sections 5.2 and 6 relied on λ = 0.95, which implies a monotonically decreasing impact of past forecast performance in the determination of the model combination weights. Several studies, such as Stock and Watson (1996) and Stock and Watson (2004) support such value. A larger or smaller discount factor is, however, possible and we investigate the sensitivity of our results to using λ = 0.9. 9 Table C .5 reports the results of this sensitivity analysis where, to ease the comparison with the benchmark results based on λ = 0.95, we reproduce those as well. We explore the impact of altering the value of the smoothing parameter λ by investigating the economic impact of such choice across different risk aversion coefficients (A = 2, 5, 10) and across four different subsamples (NBER expansions and recessions, 1947 (NBER expansions and recessions, -1978 (NBER expansions and recessions, , and 1979 (NBER expansions and recessions, -2010 ). Overall we find very similar results along all dimensions, with CER-based DeCo models based on λ = 0.95 generating, on average, slightly higher CERDs.
C.4 Mean variance utility preferences
As a robustness to the particular choice of the utility function for our investor, we consider replacing the power utility function with mean variance preferences. Under mean variance preferences, at time τ − 1 the investor's utility function takes the form
with W i,τ denoting the investor's wealth at time τ implied by model M i ,
Next, it can be shown that the optimal allocation weights ω * i,τ −1 are given by the solution of
where µ i,τ and σ 2 i,τ are shorthands for the mean and variance of p r τ | M i , D τ −1 , the predictive density of r τ under model M i . It is important to note that altering the utility function of the investor will have repercussions not only on the profitability of the individual models M 1 , ..., M N , but also on the overall statistical and economic predictability of the CER-based DeCo combination scheme. In fact, as we have discussed in subsection 3.2, the combination weight conditional density at time τ , p(w τ |D τ −1 ), depends on the history of profitability of the individual models M 1 to M N through equations (7)-(9).
Note next that in the case of a mean variance investor, time τ CER is simply equal to the investor's realized utility W * i,τ , hence equation (9) is replaced by
where W * i,τ denotes time τ realized wealth, and is given by
Having computed the optimal allocation weights for both the individual models M 1 to M N and the various model combinations, we assess the economic predictability of all such models by computing their implied (annualized) CER, which in the case of mean variance preferences is computed simply as the average of all realized utilities over the out-of-sample period,
where m denotes the model under consideration (either univariate or model combination), and t * = t − t. Table C .6 presents differential certainty equivalent return estimates, relative to the benchmark prevailing mean model P M,
whereby a positive entry can be interpreted as evidence that model m generates a higher (certainty equivalent) return than the benchmark model. A quick comparison between Table 2 in the paper and Table C .6 reveals that the economic gains for power utility and mean variance utility are quite similar in magnitude, and the overall takeaways from sections 5.2 and 6 remain unchanged. In particular, the CER-based DeCo combination scheme generates sizable CERDs, especially when combining TVP-SV models. For the benchmark case of A = 5, the CERD is as high as 220 basis points. Altering the risk aversion coefficients produces CERDs for the CER-based DeCo model ranging from 115 basis points (A = 10) to 436 basis points (A = 2).
C.5 Sensitivity to priors
As a final sensitivity, we test the robustness of our results to alternative prior assumptions and perform a sensitivity analysis in which we experiment with different values for some of the key prior hyperparameters. Given the more computational demanding algorithm required to estimate the TVP-SV models, we focus our attention on the linear models, and investigate the effectiveness of the CER-based DeCo combination scheme as the key prior hyperparameters change.
First, we investigate the impact of changing the prior hyperparameter s Next, we study the impact of changing the prior hyperparameters ψ and v 0 . As discussed in Subsection 4.2, the hyperparameter ψ plays the role of a scaling factor controlling the informativeness of the priors for µ and β, and our baseline results are based on ψ = 1. As sensitivities, we experiment with ψ = 10 and ψ = 0.01, which imply more dispersed prior distributions (in the case of ψ = 10) or more concentrated prior distributions (in the case of ψ = 0.01) for µ and β. Similarly, the prior hyperparameter v 0 controls the tightness of the prior on σ −2 ε , and our baseline results are based on v 0 = 1, which correspond to an hypothetical prior sample size of 20 years. As sensitivities, we experiment with v 0 = 0.1 and v 0 = 100, which imply, respectively, an hypothetical prior sample of two years (in the case of v 0 = 0.1) or as large as 2,000 years (in the case of v 0 = 100). Table C.7 summarizes the relative economic performances of both the individual linear models and the various combination schemes under these two alternative prior choices, over the whole forecast evaluation period, 1947-2010. A comparison with Table 2 in the paper reveals that relying on more dispersed prior distributions (the case of ψ = 10, v 0 = 0.1) has only minor consequences on the overall results. In particular, the economic performance of the CER-based DeCo combination scheme remains unaffected by the prior change. As for the more concentrated prior distributions (the case of ψ = 0.01, v 0 = 100), we witness an overall reduction in the economic performance of both the individual models and the various combination schemes. This should be expected, as we remind that our priors are centered on the "no predictability" view, and as a result more concentrated priors will tend to tilt more heavily the individual models in that direction. Interestingly, the CER-based DeCo combination scheme 10 We also investigate the sensitivity of our baseline results to the choice of s −2 σκ , the prior hyperparameter controlling the degree of model incompleteness, and find that the performance of CER-based DeCo deteriorates when its value is too small, with combination weights shrinking to equal weights. On the other hand, we find that when the value of s −2 σκ is too large the estimation algorithm seems to converge very slowly.
still performs quite adequately, with an annualized CERD of 48 basis points.
D Additional results
In this section, we present a number of supplementary tables and charts, including results for a shorter evaluation sample ending in 2007 before the onset of the latest recession, and a graphical summary of the time dynamics of the CER-based DeCo combination weights. out-of-sample forecasts of monthly excess returns. Each period an investor with power utility and coefficient of relative risk aversion of two (columns two and three) or ten (columns four and five) selects stocks and T-bills based on different predictive densities, precisely the combination schemes and individual prediction models for monthly excess returns. The models "CER-based linear pool" and "CER-based DeCo" refer to the case with A matching the values in the headings (A = 2, 10) and, in the case of "CER-based DeCo", λ = 0.95. The columns "Linear" refer to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = µ + βxτ + ετ+1, and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : This table reports the certainty equivalent return differentials (CERD) for portfolio decisions based on recursive out-of-sample forecasts of monthly excess returns, over four alternative subsamples (NBER-dated expansions, NBER-dated recessions, 1947 NBER-dated recessions, -1978 NBER-dated recessions, , and 1979 NBER-dated recessions, -2010 . Each period an investor with power utility and coefficient of relative risk aversion A = 5 selects stocks and T-bills based on different predictive densities, precisely the combination schemes and individual prediction models for monthly excess returns. The models "CER-based linear pool" and "CER-based DeCo" refer to the case with A = 5 and, in the case of "CER-based DeCo", λ = 0.95. The columns "Linear" refer to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = µ + βxτ + ετ+1, and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = (µ + µτ+1) + (β+βτ+1) xτ + exp (hτ+1) uτ+1, and combination of these N time-varying parameter and stochastic volatility individual models. CERD are annualized and are measured relative to the prevailing mean model which assumes a constant equity premium. Bold figures indicate all instances in which the CERD is greater than zero. This table reports the certainty equivalent return differentials (CERD) for portfolio decisions based on recursive out-of-sample forecasts of monthly excess returns, under two alternative parametrizations for the learning dynamics, λ=0.95 (our benchmark case) and λ = 0.9. Each period an investor with power utility and coefficient of relative risk aversion A = 5 selects stocks and T-bills based on two utility-based density combinations with A matching the values in three panels (A = 2, 5, 10). The columns "Linear" refer to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = µ + βxτ + ετ+1, and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = (µ + µτ+1) + (β+βτ+1) xτ + exp (hτ+1) uτ+1, and combination of these N time-varying parameter and stochastic volatility individual models. CERD are annualized and are measured relative to the prevailing mean model which assumes a constant equity premium. Bold figures indicate all instances in which the CERD is greater than zero. The results are based on five different samples: full sample , NBER expansions, NBER recessions, 1947 -1978 , and 1979 This table reports the certainty equivalent return differentials (CERD) for portfolio decisions based on recursive out-of-sample forecasts of monthly excess returns. Each period an investor with mean variance utility and coefficient of relative risk aversion A selects stocks and T-bills based on different predictive densities, precisely the combination schemes and individual prediction models for monthly excess returns. The models "CER-based linear pool" and "CERbased DeCo" refer to the case with A matching the values in the column headings (A = 2, 5, 10) and, in the case of 'CER-based DeCo", λ = 0.95. The columns "Linear" refer to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = µ + βxτ + ετ+1, and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : rτ+1 = (µ + µτ+1) + (β+βτ+1) xτ + exp (hτ+1) uτ+1, and combination of these N time-varying parameter and stochastic volatility individual models. CERD are annualized and are measured relative to the alternative benchmark model which assumes a constant equity premium and stochastic volatility. Bold figures indicate all instances in which the CERD is greater than zero. All results are based on the whole forecast evaluation period, January 1947 -December 2010. This table reports Individual models log predictive score from the density forecasts made at time τ . The columns "Linear" refer to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : r τ +1 = µ + βxτ + ε τ +1 , and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : r τ +1 = (µ + µ τ +1 ) + (β+β τ +1 ) xτ + exp (h τ +1 ) u τ +1 , and combination of these N TVP-SV individual models. The model "CER-based DeCo" refers to the case with A = 5 and λ = 0.95. We measure statistical significance relative to the prevailing mean model using the Diebold and Mariano (1995) t-tests for equality of the average loss. One star * indicates significance at 10% level; two stars ** significance at 5% level; three stars *** significance at 1% level. Bold figures indicate all instances in which the forecast accuracy metrics are greater than zero. All results are based on an evaluation period that extends from January 1947 to December 2007. out-of-sample forecasts of excess returns. Each period an investor with power utility and coefficient of relative risk aversion A = 5 selects stocks and T-bills based on a different predictive density, based either on a combination scheme or on an individual prediction model of the monthly excess returns. The columns "Linear" refers to predictive return distributions based on a linear regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : r τ +1 = µ + βxτ + ε τ +1 , and combination of these N linear individual models; the columns "TVP-SV" refer to predictive return distributions based on a time-varying parameter and stochastic volatility regression of monthly excess returns on an intercept and a lagged predictor variable, xτ : r τ +1 = (µ + µ τ +1 ) + (β+β τ +1 ) xτ + exp (h τ +1 ) u τ +1 , and combination of these N TVP-SV individual models. The models "CER-based linear pool" and "CER- 
