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Abstract
Bridges deteriorate and require maintenance, rehabilitation, or replacement in their life
cycle. The deterioration of bridges is not only a function of time but also their locations. In this
paper, spatial autocorrelation and the spatial Markov chain model are applied to study the
spatial-temporal deterioration of bridges in Alabama and Ohio by using the National Bridge
Inventory (NBI) data from 1993 to 2016. It is found that the deterioration of bridges is not
spatially random. There are statistically significant spatial and spatial-temporal patterns in bridge
deterioration. Results identify hot spot areas where bridge performance is poor. This study
concludes that practitioners should take into account the spatial effects when forecasting
deterioration.

Key Words: Bridge management; spatial-temporal deterioration modeling;
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Section 1: Introduction
A limited budget exists for bridge maintenance, rehabilitation, or replacement. The
National Bridge Inventory (NBI) database was developed by the Federal Highway
Administration (FHWA) to record the conditions of all the 607,380 national bridges in the
United States (Luther and Sandlof 2004). The records come from bridge inspections which are
mandated to have a frequency of two years or less. The data particularly of interest is the bridge
condition ratings and bridge characteristics. Inspectors assign condition ratings that are on an
integer scale of 1 to 9, with 9 being the best condition. Condition ratings are assigned for deck,
superstructure, substructure, and structural evaluation. Structural evaluation is the minimum of
the first three ratings. The NBI provides data for decision makers from the FHWA and State
Department of Transportations (SDOTs) to use to allocate resources.
The objective of this paper is to study the spatial effects in bridge deterioration by
applying the spatial-temporal Markov chain model to the NBI data from Alabama and Ohio from
1993 to 2016. This paper is structured as follows, the method of NBI data preparation is
illustrated in section 2. Section 3 introduces the methodology including spatial autocorrelation
and the spatial-temporal Markov chain model. Section 4 discusses the implementation and
results of the methodology introduced in section 3. Section 5 concludes the paper.
The novel contributions of this paper include the first application of spatial
autocorrelation and spatial-temporal Markov chain to NBI data. Numerous studies have explored
NBI data using statistical methods (Steven 1999, Bolukbasi 2004, Tabatabai 2011). Further,
several studies have applied Markov chain modeling to NBI data (Morcous 2011, Minwoo
2016). Studies have also used spatial-temporal Markov chains to model environmental or
economic processses (Balzter 2004, Le Gallo 2004, Hammond 2004, Liu 2016). However, this
paper pioneers the approach of combining spatial statistics with Markov chain modeling when
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applied to NBI data. No known studies to date have explored the possibility of spatial-temporal
patterns in bridge deterioration for Alabama (AL) and Ohio (OH). The analysis of this paper
provides unique information not previously known about the spatial-temoral performance of
bridges in Alabama and Ohio. The results from this paper confirm spatial-temporal patterns
which are crucial to incorporate when building future models.
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Section 2: NBI Data Preparation
A previous study by Din and Tang (Din and Tang 2016) shows that the data quality of
NBI is poor. There are missing, erroneous, and logically conflicting data in the inspection
records. Therefore, preprocessing of the NBI data is needed to ensure consistency and enable
reliable conclusions to be drawn from the data. Figure 1 presents the methodology used to
preprocess NBI data in this study. Bridges were first organized into time series by bridge ID
from 1993 to 2016. This consisted of a 3D data frame where each row was a bridge, each column
was an attribute of the bridge, and each frame was the year the data was recorded in. Missing
data was flagged and any string data was numerically encoded. Once organized into timeseries,
the data was reduced by filtering out: (1) duplicate and non-highway bridge data. A highway
bridge is defined as a public vehicular structure more than 6.1 meters (20 feet) in length that
spans an obstruction or depression (FHWA); (2) bridges with coordinates outside of the state
line; (3) bridge data containing new information but without a record of a new inspection. This
case was assumed to be an erroneous entry as it was assumed that a new inspection was required
to have new data.; and (4) bridges that exhibited a sustained increase in condition rating
(Morcous and Hatami 2011). These filters were applied to eliminate erroneous data and data that
did not fall into the scope of the study. For example, it was assumed that without outside
intervention, a bridge would not go from a more deteriorated state to a less deteriorated state.
Thus, bridges that were extensively renovated were not used to model deterioration. It is
important to note that a temporary increase for one year was allowed due to the subjective nature
of bridge inspections. Bridge condition ratings exhibiting temporary increases were smoothed
down to the rating existing before and after the increase and then used for analysis. Due to the
minimum inspection frequency of 24 months, if there were no new inspection data for a year, the
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information from the previous year was used. Most bridges in the Alabama database were
updated once every two years, while most bridges in the Ohio database were updated every year.
After reducing the data, roughly 10,000 out of a total 37,777 unique bridge IDs per year for Ohio
data and 7,000 out of 20,050 per year for Alabama emerged as useable data.

Figure 1: Workflow of NBI Data Preparation
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Section 3: Methodology
Spatial Statistics
Spatial Weights
Integral to spatial statistics is the spatial weights matrix. The spatial weights matrix
consists of all observations as rows and then again, all observations as columns as shown in Eq.
(1) (Anselin 1995). An element is given a non-zero value if the 𝑖 𝑡ℎ and 𝑗 𝑡ℎ observation are within
a distance threshold from one another.
𝑤11
𝑤21
𝑾=[ ⋮
𝑤𝑛1

𝑤12
𝑤22
⋮
𝑤𝑛2

⋅⋅⋅ 𝑤1𝑛
⋅⋅⋅ 𝑤2𝑛
⋱
⋮ ]
⋅⋅⋅ 𝑤𝑛𝑛

𝑤𝑖𝑗 = {

1, 𝑑 ≤ 30𝑚𝑖, 𝑖 ≠ 𝑗
0, 𝑑 > 30𝑚𝑖, 𝑖 = 𝑗

(1)

where 𝑑 is the distance between bridge 𝑖 and bridge 𝑗, 𝑤𝑖𝑖 is always zero because an observation
cannot be a neighbor of itself.
The weights matrix is then row standardized in that all entries of 1 for neighbors in a row
are divided by the sum of non-zero entries in the row. This ensures that all rows sum to 1, which
is advantageous in calculating spatial lag (Anselin 1995).
𝑤𝑖𝑗

𝑤𝑖𝑗′ = ∑

𝑗 𝑤𝑖𝑗

(2)

where 𝑤’ is the row standardized spatial weights matrix, and 𝑤 is the spatial weights matrix Eq.
(2).
Spatial Lag
Spatial lag is simply the average of a variable common to the neighbors of an
observation. Spatial lag is denoted by 𝑾𝒚 where 𝑾 is the spatial weights matrix Eq. (1, 2) and 𝒚
is the variable of interest. Spatial lag is used to forecast the observation when the observation is
hypothesized to be correlated with its neighbors.
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Global Spatial Autocorrelation (Moran’s I)
Global spatial autocorrelation (Moran’s I) provides a single scalar value to prove whether
or not a map exhibits spatial autocorrelation (Anselin 1995). Essentially, global spatial
autocorrelation answers the question, does the data as a whole in this region follow a nonrandom spatial pattern.
𝐼=

∑𝑖 ∑𝑗 𝑤𝑖𝑗 𝑧𝑖 𝑧𝑗
∑𝑖 𝑧2
𝑖 (𝑆 )
0
𝑁

(3)

where 𝑆0 = ∑𝑖 ∑𝑗 𝑤𝑖𝑗 , 𝑧𝑖 = 𝑥𝑖 − 𝑥̄ , and N is the number of observations. A positive Moran’s I
denotes spatial clustering, while a negative Moran’s I denotes a spatial checkerboard pattern.
Values deviating from zero indicate non-spatial randomness (Anselin 1995).
To quantify significance, the values are randomly reassigned to different locations and
the Moran’s I is recalculated. Repeating this many times yields a reference distribution. Testing
the actual statistic versus the reference distribution creates a pseudo significance value (Anselin
1995). A numerical rather than analytical approach is taken due to the complexity of the
distribution (Anselin 1995).
𝑝=

𝑀+1
𝑁+1

(4)

where, 𝑀 is the amount of times you observe a Moran’s I greater in magnitude than the actual,
and 𝑁 is the number of randomizations.
Local Spatial Autocorrelation
Local Spatial Autocorrelation calculates a Moran’s I value for each observation (Anselin
1995).
𝐼𝑖 =

𝑧𝑖 ∑𝑗 𝑤𝑖𝑗 𝑧𝑗
𝐶

(5)
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where, 𝑧𝑖 = 𝑥𝑖 − 𝑥̄ , 𝐶 = ∑𝑖 𝑧𝑖2 and 𝑤𝑖𝑗 is a row standardized spatial weights matrix Eq. (2).
Positive local autocorrelation denotes a cluster effect, while negative spatial autocorrelation
denotes observations unlike their neighbors – a checkerboard effect.
Significance is again obtained by means of a conditional permutation method, where, in
turn, each 𝑧𝑖 is held fixed, and the remaining 𝑧−𝑖 -values are randomly permuted to yield
a reference distribution for the statistic. This operates in the same fashion as for the global
Moran’s I Eq. (4), except that the permutation is carried out for each observation in turn (Anselin
1995).
Spatial-Temporal Markov Chain
Markov Chain
A Markov chain is a special case of a random process with discrete states and times and
can be used for random state transition problems (Balzter 2000; Liu et al. 2016). Generally, a
Markov chain is characterized by a state vector and a transition matrix.
The state vector represents the proportion of the population residing at each state at a
given point in time Eq. (6). For this paper’s application, this means the first entry represents the
proportion of the bridges residing in rating 9, the second entry represents the proportion of
bridges residing in rating 8, and so on.
𝐴𝑇 = [𝑎1

𝑎2

. . . 𝑎𝑛 ]

(6)

The transition matrix, P, takes the form of:
𝑝11
0
𝑃= 0
⋮
[ 0

1 − 𝑝11
𝑝22
0
⋮
0

0
1 − 𝑝22
𝑝33
⋮
0

...
...
...
⋱
...

0
0
0
⋮
1]

(7)
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where, 𝑝𝑥𝑦 is the probability that a bridge in rating 𝑥 transfers to rating 𝑦 at one-time interval in
the future. For this paper’s application, the only states that are reachable from a previous state are
staying in the same state or deteriorating one state below. Less than .001 of bridges deteriorated
more than one condition level at a time, which was deemed negligible.
The probability of transition can be estimated empirically (Morcous and Hatami 2011):
𝑝𝑥𝑦 =

𝑛𝑥𝑦

(8)

𝑛𝑥

where, 𝑛𝑥𝑦 is the number of transitions from state 𝑥 to 𝑦, and 𝑛𝑥 is the total number of bridges in
state 𝑥 before the transition. Note that 𝑥 and 𝑦 are used instead of 𝑖 and 𝑗 as 𝑖 and 𝑗 are already
used for bridge indices in spatial lag equation.
For this paper, 9×9 Markov transition matrices were used to characterize the 9 condition
states of bridges in the NBI Eq. (7). Furthermore, the transition matrix is upper triangular due to
the assumption that deteriorating bridges will only decrease in condition rating.
Mathematically, the Markov process then follows as in Eq. (9).
𝐴𝑇+1 = 𝐴𝑇 𝑃

(9)

where, 𝐴𝑇 and 𝐴𝑇+1 are the rating state of the bridges at time 𝑇 and 𝑇 + 1.
A Markov chain for bridge deterioration can then be created by plotting the average
rating level vs. time. This is done by assuming bridges start out at a condition level of 9, making
the initial conditions:
𝐴0 = [1 0 . . . 0]

(10)

The chain is plotted as the average condition, which can be calculated by multiplying the
vector containing proportions by the states’ numerical values:
𝐵 = 𝐴𝑇 ∗ [𝑟1 𝑟2 … 𝑟𝑛 ]′

(11)

12

where the vector 𝑅 contains the numerical condition value, or rating, assigned to each state. In
this study, it is a vector of 9, 8, 7, and so on until reaching 1. The resulting average condition B is
a scalar Eq. (11).
Spatial-Temporal Conditioning of Markov Chain
The spatial Markov chain, which considers spatial and temporal dynamics, allows for the
examination of the positive or negative correlations with neighbors on the transition of a region
(Le Gallo 2004; Hammond 2004). A spatial Markov transition matrix can be achieved by
incorporating a spatial lag operator into the framework of a Markov chain (Pu et al. 2005).
Traditional Markov modeling incorporates explanatory variables by splitting the population into
groups based on the explanatory variables (Minwoo 2016). Spatial-temporal Markov chains
follow the same process, using spatial lag as the explanatory variable (Liu et al. 2016). The
population is divided into subgroups based on spatial lag and a transition matrix Eq. (7) is
separately calculated Eq. (8) for each subgroup. Concretely, the spatial lag of each observation
forms a distribution. Observations can then be grouped by the quantile of the distribution of
spatial lag that their spatial lag falls into Eq. (15). The mathematical details applicable to this
study are discussed in Equations 14 through 18. A good tradeoff between resolution of effects
and sub group size is three or four quantiles (Le Gallo 2004, Liu 2016).
Using spatial lag as the explanatory variable in a Markov chain has key advantages. In
Markov chain modeling, only a few explanatory variables are feasible as the data can only
populate so many subgroups before they become too sparse. Spatial statistics represent several
variables simultaneously. For example, in this study, similar regions will have somewhat similar
soil, weather, traffic, and maintenance. Using spatial lag allows for more context while only
using a single variable, which keeps the number of observations in each subgroup high.
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In this study, the spatial lag is the average transition rate of the neighbors from one
interval to another. The average transition rate of neighbors enables us to examine bridges in
similar deterioration environments. For example, if one wants to know how bridges perform in
areas where other bridges are deteriorating quickly, those bridges with high spatial lag can be
selected for analyzing. (Le Gallo 2004; Hammond 2004; Liu et al. 2016). In this study, if there
are spatial-temporal effects, bridges in areas where their neighbors are deteriorating at a high rate
at that time would also be deteriorating at a high rate at that time.
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Section 4: Application of Methodology
Determining Best Time Interval for Markov Chain
This section covers the creation of the Markov transition matrices for Alabama and Ohio.
The time interval of Markov chains must be constant throughout the analysis. The first step is to
determine the best time interval to use for the Markov chains. While the federal minimum
inspection frequency is twenty four months, different policies among transportation departments
may lead to variation of inspection frequencies from state to state.
For Alabama, out of all the bridges left after data reduction that had inspections at least
every two years, an average of 12% of those had inspection every year leaving an average of
88% every two years. Thus, for Alabama, a time interval of two years was chosen as then all of
those bridges would have an inspection rating at each time interval. For Ohio, out of bridges
passing data reduction, an average of 98% are inspected every year. Thus, for Ohio, a more
detailed time interval of one year was feasible as nearly all the bridges would have a new
inspection rating each time interval. This also doubled the number of transition periods for Ohio,
allowing for more empirical data to be gathered for estimating transition probabilities.
Sampling Sufficiency
Calculations of the spatial lag and transition probability represent Bernoulli trials of
transitioning or not transitioning. The number of bridges transitioning from a state out of the total
number previously in that state follows a binomial distribution – n choose x. Per the central limit
theorem, as the number of independent observations grows large, the discrete Binomial
distribution will smooth out and can be approximated by the normal distribution. As a rule of
thumb, the transition probability proportional estimates will be reliable when the sample size
satisfies both Equations 12 and 13 (Navidi 2015):
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𝑛𝑝 > 5

(12)

𝑛(1 − 𝑝) > 5

(13)

where 𝑛 represents the sample size and 𝑝 the probability. In this study, a transition probability of
.05 was among the lower observed. Therefore, sample sizes were kept above 100 for calculations
of spatial lag and transition probability. When calculating spatial lag, if a bridge did not have
more than 100 neighbors, it was not used for analysis. Ideally, bridges neighbors would also only
be the same condition rating as the bridge for greater specificity. However, to maintain more
than 100 neighbors for a majority of bridges, having any condition rating count as a neighbor
was necessity.
Calculation of Transition Matrices
In this study, for each state and inspection rating type, four separate transition matrices
are calculated for each of the four quartiles of spatial lag. Spatial lag, 𝑠, for each bridge was the
transition probability of its neighbors during that year.
∑𝑛
𝑗=1(𝑟𝑗,𝑘 −𝑟𝑗,𝑘+1 )𝑤𝑖,𝑗,𝑘

𝑠𝑖,𝑘 = {
𝑛𝑎𝑛

∑𝑛
𝑗=1 𝑤𝑖,𝑗,𝑘

∑𝑛𝑗=1 𝑤𝑖,𝑗,𝑘 ≥ 100
∑𝑛𝑗=1 𝑤𝑖,𝑗,𝑘 < 100

(14)

where 𝑖 and 𝑗 correspond to the 𝑖 𝑡ℎ or 𝑗 𝑡ℎ bridge of 𝑛 bridges in the reduced data, and 𝑘
corresponds to the 𝑘 𝑡ℎ year of the data. 𝑟 is the inspection rating of the 𝑗 𝑡ℎ bridge at year 𝑘, 𝑤 is
the binary spatial weights matrix Eq. (1) for year 𝑘. Again, the small amount of bridges without
100 neighbors were not used for calculation of transition probabilities.
Now the spatial lag from each bridge was put together to form a distribution of spatial
lag, 𝑆, which characterized the range of bridge deterioration environments. All spatial lags, every
spatial lag from every bridge from every year, were included in this distribution. Quartiles of this
distribution provided the cutoff points for grouping bridges for the transition probability
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estimate. All years and all bridges’ spatial lags were combined before taking quantiles, Q, due to
the rational that the quantiles should contain similar levels of spatial lag. For example, if one
year has higher spatial lags across the board, because of say an extreme amount of severe
weather, the “low” quantile for that year could be near a high quantile of another year. We want
to compare bridge’s behavior when their neighbors are deteriorating at similar levels. Due to the
temporal effect, some years may contribute more observations to the high spatial lag group while
some years may contribute more observations to the low spatial lag group. This allows for
capture of the spatial and temporal effect of deterioration to be observed by looking at bridge
performance as a function of their neighbor’s performance – when the neighbors performance
differs over time and space. In sum, there are four quartiles of spatial lag, Q, for state’s data (AL
or OH). A bridges quartile, q, was determined by,

𝑞𝑖,𝑘 = {

1,
2,

𝑠𝑖,𝑘 <𝑄 (1)
𝑄 (1) ≤𝑠𝑖,𝑘 <𝑄 (2)

3,
4,

𝑄 (2) ≤𝑠𝑖,𝑘 <𝑄 (3)
𝑄(3) ≤ 𝑠𝑖,𝑘

(15)

where 𝑠𝑖,𝑘 is the spatial lag of bridge 𝑖 in year 𝑘, Q refers to the vector containing the boundaries
of each quartile. For clarity, the quantiles of spatial lag for Alabama were [0.05,0.078,0.11]. So
𝑆 (1) = 0.05. When calculating transition probabilities, whether a bridge transitioned states in
year k contributed to 𝑄 (2) ’s transition matrix if its spatial lag was above .05 and below .078 for
that year.
Now the transition probabilities were calculated following Eq. (6, 7, 12),
(𝑧)
𝑝𝑥,𝑦

(𝑧)

=

𝑛𝑥,𝑦
(𝑧)

𝑡𝑥

(16)
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where 𝑥 and 𝑦 refer to the 𝑥 𝑡ℎ and 𝑦 𝑡ℎ condition rating, and 𝑧 refers to the 𝑧 𝑡ℎ quartile of spatial
(𝑧)

(𝑧)

lag. 𝑝𝑥,𝑦 is the probability of transition from state 𝑥 to state 𝑦 for spatial lag quartile z. 𝑛𝑥,𝑦 is the
number of bridges transitioning from state 𝑥 to state 𝑦 having spatial lag in quartile 𝑧.
(𝑧)

𝑛
𝑛𝑥,𝑦 = ∑𝑚−1
𝑘=1 ∑𝑖=1 {

1, 𝑟𝑖,𝑘 = 𝑥 𝑎𝑛𝑑 𝑟𝑖,𝑘 > 𝑟𝑖,𝑘+1
𝑓𝑜𝑟 𝑧 = 𝑞𝑖,𝑘
0, 𝑟𝑖,𝑘 ≠ 𝑥 𝑜𝑟 𝑟𝑖,𝑘 = 𝑟𝑖,𝑘+1

(17)

(𝑧)

and 𝑡𝑥 is the total number of bridges in state 𝑥 having spatial lag in quartile 𝑧.
(𝑧)

𝑛
𝑡𝑥 = ∑𝑚−1
𝑘=1 ∑𝑖=1 {

1, 𝑟𝑖,𝑘 = 𝑥
𝑓𝑜𝑟 𝑧 = 𝑞𝑖,𝑘
0, 𝑟𝑖,𝑘 ≠ 𝑥

(18)

where 𝑟𝑖,𝑘 is the rating of bridge 𝑖 in year 𝑘, 𝑠𝑖,𝑘 is the spatial lag of bridge 𝑖 in year 𝑘. There are
𝑚 years of data, which in this study is 24 (1993 to 2016).
These transition matrices can then be used to model the Markov chains for bridges
residing in environments where their neighbors are transitioning at different rates. Observation of
the Markov chains for the bridges in different environments will lead to an understanding of the
correlation between a bridge’s environment and its own performance.
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Section 5: Results and Discussion
Global and Local Spatial Autocorrelation
Global and Local spatial autocorrelation are an integral tool in initial analysis of spatialtemporal trends. Checking the Global Moran’s I value of a region is like checking for
significance in building a regression. It is the first step before further analysis, and it should
come back significant before further analysis. Essentially, global spatial autocorrelation answers
the question, does the data in this region follow a non-random spatial pattern. Global spatial
autocorrelation is estimated by the Moran’s I value and significance. Local spatial
autocorrelation for each observation can be visualized through plotting each observation with
different colors for each type of local spatial autocorrelation. Positive spatial autocorrelation for
both high and low deterioration are shown in red and blue respectively, while negative spatial
autocorrelation is shown in light red and light blue (Figure 2). Points with significance at the .05
level are plotted in gray. The following spatial autocorrelation plots for Alabama and Ohio use
the magnitude of deterioration in bridge conditions from 1993 to 2016. The condition rating at
2016 is subtracted from the condition rating at 1993. Alabama has a Global Moran’s I of .078
with significance of .001 from 999 permutations, indicating a positive global spatial
autocorrelation. No permutations had a higher Global Moran’s I value and the z value is 57.09.
Where the z value is the number of standard deviations of the reference distributions the statistic
is away from the mean of the reference distribution.

19

(a)

(b)

Figure 2: Long-term (1993-2016) local spatial effects in bridge condition rating of: (a) AL; and (b) OH

Data for Ohio superstructures also exhibits positive spatial autocorrelation with a Global
Moran’s I value of .032 and significance of .001 for 999 permutations. The 𝑧 value, which can be
compared between other Maps, is 32.17 indicating less spatial autocorrelation than Alabama
deck data. For Alabama, there were high deterioration rates in the south (red) and low
deterioration rates (blue) in the north. Further, there are some outlier bridges exhibiting negative
spatial autocorrelation. In the south, there were bridges that deteriorated slowly even though their
neighbors deteriorated at a high rate (light blue), and there are some outlier bridges in the north
that deteriorated quickly even though their neighbors deteriorated at a low rate. Most bridges that
were statistically significant exhibited positive spatial autocorrelation (1274 and 815), while a
smaller amount exhibited negative spatial autocorrelation (393 and 785). This makes sense given
the positive global spatial autocorrelation. For Ohio, the west side of the state seems to show low
long-term deterioration while the northeast exhibits some high long-term deterioration. Again,
more bridges have positive local spatial autocorrelation than negative spatial autocorrelation, but
that difference is closer than for AL.
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Temporal Local Spatial Autocorrelation
Spatial heterogeneity refers to the uneven distribution of a trait, event, or relationship
across a region (Anselin 1995) Areas of spatial patterns, heterogeneity, in deterioration also
change location from year to year as shown by deterioration hotspots changing over time. For
Ohio, the clusters of high-high local spatial autocorrelation change over time, which is
qualitative evidence that the spatial pattern is also temporal.

(a)

(b)

(c)

Figure 3: Spatial heterogeneity effect for bridge condition rating of Ohio: (a) 1993 to 1994; (b) 1994 to
1995; and (c) 1995 to 1996.

Spatial-Temporal Markov Chain
Transition Matrices and Markov Chains
After significant spatial autocorrelation confirmed that bridge deterioration was not
spatially random for Alabama and Ohio, spatial Markov chains were applied to further
understand the deterioration phenomenon. Analysis was done for both Alabama and Ohio using
data from 1993 to 2016. Probabilities of transition differed according to the quantile of spatial
lag. Figure 4 shows the probability of transition for Q1, Q2, Q3, and Q4, in which Q1 represents
the friendliest environment, while Q4 denotes the harshest environment. As the environment
becomes more and more harsh, it tends to increase the probability of transition. For example, in
OH, Q1 has a .05 probability of transitioning from state 9 to 8, while Q4 has a .15 chance. Thus,
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bridges in areas where their neighbors are deteriorating quickly seem to follow the trend of their
neighbors, indicating spatial patterns.

Figure 4: Transition Probability Matrix for Ohio Superstructures

The column, n, displays the number of bridges that were used to calculate the transition
probability estimate using Equation 16. Most bridges reside in ratings six through nine. Ratings
three and below are increasingly dangerous for public use. For context, rating level three is
described as, “Loss of section, deterioration, spalling or scour have seriously affected primary
structural components. Local failures are possible. Fatigue cracks in steel or shear cracks in
concrete may be present.” (FHWA). As spatial lag quartile increases, so do the number of
bridges in the lower ratings (Figure 4).
A Markov chain for each rating type (deck, superstructure, substructure, and structural
evaluation) and each transition matrix illustrates the difference in deterioration for each quantile
of spatial lag. The Markov chains compute Eq (9) at each time interval to update the state vector
and then compute Eq. (11) to determine the average condition state at that time. The Q4 Markov
chain deteriorates much more quickly over time compared to the Q1 Markov chain (Figure 5).
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Figure 5: Markov chain conditioned by spatial lag quartiles for OH.

AL transition probabilities are also influenced by the performance of the neighbors of
observations (Figure 6). A transition probability matrix shows that transition probability differs
for each quantile of spatial lag. It is also important to note that Alabama transition probabilities
are lower than Ohio predominantly because of the longer time interval of two years vs. one year.
Further, transition probabilities seem to lower as the state decreases. This could be due to the fact
that bridges in lower states likely receive more undocumented maintenance than bridges in
higher states. Again, a bridge in Q1 has a .15 probability of transitioning from state 9 to 8, while
Q4 has a .47 chance. Bridges in Alabama with harsh environments transition very quickly out of
the higher rating levels.
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Figure 6: Transition Probability Matrix for Alabama Superstructures

Markov chains for each rating type show the difference in performance over time when
observations are classified by their spatial lag. Higher quartiles of spatial lag deteriorate more
quickly over time than lower quartiles of spatial lag. This is expected under positive global
spatial autocorrelation. Observations are behaving similarly to their neighbors in a non-random
fashion.

Figure 7: Markov chain conditioned by spatial lag quartiles for AL.
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Statistical Significance of Difference in Transition Probabilities
To quantify significant difference among the Markov chains, the observations are
assigned to a group randomly rather than by their spatial lag. The null hypothesis is that
transition probabilities would be equal to one another, meaning calculating Markov chains by
grouping bridges by spatial lag does not have an effect. If spatial lag did have an effect on the
performance of the bridge itself, then the transition probabilities would differ when observations
were grouped by spatial lag. To quantify difference, the range between the highest and lowest
average condition for each time interval of the Markov chain is calculated. This helps generalize
over studies using a different number of quantiles of spatial lag.
𝑑 = ∑𝑡𝑖 max(𝐵𝑖 ) − min (𝐵𝑖 )

(19)

where 𝐵𝑖 represents the condition levels at time 𝑖. Repeating the random classification many
times yields a reference distribution. Testing the actual statistic versus the reference distribution
creates a pseudo significance value in the same way spatial autocorrelation is tested.
𝑝=

𝑀+1
𝑁+1

(20)

where, 𝑀 is the amount of times you observe a difference greater in magnitude than the actual,
and 𝑁 is the number of randomizations.
Two of the randomizations for Alabama data are shown below. The chains for transition
matrices calculated through randomly grouped bridges, rather than grouping by spatial lag, show
no difference between each other. Essentially, this is a visualization of the Markov chains under
the null hypothesis. Clearly, then the difference seen in the spatially conditioned chains is
extremely unlikely under the null hypothesis.
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Figure 8: One Replication of Markov Chains Under Null Hypothesis Conditions of AL

Figure 9: One Replication of Markov Chains Under Null Hypothesis Conditions of AL

The reference distribution versus the actual statistic shows that we can reject the null
hypothesis, and conclude that spatially conditioned Markov chains by quantile are significantly
different from one another. The pseudo p value is 9.99𝑥10−4 as no permutations ever came close
to the distance observed when the chains were created by grouping spatial lag. This observation
holds for both Alabama and Ohio, and it holds for all four rating types (Figure 10).
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Figure 10: Numerical Permutation Significance Test for Alabama Markov Chains

Spatial Markov Chain
Clustering by Spatial Lag
While areas of high and low spatial lag tend to change over time, there does also exist a
long term solely spatial pattern as seen in the plots of local spatial autocorrelation (Figure 2). The
difference in deterioration resulting from spatial trend is clearly not as pronounced as the spatialtemporal trend, as the temporal effect is lost. However, in the same way the future condition of
the bridge itself is unknown, the performance of its neighbors is also unknown. Thus,
geographical location is the only information available for forecasting. This forecasting can be
done by clustering on location and spatial lag of bridges over all time intervals. The long-term
spatial effect in Alabama bridges is shown by six k-means clusters.
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Figure 11: Spatial Lag Clustered by Region for Each Rating Type of Alabama Bridges

Transition Matrices and Markov Chains
Using these clusters, Markov chains can be created using the empirical methods
previously used. Instead of assigning data to transition matrices by spatial lag by quantile, the
cluster that the bridge is located nearest to is used to determine which transition matrix to assign
the historical bridge’s transition data to. The Markov chains for these clusters still differ,
although not as much, showing location itself has an effect on bridge performance. This also
shows the importance of the temporal component as there is a clear loss in explained variance
when the temporal term is removed from the model.
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Figure 12: Markov chains by location for AL

The north east portion of Alabama consistently performs better than the south west area.
This result is consistent with the Local Spatial Autocorrelation plots that showed hotspots of
deterioration around the coastal areas.
Statistical Significance of Difference in Transition Probabilities
Permutation testing confirms significant difference among Markov chains by
geographical region. While the permutations came closer to the difference in chains from
location conditioned Markov chains, still no permutations came out more different. Thus, the
pseudo p value is still an extremely low 9.99𝑥10−4 .
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Figure 13: Permutation Test for Chains Conditioned by Location Alone for AL
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Section 6: Conclusion
Bridge deterioration has been shown to follow a spatial-temporal deterioration pattern.
There exists significant global spatial autocorrelation, and local spatial autocorrelation changes
over time. Additionally, Markov transition matrices conditioned by quantiles of spatial lag
produce projected deterioration curves that are statistically significantly different from one
another. If bridges did not tend to act similarly to their neighbors, the transition probabilities for
each quantile of spatial lag should have been the same under the null hypothesis. From 1993 to
2016, bridges whose neighbors transitioned at a high percentage in a given year also exhibited
high transition percentages in that year. Bridges whose neighbors transitioned at a low
percentage in a given year also exhibited low transition percentages in that year. Bridges tend to
act similarly to their neighbors, which indicates positive spatial autocorrelation that is
statistically significantly non-spatially random. Furthermore, these areas of spatial patterns
change location with time, indicating a temporal as well as spatial effect.
Although the deterioration pattern changes with both time and space, there still exists a
solely long-term spatial effect. K-means clustering and long term local spatial autocorrelation
maps found areas with consistently high or low spatial lag. Bridge deterioration is observed to be
non-spatially random even in absence of a temporal effect. Although, there is a loss in the
explained variance in bridge deterioration when removing the temporal effect from the model.
Regional context thus plays a part in bridge deterioration. As the transition probability in
the population of bridges is not spatially random, spatial effects must be accounted for in further
study. For future works, spatial-temporal variables such as weather, traffic, maintenance, and soil
should be closely analyzed for correlations with bridge deterioration.
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