Introduction
Our goal in this paper is to give a new estimate for the number of integer lattice points lying in a sphere of radius R centred at the origin. Thus we define
S(R) = #{x ∈ Z Z
3 : ||x|| ≤ R}, and seek an asymptotic formula
with as small an exponent θ as possible. It is known that the error term is Ω(R(log R) 1/2 ), and it is conjectured that it should be O ε (R 1+ε ) for any ε > 0. However the best result established to date is
due to Chamizo and Iwaniec [1] . This sharpened a long standing result, due independently to Chen [3] and Vinogradov [5] , in which the exponent was 4/3. Here we shall build on the method of Chamizo and Iwaniec to obtain the following bound.
Theorem For any ε > 0 we have
The extraneous part in the exponent has been reduced from 29/22−1 = 7/22 to 21/16 − 1 = 5/16. Since the new result may be regarded as being roughly a 2% improvement on (1).
Luckily we are able to use much of Chamizo and Iwaniec's work without major changes. They divide the problem into two parts, one involving the estimation of a three-dimensional exponential sum, and the other involving bounds for an average of real character sums. The key to their advance was the discovery that character sums could be brought into play. Indeed they treat the exponential sum in essentially the same way as Chen and Vinogradov. Following their lead we shall concentrate on the character sums, and provide better bounds, using a mean-value estimate (Lemma 4) obtained recently by the author [4] .
We remark that it seems likely that the methods of this paper might be applied to Gauss's problem of the average of the class number, in much the same way as has been done by Chamizo and Iwaniec [2] . One would then hope to show, in the usual notation, that
for any ε > 0.
The Method of Chamizo and Iwaniec
Following the work of Chamizo and Iwaniec, we may view the estimates of Chen and Vinogradov as arising from a Tauberian argument, in which one approximates S(R) by a sum of the form
with f H (t) = 1 or 0 for t ≤ R and t ≥ R + H respectively, and
Here the parameter H will be taken to lie in the range R −1 ≤ H < 1. The number of solutions of ||x|| 2 = n with x ∈ Z Z 3 is r 3 (n), where r 3 (n) counts representations as a sum of 3 squares. Since r 3 (n) ε n 1/2+ε , it follows that
on re-defining ε.
One may now apply the Poisson summation formula to evaluate S (H) (R) via an infinite series involving terms of the form r 3 (n) exp(2πiR √ n). 
providing that (2) and (3) that
which is the result of Chen and Vinogradov.
The new idea introduced by Chamizo and Iwaniec, was to examine the difference S (H) (R) − S(R), which was previously estimated in (2) by a crude upper bound. Since we may rewrite S(R) as
this leads one to consider sums of the form
where, roughly speaking, one has N = R 2 and K = RH. One can now use Gauss's formula for the number of primitive representations as a sum of three squares, in terms of class numbers. One then obtains an expression for
by applying Dirichlet's class number formula . To be specific, the analysis of Chamizo and Iwaniec [1; pp. 418 & 426], may be used to establish the following relationship.
Lemma 1 Suppose that E(N, K) is a non-negative function, increasing with respect to K. Suppose further that the estimate
and for each of ν = 1, 2, 3, 5 and 6. Then
for 0 < H ≤ 1/3 and R ≥ 1.
Chamizo and Iwaniec show that
is admissable, for any ε > 0. The estimate (4) then produces
When this is combined with (3) the choice H = R −7/11 leads to the bound (1). The remainder of this paper will be devoted to the proof of the following result.
Lemma 2 One may take
in Lemma 1, for any ε > 0.
As above this produces
If we combine this with (3) we now obtain
The choice H = R −5/8 then leads to the estimate claimed in our theorem. We should observe at this point that the error terms in (3) can be improved a little, although the term RH −1/2 remains. It is therefore the terms RH −1/2 in (3) and R 11/6 H 5/6 in (5) that produce the exponent 21/16 in our theorem, rather than the term R 21/16 in (3). Before turning to the proof of Lemma 2 we remark that the Generalized Riemann Hypothesis (or indeed the Generalized Lindelöf Hypothesis) would permit one to take E(N, K) = N ε K 1/2 . As remarked above, improvements on (3) are possible, but it is difficult to see how the term RH −1/2 can be avoided. It therefore appears that an error term ε (R 5/4+ε ) in our theorem is the very best that one can hope for by these methods.
Averages of Real Character Sums: I
By the Pólya-Vinogradov inequality we have
We begin by examining the contribution of square values of m. Following the argument of Chamizo and Iwaniec [1; page 425], we see that this is
We proceed to investigate sums of the form
where Σ * indicates that only non-square values of m are to be included. We observe at the outset that Lemma 2 is trivial unless K ≥ 1, as we henceforth assume. We shall show that, for any positive integer r and any ε > 0 we have
and
We shall use (6) with r = 3 for M ≥ N 1/3 , and (7) for M < N 1/3 . Thus (7) yields
in either case. This clearly suffices for Lemma 2. For the proof of (6) we apply Hölder's inequality to obtain
where
say, so that a v r,ε M ε . We now observe that no two of the characters χ n can be equivalent. For if αβ 2 = αγ 2 both lie in (N, N + K], with β < γ, say, then
which contradicts our initial assumption. We may therefore call on the following result.
Lemma 3 Let χ run over a set of inequivalent real characters of modulus at most Q. Then
This shows that
on re-defining ε if necessary. This proves (6). Lemma 3 is a simple extension of the following bound of the author [4; Corollary 3].
Lemma 4 Let χ run over the set of primitive real characters of modulus at most
For each character χ in Lemma 3 we write χ 0 for the corresponding primitive character, and we let the moduli of χ and χ 0 be qj and q respectively. Then
Since j ≤ Q we deduce that
We may now apply Lemma 4 for each value of d to obtain
Lemma 3 now follows, on re-defining ε.
Averages of Real Character Sums: II
Our second bound for S(K, M ) comes from the following result.
Lemma 5 For any ε > 0 we have
where Σ * * indicates that the integers m are restricted to be square-free.
Since we may remove a factor (−4/m) from the inner sum it suffices to consider
where m must be odd as well as square-free. We may regard ν as fixed, and we take
, so that the condition on n becomes n = 8n + ν with N < n ≤ N + K .
We can now transform the inner sum as
where e(x) = exp(2πix) as usual. We proceed to perform the summations over a and n explicitly. On writing τ m for the Gauss sum, the above then becomes by partial summation, to show that
For the remaining range M/K < b ≤ m/2 we consider only terms involving e(Bb/m), since the treatment of those containing e(Ab/m) is identical. Here we remove the factor cosec(8πb/m) by partial summation, producing
with S m (t) as before. The standard procedure for estimating incomplete Gauss sums shows that S m (t) ε m 1/2+ε . We use this bound both for S m (m/2) and for that part of the integral in which t ≥ M 3/5 . In view of the above results we then obtain the bound
We now proceed to show that
for 1 ≤ t ≤ M . Taken in conjunction with (8), one readily checks that this suffices to establish Lemma 5. In order to establish (9) we begin by applying Hölder's inequality, whence where n = dn and dν ≡ ν (mod 8). We may apply Lemma 5 to the sums over q and n to obtain
as required.
