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I. INTRODUCTION
T HIS paper addresses the problem of synthesis of NonLinear Feedback Shift Registers (NLFSRs) with a guaranteed long period. This problem is known to be notoriously hard. None of the available algorithms is feasible for large NLFSRs.
One of the proposed approaches is to start from a shift register producing several shorter cycles and then to join them into one cycle. Pure cycling registers [1] - [3] , pure summing registers [4] , or LFSRs [5] has been used as a starting point in the previous algorithms.
An alternative approach is to start from a shift register with a known period and to obtain another shift register with the same period by using cross-join pairs [6] . The cross-join pair methods are based on the following idea. The new state cycle is obtained from a given state cycle by first splitting into two cycles, and , and then by joining and back into another cycle. The splitting in done by interchanging the successors of a pair of states, . This pair is called the cross pair. The joining in done by interchanging the successors of another pair of states, , such that and . This pair is called the join pair. Different methods use different strategies for selecting cross and join pairs [7] , [8] .
Helleseth and Kløve [9] proved that the number of cross-join pairs in a maximum length -stage LFSR equals to . This important result provides a theoretical base for constructing -stage NLFSRs with period from maximum length LFSRs. Unfortunately, the problem of choosing a best set of compatible cross-join pairs Manuscript minimizing the circuit complexity of feedback functions of the resulting NLFSR is intractable.
In this paper, we show that the circuit complexity of feedback functions can be easily controlled if we use the Galois instead of the Fibonacci configuration of NLFSRs. We present a method in which the cross-join pairs are determined by a nonlinear function which is added to the input stage of the LFSR. Each assignment of variables for which this function evaluates to 1 acts as a crossing point for the original LFSR cycle. By adding a copy of the same nonlinear function to a later stage of the LFSR, we join the cycles back. Since our method works with Boolean functions rather than with state cycles, it is feasible for large .
The paper is organized as follows. Section II gives a background on FSRs. Section III describes the previous work. Section IV presents our method for constructing NLFSRs. Section V discusses the relation between NLFSRs constructed using the presented approach and nonlinear filter generators. Section VI concludes the paper.
II. PRELIMINARIES
Throughout the paper, we use " " and " " to denote addition and multiplication in . We use to denote the complement of , which is defined by . The Boolean functions are represented using the Algebraic Normal Form (ANF) [10] Its is known that the recurrence relation generated by the feedback function of an -stage LFSR has a characteristic polynomial of degree [11] . If this polynomial is primitive, then the state transition graph of the LFSR consists of two cycles, of length and 1. The cycle of length includes all but all-0 state. The output sequences corresponding to this cycle are called maximum length sequences, or -sequences.
An FSR can be implemented either in the Fibonacci or in the Galois configuration. In the former, the feedback is applied to the input stage of the shift register only, while in the latter the feedback can potentially be applied to every stage. Thus, the Fibonacci configuration is a special case of the Galois configuration.
If the state transition graph of an FSR consist of pure loops, the FSR is called branchless. Branchless FSRs are also referred to as information lossless as one can uniquely run them in reverse [6] . An -stage FSR in the Fibonacci configuration is branchless if an only if the feedback function of its st stage is of type [11] Let be a state of an -stage FSR. The conjugate and the companion of are defined by [1] Every two subsequent states of an FSRs in the Fibonacci configuration overlap in positions. This implies that each state can have only two possible predecessors and two possible successors. The predecessors are conjugates of each others. The successors are companions of each others. The transitions between these four states define an adjacency quadruple associated with the binary -tuple which they have in common (see Fig. 2 ).
Two pairs of states and are called a crossjoin pair if by interchanging the successors of and we split the state cycle into two cycles, and by interchanging the successors of and we join the two cycles back into one cycle [6] . In the traditional cross-join pair based methods, developed for the Fibonacci configuration, and [9] . In the method presented in this paper, , but .
An -stage NLFSR is called uniform if, for some :
where does not depend on the variable . The stage is called the terminal stage [12] .
Let and be feedback functions of the stages and of an -stage NLFSR, respectively. The operation shifting, denoted by , moves a set of ANF monomials from to . The index of each variable in each monomial in is changed to . The following theorem, proved in [12] , describes a sufficient condition for equivalence of NLFSRs before and after shifting. Two NLFSRs are equivalent if their sets of output sequences are equal.
Theorem 1: Given a uniform NLFSR with the terminal stage , a shifting
, results in an equivalent NLFSR if the transformed NLFSR is uniform as well.
III. PREVIOUS WORK
Most of the previous works focused on the synthesis of fulllength NLFSRs with period . Sequences generated by fulllength NLFSRs are usually called de Bruijn sequences [13] . An excellent survey of algorithms for generating de Bruijn sequences given in [6] .
Early algorithms used the circulating register [14] (also referred to as the pure cycling register [15] ) as a starting point. A circulating register is an -stage FSR whose feedback functions are of type for . In other words, the content of the output stage of the register is cycled around to the input stage. This partitions the space of -tuples into cycles, where the sum is over all divisors of the register length and is the Euler's totient function [6] . The circulating register generates state cycles. It is known that, if the feedback function of the input stage of an FSR in the Fibonacci configuration is of type , then the number of its state cycles changes by one as the weight of the truth table of changes by one [6] . So, changing any of the 0s in the truth table of either joins or splits two of the cycles. The cycles of the circulating register cannot be splitted since for this to happen a cycle of length has to contain an even and an odd number of 1s. Therefore, with a single change from 0 to 1 two cycles can be joined together. This idea has been exploited to join cycles in different ways.
Circulating registers were studied by Golomb [11] , Fredricksen [7] and Roth [16] . The number of possible interconnections between these cycles was derived by Mykkelveit [15] and van Lantschoot [14] . Fredricksen [1] have shown how to generate full cycles from a circulating register of length using bits of storage and time steps to produce the next state from a current state. Algorithms using composition to generate full cycles were developed by Fredricksen and Kessler [2] , Etzion and Lempel [4] , and a generalization to -ary sequences was done by Fredricksen and Maiorana [3] and Ralston [17] .
Etzion and Lempel [4] presented an algorithm for the generation of full cycles based on pure summing registers, whose feedback function of the input stage is of type . Their algorithm generates full cycles using bits of storage and time steps to produce the next state from a current state.
Jansen [5] presented an algorithm for joining state cycles arising from an arbitrary shift register. This algorithm is based on the property that, if there exists a state in a cycle and a state in a cycle which is a companion of , then two cycles can be joined by interchanging the predecessors of and . In its essence, the algorithm modifies the original feedback function of the shift register by complementing an entry in its truth table every time it encounters a special state, called the state representative of the cycle. Therefore, the run-time of the algorithm is directly proportional to the time it takes to find cycle representatives. The shorter are the cycles of the original shift register, the faster is the algorithm. Jansen has shown that, if LFSR with short state cycles are used as a starting point, then such an approach makes possible to generate full length sequences using bits of storage and at most time steps for producing the next state from a current state.
An algorithm based on cross-join pairs was proposed by Fredriksen [7] for a class of NLFSRs generating "prefer one" de Bruijn sequences. In a "prefer one" de Bruijn sequence, the -tuple precedes the -tuple for all -tuples except all-0.
A recursive algorithm for generating de Bruijn sequences based on Lempels D-homomorphism was presented by Annexstein [18] . A more efficient, non-recursive algorithm based on Lempels D-homomorphism was given by Chang et al. in [8] . In these algorithms, -variable Boolean functions generating de Bruijn sequence of order are constructed from Boolean functions with a smaller number of variables.
Janicka-Lipska and Stoklosa [19] presented a heuristic algorithm for random generation of feedback functions for fulllength NLFSRs. The algorithm is based on the properties which are derived based on the results of an exhaustive search for feedback functions of full length NLFSRs of up to 6 variables. It is conjectured that these properties hold for functions with a larger number of variables. Chang et al. [20] conjectured that the number of cross-join pairs in maximum length LFSRs equals to . Helleseth and Kløve [9] gave an elegant proof of this conjecture.
IV. CONSTRUCTING NLFSRS FROM LFSRS
The following Theorem describes the basic step of the presented method for constructing -stage Galois NLFSRs with period from -stage maximum length LFSRs. We can see that these transformations result in interchanging pairs of companion states in the LFSR cycle. For each non-0 assignment , two pairs of companion states, and , are interchanged. 
Lemma 1:
Let be an -stage NLFSR constructed using Theorem 2 and be its underlying maximum length LFSR in the Fibonacci configuration. Let and be sequences of the input stages of the and , respectively, of length . If and are initialized to the same state which is neither nor , then
It is important that in Theorem 2 neither nor depend on the variable . Otherwise, the NLFSR after shifting is not uniform and the equivalence to the original LFSR in not guaranteed by Theorem 1. As an example, consider the following 4-stage NLFSR in which depends on the variable : This NLFSR is constructed by adding the nonlinear function to the linear function corresponding to the primitive polynomial . The resulting state cycles are shown in Fig. 5 . Their period is 1.
Note that, in the -stage Galois NLFSRs constructed using Theorem 2, only the rightmost stage has the nonlinear update. Sequences of the remaining stages are shifts of the linear sequence generated by . In general, it is not necessary to shift a copy of to the feedback function of the nd stage, as in Theorem 2. We can shift it to the stages with a lower index. We can also shift its monomials to several different feedback functions. The only requirement is to keep the NLFSR after shifting uniform, in order to preserve its equivalence to the NLFSR before shifting.
By shifting a copy of to the stages with a lower index, we allow more stages of the resulting NLFSR to have a nonlinear update. For example, if the (1) are modified to where , then the Theorem 2 still holds. The above example shows that up to of the NLFSR constructed using the presented method can have a nonlinear update.
By shifting the monomials of to several feedback functions, we can reduce the depth of feedback functions and share common monomials. This leads to faster and smaller NLFSRs [21] . For example, suppose that is even and we use the nonlinear function . Then, we can construct the following NLFSR with period :
Such a distribution of monomials makes possible, in theory, to realize an -stage NLFSR with period using only 2 two-input AND gates and two-input XOR gates. In practice, however, gates have a limited fan-out, i.e., their output can be connected only to a limited number of gate inputs. Note, that the linear function may depend on more variables, but then its variables with indexes larger that 2 have to be shifted down in order to get a uniform NLFSR.
By shifting the monomials of to several feedback functions, we can also obtain a different type of nonlinear update for different stages of the NLFSR. For example, if , the primitive polynomial is , and the nonlinear function is , then we can construct the following NLFSR:
V. RELATION TO NONLINEAR FILTER GENERATORS
A known approach to improving the security of LFSRs is to pass the outputs of selected stages of an LFSR into a nonlinear filtering function which combines them to create a keystream. Such nonlinear filter generators are an important building block in many stream ciphers [22] - [24] .
There is an obvious relation between sequences generated by NLFSRs constructed using the presented approach and nonlinear filter generators. A filter generator using as its filtering function can produce the same sets of sequences as the input stage of an NLFSR constructed using Theorem 2. Furthermore, since the NLFSR contains two copies of , the filter generator will be smaller than the NLFSR.
However, if not only a sequence, but also its shifted versions are required, then NLFSRs will be more hardware-efficient than filter generators. We can use up to stages for shifting the content of the input stage. To obtain the same set of sequences with a nonlinear filter generator, an additional shift register with stages is needed. Since flip-flops are more expensive than gates, this is less efficient than adding a second copy of . For example, in UMC 90 nm CMOS technology, the smallest flip-flop is 3.8 times larger than a two-input AND gate.
As an example, consider the following 100-stage NLFSR: The nonlinear sequence can also be generated using a filter generator based on an LFSR with the primitive polynomial and the filtering function . The cost of such a filter generator is 385. In order to generate the same set of sequences as the NLFSR in the example above, we need to feed the output of the filter generator into a 49-stage shift register which will be storing the sequence and its shifted versions. The cost of the additional shift register is 186. Thus, the overall cost is 571, which is 47% larger than the cost of the NLFSR.
Due to the relation between nonlinear filter generators and NLFSRs, the attacks on filter generators can be adopted to attack NLFSRs constructed using the presented approach (see Golić [25] and Rønjom, Gong and Helleseth [26] for excellent surveys of the various attacks on filter generators). On the other hand, we can make use of the accumulated knowledge on selecting Boolean functions for filter generators [27] and on linear complexity of their sequences [28] , [29] to choose a cryptographically strong function for the NLFSR. Our results provide an alternative way of looking into sequences produced by nonlinear filter generators and might contribute to further understanding of their structure.
VI. CONCLUSION
In this paper, we presented a method for constructing -stage NLFSRs in the Galois configuration with period from maximum length LFSRs. Our method has no time overhead and it has a smaller area overhead compared to the previous approaches based on cross-join pairs. It is feasible for large .
The presented method might be useful for applications that require nonlinear sequences together with a set of their shifted versions, e.g., in the design of correlators for spread spectrum communication systems, global positioning systems, or radar The author would like to thank the anonymous reviewers for their valuable suggestions and comments on the manuscript.
