Diagrams of methods for inducing meiosis after nitrogen depletion (-N) and in continuous nitrogenrich (+N) conditions. To determine origin efficiencies, cells were treated with 12 mM HU at the time of shift to restrictive temperature. (i) Meiosis after nitrogen depletion. Diploid pat1-114 h+ cells were nitrogen-starved in minimal medium (EMM-N) for 16 h at 25 ºC, re-fed nitrogen (0.05% w/v NH4Cl), and shifted to 34 ºC to induce meiosis. Cells were harvested after the end of S phase (4 h after the shift) for array experiments.
(ii) Meiosis in continuous nitrogen-rich conditions. Diploid pat1-114 h+ cells were grown in supplemented minimal medium (EMM4S) at 25 ºC and then treated with M-factor (Dr. Brian Chait, Rockefeller University) for 4.5 h to induce a G1 arrest. At this time, M-factor was removed by filtration and cells were shifted to 34 ºC to induce synchronous meiosis. Cells were harvested after the end of S phase (1 h after the shift) for array analysis. (iii, iv) Diagrams of methods for determining origin efficiencies in vegetative cells after nitrogen starvation (-N) or in nitrogen-rich conditions (+N). Cells were treated with 12 mM HU at the start of the synchronous mitotic cycle. (iii) Haploid or diploid wild type cells were nitrogen-starved for 16 h at 25 ºC, then re-fed nitrogen (0.05% w/v NH4Cl) for re-entry into the mitotic cycle and shifted to 34 ºC (same conditions as in i but in the absence of the pat1-114 mutation). Cells were harvested 4 h after the shift to assess origin usage. (iv) Exponentially growing haploid cdc25-22 cells grown in EMM4S were shifted to 36.5 ºC for 4 h to arrest cells in G2, then shifted down to 25 ºC for synchronous mitotic cycles. For array experiments, cells were harvested 90 min after the return to permissive temperature.
(B) Pre-meiotic replication programs in -N and +N conditions. Genome-wide representation of origin efficiencies in pre-meiotic S phase as determined by microarray analysis of copy number in two conditions: after nitrogen starvation (-N) and in continuous nitrogen-rich conditions (+N) (the graphs represent a detailed view of the data in Fig. 1 ). The geometric mean of continuous windows of five probes was determined for each dataset before averaging dye-swap experiments (see Supplemental Experimental Procedures). The abscissa represents the moving average of the chromosome coordinates for the corresponding groups of probes.
(C) Origin usage in pre-meiotic S phase. Changes in the number of origins (1.1 cutoff for copy number analysis by microarrays, similar to (Heichinger et al., 2006) ) used during pre-meiotic S phase after nitrogen depletion (-N) and in nitrogen-rich medium (+N).
(D) Determination of the length of pre-meiotic S phase. Single-cell analysis of S phase length using fluorescence detection of incorporated thymidine analogues (see Supplemental Experimental Procedures). To determine the duration of S phase, we assumed that each cell in a population takes the same amount of time to attain bulk genome duplication. Making this assumption, we performed labeling experiments in cells undergoing synchronous S phase during mitosis or meiosis (see Fig.  S1A ) to determine at any given time both 1) the total percentage of cells that have already initiated S phase (black squares and lines in i and ii, total labeling) and 2) the percentage of cells still in S phase (open circles and gray lines in i and ii, pulse labeling). The last 10% of cells that enter S phase (gray box on the black line) will also be the last cells to exit S phase (gray box on the gray line). Therefore, the time between S phase entry and exit of this population represents an estimate of the length of S phase (indicated by double-headed arrows). (i) The length of pre-meiotic S phase after nitrogen-starvation is around 50 min (Meiosis (-N)), while it is only around 25 min for nitrogen-rich medium (Meiosis (+N)). T=0 corresponds to the time of shift of pat1-114 diploids to restrictive temperature.
(ii) As a reference, the duration of mitotic S phase in cells synchronized using cdc25-22 (Haploid (+N)) was determined by this method to be 30 min (left panel), consistent with our flow cytometry analysis (right panel) and known estimates of S phase length in these conditions. T=0 corresponds to the time of shift to permissive temperature. (iii) Table summarizing the lengths of S phase in different conditions. Diploid (-N) is a control for S phase length in wild type diploid cells after nitrogen-starvation (raw data not shown) treated as in Fig. S1A (iii). (Cromie et al., 2007; Hyppa et al., 2008) . Both experiments were performed in pat1-114 diploid cells that were first nitrogen-starved, then re-fed nitrogen and induced to undergo meiosis by shift to the restrictive temperature. Samples were collected to assess Rad51 binding 4 h after the shift to restrictive temperature, one hour after the completion of S phase (see Fig. S1A ). The data for Rec12 are taken from the 5 h time point in Dataset S2 of Hyppa et al., 2008 . The same arrays were used as in our experiments, and we have treated the raw data in the same way for both the Rec12 and Rad51 datasets for direct comparison. (C) Sites of increased Rad51 binding during meiosis. The table shows the numbers of identified Rad51 peaks in meiosis after nitrogen starvation (-N) or in nitrogen-rich conditions (+N). Peaks which are only found in nitrogen-rich conditions (+N, Unique) or which show a two-fold or greater increase over nitrogen-depletion (+N, Increased) were identified. The same assessment was performed for sites found only after nitrogen depletion (-N, Unique) or which show a two-fold or more change compared to nitrogen-rich conditions (-N, Increased). Consistent with the lower origin efficiencies across the genome in -N, (Fig. 1A-B) , we found very few Rad51 binding sites that are unique to or increased in -N conditions. For our subsequent analyses (Fig. 2) , we therefore focused only on the enrichment in Rad51 binding in +N conditions. Figure S3 (related to Figures 2, 3, and 4) Changes in Rad51 binding and in recombination frequencies between different replication programs reflect changes in origin efficiencies (A) Correlation between changes in origin efficiencies and the level of Rad51 binding. In contrast to Fig. 2A , which looks at the density of changes in Rad51 binding, this figure directly compares the difference in the levels of Rad51 binding (taking into account peak heights and positions) with changes in origin efficiencies. Top panels: Alterations in origin efficiencies in pre-meiotic S phase as shown in Fig. 2 . The sums of origin efficiencies were determined for continuous ~200 kb windows for pre-meiotic S phase after nitrogen depletion (-N) and in nitrogen-rich conditions (+N). The difference between the two conditions is shown [ (+N) -(-N) ]. Bottom panels: Increases in Rad51 binding along the genome during meiosis in +N as compared to -N. For each condition, peaks of Rad51 binding were identified, and their values were added over continuous ~200 kb windows. The graph represents the subtraction of the values for nitrogen depletion from those for nitrogen-rich medium [ (+N) -(-N)] . The abscissa represents the moving average of the chromosome coordinates for the corresponding ~200 kb windows. These data are complementary and consistent to those in the bottom panel of Fig. 2A. (B) Differences in Rad51 binding in -N and +N meiosis are not correlated with chromatin features associated with meiotic recombination. ChIP-on-chip experiments showing the distribution of histone H3 (top panel) and histone H3 K4 trimethylation (bottom panel) during meiosis after nitrogen-depletion (-N, blue) or in continuous nitrogen-rich conditions (+N, red). The geometric mean of continuous windows of five probes was determined for each dataset. The abscissa represents the moving average of the chromosome coordinates for the corresponding groups of probes, the ordinate shows the levels of H3 or H3 K4 trimethylation. Representative regions of the genome are shown. Despite the minimal differences between the two conditions for both H3 and H3 K4 trimethylation, the datasets were subjected to the same analysis as that performed for Rad51 binding, and we observed no correlations between the changes in Rad51 binding in -N vs. +N and the changes in either histone occupancies or H3 K4 trimethylation (data not shown). Differences found between the -N and +N conditions for these features were in the same range as those observed between biological replicates, suggesting that these were within the noise of the experiments. Our results are consistent with those recently reported in budding yeast, which indicate that H3 K4Me3 has limited predictive power for determining the location and frequency of DSBs (Tischfield and Keeney, 2012) .
(C) Increased Rad51 binding is associated with increased double-strand break formation. Top panel: DSB formation during meiosis after undergoing different programs of pre-meiotic S phase. High molecular weight genomic DNA was isolated from cultures of diploid pat1-114 strains and digested using the NotI restriction enzyme. DNA was then separated by pulsed-field gel electrophoresis and analyzed by Southern blot using a probe for the left end of NotI fragment L on chromosome 1. This fragment shows changes in Rad51 binding between different strains and conditions (bottom panel). The following strains and conditions were analyzed: pat1-114 rec12Δ in nitrogen-rich (+N) and nitrogen depletion (-N) conditions; pat1-114 in nitrogen-rich (+N) and nitrogen depletion (-N) conditions; pat1-114 cells with altered levels of Cdc45 that show reduced origin efficiencies, nitrogen depletion (-N/Cdc45). Approximate molecular weights based on ethidium bromide staining are indicated (data not shown). The asterisk indicates full-length NotI fragment L, and lower molecular-weight bands (1 and 2) represent the results of DSB formation in this fragment. The relative abundance of these smaller fragments between strains and conditions is consistent with our genome-wide Rad51 binding data. (Bottom panel) Changes in Rad51 binding in NotI fragment L between different conditions. Taking an approach similar to that of Fig. S3A , data from ChIP-onchip analyses of Rad51 binding within this NotI fragment were added over continuous ~20 kb windows for each condition, and the graphs represent: (+N) -(-N): subtraction of the values for nitrogen depletion from those for nitrogen-rich conditions; (-N) -(-N/Cdc45): subtraction of the values for nitrogen-depletion in strains with altered Cdc45 (see Fig. 3 and Fig. S4 ) from those for nitrogen depletion. The raw data for Rad51 binding are shown in Fig. S2B and Fig. S4B . The abscissa represents the moving average of the chromosome coordinates for the corresponding ~20 kb windows.
(D) Raw data for the comparisons of recombination frequencies shown in Fig. 4 . Six different sets of markers were analyzed (locations indicated in the diagram). Note that changes in origin efficiencies are shown over ~200 kb windows and take into account differences in both peak amplitudes and numbers in the regions of interest (see Fig. 4 ), providing a view of the overall differences between the two conditions. Regions I-III ("peaks") show strong differences, Regions IV-VI ("troughs") show limited differences. Note that the relatively high change in efficiency of the Region V "trough" is due to the high differences in origin efficiencies in the surrounding areas, which influence the values within the ~200 kb windows. Markers were not selected on chromosome 3 as the differences between peaks and troughs is less pronounced. Meiosis in pat1-114 diploids heterozygous for different sets of markers (one antibiotic resistance cassette on each homologue) was induced after nitrogen-starvation (-N) or in nitrogen-rich medium (+N) as in Fig. S1A . Spores were isolated and tested for crossovers in the indicated intervals using the resistance cassettes. The first and third columns show the number of crossover events detected (recombination generating spores with two antibiotic resistance markers), and the second and fourth columns display the total number of spores scored. These results show that the differences in Rad51 binding between replication programs represent differences not only in the initiation but also the execution of recombination. 
Modulation of Cdc45 levels alters origin efficiencies and induces specific changes in Rad51 binding
(A) Reduction in origin efficiencies by directly affecting the levels of Cdc45, a key pre-initiation complex component. Genome-wide representation of origin efficiencies in pre-meiotic S phase as determined by microarray analysis of copy number in two conditions: after nitrogen starvation (-N, blue) and after nitrogen starvation in strains with altered levels of Cdc45 (-N/Cdc45, green). In -N/ Cdc45 conditions, overexpression of cdc45 results in a prolongation of S phase linked to reduced origin usage across the genome. This likely occurs through a dominant-negative effect of high Cdc45 levels, which may titrate other critical limiting components of the machinery. The geometric mean of continuous windows of five probes was determined for each dataset before averaging dyeswap experiments (see Supplemental Experimental Procedures). The abscissa represents the moving average of the chromosome coordinates for the corresponding groups of probes. This figure displays a more detailed view of Fig. 3A. (B) Rad51 binding to DNA in -N and -N/Cdc45 meiosis. Genome-wide representation of Rad51 binding during meiosis after nitrogen-depletion (-N, blue) or after nitrogen starvation in strains with altered levels of Cdc45 (-N/Cdc45, green). ChIP-on-chip analysis of Rad51 shows a greater number of peaks as well as greater peak heights in -N conditions compared to -N/Cdc45. Each dataset represents the average of two experiments; for each experiment, the geometric mean of continuous windows of five probes was first determined before averaging. The abscissa represents the moving average of the chromosome coordinates for the corresponding groups of probes, and the ordinate shows the level of Rad51 binding.
Supplemental Experimental Procedures
Single-cell analysis of S phase length
!
To determine S phase length, we assumed that all cells in a given population take the same time to complete S phase. Thus, the first and last cells to begin DNA replication will also be the first and last to finish genome duplication, respectively. We used this latter population to determine S phase length by assessing the times at which these cells initiate and complete DNA synthesis. We first established when the last 10% of cells begins replication. For this, we engineered pat1-114 diploids that can incorporate thymidine analogues into newly synthesized DNA (Sivakumar et al., 2004) . These cells were induced to undergo synchronous meiosis in -N or +N conditions. EdU (Invitrogen) was added at the time of temperature shift (total labeling), and time points were taken at the indicated intervals (Fig. S1D ). Cells were fixed in formaldehyde and permeabilized using Triton X-100, and EdU incorporation was assessed using the Click-iT EdU Imaging Kit (Invitrogen). The percentage of labeled cells at each time point was determined by microscopy (n≥200). As EdU is added prior to S phase onset, these curves represent the total percentage of cells that have already initiated or completed replication at any given point in the time course, reaching a plateau when all cells have entered S phase. The time interval at which the last 10% of cells enters S phase is shown in Fig. S1D (gray boxes on the black total labeling curves). Next, we assayed the percentage of cells still undergoing DNA synthesis at any given point. For this, we performed pulse labeling experiments, as this identifies cells actively replicating during the pulse. Similar experiments as above were conducted, except that EdU was only added to aliquots of the culture for 5 min at indicated times (Fig. S1D ). The time interval at which the last 10% of cells finishes S phase is indicated (Fig. S1D , gray box on the gray pulse-labeling curves). The duration of S phase is estimated by the interval between the gray boxes (double-headed arrows). Similar values were obtained using the first 10% of cells to initiate and complete replication (data not shown).
Microarray data analysis
! For origin efficiencies, the geometric mean over five probes was determined for each dye swap hybridization, and the datasets were averaged, reducing the impact of outliers. Analyses performed using the arithmetic mean yielded identical results. At least two biological repeats of each condition were performed, and representative experiments are shown (Fig. 1 ). Origins were identified using Microsoft Excel macros applying the following parameters: 1) a cutoff value of 1.1 for the copy number ratio (HU vs. unreplicated), similar to (Heichinger et al., 2006) ; 2) each peak bp apart, the precise positions of the same peaks can vary slightly between experiments. Therefore, when peaks in two different datasets were less than 8 probes apart, the position of the +N peak was also assigned to the -N peak, consistent with the extent of replication in HU. For the differences in origin efficiencies shown in Fig. 2 , the sums of the matched peak efficiencies over continuous ~200 kb windows were determined for each sample, the values were subtracted and plotted against the moving average of the corresponding chromosome coordinates.
! For Rad51 binding, the geometric mean over five probes of each sample was determined, after which data from two biological repeats were averaged (Fig. S2B) . To identify peaks of Rad51 binding, the following parameters were used: 1) a cutoff value of 1.5 for the ratio of IP vs. input; 2) each peak value must be surrounded by 8 lower values on each side. This 8-probe cutoff was validated by visual inspection of the Rad51 binding profiles. For comparisons of Rad51 binding, the same peak matching protocol as for origins was applied (see above). For Rad51 peak identification and amplitude comparisons, the baselines of the binding profiles in the different conditions were matched (Figs. 2 and 3, Figs. S2C and S3A) . To determine differences in the level of Rad51 binding, the sums of the matched peak values for continuous ~200 kb windows were determined for each sample, subtracted, and plotted against the moving average of the corresponding chromosome coordinates (Fig. S3A) . For identification of changes in Rad51 binding in -N vs. +N (Fig. S2C) , we identified sites where 1) a peak was unique to either condition or 2) the value of the peak showed a greater than two-fold difference in either condition. As we found very few unique or increased Rad51 binding sites in -N compared to +N (Fig. S2C) , we subsequently focused only on the enrichment in +N. A density map showing increases in Rad51 binding in +N ( Fig (Fig. 3B) , we modified the analysis described above. In both conditions, we found large areas of the genome in which active origins are either absent or below our detection threshold. Therefore, we focused our analysis on genomic regions in which we could clearly identify origins in both -N and -N/Cdc45. Furthermore, we took into account the lower origin efficiencies across the genome in -N/Cdc45 (Fig. S4A) , setting the cutoff for origin identification in -N and -N/Cdc45 at 1.05 (copy number ratio, HU vs. unreplicated) and then confirming the selected peaks by visual screening of the microarray data.
!
For analysis of histone occupancy and modifications, we set the cutoff for peak selection for the histone H3 ChIP-on-Chip at 1.0 to be as permissive as possible; the cutoff for H3 K4-trimethylation was kept at 1.5, as for Rad51. Changes in H3 and H3 K4Me3 across the genome between -N and +N were determined as described above for Rad51.
Pulsed-field gel electrophoresis (PFGE)
Cells were treated as in Fig. S1A , and samples were collected after the shift to restrictive temperature at time points corresponding to those used for the genome-wide Rad51 binding experiments: 2h (+N, . The protocol used for the preparation of the DNA plugs is as described in (Ferreira and Cooper, 2001) . Briefly, cells were digested with zymolyase and embedded in a lowmelting agarose plug. The plug was treated with proteinase K for 48 hours, followed by incubation with PMSF. Digestion with NotI restriction enzyme was carried out at 37ºC overnight. DNA was separated on a Bio-Rad CHEF DRIII for 28 hours using the following parameters: 60-120 sec switch time, 120º angle, 6V/cm. Migrated DNA was visualized using ethidium bromide, and gels were transferred for Southern blotting and hybridized with a probe for the left end of NotI fragment L labeled using the Agilent Prime-It kit. A Storm PhosphorImager (Molecular Dynamics) was used for imaging of hybridized blots.
