Dynamic consolidation of virtual machines (VMs) is presented as a significant technique of energy conservation in cloud environments, which can eliminate the hotspot of overloaded hosts and switch the under loaded hosts to sleep mode through live migration of virtual machines. However, since the fact that migrating VM consumes a certain amount of extra resources, the process of reallocation can cause Service Level Agreement (SLA) violations. In this paper, a novel proactive framework which considers both predicted resource utilization and Performance-to-power Ratio (PPR) of heterogeneous hosts is proposed to perform dynamic VM consolidation to achieve balance of performance and energy. More precisely, a workload predictor is proposed based on the modified Weighted Moving Average (WMA) algorithm, representing the support for dynamic resource allocation; a cluster controller is proposed based on reinforcement learning for exploring the optimal matching relationship between resource requests and host at different PPR levels; a resource allocator is designed based on greedy strategy for achieving the trade-off between energy consumption and application performance across the cluster. Moreover, the framework is implemented based on distributed architecture and off-line learning pattern, which are able to not only scale up quickly but also improve the computing efficiency of the system. To validate the effectiveness of the proposed method, we have performed experimental evaluation on CloudSim with real-world workload traces of PlanetLab, and the simulation results demonstrate that it reduces the energy consumption up to 45.25% and effectively deals with high Quality of Service (QoS) requirements and heterogeneous distributed infrastructures in comparison with other competitive approaches.
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I. INTRODUCTION
With the increasing complexity and quick expansion of network application service in recent years, it is urgent to integrate and consolidate the IT infrastructure for the easy centralized monitoring and management, then the total ownership cost can be reduced constantly. Under this context, cloud computing has recently become one of the most popular topics for research, where tenants are allowed to access The associate editor coordinating the review of this manuscript and approving it for publication was Songwen Pei .
to provision resources on-demand by using pay-as-you-go model [1] .
In view of the advantages of cloud computing, as mentioned above, cloud service providers (such as Amazon, Google, Microsoft, Alibaba, etc.) are speeding up to establish large-scale data centers all over the world for their customers. With the rapid growth of the number of data centers, however, the operation costs increase dramatically due to the increasing energy consumption and environmental pollutants. It has been estimated that by the year 2014 infrastructure and energy expenses contributed about 75%, whereas IT contributed just 25% to the total cost of operating a data center [2] . A recent study [3] shows that data centers expend about 3 percent of the world's total electricity, emitting around 200 million metric tons of carbon dioxide. In the US, data centers are predicted to consume 140 billion kWh per year by 2020, resulting in $78 billion per year in electricity bills. As a result, energy conservation has become one of the hotspots in the field of cloud computing.
The dominant reason for the enormous quantities of electrical energy is not just as a consequence of the great number of resources consumption in large-scale data centers and low efficiency of power utilization ratio, but more critically, it is due to the inefficient use of these resources [4] . The authors in [5] found that the hosts' utilization is only maintained at 10-50% of their total capacity by data acquisition from more than 5000 hosts over a 6 months period. Moreover, idle hosts consume approximately 70% of their peak power [6] . Hence, maintaining hosts under loaded is unadvisable in terms of energy consumption. On the other hand, as a result of the varying workloads in applications, keeping the hosts at overloaded status may lead to the QoS requirements of user's application not fulfilled, which results in SLA violations. One effective way to obtain QoS while improving energy efficiency is dynamic VM consolidation. By using the live migration technique [7] the VMs can be dynamically consolidated to the minimum number of physical nodes according to their current resource requirements without suspension, and reduction in energy consumption can be achieved by switching idle nodes to low-power modes [8] . Furthermore, satisfactory performance also can be obtained by moving some of VMs from the overloaded hosts. However, since the applications of tenants often encounter highly variable workloads, aggressive consolidation of VMs can lead to SLA violations when an application experiences an increasing demand. Therefore, efficient resource management in cloud environments is highly significant, and cloud service providers are up against the challenge of energy-performance trade-off.
One disapproval of much of the research on dynamic VMs consolidation process in cloud data centers is that they only concentrate on primitive system characteristics such as CPU utilization, memory and the number of active hosts. These characteristics as the decisive factors when originating their models and approaches, and ignoring the discrepancy in performance-to-power efficiency between heterogeneous infrastructures, can lead to unreasonable consolidation. Latest researches in [9] - [11] reveal that high-PPR hosts consume less power in comparison with low-PPR hosts while having the same workload. In this paper, we compare with previous literature and propose a novel adaptive framework which considers both resource utilization and PPR of heterogeneous hosts for VMs consolidation to achieve the trade-off between energy consumption and application performance. The main contributions of this paper are as follows:
• Proposal of a novel workload prediction model for prediction of resource usage in decision-making. It improves the prediction accuracy by considering the degree of dispersion of resource utilization and reduces the frequency of VMs' migrations caused by abrupt workload peaks.
• Proposal of an off-line cluster control algorithm based on reinforcement learning for exploring the optimal matching relationship between resource requests and hosts under different PPR levels.
• Proposal of a novel resource allocation algorithm by considering PPR of heterogeneous hosts, allocating a VM to a host with both the higher PPR and remaining available computing capacity while ensuring the least increase in energy consumption.
The remainder of this paper is organized as follows. In Section 2, the scope of related works is discussed. The proposed framework of resource consolidation is described in Section 3. Evaluation metrics such as energy consumption, SLA violations (SLAV), energy-SLA violations (ESV), and the total amount of transmitted data are discussed in detail in Section 5. The experimental setup and performance evaluation are described in Section 6. Finally, Section 7 concludes the paper and gives directions for future work.
II. RELATED WORK
There is a wide range of researches that dispose the resource consolidation problem (RCP) for the tradeoff of energy and performance in cloud environments. In this section, previous literature regarding the VM consolidation is discussed.
Since RCP can be formulated as a variable size bin packing problem [10] , [12] - [15] where hosts are conceived as bins and VMs as items, many works that use heuristics to solve the RCP. Beloglazov et al. in [12] divided the process of resource consolidation into four steps: (1) detecting overloaded hosts, (2) determining under loaded hosts, (3) selecting VMs from overloaded hosts and (4) finding new allocation for VMs. They also proposed several adaptive heuristics for all parts: median absolute deviation, interquartile range, local regression for step 1; simple method by only considering CPU utilization for step 2; minimum migration time, random choice and maximum correlation for step 3; power-aware best fit decreasing for step 4. Their experimental results show that the best combination of all the above methods is LR/MMT/SM/PABFD, but its limitation is the only use of the current CPU utilization as the main criterion to decide VMs' migration destinations, which can lead to increasing the number of VMs migration and amount of data transmission in the consolidation process.
On the basis of work in [12] , Horri et al. [14] proposed two algorithms for under loaded host detection and VM allocation, respectively. In the detection phase of the under loaded host, the author modified simple method in [12] by considering number of VMs on the host which consequently have helped to reduce SLA violations. In the VM allocation phase, they have introduced an efficient QoS-aware algorithm that takes into account both host utilization and minimum correlation between the VMs. Similarly, Arianyan et al. [15] introduced a new prediction approach by taking advantage of Moving Average policy for detection of overloaded hosts, and multi-criteria decision making algorithms for selection of VMs. In addition, an effective technique to calculate weights of CPU, RAM and bandwidth is proposed in this paper.
Fard et al. [10] proposed a novel VM consolidation approach to obtain energy, QoS and temperature of the host balance in cloud environments. Different from other researches, they categorized hosts based on operations per second per watt, then calculated the temperature of the optimum host in the data center with a workload of 90%, and picked this temperature as the upper threshold for other hosts. However, the host's temperature is not only related to the workload, but also is related to the lifetime of the hardware, with the aging of the hardware, especially the fan, the temperature of the CPU will rise sharply. Therefore, it is inappropriate to use the temperature as the threshold to perform thermal-aware consolidation in reality.
Some other works used bio-inspired and nature-inspired algorithms, such as PSO [16] , [17] , GA [18] , and ACO [19] , [20] . Sharma and Guddeti [17] focused on the key goals of multi-objective VM allocation based on PSO and VM migration to reduce the energy consumption, resource wastage and SLA violations. Gao et al. [19] proposed a multi-objective ant colony based VMs allocation at the homogeneous data center, which is not realistic in fact. However, the intelligent evolutionary algorithms are sensitive to the parameters, and need artificial adjustment according to the system status. Therefore, the cost of parameter optimization is high, and the completion of better trade-off between multiple objectives is time-consuming, which is not suitable for large-scale Infrastructure as a Service (IaaS) cloud platform.
There are also a few schemes applying predictive frameworks [4] , [21] , [22] . Kusic et al. [27] defined the RCP in heterogeneous data centers as sequence optimization and solved it with limited look ahead control, however, compared with heuristics, the model proposed in this paper needs to adjust configuration parameters based on simulation learning, which is not suitable for the actual production environment of cloud platform. Xiao et al. [21] proposed the dynamic resources allocation using VMs in cloud data center. The limitation of the Xiao's work is that if the load is not predicted appropriately, SLA violation is suffered.
In conclusion, the major disadvantage of all the aforementioned literatures is the lack of consideration for the discrepancy of PPR between heterogeneous infrastructures in resource management. In contrast with those studies, we propose a novel adaptive framework for dynamic resource consolidation according to both the predicted utilization of resources and the PPR of the hosts. In this framework, prediction model is proposed to provide decision support for the real-time and rational allocation of cloud computing resources; the method proposed in [12] is adopted to perform host status detection and VM selection; PPR-aware allocation algorithm is proposed based on reinforcement learning to explore the optimal matching relationship between VM and host.
III. THE PROPOSED FRAMEWORK FOR RESOURCE CONSOLIDATION
The target system of this study is a shared storage cloud platform in IaaS layer with many heterogeneous server clusters. Each cluster consists of the hosts with the same CPU type, and the computing resources for each host include CPU performance defined in Millions Instructions Per Second (MIPS), memory and bandwidth. Users submit requests for provisioning of different types of VMs and through the establishment of SLAs with the cloud service provider the QoS delivered. The provider should pay penalties to users in cases of SLA violations. Based on the scenario requirements above, our proposed dynamic VM consolidation framework consists of four layers: user request, global manager, cluster manager and the shared cloud storage layers, which is shown in Figure 1 .
• User request layer: The user request layer is an interface between cloud service provider and consumers. It is responsible for receiving requests and establishing SLA based on the consumer's preferences. If the SLA negotiation is successful, the user request layer sends the consumer requests to global manager layer.
• Global manager layer: It consists of three key components: Workload Predictor gathers the information from cluster manager and predicts resources utilization of each physical hosts based on the developed prediction model; Resource Consolidator is adopted the model proposed in [12] which is in charge of determining when a host is considered as being overloaded or under loaded and selecting VMs that should be • Cluster manager layer: In our proposed framework, hosts with the same CPU type are divided into the same cluster, each cluster contains a series of resource management components to provide decision support for the real-time and rational allocation of cloud computing resources: Cluster Monitor continuously monitors the host's resource utilization and performs the resizing and migration of VMs according to their resource needs; Learning-based Controller explores the optimal matching relationship between the current CPU utilization (state) of hosts and workload requests (action) based on reinforcement learning technology; Knowledge Database is responsible for storing the decision information acquired by the Learning-based Controller after reinforcement learning.
• Shared cloud storage layer: A shared cloud storage system is employed to save data, facilitates data sharing between all hosts providing users with a shared cloud storage resource, and enables live migration of VMs rapidly.
Algorithm 1 depicts the resource consolidation procedure based on the proposed framework. First, Learning-based Controller in each cluster establishes the sequential decision model for the resource allocation problem according to the energy consumption and PPR data of the host under different workload conditions, then solves the model based on Q (λ)-learning [23] algorithm, and stores the convergent Q-value matrix in the Knowledge Database. After that, during the operation of the cloud computing platform, the Resource Consolidator performs overloaded (or under loaded) hosts detection and VM selection according to the method proposed in [12] , and sends the VM set to be migrated to the Resource Allocator. Finally, Resource Allocator checks the Knowledge Database of different clusters and allocates VMs to appropriate physical hosts based on the proposed resource allocation algorithm, so that the physical hosts after the allocation of VMs are at the highest power level, consequently obtain the tradeoff between energy consumption and applications performance.
Due to the heterogeneity of cloud resources and various applications in the cloud environment, the workload on hosts is dynamically changing over time. It is critical to develop accurate workload prediction models for effective resource management and allocation. Therefore, the main difference between our VM consolidation procedure and the one proposed in [12] is that the values of resources utilization, which are used in the algorithms of VM consolidation, are predicted by using the Workload Predictor rather than based on the current usage. In addition, the proposed Learning-based Controller adopt the offline learning mode, that is, once the energy consumption and PPR data of the host under different load conditions are obtained, reinforcement learning can be carried out, without occupying the computing resources of the cloud computing system during operation, which can effectively reduce the computational complexity of the resource integration algorithm. In the following sections, we discuss the design of the key components for the framework thoroughly includes Workload Predictor, Learning-based Controller, and Resource Allocator.
A. WORKLOAD PREDICTOR
Due to the heterogeneity of cloud resources and varying workloads in applications, the load of hosts in cloud environment is highly time-varying. Workload prediction techniques obtain the status of resource usage in advance to provide decision support for the real-time and rational allocation of cloud computing resources. Dinda [24] found that the change of hosts' utilization is strongly correlated with time by data acquisition from 38 different types of hosts over a 6 months period. This fact prompts us to predict the host load by using the time series prediction models. Moving Average (MA) algorithm is a well-known time series prediction technique that is also used as a type of finite impulse response filter [21] . The performance of this technique is widely evaluated in literature such as [21] , [25] . However, the default MA technique basically builds a simple linear model for forecasting using the current values [15] , and highly sensitive to noise and instantaneous spikes. In order to enhance the robustness and prediction accuracy of the MA algorithm, we propose a modified version of this algorithm by combining with the Median Absolute Deviation (MAD) technique. In descriptive statistics, the MAD is a more robust estimator of scale than the sample variance or standard deviation, as it behaves better with distributions without a mean or variance, such as the Cauchy distribution [12] . We name this improved algorithm as the weighted moving average algorithm based on median absolute deviation (MAD-WMA). MAD-WMA algorithm divides the values of time series into high-value set H and low-value set L by using the medium value M , and mitigates the effect of noise by calculating the average of two separate sets with different value of weight.
Assuming that U r t = u r t−n+1 , . . . , u r t−1 , u r t is a set of history utilization of resource r (such as CPU, memory, bandwidth) at time t, where n denotes the history length and u r t represents the utilization of resource r at time t. We define the predicted utilization value for resource r as follows:
whereû r t+1 represents the predict utilization of resource r at time t + 1; H , L and M denote the higher values, lower values and medium value of the U r t , respectively; the coefficient k represents the weight of the higher values which greater than M in the time series. The main idea of the proposed MAD-WMA algorithm is to predict the workload of hosts precisely depending on the degree of dispersion of CPU utilization which is saved in history. The higher the MAD, the higher the value of weight for higher values set, as the higher the MAD, the more dispersed of the resource utilization, and the more likely the resource utilization will reach 100%.
The computational bottleneck of the prediction model is sorting the historical load data. Since the length of the historical data is relatively small, the quicksort algorithm is adopted, and its worst-case time complexity and space complexity are O l 2 and O (l) respectively, where l denotes the history length. Assuming that the data size of each load record occupies c bytes, then the communication complexity of the WMA can be formulated as O (c * l * m), where m denotes the number of the servers in cloud platform. In this study, since the value of the load data includes five fields: timestamp, server ID, CPU, memory and bandwidth, each field can be expressed as a real number, which is usually occupied a small fixed number of bytes in the computer to store. This means the data size c can be expressed as a fixed constant, and the final communication complexity can thus be expressed as O (l * m).
Regarding the history length l, in real scenarios, although increasing the length of the historical load data will be beneficial to the accuracy of load forecasting, it can be seen from the above complexity analysis that the computational complexity of WMA will increase exponentially with the increase of l, so we suggest that the history length l should not be too large (30 in our experimental). With respect to data size, as we analyzed earlier, the data size of the load can be expressed as a fixed constant, therefore, it will not have a significant impact on the communication complexity of the WMA.
B. LEARNING-BASED CONTROLLER
The design goal of the controller is to achieve the balance between server energy consumption and application performance. Reinforcement learning can learn a management strategy without prior knowledge, which enables us to design a model-free resource allocation control system. Thus, according to the energy consumption and PPR characteristics of the host under different workloads, a sequential decision model for resource allocation problem is established, and the model is solved by using reinforcement learning technology, so that the server consumes the least additional energy consumption and has a higher PPR level after workload allocation. In reinforcement learning, we need to define the state that reflects the current state of the agent, manage the number of actions, and the reward function that represents the effect of executing actions in the state. The output of the reward function is used to take more accurate actions in the next state observation. The following sections present the design of state, actions, and the reward function in our system.
1) STATE
In order to describe the transfer of host resource state as a Markov Decision Processes (MDP) which provides a model for sequential decision making problems faced with adverse uncertainty, the state space S of the MDP can be formulated as Eq. (3), which correspond to N subsequent intervals of the CPU utilization. For instance, if N equals 10, we assign the state 0 to all possible CPU utilization values in the interval [0, 10%), and 2 to CPU utilization values in the range [10, 20%), . . . , N-1 to the CPU utilization within [90%, 100%). In addition, we add an additional state N to the MDP called an absorbing state indicates that the CPU utilization of the host is equal to or greater than 100% when the host is assigned to a load. s = s n , u cpu ∈ 10 * n, 10 * (n + 1)) s 10 , u cpu ≥ 100
2) ACTIONS Agents need to take a set of actions to modify its state in the environment. In resource consolidation procedure, the host state change is due to allocated a certain amount of workload. We will divide the actions based on the amount of load that is allocated to the server. Assuming that the CPU utilization of host h i at time t is u(t) and the state is s i , then the set of subsequent states of s i after executing action a i can be expressed as S ij = s j |j≥i, j ∈ [0, 10] . However, the uncertainty of application load makes action space continuity characteristics, therefore, we need to define a strategy to limit the number of possible actions for each state. The aggregation algorithm solves the above problems to a certain extent, we make all actions transformed from state s i to state s j (s j ∈ S ij ) aggregate into a class of actions a ij , and then the action set A i for state s i can be expressed as A i = a ij |j ≥ i . For example, we call all the actions that cause the server to move from state s 3 to state s 5 an action, namely a 35 . Figure 2 depicts the set of actions corresponding to the entire state set which contains a total of 66 actions, where a ij = 1 indicates the existence of an action a ij that can causes s i to be transferred to s j ; a ij = 0 means that the state s i and s j are not reachable.
3) REWARD
Reinforcement learning requires that the purpose and goal of the system should be formalized in terms of the reward signal to be achieved [26] . Reward r t is an actual scalar value which indicates that the reward an agent receives from the environment when it leaves current state at time t. Although the goal of an agent is to maximize the rewards it receives, it attempts to maximize long-term rewards rather than immediate rewards. Therefore, it's absolutely necessary to set the reward signal that clearly indicates our goal.
The purpose of our study is to achieve the trade-off between system energy consumption and application performance through the proposed resource consolidation method. The energy consumption of the host mainly depends on the CPU utilization [6] , [27] , and the application performance depends on the remaining available computing capacity (RACC) of the host. In this context, we define the immediate reward of each state as the linear weighting of system utility and application utility.
• System Utility model Instead of using an analytical model to measure the power efficiency of a host, we utilize real data on PPR (the number of Server Side Java operations finished during this measurement interval divided by the average active power consumption in that period ) which provided by the results of the SPECpower benchmark [28] . When the host state is transferred from s i to s j , the system utility is expressed as the ratio of server throughput increment to energy consumption increment. 
where 0 ≤ i ≤ j ≤ 10, ssj_ops(s i ) and ssj_ops(s j ) represent the throughput when the host state at s i and s j , respectively, and P(s i ) and P(s j ) represent the energy consumption when the host state is s i and s j , respectively.
• Application Utility model The residual available computing capacity of the host is an important metric for determining whether a host is overloaded, which is an essential evaluation standard to judge whether the application SLA is in violation. Since each host has different CPU characteristics such as frequency and number of cores, it is unreasonable to evaluate the RACC of the host just rely on CPU utilization. In this work, we determine RACC based on the power consumption and PPR as follows:
where 0 ≤ j ≤ 10, P(s 10 ) represents the energy consumption when the host state is s 10 (i.e. CPU utilization of the host is 100%); PPR avg represents the average PPR of a host at different CPU utilization. All of the parameters in Eq. (5) can be obtained by conducting experiments on the host with SPECpower_ssj2008 [28] .
• Comprehensive Utility Function Based on the above models, we define the immediate reward of each state as the linear weighted sum of system utility and application utility as follows: (6) where R s i , s j represents the immediate reward obtained after the host status is transferred from s i to s j .
4) Q-LEARNING (λ)
After defining the state, action and immediate reward of MDP, model free reinforcement learning technology can be used to solve the model. Q-Learning is a widely used reinforcement Learning algorithm, because Q-Learning adopts off-policy evaluation method, which has strong universality and guarantees the comprehensiveness of data and the coverage of all behaviors, so it will not converge to the local optimum.
The iterative formula of Q-Learning algorithm for behavior value function in MDP as shown in Eq. (7):
where, s represents the next state of s under the action of a, and a represents all possible actions after s ; γ is the discount coefficient in the process of value accumulation, which determines the importance of future return relative to current return. α represents the learning rate, and the higher the value, the less the influence of historical training results.
Although Q-Learning algorithm has the global optimal search feature, it only updates the Q (s, a) of the previous step after each action and reward. In contrast, Q-Learning (λ) algorithm stores every step in the path by maintaining an extra E table, so as to ensure that Q (s, a) of all previous steps is updated each time. Therefore Q-Learning (λ) algorithm Take action a, get immediate reward r and next state s 7.
According to the strategy generated in the Q Once the Q-Learning (λ) algorithm converges,Learningbased controller store s the Q-value table into the Knowledge Database, which provides decision support for the Resource Allocator.
C. RESOURCE ALLOCATOR
The objective of the resource allocator is to find a new placement for the VMs to be migrated for minimizing energy consumption due to allocation.
The VM placement can be seen as a multi-capacity binpacking problem [12] , [17] . One popular policy used in [12] is the Power Aware Best Fit Decreasing (PABFD), it sorts all the VM in the decreasing order of their current CPU utilizations, and then allocates each VM to a host that provides the least increase of the power consumption caused by the allocation. However, there is a potential problem in this approach. As mentioned earlier, the lower the PPR of the host is, the lower the performance is, and the more likely it is to become overloaded over the next period of time. The existing PABFD approach does not take into account the host's PPR when allocating the VM, and it is possible to assign a VM to a host with the low PPR but the high workload, which can increase the times of migration.
To obtain the optimal VM placement, we extend the existing PABFD approach by considering PPR of heterogeneous hosts: first, the host in the cluster with the highest PPR is selected as the preferred host for the virtual machine; then, look up the Q-value For example, cluster K has the highest PPR in the data center, which consists of 3 HP ProLiant ML110 G5 hosts. VM i is the VM to be allocated, the current state of 3 hosts h 1 ,h 2 and h 3 is s 1 , s 3 and s 6 respectively, the Q-value table corresponding to cluster K as shown in Table 1 . The value of 0 in table 1 indicates that the corresponding action cannot be performed in this state. Suppose that the state transition of the three hosts after VM i allocation is s 1
−→ s 5 and s 6 a 7 −→ s 7 respectively, according to table 1, the rewards obtained by the 3 hosts after VM allocation are 2.315 > 2.233 > 2.105. It can be seen that in host h 1 , the feedback of VM i allocation action is the highest, and VM i should be allocated to h 1 . If there is no host in cluster K satisfies VM i , check the cluster with the second highest PPR in turn.
The core idea behind is that the high PPR hosts consume less energy per operation against the others and has more resource capacity, which can decrease the frequency of live migration. The pseudo code of the proposed VM allocation algorithm is shown in Algorithm 3. The complexity of the algorithm is O (n × m), where m is the number of hosts and n is the number of VMs that have to be allocated.
IV. EVALUATION METRICS
To evaluate the efficiency of the proposed algorithms, four evaluation metrics are utilized: energy consumption, SLAV, Energy-SLA violations (ESV), and the total amount of transmitted data. These metrics are also used in the [10] , [12] , [14] , [15] , [19] .
A. ENERGY CONSUMPTION
Studies [12] , [27] have shown that the power consumption by hosts can be approximately described by a linear relationship with CPU utilization. The core idea behind this is the power consumption by computing nodes in data centers is mostly determined by the CPU. However, with the development of multi-core CPUs and virtualization, the power consumption ratio of CPU is getting less and less [12] . In addition, modern hosts are typically equipped with large amounts of memory, which begins to dominate the power consumption in a host [29] . This fact combines with the difficulty of modeling power consumption in modern data centers, makes building precise analytical models a complex research problem [12] . Therefore, instead of using an analytical model of power consumption by a server, we utilize real data on power consumption provided by the results of the SPECpower benchmark [28] . Consequently, the total power consumption can be obtained by Eq. (8):
B. LIVE MIGRATION COST
Live migration of VMs allows transferring a VM from source node to destination node without suspension and with a short pause operation. Although the live migration is transparent to end users during a migration, it has a negative influence on the performance of applications that running in the VM. Voorsluys et al. [30] have found that for the class of applications with variable workloads, the average performance degradation including the downtime can be estimated as approximately 10% of the CPU utilization. This means that each migration may result in breached SLAs. In order to quantify the cost of live migrations, the migration time and performance degradation experienced by a VM j are given in Eqs. 9 and 10 which are proposed in [12] , and the total transmitted data during the entire migration is formulated as Eq. (11).
where T m j is the time taken to complete the migration, U d j is the total performance degradation by VM j, Data m is the total amount of transmitted data, t 0 is the time when the migration starts, u j (t) is the CPU utilization by VM j, M j is the amount of memory used by VM j, and B j is the available network bandwidth, n is the number of migrated VMs.
C. SLA VIOLATION
QoS is an extremely important indicator for cloud platform satisfaction. Due to the different applications run by VMs applied by different users, and their requirements on bandwidth, response time, and throughput are different, it is necessary to define a load-independent metric to evaluate the SLA violation (SLAV) for any VMs deployed in the data center [15] . In this work, a modified version of SLAV metric proposed in [12] is defined in Eq. (12) which is calculated by combining the SLA violation Time per Active Host (SLATAH) and Performance Degradation due to Migrations (PDM) as defined in Eq. (13) .
where N is the number of hosts; T s i is the total time during which the host i has experienced the utilization of 100%, leading to an SLA violation; T a i is the total of the host i being in the active state; M is the number of VMs; C d j is the estimate of the performance degradation of the VM j caused by migrations; C r j is the total CPU capacity requested by the VM j during its lifetime.
In a real scenario, however, it is possible that the physical node experiences the workload of 100% but the VM is properly provisioned at the same time. For overcoming this weakness, the author in [15] defined the T s i as the total time during which allocated resource to the VMs is lower than their requested resource. But oversubscription is a common practice in cloud computing, which allows providers to allocate more resources to users than the actual capacity of their hosts, provided that they do not break SLAs. On account of this, we modify the T s i as the total time during which allocated resource to the VM i is lower than their requested resource when the host has experienced the utilization of 100%.
D. ENERGY-SLAV
The objective of the dynamic VM consolidation is to minimize energy and SLA violations. The author in [12] defines a new metric by capturing both energy consumption and the SLA violations to compare the performance of the algorithms with others. They denote energy and SLA violations (ESV) as shown in Eq. (14) .
V. EXPERIMENTS AND ANALYSIS
In this section, we evaluate and analyze the performance of the framework proposed in this paper based on simulation experiment.
A. EXPERIMENTAL SETUP
Since IaaS is the targeted system, it is natural to evaluate the proposed resource allocation algorithms on a large-scale cloud datacenter infrastructure. Due to the difficulty to conduct repeatable large-scale experiments on real infrastructure, simulations have been chosen as the realistic way to evaluate the performance of the proposed algorithms. The CloudSim [31] is a toolkit for modeling and simulating cloud computing, which provides essential classes for describing cloud computing such as computational resources, VMs, cloud users, and management policies. Therefore, we use CloudSim to evaluate the proposed approaches, where it can ensure the repeatability and reproducibility of experiments. In our infrastructure setup which has real configurations, we build a data center with 300 heterogeneous physical machines including 100 HP ProLiant DL360 G6, 100 HP Pro-Liant DL360 G7 and 100 HP ProLiant DL360 Gen9. Characteristics of these machines are presented in Table 2 . The energy consumption data of physical machines are computed based on the power model in Section IV-A. Five types of VMs specifications, which correspond to Amazon EC2 [33] , are used as shown in Table 3 . Due to using a real workload for simulation experiment is significant, we have randomly chosen 10 days' data of CoMon project [32] as our experiment dataset. In the dataset (Table 4 ), VMs' workload trace usage data is reported every 5 minutes from thousands of VMs which come from more than 500 places around the world. During the simulations, each VM is randomly assigned a workload trace from one of the VMs from the corresponding day. The history length of time series used in MAD-WMA policy is equal to 30; The number of iterations of algorithm Q(λ) is set to 100, and the update step coefficient, learning rate and discount coefficient are set λ = 1, α = 0.8, γ = 0.9, respectively.
B. COMPARISON STUDY AND DISCUSSION
To evaluate the performance of the proposed algorithms which named as PPR-RL, three benchmarks which are close to our research were utilized: (1) Local Regression and Minimum Migration Time policy (LR-MMT) [12] , (2) VMbased Dynamic Threshold and Minimum Correlation of Host Utilization policy (VDT-UMC) [14] , (3)Dynamic Threshold Maximum Fit policy (DTH-MF) [10] . These approaches are selected because they are the most popular VM consolidation algorithms at present. Also, they are similar to our research, which consider the four phases of energy aware consolidation process.
C. SIMULATION RESULTS

• Energy Consumption Comparison
The energy consumption metric is shown in Fig. 3 . It can be seen clearly that our proposed approach PPR-RL and DTH-MF have the lowest energy consumption compared with the benchmark solutions in all 10 days. The reason is that these two algorithms take PPR of heterogeneous hosts into account when performing dynamic VM consolidation, thus reduce the number of active hosts which consume more energy against others while doing lowest operation per second and improve the performance to power efficiency of the whole data center. However, the DTH-MF takes the temperature as the upper threshold that is easily affected by the state of hardware and the external environment, which is unsuitable for a real cloud platform. Fig. 4 shows the average energy consumption in these ten days. 
• Live Migration Cost Comparison
The number of VM migrations is shown in Fig. 5 . The VDT-UMC has the least number of VM migrations in total. The number of VM migrations of PPR-RL is smaller than the DTH-MF in most of the conditions while the LR-MMT has the largest number of VM migrations on each workload day. The reason is that VDT-UMC takes the number of VM into account when detecting under loaded hosts while PPR-RL focuses on the RACC of the hosts when allocating VMs which ensures the quality of VM service and consequently reduces the migration frequency of VMs. The results are shown in Fig. 6 can be found as evidence. According to Eq. (13), the more the amount of data transfer, the greater negative impacts on the PDM metric. Although the number of VM migration of algorithm VDT-UMC is the least, the amount of data transfer is much more than that of PPR-RL. Compared with the VDT-UMC, the PPR-RL with an average of 11.56% reduction. Furthermore, compared with the other benchmarks, the amount of data transfer of the PPR-RL cuts down 15.46% (compared to the DTH-MF), and cuts down 32.22% (compared to the LR-MMT).
• SLA Violation Comparison Fig. 7 with Fig. 5 and Fig. 6 , we can make a conclusion that the PPR-RL and VDT-UMC reduced the amount of data transfer and the number of live migration, respectively, and less data or number of live migration means that less value of PDM obtained. Therefore, the SLAV reduced.
• Energy-SLA Violations Comparison
The ESV metric is shown in Fig. 8 . The smaller ESV metric it is, the better result it has. Seen from the figure, the proposed PPR-RL has the least results in most of the conditions while the LR-MMT has the worst values of ESV on each workload day. Especially, the average ESV in these ten days of PPR-RL reduces 37.23% to 53.54% in comparison with VDT-UMC (26.87 × 10-5), DTH-MF (29.31×10-5) and LR-MMT (36.3 × 10-5).
As ESV = E ×SLAV , the better result of PPR-RL in the ESV mainly dues to the excellent energy conservation by comparing with the SLAV metric, which is shown in Fig. 3 . This observation can be also benefited from the fact that MAD-WMA policy has more accurate predictions of the workloads, which significantly improve the output results.
VI. CONCLUSION REMARKS AND FUTURE DIRECTIONS
In this paper, the host consolidation with the trade-off between energy and performance in the heterogeneous data center is studied. Four important metrics in the data center, such as energy consumption, SLA violation, ESV and the total amount of transmitted data are considered for the dynamic consolidation. This study has presented a novel framework for four phases of VM consolidation procedure. In this framework, the host of the same type is classified into the same cluster; the RL-based Controller in each cluster explores the optimal matching relationship between the workload to be allocated and the host based on the current PPR state and the available resource use state of the host; the Resource Allocator allocates VMs to hosts with higher PPR according to the Knowledge Database, therefore, the host efficiency ratio after allocation is the highest and the probability of SLA violation is the lowest. Additionally, one critical advantage of the proposed algorithms is predicting the capacity of the resource through MAD-WMA policy instead of using their current utilization in decision-making process.
The simulation results obtained from comprehensive evaluations with CloudSim toolkit have validated that the proposed PPR-RL is reliable and can significantly reduce the energy consumption compared with the benchmarks while the PPR-RL remaining the SLA violations at a reasonable level.
In future work, we intend to evaluate the proposed algorithms in a real cloud infrastructure such as OpenStack [34] . We also plan to analyze the storage and cooling system cost in a data center.
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