We present calculations of the correlation energies of crystalline solids and isolated systems within the adiabatic-connection fluctuation-dissipation formulation of density-functional theory. We perform a quantitative comparison of a set of model exchange-correlation kernels originally derived for the homogeneous electron gas (HEG), including the recently-introduced renormalized adiabatic local-density approximation (rALDA) and also kernels which (a) satisfy known exact limits of the HEG, (b) carry a frequency dependence or (c) display a 1/k 2 divergence for small wavevectors. After generalizing the kernels to inhomogeneous systems through a reciprocal-space averaging procedure, we calculate the lattice constants and bulk moduli of a test set of 10 solids consisting of tetrahedrally-bonded semiconductors (C, Si, SiC), ionic compounds (MgO, LiCl, LiF) and metals (Al, Na, Cu, Pd). We also consider the atomization energy of the H 2 molecule. We compare the results calculated with different kernels to those obtained from the random-phase approximation (RPA) and to experimental measurements. We demonstrate that the model kernels correct the RPA's tendency to overestimate the magnitude of the correlation energy whilst maintaining a high-accuracy description of structural properties. 
I. INTRODUCTION
insulator famously diverging ∝ 1/k 2 in the limit of small wavevectors k. 37 In this respect it is important to test the validity of applying a model HEG kernel to non-metallic systems.
This work explores the above aspects through a quantitative comparison of model HEG XC-kernels. Within our sample of XC-kernels we include the rALDA, 30 and also a kernel which satisfies exact limits of the HEG, 17 a simple dynamical kernel, 16 and a kernel which has a divergence ∝ 1/k 2 when describing an insulator. 38 For each XC-kernel we use ACFD-DFT to calculate the correlation energy of a test set of 10 crystalline solids and evaluate the lattice constant and bulk modulus, which we then compare to calculations using semilocal functionals and the RPA, and also to experiment. We also provide a demonstrative calculation of the atomization energy of the hydrogen molecule to highlight the importance of spin-polarization. We find that all of the model XC-kernels greatly improve the magnitude of the RPA correlation energy whilst providing a highly accurate description of structural properties.
Our study is organized as follows. In section II we review ACFD-DFT and the role played by the XC-kernel. In particular, we describe the expected behavior of the XC-kernel for the
HEG at certain limits (section II C), introduce our chosen set of model kernels (section II D)
and apply them to the HEG (section II E). For inhomogeneous systems we require a scheme to generalize HEG kernels for a varying density; in section II G we discuss possible schemes and justify the choice made in this work. Section III contains the results of our study, in which we discuss the calculated lattice constants and bulk moduli, absolute correlation energies and the H 2 molecule. Finally in section IV we summarize our results and offer our conclusions.
II. THEORY A. Correlation energies in the ACFD-DFT framework
Here we summarize the essential concepts of ACFD-DFT. Full derivations may be found in original articles 4, 5 or recent reviews, e.g. Refs. 6 and 39.
In ACFD-DFT, a system of fully-interacting electrons is described by a coupling-constant dependent Hamiltonian H(λ). The coupling constant λ takes values between 0 and 1 and defines an effective interaction between electrons as λv c , where v c is the Coulomb interaction.
H(λ = 1) corresponds to the exact Hamiltonian of the fully-interacting system. In addition to the effective Coulomb interaction H(λ) contains a λ-dependent single-particle potential v λ ext , constructed in such a way that the ground-state solution of H(λ) has exactly the same electronic density as the ground-state solution of the fully-interacting (λ = 1) Hamiltonian.
The fixed-density path connecting λ = 0 and 1 defines the "adiabatic connection". Since H(λ = 0) describes a system of non-interacting electrons with a fully-interacting density, v λ=0 ext is readily identified as the Kohn-Sham potential from DFT.
1,2
Invoking the Hellmann-Feynman theorem, integrating with respect to λ along the adiabatic connection and comparing to standard DFT 1 yields an expression for the exchangecorrelation (XC) energy in terms of the operator describing density fluctuations. The fluctuation-dissipation theorem 40 provides the link between this operator and the frequency integral of a response function χ λ . For non-interacting electrons, χ λ=0 ≡ χ KS , the Kohn- Sham response function of time-dependent DFT. 13, 14 The XC-energy is then written as the sum of an "exact" exchange contribution E x and the correlation energy E c , where the latter is given by (in Hartree units):
ds Tr v c (q)(χ λ (q, is) − χ KS (q, is)) .
Equation 1 has been written in a plane-wave basis so that the quantities on the right-hand side are matrices in the reciprocal lattice vectors G and G ′ , and the wavevectors q belong to the first Brillouin zone. The Coulomb interaction is diagonal in a plane-wave representation with elements 4π/|q + G| 2 , and s is a real number corresponding to an imaginary frequency, ω = is.
The link between the interacting and non-interacting response functions is supplied by linear-response theory, 14 which describes the behavior of density n in the presence of a small perturbation:
δn(q, ω) = χ λ (q, ω)δv
The fact that χ λ yields the exact density response at all values of λ allows the link to be made to χ KS through the following integral equation,
where the Hartree-XC kernel f 
The XC-kernel f λ xc describes the change in the XC-potential v λ xc upon perturbing the density, which is a fully nonlocal quantity in time and space: 
B. ACFD-DFT in practice
In a plane-wave basis, the Kohn-Sham response function has the form
where f νk and ε νk represent the occupation factor and energy of the Kohn-Sham state ψ νk , while the pair densities n νk,ν ′ k+q (G) are matrix elements of plane waves, ψ νk |e −i(q+G)·r |ψ ν ′ k+q .
Ω is the volume of the primitive unit cell, and the factor of 2 assumes a spin-degenerate system. From equations 1 and 6 the benefits of the ACFD-DFT are not very obvious; to construct χ KS we require ψ, which means solving the Kohn-Sham equations and thus already obtaining the correlation energy. Furthermore, to solve the integral equation (3) we require the XC-kernel f xc , which arguably is even more complicated than the XC-potential v xc due to its frequency dependence.
However the attraction of ACFD-DFT is that even setting f xc = 0 yields both a nonlocal description of exchange and a nontrivial expression for the correlation energy, namely that obtained from the RPA:
The RPA has been applied across a wide range of physical systems [42] [43] [44] [45] [46] [47] [48] [49] and found to give a markedly improved description of nonlocal correlation effects. Equation 7 is usually applied as a post-processing step to a DFT calculation, analogous to G 0 W 0 corrections to band gaps.
50,51
Based on the success of the RPA it may be hoped that the description of correlation might be further improved by using more sophisticated approximations for f xc . While it turns out that the adiabatic local-density approximation (ALDA) offers little improvement, 27 nonlocal, dynamical and/or energy-optimized approximations for f xc have been found to correct deficiencies of the RPA when calculating the correlation energy of the homogeneous electron gas (HEG).
15-23
We note that a non-self-consistent application of the ACFD-DFT formula might suffer from a dependence on v xc , the exchange-correlation potential used to construct the orbitals forming χ KS . In this respect, a self-consistent scheme is attractive and the subject of current research. [52] [53] [54] [55] However here we do not include any self-consistency and treat f xc as a quantity to be optimized independent of the v xc used to generate χ KS .
56
C. XC-kernels from the homogeneous electron gas
In the same way that the HEG is used to generate approximate XC-potentials, it also forms a natural starting point for approximate XC-kernels. Here we review some properties of the exact XC-kernel of the HEG.
Definitions
The analogue of equation 3 for the HEG is:
All quantities appearing in this equation are scalars, with k = |G + q|. . The local field factor G(k, ω) is related to is also a distinct quantity. However the kernels investigated in this work were derived based on the equivalence of equations 3 and 8 for the HEG, 58 so it is G which is of interest in the current work.
Exact limits
The local-field factor G (and thus f HEG xc ) have been the subject of many theoretical studies (c.f. section IIIC of Ref. 33) , and their behavior at certain limits is known exactly. First, in the long wavelength (k → 0) and static (ω = 0) limit, the HEG XC-kernel reduces to the adiabatic local-density approximation (ALDA):
where
k F = (3π 2 n) 1/3 is the Fermi wavevector for the HEG of density n, and ε c is the correlation energy per electron. The two terms in equation 10 correspond to the exchange and correlation contributions to the ALDA kernel. Equation 9 can be seen either as a consequence of the compressibility sum rule, 33 or more simply by noting that the ALDA should be exact in describing the HEG response to a uniform, static field.
16
Remaining in the static case, but considering small wavelengths (k → ∞) yields
whilst in the long wavelength, high frequency limit
Although we have not written it explicitly, A, B, C and D depend on the density of the HEG, or equivalently on the Fermi wavevector or Wigner radius r s = (3/4πn) 1/3 . Practically A, C and D can be obtained from a parameterization of the HEG correlation energy ε c , while B additionally requires the momentum distribution and on-top pair-distribution function of the HEG. 62 In this work we use the parameterization of ε c and B from Refs. 63 and 64
respectively.
Intermediate k values
In addition to these limits, calculating the correlation energy from equation 1 with R = |r − r ′ |.
The rALDA kernel
The renormalized adiabatic local density approximation (rALDA) 30 XC-kernel is given
where the Heaviside function θ(x) = 1 for x > 0 and zero otherwise. The cutoff wavevector is chosen as 
with the Fourier transform of the Heaviside functions leading to decaying oscillations 
The CDOP kernel
The kernel introduced by Corradini, del Sole, Onida and Palummo (CDOP) in Ref. 17 has the form
where g = B/(A − C), and α and β are density-dependent fitting parameters chosen to best reproduce the local field factor G(k, ω = 0) obtained from the QMC calculations of Ref. 64. Uniquely among the kernels considered here, the CDOP kernel obeys both the k → 0 and k → ∞ limits of the HEG at ω = 0, equations 9 and 11. However as noted above the short-wavelength C term causes the pair-distribution function to diverge. ).
The real-space form of the CDOP kernel is:
We note that the C term in equation 17 produces a δ-function in real-space, while for small R (excluding the δ-function) the XC-kernel diverges as −B/R, such that the Hartree-XC kernel is still divergent as (1 − B)/R.
The CP kernel
A kernel with a simpler functional form was introduced by Constantin and Pitarke (CP)
in Ref. 16 :
Here κ 0 = A/k 2 F , which ensures that the HEG k → 0, ω = 0 limit is satisfied. Like the rALDA kernels, at large wavevectors f CP xc (k) cancels the Coulomb interaction so that f Hxc vanishes. The CP kernel possesses a compact form in real space in terms of the error function:
As R → 0, f CP xc diverges as −1/R and thus yields a finite Hartree-XC kernel in this limit.
The CPd dynamical kernel
With its simple form, the CP kernel is an ideal starting point to explore more complex aspects of f xc , such as its frequency dependence. In Ref.
16, a dynamical kernel was introduced (CPd) by replacing κ 0 appearing in equation 19 with κ ω , i.e.
where for imaginary frequency ω = is,
In Ref.
16 the coefficient c = D/A was chosen to correctly reproduce the k → 0, ω → ∞ limit of the HEG (equation 12), while the relation a = 6 √ c was found to give a good fit to the correlation energy calculated for the HEG using f CPd xc . We note that the CPd kernel varies non-monotonically with frequency in the k → 0 limit. 16 
The JGMs kernel
The limits of the exact kernel discussed in section II C 2 were derived for the HEG, which is metallic. However, the XC-kernel of a periodic insulator is known to behave differently, diverging ∝ 1/k 2 in the k → 0 limit. 36, 37 This limit has been found to play an essential role in the TD-DFT calculation of excitonic effects in optical spectra, leading to the development of kernels which exhibit the same 1/k 2 divergence. 72 were used to connect the k → 0 limit of f xc to ǫ, the dielectric function, as The real-space form of the JGMs kernel is
Equation 24 and Fig. 1 (b) emphasize a unique property of the JGMs kernel: it is long range.
As a result, at large R the Hartree-XC kernel does not reduce to the bare Coulomb kernel but rather to an interaction weakened by a factor exp[−E 2 g /(4πn)].
Coupling-constant dependence
Evaluating the integral over λ in equation 1 requires the f xc kernel at an arbitrary coupling strength. We use the analysis of Ref. 15 to link f λ xc to the fully-interacting kernel through the relation
The scaling of the density can be equivalently stated as λr s or k F /λ. The (exchange-only)
rALDA XC-kernel has the useful property that f
For the JGMs kernel, we have an additional parameter E g . For simplicity, we employ a
equivalent to treating E 2 g /n independent of λ.
Analogy with range-separated RPA
It is interesting to draw comparisons with RPA methods based on the concept of rangeseparation. 
Equation 27 We can focus further on the specific example of the CP XC-kernel (equation 19) , noting that this kernel can be linearized in λ by neglecting the correlation contribution to A in equation 10. Then, v eff = erf(µR)/R, with the "range-separation parameter" µ determined by the density through µ = k F ∼ 1.9/r s . This effective interaction is often found in the range-separated RPA 75 with µ of order unity.
We stress that equations 27 and 28 are exact for any kernel which obeys f λ xc (q) = λf xc (q). Since most of the XC-kernels under study here do not obey this relation, we have not explored equations 27 and 28 further in this work. However for XC-kernels linear in λ 
E. Calculating HEG correlation energies
A standard test of model HEG kernels is to calculate the correlation energy per electron ε c from equations 1 and 8. For a given density r s , ε c can be resolved as an integral over k
The quantityε c (k) can be compared to the Fourier transform of a suitable parameterization of the "exact" correlation hole obtained from Monte Carlo calculations. 15, 67, 68 Alternatively one can compute ε c over a range of densities and compare to the parameterized result. The HEG analysis has been performed a number of times 15,16,30 so we only summarize the key points. The RPA correlation is too negative, while including any of the XC-kernels brings ε c to within 0.1 eV of the exact result. Considering the wavevector decomposition in Fig. 1(c) we find that the dynamical CPd kernel provides the best description of the correlation hole at this density (r s = 4), but below ∼ 1.5k F there is very little difference between any of the XC-kernels and the exact result. Indeed the ALDA (not shown) also provides a good description of the correlation hole at these wavevectors. At larger wavevectors, differences begin to emerge between the kernels, with the CP kernel becoming too negative, the CPd and CDOPs kernels closely following the exact result, and the other kernels too positive.
The rALDA kernels are abruptly cut off atε c (k) = 0, while the CDOP kernel acquires a slowly-decaying positive contribution. The latter behavior is observed to a greater extent in the ALDA, and originates from the locality of the kernels.
15,30
Over the full range of densities [ Fig. 1(d) ], we find that the calculated correlation energy is slightly too positive with the CDOP kernel and too negative with the CP and CDOPs kernels.
Interestingly, CDOPs is closer to the exact result than CDOP, illustrating that removing the part of the CDOP kernel which causes the pair-distribution function to diverge 29 slightly improves the correlation energy. The rALDA kernels fall closest to the exact result across a wide range of densities, and the CPd kernel also provides a good description of the correlation energy. Comparing rALDA and rALDAc, we see that removing the correlation contribution from A in equation 10 decreases the correlation energy per electron by less than ∼0.02 eV across a range of densities.
F. Coupling-constant averaged pair-distribution function
Clearly all of the considered kernels greatly improve the correlation energy of the HEG compared to the RPA. The common characteristics shared by the kernels are that they satisfy the exact k → 0, ω = 0 limit of the HEG (except the rALDA, which neglects the correlation contribution in equation 10) , and that they decay for wavevectors above 2k F . This decay is essential to an accurate description of the energetics of the HEG, with the ALDA (which does not decay at large k), yielding a correlation energy which is too positive. 30 However the fact that we only observe small variations between the kernels considered in Fig. 1(d) indicates that the precise form of this decay is less important.
It is however interesting to consider the coupling-constant averaged pair-distribution func- the Hartree-XC kernel retains a 1/k 2 term at large k. By considering Fig. 1(a) we see that the rALDA, CP and CPd kernels all decay as −4π/k 2 such that their Hartree-XC kernels vanish, so thatε c (k) also quickly tends to zero at large wavevectors [ Fig. 1(c) ]. Thus these kernels cannot describe the cusp.
To illustrate this behavior, in Fig. 2 we plotḡ c (R) calculated at r s = 2 for the different kernels, compared to the RPA and to the parameterization of Refs. 67,68. It is clear that the coupling-constant averaged pair-distribution functions calculated for the rALDA, CP and CPd kernels are far softer than those calculated for the RPA and CDOPs, whose Hartree-XC kernels decay ∝ 1/k 2 . Meanwhile as noted above the local C term of the CDOP kernel causes a divergence inḡ c (R).
The slope of coupling-constant averaged pair-distribution function calculated in the RPA is too steep, while it is improved for CDOPs. In Ref.
29 it was also found that g c (R) calculated for CDOPs agreed well with the exact result. The good performance of the CDOPs kernel for calculations of the pair-distribution function might have been anticipated from the fact that the coefficient B appearing in equation 17 itself is determined from g(R = 0). 64 The above analysis illustrates how the precise large-k behavior of a kernel affects its description of the cusp of g c (R), despite playing a lesser role in the calculation of energetics.
G. Applying HEG kernels to inhomogeneous systems
In order to calculate the correlation energy of an inhomogeneous system through equation 1 we require f xc evaluated in a plane-wave basis, which in general is constructed from the real-space kernel through
where V is the volume of the entire crystal, consisting of N q replicas of the unit cell of volume Ω. The question is how to incorporate into this formalism a model (m) kernel which has the form f m xc (n, k, ω) or f m xc (n, |r−r ′ |, ω). In the case that the system is homogeneous (n(r) = n),
we simply make the substitution f xc (r, r
Alternatively, if the model kernel is fully local (independent of k, e.g. the ALDA), it is natural to choose the local density to construct the kernel, and obtain
However for nonlocal kernels and inhomogeneous systems it is not obvious how one should construct f xc (r, r ′ , ω), except for two requirements. First, an arbitrary model kernel should be symmetric in r and r ′ :
Second, for the JGMs kernel, we require that in the q → 0 limit the head of f xc (i.e. G = G ′ = 0) diverges as 1/q 2 while the wings (G = G ′ = 0) diverge no faster than 1/q (Ref. 37) . As shown below, this second requirement turns out to exclude previous schemes used in ACFD-DFT calculations, which we now briefly review.
Density symmetrization
A symmetric kernel can be obtained by making the following substitution into equation 30:
Here, S is a functional of the density symmetric in r and r ′ , whose possible forms span a wide range of complexity. 
Kernel symmetrization
An alternative approach followed in Ref. 29 is to start from a nonsymmetric form of f xc , which we label f
Inserting f NS xc into equation 30 gives
A symmetric kernel can then be obtained by averaging f NS,GG ′ xc with its Hermitian conjugate,
This procedure can be seen equivalently Since this work is concerned with the comparison of a large number of kernels, we have elected to use equation 38 on the grounds that it is relatively efficient, and can deal with the divergences in the JGMs kernel correctly. However the physical interpretation of the offdiagonal elements arising from the wavevector-symmetrization is not transparent. Although a two-point scheme also suffers from limitations (e.g. the two-point kernel has no knowledge of the medium lying between r and r ′ ), it still remains a more intuitive procedure. The fact that we have to invoke an averaging scheme at all is an undesirable consequence of using HEG kernels to describe inhomogeneous systems. In reality the use of different schemes can only be justified through testing and comparison with experiments or other calculations, such as that performed in Refs. 29-32 and here.
H. Computational details
All calculations in this work were performed using the GPAW code. 82 The Kohn-Sham states and energies used to construct the response function (equation 6) were calculated using the local-density approximation to DFT 1,2,63 within the projector-augmented wave (PAW) framework. 83 We used 6 × 6 × 6 and 12 × 12 × 12 unshifted Monkhorst-Pack When calculating E c the wavefunctions were expanded in a plane-wave basis set up to a maximum kinetic energy of 600 eV. Following previous studies, 31, 46 we used the frozencore approximation but included semicore states for some elements. 85 We note that normconservation was not enforced in the generation of our PAW potentials, while it is reported in Ref.
78 that including norm-conservation might increase the magnitude of the RPA correlation energy and decrease the calculated lattice constants for certain materials. As a result some care should be taken in making comparisons to experiment, although we expect calculations including the XC-kernel to be less sensitive to this convergence issue (section II D 7).
For the matrices representing the response function and kernel, we used a lower planewave cutoff E cut of 400 eV (300 eV for Na and H 2 ), and a q grid matching the Brillouin zone sampling of the ground-state calculation. We truncated the sum-over-states appearing in equation 6 at a number of bands equal to the number of plane waves describing the response function, e.g. ∼700 for Si. Within this approximation, the following extrapolation scheme is commonly used for the RPA correlation energy:
In Ref. 31 it was proposed that the same expression can be applied to the correlation energy calculated with the rALDA kernel. We have tested this expression for each of the kernels in section II D for a set of 10 materials (see section III A). As an example, in Fig. 3 we plot the correlation energy per electron calculated for MgO as a function of E demonstrated by the straight lines, equation 39 apparently gives a good description of the correlation energy calculated for E cut >200 eV for all of the kernels. We have observed the same behavior across the combinations of materials and kernels. Therefore in order to facilitate comparison across the entire test set we will apply equation 39 for all XC-kernels.
We point out that the correlation energy tends to converge faster (shallower lines in Fig. 3) when a nonzero f xc is used, and for calculating structural properties the extrapolation is often unnecessary.
Constructing the XC-kernel with equation 38 is not straightforward due to the dual dependence on G and G ′ . Our current implementation distributes the rows of the f xc matrix among processors before evaluating the integral in equation 38. In the future it may be appropriate to improve performance through an interpolation scheme, as for Refs. 29 and 86.
On the other hand, for the systems studied here the time taken to construct the kernel is small compared to that spent constructing the response function χ KS and inverting equation 3. When constructing the kernel, we use the PAW all-electron density to be consistent with previous work. 87 We used higher plane-wave cutoffs of 800 eV (900 eV for MgO, LiCl and LiF) to evaluate the LDA energies and E x , and used a denser sampling of the Brillouin zone combined with the Wigner-Seitz truncation scheme described in Ref. 88 to calculate E x . We typically obtain converged exchange energies for insulators with a sampling of 10 × 10 × 10, while metals require a denser sampling 88 (e.g. 20 × 20 × 20).
Since the bulk modulus is constructed from derivatives of the energy, it is rather prone to numerical error, to the extent that different code implementations of the same method can yield different results. 89 In this respect one should attach more significance to the calculated lattice constants than bulk moduli, since the former are more robust quantities. However even for the bulk moduli one expects a reduction in error when comparing different XCkernels within the same computational framework.
III. RESULTS AND DISCUSSION

A. Lattice constants and bulk moduli
We have selected a test set of 10 materials, consisting of 3 tetrahedrally-bonded semi- Figure 4 shows the lattice constants and bulk moduli calculated for C, MgO and Al as a function of E −3/2 cut , a quantity inversely proportional to the number of plane-waves describing the response function χ KS and XC-kernel f xc (c.f. Fig. 3) . The quantities at E −3/2 cut = 0 were calculated from E c extrapolated to infinite E cut using equation 39. We also show the values obtained from the LDA and experiment as horizontal lines.
General trends
There are three key observations to be made from Fig. 4 . First, for non-metallic systems the rALDA, rALDAc, CDOPs and CP kernels yield almost identical results, which in turn are very similar to the RPA. Second, the JGMs, CPd and the CDOP kernels (which respectively are long-range, dynamical or have a local term) display distinct behavior. For instance the JGMs kernel predicts smaller lattice constants and larger bulk moduli than the other XCkernels. Finally, all of the XC-kernels show faster convergence with respect to E cut compared to the RPA, as found for the correlation energy (Fig. 3) .
Keeping the above points in mind, we extend this analysis to the full test set and consider each kernel in turn. The entire dataset is given in Fig. 5 and Table I .
LDA, PBE and RPA
The LDA typically underestimates lattice constants and overestimates bulk moduli, while PBE displays opposite behavior. For tetrahedral semiconductors the LDA is difficult to beat, and is by far the most computationally-efficient scheme. Using exact exchange and the RPA correlation energy yields improved bulk moduli and lattice constants (e.g. a mean absolute error in lattice constants of 0.6% compared to 1.2% for the LDA). Apart from Na, the calculated RPA lattice constants are larger than the experimental values, a result also found in Ref. 46 . 
rALDA and rALDAc
For the non-metallic systems, the rALDA and rALDAc kernels produce lattice constants and bulk moduli which are essentially indistinguishable from each other. In turn, these results are in close agreement with the RPA. For metals, one can identify differences between the kernels, although the magnitude of variation is still very small (<0.1%). The close agreement between rALDA and rALDAc confirms that the exchange contribution dominates in equation 10, and supports the use of the exchange-only rALDA kernel.
The rALDA kernels also display the fastest convergence with respect to E cut . Recalling the form of the kernels (equation 14), the components of f Hxc are truncated for wavevectors exceeding the cutoff k c . For a homogeneous system (equation 8), for k ′ > k c , the interacting and non-interacting response functions coincide and therefore the contribution to the correlation energy at these wavevectors vanishes. In inhomogeneous systems, high-density regions (large k c ) give terms that converge like the RPA, but the rALDA convergence is still superior after the kernel averaging procedure (equation 38) is applied.
From this convergence behavior, we conclude that the short-range description of correlation obtained from an XC-kernel like the rALDA is easier to describe in a plane-wave basis than the erroneous short-range behavior of the RPA. This result might have been anticipated from the HEG, where the coupling-constant averaged pair-distribution function calculated for the rALDA is softer than for the RPA (Fig. 2) .
CP and CDOPs
The CP and CDOPs kernels yield lattice constants and bulk moduli which are also very similar to each other across the full range of systems. This behavior can be explained by considering Fig. 1(a) , where it can be seen that f
CDOPs xc lies more negative than f CP xc for k less that ∼ 2k F , and more positive otherwise. The kernel averaging procedure smears out these differences. In particular, there is a negligible effect from modifying the large-k behavior
f CDOPs xc and f CP xc closely follow the rALDA kernels (and the RPA) for non-metallic systems. For metallic systems, differences of order 0.3% can be observed. The most likely reason for this difference is the long-range behavior of the rALDA kernels, which display decaying oscillations, compared to the CDOPs and CP kernels which go to zero more smoothly. The small positive hump displayed by the CDOPs kernel in real space [ Fig. 1(b) ] appears to have little effect on the correlation energy.
CDOP
The CDOP kernel (equation 17) differs from f CDOPs xc by having a local term. This local term has a noticeable effect on the calculated structural properties, with the CDOP kernel predicting slightly smaller and larger lattice constants and bulk moduli, respectively. Indeed the CDOP kernel displays the closest agreement with experimental lattice constants, but performs less well on bulk moduli.
In section II C 4 it was pointed out that the local term in the CDOP kernel leads to a divergent pair-distribution function. The local term may also be expected to introduce convergence problems, as demonstrated for the (entirely local) ALDA kernel. 27, 30 In the current work, we have not found any significant difference in the convergence behavior of the CDOP and CDOPs kernels when calculating lattice constants and bulk moduli for E cut ≤ 400 eV. Only in cases where the RPA correlation energy converges relatively quickly (e.g. Al)
can we observe a slowly-converging positive contribution to the CDOP correlation energy which is reminiscent of that found for the ALDA, c.f. Fig. 3 of Ref. 30. However, unlike for the ALDA, the magnitude of this contribution is very small compared to the RPA-like convergence (e.g. Fig. 3 ).
CPd
The dynamical CPd kernel displays slight differences to its ω = 0 limit, f CP xc . Compared to the static kernels where the range of f xc is fixed by the density, for the CPd kernel the frequency appearing in the denominator of χ KS also affects the range. Interestingly the CPd bulk moduli of insulators are slightly closer to experiment. In other cases we find that the CP and CPd kernels predict similar results except for Na, where the CPd kernel finds a larger lattice constant and smaller bulk modulus, and C, where the CPd lattice constant lies on top of the experimental value.
The CPd results show that even a simple dynamical kernel can predict different struc- 15 Although we do not observe systematic improvement with the CPd kernel, it would be interesting to investigate its performance for systems with a greater degree of inhomogeneity, e.g. molecules and surfaces.
JGMs
The lattice constants calculated with the JGMs kernel for insulating systems display the closest agreement with experiment out of all of the considered kernels, except for the notable example of LiCl, where the JGMs lattice constant is underestimated by 1.4%. However the agreement with experimental bulk moduli is poorer, in some cases (SiC, MgO) worse than the LDA. For metallic systems, the JGMs and CP kernels coincide.
It is important to establish the importance of the value of E g . In the current work we have used the experimental, direct gap (Table II) , but we equally could have chosen the indirect gap, or even defined a more general r-dependent gap function. 98 An alternative option is to make the link to the description of excitons 38, 70 and consider the head (G = G ′ = 0) of f JGMs xc in the q → 0 limit, which can be written as − α /q 2 where Table II ).
The values of α computed from equation 40 for the experimental gaps are given in Table II .
These values can be compared to Ref. 70 , where a long-range (LRC) attractive kernel was introduced as f xc (R) = −α LRC /(4πR). We note that the head of this matrix in reciprocal space in the q → 0 limit coincides with the JGMs kernel with α LRC → α , and also that this single matrix element is considered the most important for the calculation of excitonic effects.
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From Table II We repeated the JGMs kernel calculations using the LRC gaps E eff g , and show the obtained lattice constants in Fig. 6 . The LRC results lie between the lattice constants calculated with the RPA and with the JGMs kernel/experimental gaps, and thus improve the LiCl result.
Comparison of LiCl and LiF demonstrates the nonlinear relation between E eff g and the lattice constant. In both cases the effective gap is reduced by more than 50% from its experimental value, but the effect on the LiCl lattice constant is an order of magnitude larger than for LiF.
The improved agreement of lattice constants with experiment compared to the RPA shows that XC-kernels with long-range components represent an interesting avenue to study. A key question is whether the tendency for the JGMs kernel to favor smaller lattice constants than the RPA is directly related to the fundamental long-range character of the former, or whether it is in fact a consequence of the precise form of the kernel. The strength of the long-range part of the JGMs Hartree-XC kernel is determined by exp(−E 2 g /4πn) (equation 23), which becomes RPA-like in the high density limit and vanishes in the low density limit. The RPA correlation energy is generally negative, while a zero f Hxc implies a zero correlation energy.
Interpolating these two limits implies that a more negative (i.e. stable) JGMs correlation energy will correspond to a higher density, thus favoring a lower lattice constant. This observation also provides an explanation for the varying behavior of the bulk modulus and also the strong nonlinearity in the variation of the lattice constant with band gap, since the energy-volume relation is expected to be sensitive to the relative magnitude of E g and n.
We note that the bootstrap approach 71 is an alternative method of constructing a longrange kernel. Since the bootstrap kernel is constructed from χ KS , using it would avoid both the input of E g and the averaging procedures discussed in section II G. However, it would be necessary to ensure that the bootstrap kernel displayed reasonable behavior in the large k-limit.
B. Absolute correlation energies
In Fig. 7 we show the absolute correlation energy per electron calculated using each of the different kernels for the materials in the test set. Absolute correlation energies are generally considered less robust than properties constructed from energy differences, being more difficult to converge and sensitive to details of the PAW potentials. However one can still perform a comparison between kernels, and look for similarities with the trends observed for the HEG [ Fig. 1(d) ].
The most obvious feature of Fig. 7 is the reduction of absolute correlation energy on moving from the RPA to a nonzero f xc , ranging from 0.1 eV for Na to 0.5 eV for Si. This The calculations were performed at the experimental lattice constant.
change is the same order of magnitude as observed for the HEG. The ordering of the HEG correlation energy calculated with different kernels is also largely preserved, with the CP and CDOPs kernels predicting larger magnitudes than CDOP and the rALDA kernels.
The difference between the rALDA and rALDAc kernels is small, with the rALDA correlation energy being more negative by order 1% or 0.01 eV per electron. The difference between the static and dynamical forms of the CP kernel is an order of magnitude larger, with the static correlation energy being more negative. Meanwhile the removal of the local term in the CDOP kernel increases the magnitude of the correlation energy, with the CDOPs having a more negative correlation energy than CDOP by 5% or 0.05 eV per electron. 
C. Kernel averaging scheme
It is interesting to compare the structural properties and correlation energies calculated using the symmetrized-wavevector averaging scheme (equation 38) to the two-point symmetrized density (equation 34). The latter has previously been implemented for the rALDA, 31 so here we restrict the comparison to this kernel.
Considering the lattice constants first, we typically find a difference of 0.2% between the two methods, with the symmetrized-density values larger than those calculated with the symmetrized-wavevector in most cases. Interestingly the agreement is worse for the bulk moduli, with an average deviation of 6%. The absolute correlation energies also show a larger (4%) deviation, where using the two-point symmetrized density scheme consistently yields more negative rALDA correlation energies than the symmetrized-wavevector scheme,
by an average of 0.04 eV per electron.
To understand the origin of these differences it is necessary to consider the practical implementation of the two-point density average (equation 34). As mentioned in section II G, constructing the kernel in this way involves sampling the 1/R Coulomb interaction in real space. The divergence at R = 0 is replaced with a spherical average of 1/R taken over the volume per point in the real-space grid used to evaluate the integral. 31 The absolute correlation energy is therefore rather sensitive to this grid spacing, and its dependence on volume (i.e. the bulk modulus) will also be difficult to converge.
The symmetrized-wavevector approach only samples the density on the real space grid, and therefore shows a much weaker dependence on the spacing between the grid points. We verified this behavior for diamond C, where the symmetrized-wavevector correlation energy changes by less than 10 −5 eV/electron on reducing the grid spacing from 0.17 to 0.11Å. This is several orders of magnitude faster than the symmetrized-density approach, 31 illustrating a computational advantage of equation 38.
D. Spin and atomization energies: the H 2 molecule
Throughout this study we have not considered any spin-dependence of the XC-kernels.
However, the calculation of atomization or cohesive energies usually requires the description of spin-polarized atoms or molecules. In this section we provide a demonstration of the 
The above quantities are related to equation 1 through the simple substitutions χ → χ ↑↑ and χ KS → χ ↑ KS . Proceeding further requires the spin-polarized form of the Hartree-XC kernel f ↑↑ Hxc (q, ω). To our knowledge, of the XC-kernels studied in this work f ↑↑ Hxc has been derived only for the rALDA, given as: Taking the H and H 2 calculations together yields an rALDA atomization energy of 4.82 eV, which is within 0.1 eV of the experimental value of 4.75 eV. 102 We note that the RPA benefits from substantial error cancellation and yields an atomization energy very close to experiment (4.74 eV, Table III ). However the H 2 molecule is a rather special case, and the RPA usually demonstrates percentage errors of order 10% in atomization energies.
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The rALDA kernel corrects the correlation energies of the individual H 2 and H systems and maintains close agreement with the experimental atomization energy.
In Table III we also present the rALDA correlation energies using the two-point density average, equation 34 . As found in bulk systems, the correlation energies calculated with the two-point density average are more negative (∼ 0.06 eV/electron) than those calculated with the symmetrized wavevector. However the agreement in atomization energies is better than 0.03 eV. We find it encouraging that the symmetrized-wavevector approach gives such similar results to the more intuitive two-point density average when calculating the atomization energy.
We note that if we do not use the spin-polarized form of the kernel (equation 42), we find a correlation energy of -0.17 eV for the H atom and an atomization energy of 4.37 eV.
This value is in significantly worse agreement with experiment than the RPA or even the LDA (4.89 eV), emphasizing the importance of a rigorous treatment of spin. An important direction for further study is the introduction of spin-dependence into kernels derived from the spin-unpolarized HEG.
IV. CONCLUSIONS
We have calculated the correlation energy of a test set of 10 materials within the adiabaticconnection fluctuation-dissipation formulation of density-functional theory (ACFD-DFT).
We used a hierarchy of approximations for the exchange-correlation (XC) kernel f xc , including the random phase approximation (RPA, f xc = 0), the recently-introduced renormalized kernels (rALDA), 31 a kernel which satisfies the exact static limits of the electron gas (CDOP), 17 a model dynamical kernel (CPd) 16 and a kernel which diverges ∝ 1/k 2 in the small-k limit (JGMs). 38 In order to apply homogeneous kernels to inhomogeneous systems we applied a reciprocal space averaging scheme employing wavevector symmetrization.
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For each kernel and material pair we calculated the lattice constant and bulk modulus, and compared our results to previous calculations and experiment.
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For all materials, including a nonzero f xc reduces the magnitude of the correlation energy compared to the RPA by 0.1-0.5 eV per electron. This result mirrors the homogeneous electron gas (HEG), where the RPA correlation energy is too negative by at least 0.3 eV over a wide range of densities. 15 However the variation in correlation energy between each f xc is much smaller, on the scale of 0.01-0.1 eV per electron. Encouragingly the correlation energies calculated with XC-kernels are found to lie very close to diffusion Monte Carlo data available for Si. 99 Furthermore, calculations with XC-kernels display faster basis-set convergence than the RPA due to the suppression of high energy plane-wave components of the Coulomb potential.
Considering lattice constants and bulk moduli, we found only small variations between the RPA and different XC-kernels. In particular, static XC-kernels that only satisfy the k → 0, ω = 0 limit of the HEG (rALDA, CP, CDOPs) produce very similar results. The structural properties calculated with the dynamical CPd kernel are in better agreement with experiment in some cases (e.g. the bulk moduli of non-metallic systems), but the improvement is not systematic (e.g. Na). Satisfying the k → ∞, ω = 0 limit of the HEG (which adds a local term to f xc , e.g. the CDOP kernel) also yields good agreement with experimental lattice constants, despite the kernel having a diverging pair-distribution function.
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Finally, the JGMs kernel predicts a reduction in lattice constants and an increase in bulk moduli for non-metallic systems, bringing the former into closer agreement with experiment.
The current study however cannot distinguish whether this behavior is due to the general long-range −α/(4πR) character of the kernel, 70 or to the density-dependence of α specific to the JGMs model.
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The ACFD-DFT scheme described here clearly involves a number of choices, including (a) the approximation used to generate the noninteracting response function χ KS , (b) the form of f xc (including spin-dependence) and (c) the averaging scheme used to generalize a HEG XC-kernel to an inhomogeneous system. Fixing all factors except (b), as we have done here, points us towards the essential properties of a model f xc . Based on the similar performance of the different XC-kernels, the current work supports the idea that f xc should be kept as simple as possible, i.e. be static, tend to a density-dependent constant at small k and decay ∝ 1/k 2 at large k. In this respect the exchange-only rALDA kernel is attractive, since it scales simply with the coupling constant λ and has good convergence properties. The introduction of additional computational expense and uncertainty associated with a dynamical kernel, a divergence ∝ 1/k 2 at k = 0 or even a local term in f xc is difficult to justify based on the performance of the CPd, JGMs and CDOP kernels for lattice constants and bulk moduli, although each kernel was found to offer improved agreement with experiment in certain cases.
On the other hand, by focusing on the structural properties of bulk solids we have chosen systems where the RPA already performs very well. It is encouraging that the model XC-kernels can maintain this good performance whilst correcting the magnitude of the correlation energy by several eV per atom, but arguably their real test lies in cases where the RPA is less successful. Already the rALDA kernel has been found to improve the description of atomization and cohesive energies 31,32 but a number of challenges remain, particularly in the description of molecular dissociation. 46, 75, 103, 104 The framework described in the current study provides the base for the application of a full range of kernels to these more challenging systems.
