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Abstract We consider the problem of minimizing a convex, separable, nonsmooth
function subject to linear constraints. The numerical method we propose is a block-
coordinate extension of the Chambolle-Pock primal-dual algorithm. We prove con-
vergence of the method without resorting to assumptions like smoothness or strong
convexity of the objective, full-rank condition on the matrix, strong duality or even
consistency of the linear system. Freedom from imposing the latter assumption per-
mits convergence guarantees for misspecified or noisy systems.
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1 Introduction
We propose a randomized coordinate primal-dual algorithm for convex optimization
problems of the form
min
x
g(x) s.t. x ∈ argminz
1
2
‖Az−b‖2. (1)
This is a generalization of the more commonly encountered linear constrained con-
vex optimization problem
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2 Block-coordinate primal-dual method
min
x
g(x) s.t. Ax = b. (2)
When b is in the range of A problem (2) and (1) have the same optimal solutions;
but (1) has the advantage of having solutions even when b is not in the range of A.
Such problems will be called inconsistent in what follows. Of course, the solution
set to (1) can be modeled by a problem with the format (2) via the normal equations.
The main point of this note, however, is that the two models suggest very different
algorithms with different behaviors, as explained in [28] and in Section 2 below.
We do not assume that g is smooth, but this is not our main concern. Our main
focus in this note is the efficient use of problem structure. In particular, we assume
throughout that the problem can be decomposed in the following manner. For x ∈
Rn, A ∈ Rm×n
A = [A1, . . . ,Ap] and g(x) =
p
∑
i=1
gi(xi),
where xi ∈ Rni , ∑pi=1 ni = n, Ai ∈ Rm×ni and gi : Rni → (−∞,+∞] is proper, convex
and lower semi-continuous (lsc). The coordinate primal-dual method we propose
below allows one to achieve improved stepsize choice, tailored to the individual
blocks of coordinates. To this, we add an intrinsic randomization to the algorithm
which is particularly well suited for large-scale problems and distributed implemen-
tations. Another interesting property of the proposed method is that in the absence
of the existence of Lagrange multipliers one can still obtain meaningful convergence
results.
Randomization is currently the leading technique for handling extremely large-
scale problems. Algorithms employing some sort of randomization have been
around for more than 50 years, but they have only recently emerged as the preferred
– indeed, sometimes the only feasible – numerical strategy for large-scale problems
in machine learning and data analysis. The dominant randomization strategies can
be divided roughly into two categories. To the first category belong stochastic meth-
ods, where in every iteration the full vector is updated, but only a fraction of the
given data is used. The main motivation behind such methods is to generate descent
directions cheaply. The prevalent methods SAGA [14] and SVR [23] belong to this
group. Another category is coordinate-block methods. These methods update only
one coordinate (or one block of coordinates) in every iteration. As with stochastic
methods, the per iteration cost is very low since only a fraction of the data is used,
but coordinate-block methods can also be accelerated by choosing larger step sizes.
Popular methods that belong to this group are [31, 18]. A particular class of coordi-
nate methods is alternating minimization methods, which appear to be a promising
approach to solving nonconvex problems, see [1, 5, 21].
To keep the presentation simple, we eschew many possible generalizations and
extensions of our proposed method. For concreteness we focus our attention on the
primal-dual algorithm (PDA) of Chambolle-Pock [10]. The PDA is a well-known
first-order method for solving saddle point problems with nonsmooth structure. It
is based on the proximal mapping associated with a function g defined by proxτg =
(Id+τ∂g)−1 where ∂g(x¯) is the convex subdifferential of g at x¯, defined as the set
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of all vectors v with
g(x)−g(x¯)−〈v,x− x¯〉 ≥ 0 ∀x. (3)
The PDA applied to the Lagrangian of problem (2) generates two sequences
(xk),(yk) via
xk+1 = proxτg(x
k− τAT yk)
yk+1 = yk +σ(A(2xk+1− xk)−b).
(4)
Alternative approaches such as the alternating direction method of multipliers [19]
are also currently popular for large-scale problems and are based on the augmented
Lagrangian of (2). The advantage of PDA over ADMM, however, is that it does
not require one to invert the matrix A, and hence can be applied to very large-scale
problems. The PDA is very similar, in fact, to a special case of the proximal point
algorithm [20] and of the so-called proximal ADMM [39, 16, 2].
Algorithm 1 Coordinate primal-dual algorithm
1: Choose x0 ∈ Rn, σ > 0, τ ∈ Rp++ and set y0 = u0 = σ(Ax0−b).
2: for k = 0,1,2, . . . do
3: xk+1 = xk
4: Pick an index i ∈ {1, . . . , p} uniformly at random.
5: xk+1i = prox τip gi
(xki − τip ATi yk), ti = xk+1i − xki
6: yk+1 = yk +uk +σ(p+1)Aiti
7: uk+1 = uk +σAiti
8: end for
The procedure we study in this note is given in Algorithm 1. The cost per itera-
tion is very low: it requires two dot products Aiti, ATi y
k; and the full vector-vector
operation is needed only for the dual variables yk,uk in steps 6–7. The algorithm
will therefore be the most efficient if m ≤ n. If in particular all blocks are of size
1, that is ni = 1, n = p and Ai is just the i-th column of the matrix A, then Aiti re-
duces to the vector-scalar multiplication and ATi y
k to the vector-vector dot product.
Moreover, if the matrix A is sparse and Ai is its i-th column, then step 7 requires an
update of only those coordinates which are nonzero in Ai. The memory storage is
also relatively small: we have to keep xk, and two dual variables yk, uk. Another im-
portant feature of the proposed algorithm is that it is well suited for the distributed
optimization: since there are no operations with a full primal vector, we can keep
different blocks xi on different machines which are coupled only over dual variables.
We want to highlight that with p = 1 the proposed algorithm indeed coincides
with the primal-dual algorithm of Chambolle-Pock [10]. In fact, in this case it is
not difficult to prove by induction that uk = σ(Axk − b) and hence, yk+1 = yk +
σ(A(2xk+1− xk)−b).
To the best of our knowledge the first randomized extension of Chambolle-Pock
algorithm can be found in [46]. This method was proposed for solving the empirical
risk minimization problem and is very popular for such kinds of problems. However,
it converges under quite restrictive assumptions that never hold for problem (2), see
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more details in Section 2. Another interesting coordinate extension of the primal-
dual algorithm is studied in [17]. This does not require any special assumptions like
smoothness or strong convexity, but, unfortunately, it requires an increase in the di-
mensionality of the problem, which for our targeted problems is counterproductive.
Recently there have also appeared coordinate methods for abstract fixed point
algorithms [13, 22]. Although they provide a useful and general way for developing
coordinate algorithms, they do not allow the use of larger stepsizes — one of the
major advantages of coordinate methods.
There are also some randomized methods for a particular choice of g in (2).
For g ≡ 0 paper [41] proposes a stochastic version of the Kaczmarz method, see
also [25] and a nice review [44]. When g is the elastic net regularization (sum of
l1 and squared l2 norms), papers [27, 38] provide a stochastic sparse Kaczmarz
method. Those methods belong to the first category of randomized methods by our
classification, i.e., in every iteration they require an update of the whole vector.
In [28] the connection between the primal-dual algorithm (4) and the Tseng prox-
imal gradient method [42] was shown. On the other hand, paper [18] provides a
coordinate extension of the latter method for a composite minimization problem.
Based on these two results we propose a coordinate primal-dual method which is
an extension of the original PDA. The key feature of Algorithm 1 is that it requires
neither strong duality nor the consistency of the system Ax = b to achieve good
numerical performance with convergence guarantees. This allows us, for instance,
to recover the signals from noisy measurements without any knowledge about the
noise or without the need to tune some external parameters as one must for lasso or
basis denoising problems [12, 8].
In the next section we provide possible applications and connections to other
approaches in the literature. Section 3 is dedicated to the convergence analysis of
our method. We also give an alternative form of the method and briefly discuss
possible generalizations of the method. Finally, Section 4 details several numerical
examples.
2 Applications
We briefly mention a few of the more prominent applications for Algorithm 1. We
begin with the simplest of these.
Linear programming. The linear programming problem
min
x
〈c, x〉 s.t. Ax = b, x≥ 0 (5)
is a special case of (2) with g(x) = 〈c, x〉+δx≥0(x). In this case g is fully separable.
As a practical example, one can consider the optimal transport problem (see for
instance [37]).
Composite minimization. The composite minimization problem
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min
v
f (Kv)+ r(v), (6)
where both f ,r are convex functions, v ∈Rq, and K ∈Rm×q is a linear operator. For
simplicity assume that both f and r are nonsmooth but allow for easy evaluation
of the associated proximal mappings. In this case the PDA in [10] is a widely used
method to solve such problems. It is applied to (6) written in the primal-dual form
min
v
max
w
r(v)+ 〈Kv,w〉− f ∗(w). (7)
Alternatively, one can recast (6) in the form (2). To see this, let x = (v,w), g(x) =
r(v)+ f (w), and Ax = Kv−w. Then (6) is equivalent to
min
x
g(x) s.t. Ax = 0. (8)
Such reformulation is typical for the augmented Lagrangian method or ADMM [6].
However, this is not very common to do for the primal-dual method, since prob-
lem (7) is already simpler than (8). Although the number of matrix-vector opera-
tions for both applications of the PDA remains the same, in (8) we have a larger
problem: x ∈Rm+q, and the multiplier y ∈Rm instead of v ∈Rq, w ∈Rm. However,
the advantage for formulation (8) over (7) is that the updates of the most expensive
variable x = (v,w) can be done in parallel, in contrast to the sequential update of v
and w when we apply PDA to (7).
Still, the main objection to (8) is that PDA treats the matrix A as a black box
– it does not exploit its structure. In particular, we have λ (A) = λ (K)+ 1 which
globally defines the stepsizes. But in our case A = [K −I ], whose structure is very
tempting to use: for the block w in x = (v,w) we would like to apply larger steps
that come from λ (I) = 1≤ λ (K) (the last inequality is typical). Fortunately, the pro-
posed algorithm does exactly this: for each block the steps are defined only by the
respective block of A. This is very similar in spirit to the proximal heterogeneous
implicit-explicit method studied in [21]. Notice that the paper [35] provides only
the possibility to use different weights for different blocks but it does not allow one
to enlarge stepsizes. In [29] a linesearch strategy is introduced that in fact allows
one to use larger steps, but still this enlargement is based on the inequalities for the
whole matrix A and the vector x. Fercoq and Bianchi [17] propose an extension (co-
ordinate) of the primal-dual method that takes into account the structure of the linear
operator, but this modification requires to increase the dimension of the problem.
Algorithm 1 can be applied without any smoothing of the nonsmooth functions f
and r. This is different from the approach of [46, 32], where the convergence is only
shown when the fidelity term f is smooth and the regularizer r is strongly convex.
Distributed optimization. The aim of distributed optimization over a network
is to minimize a global objective using only local computation and communication.
Problems in contemporary statistics and machine learning might be so large that
even storing the input data is impossible in one machine. For applications and more
in-depth overview we refer the reader to [6, 15, 3, 30] and the references therein.
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By construction, Algorithm 1 is distributed and hence ideally suited for these
types of problems. Indeed, we can assign to the i-th node of our network the block
of variables xi and the respective block matrix Ai. The dual variables y and u reside
on the central processor. In each iteration of the algorithm implemented with this
architecture only one random node is activated, requiring communication of the
current dual vector yk from the central processor in order to compute the update to
the block xi. The node then returns Aiti to the central processor.
The model problem (2) is also particularly well-suited for a distributed optimiza-
tion. Suppose we want to minimize a convex function f : Rm→ (−∞,+∞]. A com-
mon approach is to assign for each node a copy of x and solve a constrained problem
(the product space formulation):
min
x1,...,xp
f (x1)+ · · ·+ f (xp) s.t. x1 = · · ·= xp. (9)
In fact, instead of x1 = · · ·= xp we can introduce a more general but equivalent1 con-
straint Ax = 0, where x = (x1, . . . ,xp) and the matrix A describes the given network.
By this, we arrive at the following problem
min
x
g(x) s.t. Ax = 0, (10)
where g(x) = f (x1)+ · · ·+ f (xp) is a separable convex function. Solving such prob-
lems in a stochastically, where in every iteration only one or few nodes are activated,
has attracted a lot of attention recently, see [24, 17, 4].
Inverse problems. Linear systems remain a central occupation of inverse prob-
lems. The interesting problems are ill-posed and the observed data A, b is noisy,
requiring an appropriate regularization. A standard way is to consider either2
min
x
g(x)+
δ
2
‖Ax−b‖2 or min
x
g(x) s.t. ‖Ax−b‖ ≤ δ , (11)
where g is the regularizer which describes our a priori knowledge about a solution
and δ > 0 is some parameter. The issue of how to choose this parameter is a ma-
jor concern of numerical inverse problems. For the right hand-side problem this is
easier to do: usually δ corresponds to the noise level of the given problem, but the
optimization problem itself is harder than the left one due to the nonlinear con-
straints. Nevertheless, it can be still efficiently solved via PDA. Let y = Ax−b and
h be the indicator function of the closed ball B(0,δ ). Then the above problem can
be expressed as
min
x,y
g(x)+h(y) s.t. Ax− y = b, (12)
1 This means Ax = 0 if and only if x1 = · · ·= xp.
2 The left and right problems are also known as Tikhonov and Morozov regularization respectively.
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which is a particular case of (2). Again the coordinate primal-dual method, in con-
trast to the original PDA, has the advantage of exploiting the structure of the matrix
[A −I ] which allows one to use larger steps for faster convergence of the method.
There is another approach which we want to discuss. In many applications we
do not need to solve a regularized problem exactly, the so-called early stopping
may even help to obtain a better solution. Theoretically, one can consider another
regularized problem: minx g(x) such that Ax = b. Since during iteration we can eas-
ily control the feasibility gap ‖Axk− b‖, we do not need to converge to a feasible
solution x∗, where Ax∗ = b, but stop somewhere earlier. The only issue with such
approach is that the system Ax = b might be inconsistent (and due to the noise this
is often the case). Hence to be precise, we have to solve the following problem
min
x
g(x) s.t. x ∈ argminz
{
f (z) :=
1
2
‖Az−b‖2}. (13)
Obviously, the above constraint is equivalent to the AT Ax = AT b. Fortunately, we
are able to show that our proposed method (without any modification) in fact solves
(13), so it does not need to work with AT A that standard analysis of PDA requires.
Notice that AT A is likely to be less sparse and more ill-conditioned than A.
3 Analysis
We first introduce some notation. For any vector ω = (ω1, . . . ,ωp)∈Rp++ we define
the weighted norm by ‖x‖2ω :=∑ωi‖xi‖2 and the weighted proximal operator proxωg
by
proxωg := (Id+Diag(ω
−1)◦∂g)−1 = (Diag(ω)+∂g)−1 ◦Diag(ω).
The weighted proximal operator has the following characteristic property (prox-
inequality):
x¯ = proxωg z ⇔ 〈Diag(ω)(x¯− z), x− x¯〉 ≥ g(x¯)−g(x) ∀x ∈ Rn. (14)
From this point onwards we will fix
f (x) :=
1
2
‖Ax−b‖2. (15)
Then ∇ f (x) = AT (Ax− b) and its partial derivative corresponding to i-th block
is ∇i f (x) = ATi (Ax− b). Let λ = (λ1, . . . ,λp), where λi is the largest eigenvalue
of ATi Ai, that is λi = λmax(ATi Ai). Then the Lipschitz constant of the i-th par-
tial gradient is ‖Ai‖2 = λi. By Ui : Rn → Rn we denote the projection operator:
Uix = (0, . . . ,xi, . . . ,0). Since f is quadratic, it follows that for any x,y ∈ Rn
f (y)− f (x)−〈∇ f (x),y− x〉= 1
2
‖A(x− y)‖2. (16)
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We also have that for any x, t ∈ Rn
f (x+Uit)= f (x)+〈∇ f (x), Uit〉+ 12‖Aiti‖
2≤ f (x)+〈∇ f (x), Uit〉+ λi2 ‖ti‖
2. (17)
Now since i is a uniformly distributed random number over {1,2, . . . , p}, from the
above it follows
E[ f (x+Uit)]≤ f (x)+ 1p 〈∇ f (x), t〉+
1
2p
‖t‖2λ . (18)
For our analysis it is more convenient to work with Algorithm 2 given below.
It is equivalent to Algorithm 1 when the random variable i for the blocks are the
same, though this might be not obvious at first glance. We give a short proof of this
fact. Notice also that Algorithm 2 is entirely primal. The formulation of Algorithm 2
with p = 1 (not random!) is related to the Tseng proximal gradient method [28, 42]
and to its stochastic extension, the APPROX method [18]. The proposed method
requires stepsizes: σ > 0 and τ ∈Rp++. The necessary condition for convergence of
Algorithms 1 and 2 is, as we will see, τiσ‖Ai‖2 < 1. We have strict inequality for
the same reason that one needs τσ‖A‖2 < 1 in the original PDA.
Algorithm 2 Coordinate primal-dual algorithm (equivalent form)
1: Choose x0 ∈ Rn, σ > 0, τ ∈ Rp++ and set s0 = x0, θ0 = 1.
2: for k = 0,1,2, . . . do
3: zk = θkxk +(1−θk)sk
4: xk+1 = xk, sk+1 = zk
5: Pick an index i ∈ {1, . . . , p} uniformly at random.
6: xk+1i = prox τip gi
(xki − τiσpθk∇i f (zk))
7: sk+1i = z
k
i + pθk(x
k+1
i − xki )
8: θk+1 = 1k+2
9: end for
Let f∗ = min f and S be the solution set of (1). Observe that if the linear system
Ax = b is consistent, then f∗ = 0 and argmin f = {x : Ax = b}. Otherwise, f∗ > 0
and argmin f = {x : AT Ax = AT b}. We will often use an important simple identity:
f (x)− f (x¯) = 1
2
‖A(x− x¯)‖2 (∀x ∈ Rn)(∀x¯ ∈ S). (19)
Proposition 1 If the index i selected at iteration k in step 4 of Algorithm 1 is identi-
cal to the index i selected at iteration k in step 5 of Algorithm 2, then both algorithms
with the same starting point x0 generate the same sequence (xk).
Proof. We show that from Algorithm 2 one can recover all iterates of Algorithm 1
by setting yk = σθk (Az
k− b), uk = σ(Axk− b). Then the proposition follows, since
with ∇i f (x) = ATi (Ax−b) we have
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xk+1i = prox τip gi
(xki −
τiσ
pθk
ATi (Az
k−b)) = prox τi
p gi
(xki −
τi
p
ATi y
k).
Evidently, for k = 0, one has y0 = σ(Az0−b) = σ(Ax0−b) = u0. Assume it holds
for some k ≥ 0. By step 3 in Algorithm 2, we have
Azk+1 = θk+1Axk+1+(1−θk+1)Ask+1 = θk+1(Axk+Aiti)+(1−θk+1)(Azk+ pθkAiti),
where we have used that Axk+1 = Axk +Aiti. Hence,
σ
θk+1
(Azk+1−b)=σ(Axk−b)+ σ
θk
(Azk−b)+σ(p+1)Aiti = uk+yk+σ(p+1)Aiti,
thus yk+1 = σθk+1 (Az
k+1−b). Finally, σ(Axk+1−b) = uk +σAiti = uk+1. uunionsq
We are now ready to state our main result. Since the iterates given by Algorithm 2
are random variables, our convergence result is of a probabilistic nature. Notice
also that equalities and inequalities involving random variables should be always
understood to hold almost surely, even if the latter is not explicitly stated.
Theorem 1. Let (xk),(sk) be given by Algorithm 2, τiσ‖Ai‖2 < 1 for all i= 1, . . . , p,
and S be the solution set of (1). Then
(i) If there exists a Lagrange multiplier for problem (1), then (xk) and (sk) con-
verge a.s. to a solution of (1) and f (xk)− f∗ = o(1/k), f (sk)− f∗ = O(1/k2)
a.s. for the feasibility residual (15).
(ii) If S is a bounded set and g is bounded from below, then almost surely all limit
points of (sk) belong to S and f (sk)− f∗ = o(1/k).
The proof of Theorem 1 is based on several simple lemmas which we establish
first. The next lemma uses the following notation for the full update, xˆk+1, of xk in
the k-th iteration of Algorithm 2, namely
xˆk+1 = proxτ
−1
g/p
(
xk− k+1
p
σ Diag(τ)∇ f (zk)
)
. (20)
Lemma 1. For any fixed x ∈ Rn and any k ∈ N the following inequality holds:
p
2
‖xˆk+1− xk‖2τ−1 +
σ
θk
〈∇ f (zk), xˆk+1− x〉+g(xˆk+1)−g(x)
≤ p
2
‖xk− x‖2τ−1 −
p
2
‖xˆk+1− x‖2τ−1 . (21)
Proof. By the prox-inequality (14) with xˆk+1 given by (20) we have
〈Diag(τ−1)(xˆk+1− xk), x− xˆk+1〉+ σ
pθk
〈∇ f (zk), x− xˆk+1〉 ≥ 1
p
(g(xˆk+1)−g(x)).
(22)
The statement then follows from the identity
10 Block-coordinate primal-dual method
〈Diag(τ−1)(xˆk+1−xk), x− xˆk+1〉= 1
2
‖xk−x‖2τ−1−
1
2
‖xˆk+1−x‖2τ−1−
1
2
‖xˆk+1−xk‖2τ−1 .
uunionsq
The next result provides a bound on the expectation of the residual at the (k+1)th
iterate, conditioned on the kth iterate, which we denote by Ek.
Lemma 2. For any x∗ ∈ S
1
θ 2k
Ek[ f (sk+1)− f∗]≤ 1θ 2k−1
( f (sk)− f∗)− ( f (xk)− f∗)+ 1θk 〈∇ f (z
k), xˆk+1− x∗〉
+
p
2
‖xˆk+1− xk‖2λ . (23)
Proof. First, by (18)
Ek[ f (sk+1)]≤ f (zk)+θk〈∇ f (zk), xˆk+1− xk〉+θ 2k
p
2
‖xˆk+1− xk‖2λ . (24)
Since f is quadratic (15), by (16) we have
f (sk)− f (zk) = 〈∇ f (zk),sk− zk〉+ 1
2
‖A(sk− zk)‖2
=
θk
1−θk 〈∇ f (z
k),zk− xk〉+ 1
2
‖A(sk− zk)‖2. (25)
By (16) and ‖αa+(1−α)b‖2 =α‖a‖2+(1−α)‖b‖2−α(1−α)‖a−b‖2, we have
f∗− f (zk) = f (x∗)− f (zk) = 〈∇ f (zk),x∗− zk〉+ 12‖A(z
k− x∗)‖2
= 〈∇ f (zk),x∗−zk〉+θk( f (xk)− f∗)+(1−θk)( f (sk)− f∗)− 12θk(1−θk)‖A(x
k−sk)‖2.
(26)
Notice that xk− sk = 1θk (sk− zk). Hence, summation of
1−θk
θk
(25) and (26) yields
1−θk
θk
f (sk)− 1
θk
f (zk)+ f∗= 〈∇ f (zk),x∗−xk〉+θk( f (xk)− f∗)+(1−θk)( f (sk)− f∗),
(27)
from which we conclude
1
θ 2k
f (zk)+
1
θ k
〈∇ f (zk),x∗− xk〉= (1−θk)
2
θ 2k
f (sk)+
2−θk
θk
f∗− ( f (xk)− f∗). (28)
Now summing up (24) multiplied by 1θ2k
and (28), and using the identity 1−θkθk =
1
θk−1 ,
we obtain
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1
θ 2k
Ek[ f (sk+1)− f∗]≤ 1θ 2k−1
( f (sk)− f∗)− ( f (xk)− f∗)+ 1θk 〈∇ f (z
k), xˆk+1− x∗〉
+
p
2
‖xˆk+1− xk‖2λ . (29)
uunionsq
The conditional expectations have the following useful representations. Expand-
ing the expectation
Ek[‖xk+1− x‖2τ−1 ] =
p
∑
i=1
τ−1i Ek[‖xk+1i − xi‖2]
=
p
∑
i=1
τ−1i
( 1
p
‖xˆk+1i −x‖2+
p−1
p
‖xˆki −x‖2
)
=
1
p
‖xˆk+1−x‖2τ−1 +
p−1
p
‖xk−x‖2τ−1 .
This yields
Ek
[ p2
2
‖xk+1− x‖2τ−1
]
=
p
2
‖xˆk+1− x‖2τ−1 +
p2− p
2
‖xk− x‖2τ−1 . (30)
Another characterization we use follows similarly, namely
Ek[g(xk+1)] =
p
∑
i=1
( 1
p
gi(xˆk+1i )+
p−1
p
gi(xki )
)
=
1
p
g(xˆk+1)+
p−1
p
g(xk)
which gives
Ek[g(xk+1)] =
1
p
g(xˆk+1)+
(
1− 1
p
)
g(xk). (31)
The next technical lemma is the last of the necessary preparations before proced-
ing to the proof of the main theorem.
Lemma 3. The identity sk+1 = ∑k+1j=0 β
j
k+1x
j holds where the coefficients (β jk+1)
k+1
j=0
are nonnegative and sum to 1. In particular,
β jk+1 =

(1−θk)β jk , j = 0, . . . ,k−1,
pθk−1(1−θk)− (p−1)θk, j = k,
pθk, j = k+1.
(32)
and β kk+1+(p−1)θk = (1−θk)β kk .
Proof. It is easy to prove by induction. For the reference see Lemma 2 in [18]. uunionsq
The proof of Theorem 1 consists of three parts. The first contains an important
estimation, derived from previous lemmas. In the second and third parts we respec-
tively and independently prove (i) and (ii). The condition in (ii) is not restrictive and
often can be checked in advance without any effort. In contrast, verifying strong
duality (existence of Lagrange multipliers) is usually very difficult.
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Proof (Theorem 1). Since τiσ‖Ai‖2 < 1 for all i = 1, . . . , p, there exists ε > 0 such
that τ−1i −σ‖Ai‖2 ≥ ε . This yields for all x ∈ Rn, ‖x‖2τ−1 −σ‖x‖2λ ≥ ‖x‖2ε .
By convexity of g,
g(sk) = g(
k
∑
j=0
β jk x
j)≤
k
∑
j=0
β jk g(x
j) =: gˆk.
Let Fˆk := gˆk +σk( f (sk)− f∗)≥ gˆk +σk( f (sk)− f∗).
By Lemma 3 and (31), it follows
Ek[gˆk+1] = Ek[β k+1k+1 g(xˆ
k+1)]+
k
∑
j=0
β jk+1g(x
j) (33)
= θkg(xˆk+1)+((p−1)θk +β kk+1)g(xk)+
k−1
∑
j=0
β jk+1g(x
j) (34)
= θkg(xˆk+1)+(1−θk)β kk g(xk)+(1−θk)
k−1
∑
j=0
β jk g(x
j) (35)
= θkg(xˆk+1)+(1−θk)
k
∑
j=0
β jk g(x
j) = θkg(xˆk+1)+(1−θk)gˆk. (36)
Let x∗ ∈ S. Setting x = x∗ in (21) and adding to σ times (23) yields
σ
θ 2k
Ek[ f (sk+1)− f∗]≤ σθ 2k−1
( f (sk)− f∗)−σ( f (xk)− f∗)+ p2 ‖x
k− x∗‖2τ−1 (37)
− p
2
‖xˆk+1− x∗‖2τ−1 −
p
2
‖xˆk+1− xk‖2ε − (g(xˆk+1)−g∗). (38)
Summing up (30) with x= x∗, (36) multiplied by 1/θk = (k+1), and (38), we obtain
Ek
[ p2
2
‖xk+1− x∗‖2τ−1 +(k+1)(Fˆk+1−g∗)
]
≤ p
2
2
‖xk− x∗‖2τ−1 + k(Fˆk−g∗)
−σ( f (xk)− f∗)− p2 ‖xˆ
k+1− xk‖2ε . (39)
If the term inside the expectation in (39), Vk(x∗) := p
2
2 ‖xk − x∗‖2τ−1 + k(Fˆk − g∗),
were nonnegative, then one could apply the supermartingale theorem [3] to obtain
almost sure convergence directly. In our case this term need not be nonnegative,
however it suffices to have Vk(x∗) bounded from below. With the assumption that
there exists a Lagrange multiplier u∗, we shall show this.
(i) Let u∗ be a Lagrange multiplier for a solution x∗ to problem (1). Then by
definition of the saddle point we have
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g(sk)−g∗ = g(sk)−g(x∗) ≥ 〈AT Au∗,sk− x∗〉
≥ −‖Au∗‖ · ‖A(sk− x∗)‖=−δ
√
f (sk)− f∗, (40)
where we have used (19) and denoted δ :=
√
2‖Au∗‖. Our goal is to show that
k(Fˆk−g∗) is bounded from below. Indeed
k(Fˆk−g∗) ≥ k(g(sk)−g∗)+σk2( f (sk)− f∗)
≥ σk
2
2
( f (sk)− f∗)+
(
σk2
2
( f (sk)− f∗)−δk
√
f (sk)− f∗
)
. (41)
The real-valued function t 7→ σk22 t2− δkt attains its smallest value − δ
2
2σ at t =
δ
σk .
Hence, we can deduce in (41) that
k(Fˆk−g∗)≥ σk
2
2
( f (sk)− f∗)− δ
2
2σ
≥− δ
2
2σ
. (42)
We can then apply the supermartingale theorem to the shifted random variable
Vk(x∗)+δ 2/(2σ) to conclude that
∞
∑
k=0
σ( f (xk)− f∗)+ p2 ‖xˆ
k+1− xk‖2ε < ∞ a.s.
and the sequence Vk(x∗) converges almost surely to a random variable with distribu-
tion bounded below by − δ 22σ . Thus ( f (xk)− f∗) = o(1/k), limk→∞ ‖xˆk+1−xk‖2ε = 0
and, by the definition of Vk(x∗), the sequence (xk) is pointwise a.s. bounded thus
k(Fˆk−g∗) is bounded above and hence, by (42), f (sk)− f∗ = O(1/k2) a.s.
By the definition of zk in step 3 of Algorithm 2 with θk = 1k+1 , we conclude that
f (zk)− f∗ = O(1/k2) a.s. This yields a useful estimate:
〈∇ f (zk), xˆk+1− x∗〉= 〈AT (Azk−b), xˆk+1− x∗〉= 〈AT A(zk− x∗), xˆk+1− x∗〉
≤ ‖A(zk− x∗)‖‖A(xˆk+1− x∗)‖=
√
( f (zk)− f∗)( f (xˆk+1)− f∗). (43)
Since f (xˆk+1)− f∗→ 0 a.s., we have σθk 〈∇ f (zk), xˆk+1− x∗〉 → 0.
Now consider the pointwise sequence of realizations of the random variables
xk over ω ∈ Ω for which the sequence is bounded. Since these realizations of se-
quences are bounded, they possess cluster points. Let x′ be one such cluster point.
This point is feasible since in the limit f (x′)− f∗ = 0. Writing down inequal-
ity (22) for the convergent subsequence with x = x∗ and taking the limit we obtain
g(x′)≤ g(x∗). Thus the pointwise cluster points x′ ∈ S a.s.
We show next that the cluster points are unique. Again, for the same pointwise
realization over ω ∈ Ω as above, suppose there is another cluster point x′′. By the
argument above, x′′ ∈ S. The point x∗ ∈ S was arbitrary and so we can replace this
by x′. To reduce clutter, denote αk = k(Fˆk−g∗) and denote the subsequence of (xk)
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converging to x′ by
(
xki
)
for i ∈ N and the subsequence converging to x′′ by (xk j)
for j ∈ N. We thus have
lim
k→∞
Vk(x′) = lim
i→∞
Vki(x
′) = lim
i→∞
(
p2
2
‖xki − x′‖2τ−1 +αki) = limi→∞αki (44)
= lim
j→∞
Vk j(x
′) = lim
j→∞
(
p2
2
‖xk j − x′‖2τ−1 +αk j) = ‖x′′− x˜1‖2τ−1 + limj→∞αk j ,
(45)
from which limi→∞αki =
p2
2 ‖x′′− x′‖2τ−1 + lim j→∞ ak j follows. Similarly, replacing
x˜ with x′′, we derive lim j→∞αk j =
p2
2 ‖x˜1−x′′‖2τ−1 + limi→∞αki , from which we con-
clude that x′ = x′′. Therefore, the whole sequence (xk) converges pointwise almost
surely to a solution.
Convergence of (sk). First, recall from Lemma 3 that sk is a convex combination
of x j for j = 0, . . . ,k. Second, notice that for all j, β jk+1→ 0 as k→∞. Hence, by the
Toeplitz theorem (Exercise 66 in [36]) we conclude that (sk) converges pointwise
almost surely to the same solution as (xk). By this, (i) is proved.
(ii) Taking the total expectation E of both sides of (39), we obtain
E
[
Vk+1(x∗)+
p
2
‖xˆk+1− xk‖2ε
]≤ E[Vk(x∗)].
Iterating the above,
E
[ p2
2
‖xk−x∗‖2τ−1 +k(Fˆk−g∗)+
k
∑
i=1
p
2
‖xˆi−xi−1‖2ε
]
≤ p
2
2
‖x0−x∗‖2τ−1 =: C. (46)
Since g(sk)≤ gˆk, one has
E
[ p2
2
‖xk− x∗‖2τ−1 +σk2( f (sk)− f∗)+
k
∑
i=1
p
2
‖xˆi− xi−1‖2ε
]
≤C+E[k(g∗−g(sk))].
(47)
From the above equation it follows that
E
[ p2
2k
‖xk− x∗‖2τ−1 +σk( f (sk)− f∗)
]
≤ C
k
+E[g∗−g(sk)]. (48)
Recall that by our assumption, g is bounded from below: let g(x) ≥ −l for some
l > 0. Thus, from (48) one can conclude that
E[ f (sk)− f∗]≤ Cσk2 +
g∗+ l
σk
.
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This means that almost surely f (sk)− f∗ = O(1/k). Later we will improve this
estimation. Let Ω1 be an event of probability one such that for every ω ∈ Ω1,
f (sk(ω))− f∗ = O(1/k).
Boundedness of (sk). First, we show that (si(ω))i∈I with I = {i : g(si) < g∗}
is a bounded sequence for every ω ∈ Ω1. For this we revisit the arguments from
[40, 28]. By assumption the set S = {x : g(x) ≤ g∗, f (x) ≤ f∗} is nonempty and
bounded. Consider the convex function ϕ(x) = max{g(x)− g∗, f (x)− f∗}. Notice
that S coincides with the level setL (0) of ϕ:
S =L (0) = {x : ϕ(x)≤ 0}.
Since L (0) is bounded, the set L (c) = {x : ϕ(x) ≤ c} is also bounded for any
c∈R. Fix any c≥ 0 such that f (sk(ω))≤ c for all k and ω ∈Ω1. Since g(si)−g∗ <
0≤ c for i ∈I , we have that for every ω ∈Ω1, si(ω) ∈L (c), which is a bounded
set. Hence, (si(ω))i∈I is bounded for every ω ∈Ω1.
Note that from (47) we have a useful consequence: both sequences (x j), (xˆ j −
x j−1) with j /∈I are pointwise a.s. bounded. From this it follows immediately that
for j /∈ I , (x j − x j−1) is pointwise a.s. bounded as well. Hence, there exists an
event Ω2 of probability one such that x j(ω), (x j− x j−1)(ω) are bounded for each
ω ∈Ω2. We now restrict ourselves to points ω ∈Ω1∩Ω2. Clearly, the latter set has
a probability one. Let Mω be such a constant that, for ω ∈Ω1∩Ω2
‖si(ω)‖ ≤Mω ∀i ∈I
‖(x j +(n−1)(x j− x j−1))(ω)‖ ≤Mω ∀ j /∈I .
(49)
We prove by induction that the sequence (sk(ω)) is bounded, hence (sk) is point-
wise a.s. bounded. Suppose that for index k, ‖sk(ω)‖ ≤ Mω . If for index k+ 1,
g(sk+1(ω)) < g∗ then we are done: k + 1 ∈ I and hence, ‖sk+1(ω)‖ ≤ Mω .
If g(sk+1(ω)) ≥ g∗, then (k + 1) /∈ I . By the definition of sk in Algorithm 2,
sk+1 = θk(nxk+1− (n−1)xk)+(1−θk)sk, and hence
‖sk+1‖ ≤ θk‖xk+1+(n−1)(xk+1− xk)‖+(1−θk)‖sk‖,
which shows that ‖sk+1(ω)‖ ≤Mω . This completes the proof that sk(ω) is bounded
and hence (sk) is pointwise a.s. bounded.
Convergence of (sk). Recall that a.s. f (sk)− f∗ =O(1/k). Hence, all limit points
of sk(ω) are feasible for any ω ∈Ω1∩Ω2. This means that for every ω ∈Ω1∩Ω2,
liminfk→∞ g(sk(ω)) ≥ g∗. If one assumes that there exist an event Ω3 of non-zero
probability such that for every ω ∈ ⋂3i=1Ωi, limsupk→∞ g(sk(ω))> g∗, then taking
the limit superior in (48), one obtains a contradiction. This yields that almost surely
limk→∞ g(sk)= g∗ and hence, almost surely all limit points of (sk) belong to S. Using
the obtained result, we can improve the estimation for f (sk)− f∗. Now from (48) it
follows that almost surely f (sk)− f∗ = o(1/k). uunionsq
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3.1 Possible generalizations
Strong convexity. When g is strongly convex in (2), the estimates in Theorem 1
can be improved and in case (ii) the convergence of (sk) to the solution of (2) can
be proved. For this one needs to combine the proposed analysis and the analysis
from [28].
Adding the smooth term and ESO. Instead, of solving (2), one can impose more
structure for this problem:
min
x
g(x)+h(x) s.t. Ax = b, (50)
where in addition to the assumptions in Section 1, we assume that h : RN → R is a
smooth convex function with a Lipschitz-continuous gradient ∇h. In this case the
new coordinate algorithm can be obtained by combining analysis from [18] and
[28]. The expected separable overapproximation (ESO), proposed in [18], can help
here much more, due to the new additional term h.
Parallelization. For simplicity, our analysis has focused only on the update of one
block in every iteration. Alternatively, one could choose a random subset of blocks
and update all of them more or less by the same logic as in Algorithm 1. This is
one of the most important aspects of the algorithm that provides for fast imple-
mentations. The analysis of such extension will involve only a bit more tedious ex-
pressions with expectation, for more details we refer again to [18], where this was
done for the unconstrained case: minx g(x)+ h(x). More challenging is to develop
an asynchronous parallel extension of the proposed method in the spirit of [34], but
with the possibility of taking larger steps.
4 Numerical experiments
This section collects several numerical tests to illustrate the performance of the pro-
posed methods. Computations3 were performed using Python 3.5 on a standard lap-
top running 64-bit Debian GNU/Linux.
4.1 Basis pursuit
For a given matrix A∈Rm×n and observation vector b∈Rm, we want to find a sparse
vector x† ∈ Rn such that Ax† = b. In standard circumstances we have m n, so the
linear system is underdetermined. Basis pursuit, proposed by Chen and Donoho
[11, 12], involves solving
3 All codes can be found on https://gitlab.gwdg.de/malitskyi/coo-pd.git
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min
x
‖x‖1 s.t. Ax = b. (51)
In many cases it can be shown (see [9] and references therein) that basis pursuit is
able to recover the true signal x† even when m n.
A simple observation says that problem (51) fits well in our framework. For given
m,n we generate the matrix A ∈ Rm×n in two ways:
• Experiment 1: A is a random Gaussian matrix, i.e. every entry of A drawn from
the normal distributionN (0,1). A sparse vector x† ∈Rn is constructed by choos-
ing at random 5% of its entries independently and uniformly from (−10,10).
• Experiment 2: A = RΦ , where Φ ∈ Rn×n is the discrete cosine transform and
R ∈ Rm×n is the random projection matrix: Rx randomly extracts m coordinates
from the given x. A sparse vector x† ∈ Rn is constructed by choosing at random
50 of its entries among the first 100 coordinates independently from the normal
distributionN (0,1). The remaining entries of x† are set to 0.
For both experiments we generate b = Ax†. The starting point for all algorithms
is x0 = 0. For all methods we use the same stopping criteria:
‖Axk−b‖∞ ≤ 10−6 and dist(−AT yk,∂‖·‖1(xk))∞ ≤ 10−6.
For given A and b we compare the performance of PDA and the proposed meth-
ods: Block-PDA with nblock = n/w blocks of the width w each and Coo-PDA with
every single coordinate as a block. In the first and the second experiments the width
of blocks for the Block-PDA is w = 50.
The numerical behavior of all three methods depends strongly on the choice of
the stepsizes. It is easy to artificially handicap PDA in comparisons with almost
any algorithm: just take very bad steps for PDA. To be fair, for every test problem
we present the best results of PDA among all with steps σ =
1
2 j‖A‖ , τ =
2 j
‖A‖ , for
j = −15,−14, . . . ,15. Instead, for the proposed methods we always take the same
step σ =
1
2 jnblock
, where we set j = 11 for the first experiment and j = 8 for the
second one.
Table 1 Comparison of PDA, Block-PDA and Coo-PDA for problem (51). Experiment 1
Algorithm m = 1000, n = 4000 m = 2000, n = 8000 m = 4000, n = 16000
epoch CPU epoch CPU epoch CPU
PDA 777 24 815 89 829 333
Block-PDA 108 4 103 12 107 51
Coo-PDA 79 2 73 7 94 34
Tables 1 and 2 collect information of how many epochs and how much CPU time
(in seconds) is needed for each method and every test problem to reach the 10−6 ac-
curacy. The term “epoch” means one iteration of the PDA or nblock iterations of the
18 Block-coordinate primal-dual method
coordinate PDA. By this, after k epochs the i-th coordinate of x will be updated on
average the same number of times for the PDA and our proposed method. The CPU
time might be not a good indicator, since it depends on the platform and the im-
plementation. However, the number of epochs gives an exact number of arithmetic
operations. This is a fair benchmark characteristic.
Concerning the stepsizes, we reiterate that the PDA was always taken with the
best steps for every particular problem: for the first experiment (when A is Gaus-
sian), the parameter j was usually among 4,5,6,7. For the second experiment, the
best values of j were among 0, . . . ,6.
Table 2 Comparison of PDA, Block-PDA and Coo-PDA for problem (51). Experiment 2
Algorithm m = 1000, n = 4000 m = 2000, n = 8000 m = 4000, n = 16000
epoch CPU epoch CPU epoch CPU
PDA 303 9 284 29 286 122
Block-PDA 41 2 40 5 36 18
Coo-PDA 27 1 23 3 24 10
4.2 Basis pursuit with noise
In many cases, a more realistic scenario is when our measurements are noisy. Now
we wish to recover a sparse vector x† ∈ Rn such that Ax† + ε = b, where ε ∈ Rm is
the unknown noise. Two standard approaches [12, 8] involve solving either the lasso
problem or basis pursuit denoising:
min
x
‖x‖1+ δ2 ‖Ax−b‖
2 or min
x
‖x‖1 s.t. ‖Ax−b‖ ≤ δ . (52)
In order to recover x†, both problems require a delicate tuning of the parameter δ .
For this one usually requires some a priori knowledge about the noise.
Even with noise, we still apply our method to the plain basis pursuit problem
min
x
‖x‖1 s.t. Ax = b. (53)
We know that the proposed method converges even when the linear system is incon-
sistent (and this is the case when A is rank-deficient). First, we may hope that the
actual solution x∗ of (53) to which the method converges is not far from the true x†.
In fact, if the system Ax = b is consistent, we have ‖A(x∗− x†)‖ = ε . Similarly, if
that system is inconsistent, by (19) we have f (x†)− f (x∗) = 12‖A(x†− x∗)‖2. And
hence, again we obtain ‖A(x†− x∗)‖2 ≤ 2 f (x†) = ε2. Second, it might happen that
the trajectory of (xk) at some point is even closer to x†; in this case the early stop-
ping can help to recover x†. In fact, as our simulations show, the convergence of the
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coordinate PDA to the actual solution x∗ is very slow, though, it is unusually fast in
the beginning.
For given m = 1000,n = 4000 we generate two scenarios:
• A ∈ Rm×n is a random Gaussian matrix.
• A = ALAR, where AL ∈ Rm×m/2 and AR ∈ Rm/2×n are two random Gaussian ma-
trices.
The latter condition guarantees that the rank of A is at most m/2. Hence, with a high
probability the system Ax = b will be inconsistent due to the noise.
We generate a sparse vector x† ∈ Rn choosing at random 50 of its elements in-
dependently and uniformly from (−10,10). Then we define b ∈ Rm in two ways:
either b = Ax† + ε , where ε ∈ Rm is a random Gaussian vector or b is obtained by
rounding off every coordinate of Ax† to the nearest integer.
For simplicity we run only the block PDA with blocks of width 50, thus we have
nblock = n/50. The parameter σ is chosen as σ = 1225nblock . After every k-th epoch we
compute the signal error ‖x
k−x†‖
‖x†‖ and the feasibility gap ‖AT (Axk−b)‖. The results
are presented in Fig. 1, 2.
As one can see from the plots, the convergence of (xk) to the best approximation
of x† takes place just after few epochs (less than 100). This convergence is very
fast for both the signal error and the feasibility gap. After that, both lines switch
to the slow regime: the signal error slightly increases and stabilizes after that; the
feasibility gap decreases relatively slowly. Although in practice we do not know x†,
we still can use early stopping, since both lines change their behavior approximately
at the same time and it is easy to control the feasibility gap.
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Fig. 1 Convergence of block-PDA for noisy basis pursuit. A is a random Gaussian matrix. Left
(blue): problem with b = Ax† + ε , where ε is a random Gaussian vector. Right (green): problem
with b obtained by rounding off Ax† to the nearest integer. Top: signal error. Bottom: feasibility
gap.
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Fig. 2 Convergence of block-PDA for noisy basis pursuit. A is a low-rank matrix A = ALAR. Left
(blue): problem with b = Ax† + ε , where ε is a random Gaussian vector. Right (green): problem
with b obtained by rounding off Ax† to the nearest integer. Top: signal error. Bottom: feasibility
gap.
Finally, we would like to illustrate the proposed approach on a realistic non-
sparse signal. We set m = 1000,n = 4000 and generate a random signal w ∈Rn that
has a sparse representation in the dictionary of the discrete cosine transform, that
is w = Φx† with the matrix Φ ∈ Rn×n is the discrete cosine transform and x† ∈ Rn
is the sparse vector with only 50 non-zero coordinates drawn from N (0,1). The
measurements are modeled by a random Gaussian matrix M ∈ Rm×n. The observed
data is corrupted by noise: b = Mw+ ε , where ε ∈ Rm is a random vector, whose
entries are drawn fromN (0,10).
Obviously, we can rewrite the above equation as b = Ax+ ε , where A = MΦ ∈
Rm×n. We apply the proposed block-coordinate primal-dual method to the problem
min
x
‖x‖1 s.t. Ax = b (54)
with σ = 1222nblock and the width 50 of each block. The behavior of the iterates x
k is
depicted in Figure 3. Figure 4 shows the true signal w and the reconstructed signal
wˆ = Φx30 after 30 epochs of the method. The signal error in this case is ‖wˆ−w‖‖w‖ =
0.0036. Interestingly, after 1000 epochs we obtain the reconstructed signal wˆ1000 for
which the error is also quite reasonable: ‖wˆ
1000−w‖
‖w‖ = 0.016.
Notice that we have reconstructed the signal without any knowledge about the
noise. The only parameter which requires some tuning from our side was the step-
size σ . However, the method is not very sensitive to the choice of σ . In fact, we
were able to reconstruct the signal at least for any σ = 12 jnblock for j from the range
15, . . . ,30. Only the number of iterations of the method and the obtained accuracy
changed, though still it was always enough for a good reconstruction.
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Fig. 3 Convergence of block-PDA for noisy basis pursuit with a non-sparse signal. A=MΦ . Left:
signal error. Right: feasibility gap.
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Fig. 4 Top: original signal w. Bottom: reconstructed signal wˆ after 30 epochs. The signal error is
0.0036.
4.3 Robust principal component analysis
Given the observed data matrix M ∈ Rn1×n2 , robust principal component analysis
aims to find a low rank matrix L and a sparse matrix S such that M = L+S. Problems
which involve so many unknowns and the “low-rank” component should be difficult
(in fact it is NP-hard), however, they can be successfully handled via robust principal
component analysis, modeled by the following convex optimization problem
min
L,S
‖L‖∗+λ‖S‖1 s.t. L+S = M. (55)
Here ‖L‖∗=∑iσi(L) is the nuclear norm of L, ‖S‖1 =∑i, j |Si j|, and λ > 0. In [7, 43]
it was shown that under some mild assumptions problem (55) indeed recovers the
true matrices L and S. The RPCA has many applications, see [7] and the references
therein.
Problem (55) is well-suited for both ADMM [45, 26] and PDA. In fact, since the
linear operator A that defines the linear constraint has a simple structure A = [ I I ],
those two methods almost coincide. Obviously, the bottleneck for both methods is
computing the prox-operator with respect to the variable L, which involves comput-
ing a singular value decomposition (SVD). As (55) is a particular case of (2) with
two blocks, one can apply the proposed coordinate PDA. In this case, in every it-
eration one should update either the L block or the S block. Hence, on average k
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iterations of the method require only k/2 SVD. Keeping this in mind, we can hope
for a faster convergence of our method compared to the original PDA.
For the experiment we use the settings from [43]. For given n1,n2 and rank r we
set L† = Q1Q2 with Q1 ∈ Rn1×r and Q2 ∈ Rr×n2 , whose elements are i.i.d.N (0,1)
random variables. Then we generate S† ∈Rn1×n2 as a sparse matrix whose 5% non-
zero elements are chosen uniformly at random from the range [−500,500]. We set
M = L†+S† and λ = 1√n1 .
The KKT optimality conditions for (55) yield
Y ∈ ∂ (λ‖S‖1), Y ∈ ∂ (‖L‖∗), S+L−M = 0,
which implies that (L,S) is optimal whenever
∂ (λ‖S‖1)∩∂ (‖L‖∗) 6=∅ and S+L−M = 0.
Since we do not want to compute ∂ (‖L‖∗) and ∂ (‖S‖1), we just measure the dis-
tance between their two subgradients which we can compute from the iterates.
Given the current iterates (Lk,Sk,Y k) for the PDA, we know that 1τ (L
k−1−Lk)−
Y k−1 ∈ ∂ (‖Lk‖∗) and 1τ (Sk−1− Sk)−Y k−1 ∈ ∂ (‖Sk‖1). Hence, we can terminate
algorithm whenever
‖Lk−1−Lk +Sk−Sk−1‖
τ‖M‖ ≤ ε and
‖Sk +Lk−M‖∞
‖M‖ ≤ ε
where ε > 0 is the desired accuracy. A similar criteria was used for the Coo-PDA
termination.
We run several instances of PDA with stepsize τ = 2
j
L , σ =
1
2 jL for j=−6,−5, . . . ,12,
where L =
√
2 is the norm of the operator A = [ I I ]. Similarly, we run several in-
stances of Coo-PDA with τ = (1,1) and σ = 12 j for the same range of indices j. We
show only the performance of the best instances for both methods, and it was always
the case that j ∈ {6,7,8}. The accuracy ε was set to 10−6. We also compare PDA-r
and Coo-PDA-r, where instead of an exact SVD a fast randomized SVD solver was
used. We chose the one from the scikit-learn library [33].
In Table 3 we show the benchmark for PDA and Coo-PDA with an exact evalu-
ation of SVD and for PDA-r and Coo-PDA-r with randomized SVD. For different
input data, the table collects the total number of iterations and the CPU time in sec-
onds for all methods. Notice that for the Coo-PDA the number of evaluation of SVD
is approximately half of the iterations, this is why it terminates faster.
We want to highlight that in all experiments the unknown matrix L† was indeed
recovered. And, as one can see from the Table 3, in all experiments the coordinate
primal-dual algorithms performed better than the standard ones.
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Table 3 Comparison of PDA and Coo-PDA for problem (55) with exact and approximate evalua-
tion of SVD
n1 n2 r PDA Coo-PDA PDA-r Coo-PDA-r
iter CPU iter CPU iter CPU iter CPU
1000 500 20 161 173 219 121 104 39 159 29
1500 500 20 150 211 200 142 139 71 182 47
2000 500 50 154 279 205 185 130 87 180 61
1000 1000 50 188 1004 251 678 124 111 174 76
2000 1000 50 160 1355 200 879 91 146 120 95
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