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Abstract
We study the problem of computing the maximum likelihood estimator (MLE) of multivariate log-
concave densities. Our main result is the first computationally efficient algorithm for this problem. In
more detail, we give an algorithm that, on input a set of n points in Rd and an accuracy parameter
ǫ > 0, it runs in time poly(n, d, 1/ǫ), and outputs a log-concave density that with high probability
maximizes the log-likelihood up to an additive ǫ. Our approach relies on a natural convex optimization
formulation of the underlying problem that can be efficiently solved by a projected stochastic subgradient
method. The main challenge lies in showing that a stochastic subgradient of our objective function can
be efficiently approximated. To achieve this, we rely on structural results on approximation of log-
concave densities and leverage classical algorithmic tools on volume approximation of convex bodies
and uniform sampling from convex sets.
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1 Introduction
This paper is concerned with the problem of computing the maximum likelihood estimator of multivariate
log-concave densities. Before we state our results, we provide some background and motivation.
1.1 Background
A distribution on Rd is log-concave if the logarithm of its probability density function is concave. More
formally, we have the following definition:
Definition 1.1 (Log-concave Density). A probability density function f : Rd → R+, d ∈ Z+, is called
log-concave if there exists an upper semi-continuous concave function φ : Rd → [−∞,∞) such that
f(x) = eφ(x) for all x ∈ Rd. We will denote by Fd the set of upper semi-continuous, log-concave densities
with respect to the Lebesgue measure on Rd.
Log-concave densities form a broad nonparametric family encompassing a wide range of fundamental
distributions, including the uniform, normal, exponential, logistic, extreme value, Laplace, Weibull, Gamma,
Chi and Chi-Squared, and Beta distributions (see, e.g., [BB05]). Log-concave probability measures have
been extensively investigated in several scientific disciplines, including economics, probability theory and
statistics, computer science, and geometry (see, e.g., [Sta89, An95, LV07, Wal09, SW14]). The problem
of density estimation for log-concave distributions is of central importance in the area of non-parametric
estimation (see, e.g., [Wal09, SW14, Sam17]) and has received significant attention during the past decade
in statistics [CSS10, DR09, DW16, CS13, KS16, BD18, HW16] and theoretical computer science [CDSS13,
CDSS14a, ADLS17, CDGR16, DKS16a, DKS17, CDSS18].
In this work, we focus on the problem of computing the maximum likelihood estimator (MLE) of a
multivariate log-concave density. Formally, we study the following algorithmic question:
Is there a computationally efficient algorithm to compute the log-concave MLE on Rd?
We believe that obtaining an understanding of the above algorithmic question is of interest for a number of
reasons. First, the log-concave MLE is the prototypical statistical estimator for the class, is fully automatic
(in contrast, e.g., to kernel-based estimators), and has an intriguing geometry [CSS10, RSU17]. Hence, it
is of fundamental theoretical and practical importance to understand whether it is efficiently computable
in multiple dimensions. Computing the log-concave MLE is desirable for additional reasons, in particular
because it satisfies a number of useful properties that may not be satisfied by surrogate estimators (see,
e.g., [Sam17]). Finally, we note that an efficient algorithm to compute the MLEwould yield the first efficient
proper learning algorithm for the class of multivariate log-concave densities.
Recent work [KS16, CDSS18] has nearly characterized the rate of convergence (aka sample complexity)
of the log-concave MLE with respect to the squared Hellinger loss. However, the question of efficient
computability has remained open. Cule, Samworth, and Stewart [CSS10] (see also [CS10]) established
several key structural properties of the multivariate log-concave MLE and proposed a convex formulation to
find it. Alas, the work [CSS10] does not give a polynomial time algorithm to compute it. We note that the
approach in [CSS10] can be shown to imply an algorithm with runtime poly(nd) for our problem, where n
is the sample size and d is the dimension. As we explain in Section 1.2, this upper bound is tight for their
algorithm, i.e., the dependence on the dimension d is inherently exponential. This exponential dependence is
illustrated in the experimental evaluation of the iterative method proposed in [CSS10], which does not seem
to scale in dimensions more than 4. Recent work by Rathke and Schno¨rr [RS18] proposed a non-convex
optimization approach to the problem of computing the log-concave MLE, which seems to exhibit faster
practical runtimes (scaling to 6 or higher dimensions). Unfortunately however, their method is of a heuristic
nature, in the sense that there is no guarantee that their solution will converge to the log-concave MLE.
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1.2 Our Results and Techniques
The main result of this paper is an efficient algorithm to compute the multivariate log-concave MLE. For
concreteness, we formally define the log-concave MLE:
Definition 1.2 (Log-concave MLE). Let x(1), . . . , x(n) ∈ Rd. The log-concave MLE, f̂n = f̂n(x(1), . . . , x(n)),
is the density f̂n ∈ Fd which maximizes the log-likelihood ℓ(f) def=
∑n
i=1 ln(f(x
(i))) over f ∈ Fd.
As shown in [CSS10], the log-concave MLE f̂n(x1, . . . , xn) exists and is unique. Our main result is the first
efficient algorithm to compute the log-concave MLE up to any desired accuracy.
Before we state our results, we require some terminology: An evaluation oracle for a distribution with
density f is an efficient algorithm to compute f(x) at any given point x. An ǫ-sampler for a distribution
with density f is an efficient algorithm that outputs a sample from a distribution with total variation distance
at most ǫ from f . Our main result is the following:
Theorem 1.3 (Main Result). Fix d ∈ Z+ and 0 < ǫ, τ < 1. There is an algorithm that, on input a set of
points x(1), . . . , x(n) onRd, and parameters ǫ, τ , runs in poly(n, d, 1/ǫ, log(1/τ)) time and with probability
at least 1−τ outputs a (succinct description of a) log-concave density h∗ ∈ Fd such that ℓ(h∗) ≥ ℓ(f̂n)− ǫ.
Specifically, the succinct description of our output hypothesis admits a poly(n, d) time evaluation oracle
and a poly(n, d, 1/ǫ) time ǫ-sampler for the underlying distribution.
Recall that the squared Hellinger loss between two distributions with densities f, g : Rd → R+ is
h2(f, g) = (1/2) · ∫
Rd
(
√
f(x) −
√
g(x))2dx. Combined with the known rate of convergence of the log-
concave MLE with respect to the squared Hellinger loss, Theorem 3 in [CDSS18], Theorem 1.3 implies the
following:
Theorem 1.4. Fix d ∈ Z+ and 0 < ǫ, τ < 1. Let n = Ω
(
(d2/ǫ) ln3(d/(ǫτ))
)(d+3)/2
. There is an algorithm
that, given n iid samples from an unknown log-concave density f0 ∈ Fd, runs in poly(n) time and outputs
a log-concave density h∗ ∈ Fd such that with probability at least 1− τ , we have that h2(h∗, f0) ≤ ǫ.
We note that Theorem 1.4 yields the first efficient proper learning algorithm for multivariate log-concave
densities under a global loss function.
Technical Overview Here we provide a brief overview of our algorithm and its analysis in tandem with
a comparison to prior work. Our algorithm proceeds by convex optimization: We formulate the prob-
lem of computing the log-concave MLE of a set of n samples as a convex optimization problem that we
solve via an appropriate first-order method. The main difficulty is that we do not have direct access to the
(sub-)gradients of the objective function and the naive algorithm to compute a subgradient at a point takes
exponential time. Hence, the key challenge is how to obtain an efficient algorithm for this task. One of our
main contributions is a randomized polynomial time algorithm to approximately compute a subgradient of
the objective function. Our algorithm for this task leverages structural results on log-concave densities es-
tablished in [CDSS18] combined with classical algorithmic results on approximating the volume of convex
bodies and uniformly sampling from convex sets [KLS97, LV06b, LV06a].
In more detail, our algorithmic approach leverages a key structural property of the log-concave MLE,
shown in [CSS10]: The logarithm of the log-concave MLE ln f̂n, is a “tent” function, whose parameters
are the values y1, . . . , yn of the log density at the n input samples x
(1), . . . , x(n). Our convex programming
formulation is very similar, but not identical, to the formulation proposed in [CSS10]. Specifically, we seek
to maximize the log-likelihood of the probability density function obtained by normalizing the log-concave
function whose logarithm is the convex hull of the log densities at the samples. This objective function is a
concave function of the parameters, so we end up with a (non-differentiable) convex optimization problem.
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The crucial observation is that the subgradient of this objective at a given point y is given by an expectation
under the current hypothesis density at y.
Given such a convex formulation, we would like to use a first-order method to efficiently find an ǫ-
approximate optimum. We note that the objective function is not differentiable everywhere, hence we need
to work with subgradients. We show that the subgradient of the objective function is bounded in ℓ2-norm
at each point, i.e., the objective function is Lipschitz. Another important lemma is that we can restrict
the domain of our optimization problem to a compact convex set of appropriately bounded diameter D =
poly(n, d). This is crucial for us, as it allows us to bound the number of iterations of a first order method.
Given the above, we can in principle use a projected subgradient method to find an approximate optimum to
our optimization problem, i.e., find a log-concave density whose log-likelihood is ǫ-optimal.
It remains to describe how we can efficiently compute a subgradient of our objective function. Note that
the log density of our hypothesis can be considered as an unbounded convex polytope. The previous ap-
proach to calculate the subgradient in [CSS10] relied on decomposing this polytope into faces and obtaining
a closed form for the underlying integral over these faces (that gives their contribution to the subgradient).
However, this convex polytope is given by n vertices in d dimensions, and therefore its number of faces can
be nΩ(d). So, such an algorithm cannot run in polynomial time.
Instead, we note that we can use a linear program to evaluate a function proportional to the hypothesis
density at a point in time polynomial in n and d. To use this oracle for the density in order to produce samples
from the hypothesis density, we use Markov Chain Monte Carlo (MCMC) methods. In particular, we use
MCMC to draw samples from the uniform distribution on super-level sets and estimate their volumes. With
appropriate rejection sampling, we can use these samples to obtain samples from a distribution that is close
to the hypothesis density.
Since the subgradient of the objective can be expressed as an expectation over this density, we can use
these samples to sample from a distribution whose expectation is close to a subgradient. We then use pro-
jected stochastic subgradient descent to find an approximately optimal solution to the convex optimization
problem. The hypothesis density this method outputs has log-likelihood close to the maximum.
1.3 Related Work
The general task of estimating a probability distribution under qualitative assumptions about the shape of its
probability density function has a long history in statistics, dating back to the pioneering work of Grenan-
der [Gre56] who analyzed the maximum likelihood estimator of a univariate monotone density. Since then,
shape constrained density estimation has been an active research area with a rich literature in mathematical
statistics and, more recently, in computer science. The reader is referred to [BBBB72] for a summary of the
early work and to [GJ14] for a recent book on the subject.
The standard method used in statistics for density estimation problems of this form is theMLE. See [Bru58,
Rao69, Weg70, HP76, Gro85, Bir87a, Bir87b, Fou97, CT04, BW07, JW09, DR09, BRW09, GW09, BW10,
KM10, Wal09, CS13, KS16, BD18, HW16, CDSS18] for a partial list of works analyzing the MLE for
various distribution families. During the past decade, there has been a body of algorithmic work on shape
constrained density estimation in computer science with a focus on both sample and computational effi-
ciency [DDS12a, DDS12b, DDO+13, CDSS13, CDSS14a, CDSS14b, ADH+15, ADLS17, DKS16c, DKS16d,
DDKT16, DKS16b, DKS17, DLS18b].
Density estimation of log-concave densities has been extensively investigated. The univariate case is by
now well understood [DL01, CDSS14a, ADLS17, KS16, HW16]. For example, it is known [KS16, HW16]
that Θ(ǫ−5/4) samples are necessary and sufficient to learn an arbitrary log-concave density over R within
squared Hellinger loss ǫ. Moreover, the MLE is sample-efficient [KS16, HW16] and attains certain adap-
tivity properties [KGS16]. A line of work in computer science [CDSS13, CDSS14a, ADLS17, CDGR16,
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DKS16a] gave sample and computationally efficient algorithms for univariate log-concave density estima-
tion under the total variation distance.
For the multivariate case, a line of work [CSS10, DR09, DW16, CS13, BD18] has obtained a com-
plete understanding of the global consistency properties of the MLE for any dimension d. Regarding finite
sample bounds, Kim and Samworth [KS16] gave a sample complexity lower bound of Ωd
(
(1/ǫ)(d+1)/2
)
for d ∈ Z+ that applies to any estimator, and a near-optimal sample complexity upper bound for the log-
concave MLE for d ≤ 3. Diakonikolas, Kane, and Stewart [DKS17] established the first finite sample
complexity upper bound for learning multivariate log-concave densities under global loss functions. Specif-
ically, they proposed an estimator that learns any log-concave density on Rd within squared Hellinger loss ǫ
with O˜d
(
(1/ǫ)(d+5)/2
)
samples. It should be noted that the estimator proposed in [DKS17] is very different
than the log-concave MLE and seems hard to compute in multiple dimensions. In recent work, Carpenter
et al. [CDSS18] showed a sample complexity upper bound of O˜d
(
(1/ǫ)(d+3)/2
)
for the multivariate log-
concave MLE with respect to squared Hellinger loss, thus obtaining the first finite sample complexity upper
bound for this estimator in dimension d ≥ 4. Alas, the computational complexity of the log-concave MLE
has remained open in the multivariate case.
Finally, we note that a recent work [DLS18a] obtained a non-proper estimator for multivariate log-
concave densities with sample complexity O˜d((1/ǫ)
d+2) and runtime O˜d((1/ǫ)
2d+2).
Independent Work. Contemporaneous work by Axelrod and Valiant [AV18] gives a poly(n, d, r, 1/ǫ)
time algorithm to compute an ǫ-approximation log-concave MLE, where r is a parameter bounded by the
ℓ2-norm of the log-likelihoods of the input points x1, . . . , xn under f̂n.
1.4 Organization
After setting up the required preliminaries in Section 2, in Section 3 we present our algorithm and an
overview of its analysis, modulo the efficient sampling procedure we require. In Section 4, we describe and
analyze our sampling procedure. Finally, we conclude with a few open problems in Section 5.
2 Preliminaries
Notation and Definitions. For m ∈ Z+, we denote [m] def= {1, . . . ,m}. Let ∆n def= {z = (z1, . . . , zn) ∈
R
n : zi ≥ 0,
∑n
i=1 zi = 1} denote the probability simplex on Rn. We will use vol(A) to denote the volume
of a set A ⊆ Rn, with respect to Lebesgue measure. A Lebesgue measurable function f : Rd → R is a
probability density function (pdf) if f(x) ≥ 0 for all x ∈ Rd and ∫
Rd
f(x)dx = 1.
Let f, g : Rd → R+ be probability density functions. The total variation distance between f, g : Rd →
R+ is defined as dTV (f, g) = supS |f(S) − g(S)|, where the supremum is over all Lebesgue measurable
subsets of the domain. We have that dTV (f, g) = (1/2)·‖f−g‖1 = (1/2)·
∫
Rd
|f(x)−g(x)|dx. The squared
Hellinger distance between f, g : Rd → R+ is defined as h2(f, g) = (1/2) ·
∫
Rd
(
√
f(x) −√g(x))2dx.
The Kullback-Leibler (KL) divergence from g to f is defined as KL(f ||g) = ∫∞−∞ f(x) ln f(x)g(x)dx.
For y ∈ R+ and f : Rd → R+ we denote by Lf (y) def= {x ∈ Rd | f(x) ≥ y} its superlevel sets. If f is
log-concave, Lf (y) is a convex set for all y ∈ R+. For a function f : Rd → R+, we will denote byMf its
maximum value.
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3 Log-concave MLE via Convex Optimization
In this section, we prove Theorem 1.3. At a high-level, we first formulate the problem of computing the
log-concave MLE as a constrained convex optimization problem, and then show that the latter problem can
be solved efficiently with first order methods. The main technical challenge is that the subgradients of our
convex objective are not directly accessible, but can be efficiently approximated using MCMC methods.
Given a set of n datapoints x(1), . . . , x(n) in Rd, we want to compute a log-concave density that (nearly)
maximizes the log-likelihood of the data. A basic property of the log-concave MLE f̂n (see, e.g., Theorem
2 of [CSS10] or Lemma 15 in [CDSS18]) is that it is supported on the convex hull of the samples, which
we will denote by Sn
def
= Conv({x(i)}ni=1). Our approach crucially uses the fact, established in Theorem 2
of [CSS10], that the logarithm of the log-concave MLE, ln f̂n, is a tent function, defined as follows:
Definition 3.1 (Tent Function). For y = (y1, . . . , yn) ∈ Rn and a set of points x(1), . . . , x(n) in Rd, we
define the function hy : R
d → R as follows:
hy(x) =
{
max{z ∈ R such that (x, z) ∈ Conv({(x(i), yi)}ni=1)} if x ∈ Sn
−∞ if x /∈ Sn
We observe a few basic facts about tent functions. We have that mini yi ≤ hy(x) ≤ maxi yi for all
x ∈ Sn. We note that, for each y ∈ Rn, hy(x) is concave as a function of x. Moreover, for fixed x ∈ Rd,
hy(x) is convex (in fact, positive homogeneous, i.e., for all α > 0, hαy(x) = αhy(x)), as a function of y.
A basic routine for our overall algorithm is that for any y ∈ Rn, we can efficiently compute the value
hy(x) and a subgradient ∂yhy(x), for any given x ∈ Rd. This is established in the following simple lemma:
Lemma 3.2. For any fixed y ∈ Rn, there is a poly(n, d) time algorithm that on input x ∈ Rd computes
hy(x) and a subgradient ∂yhy(x).
Proof. By Definition 3.1, the value hy(x) is the optimal objective function value of the following packing
linear program:
maximize a · y
subject to a ∈ ∆n,
∑n
i=1 aix
(i) = x
(1)
Therefore, hy(x) can be computed in poly(n, d) time, completing the first part of the lemma.
To establish the second part, we note that the set of optimal solutions a ∈ Rn to (1) corresponds to
the set of subgradients ∂yhy(x) at point x. Indeed, if a
∗ ∈ Rn is an optimal solution to (1) for (x, y),
then if we consider the same packing LP corresponding to y′ ∈ Rn, y′ 6= y, then a∗ is still a feasible
solution (since y only appears in the objective), and so the optimal value is at least that at a∗. Thus, we have
hy′(x) ≥ a∗ · y′ = hy(x) + a∗ · (y′− y), i.e., a∗ is a subgradient of hy(x) with respect to y. This completes
the second part of the lemma. In summary, the LP (1) allows us to compute hy(x) and a sub-gradient of hy
at point x in poly(n, d) time.
At this point, we establish an important structural property of the log-concave MLE that will inform our
subsequent optimization formulation. In particular, we show that the ratio between the largest and smallest
values of f̂n on the input points x
(i) is bounded from above:
Lemma 3.3. Let x(1), . . . , x(n) be a set of points in Rd and f̂n be the corresponding log-concave MLE.
Then, we have that
R
def
=
maxi∈[n] f̂n(x
(i))
mini∈[n] f̂n(x(i))
≤ (2nd)2nd . (2)
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Proof. Let V = vol(Sn) be the volume of the convex hull of the sample points and M = maxx f̂n(x) be
the maximum pdf value of the MLE. By basic properties of the log-concave MLE (see, e.g., Theorem 2
of [CSS10]), we have that f̂n(x) > 0 for all x ∈ Sn and f̂n(x) = 0 for all x 6∈ Sn. Moreover, by the
definition of a tent function, it follows that f̂n attains its global maximum value and its global non-zero
positive value in one of the points x(i).
We can assume without loss of generality that f̂n is not the uniform distribution on Sn, since otherwise
R = 1 and the lemma follows. Under this assumption, we have that R > 1 or lnR > 0, which implies that
M > 1/V . The following fact bounds the volume of upper level sets of any log-concave density:
Fact 3.4 (see, e.g., Lemma 8 in [CDSS18]). Let f ∈ Fd with maximum valueMf . Then for all w > 0, we
have vol(Lf (Mfe
−w)) ≤ wd/Mf .
By Fact 3.4 applied to the MLE f̂n, for w = lnR, we get that vol(Lf̂n(M/R)) ≤ (lnR)d/M . Since
the pdf value of f̂n at any point in the convex hull Sn is at least that of the smallest sample point x
(i), i.e.,
M/R, it follows that Sn is contained in Lf̂n(M/R). Therefore,
V ≤ (lnR)d/M . (3)
On the other hand, the log-likelihood of f̂n is at least the log-likelihood of the uniform distribution USn on
Sn. Since at least one sample point x
(i) has pdf value f̂n(x
(i)) = M/R and the other n − 1 sample points
have pdf value f̂n(x
(i)) ≤M , we have that
ln(M/R) + (n− 1) lnM ≥ ℓ(f̂n) ≥ ℓ(USn) = n ln(1/V ) ,
or n lnM − lnR ≥ −n lnV , and therefore ln(MV ) ≥ (lnR)/n. This gives that
R1/n ≤MV . (4)
Combining (3) and (4) gives
R ≤ (lnR)nd . (5)
Since lnx < x, x ∈ R, setting x = R 12nd gives that lnR < 2nd ·R 12nd or
(lnR)nd < (2nd)nd ·R1/2 . (6)
By (5) and (6) we deduce that R ≤ (2nd)nd ·R1/2 or
R ≤ (2nd)2nd .
This completes the proof of Lemma 3.3.
We introduce some notation that will appear throughout this section. Let
B
def
= 2nd · ln(2nd) = Θ(nd log(nd)) , (7)
where it should be noted that B ≥ lnR (by Lemma 3.3), and let C denote the closed convex set
C def= [−B, 0]n . (8)
Our optimization formulation to compute the log-concave MLE is as follows:
minimize F (y)
def
= −(∑ni=1 yi)/n + ln(∫x∈Sn exp(hy(x))dx)
subject to y ∈ C. (9)
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Some comments are in order: First, observe that
∫
x∈Sn
exp(hy(x))dx) =
∫
x∈Rd exp(hy(x))dx), since
exp(hy(x)) is identically zero outside Sn. We note that the objective function F is similar, but not identical,
to the objective function used in the convex formulation of [CSS10]. In particular, [CSS10] uses the function
F˜ (y) = −(∑ni=1 yi)/n + ∫x∈Sn exp(hy(x))dx, i.e., without the logarithmic factor in the second term.
(While it is not important for our proofs in this section, we note that F˜ automatically guarantees that the
optimal solution is a probability density function, while an optimal solution to (9) is a log-concave positive
measure that needs to be normalized to give our log-concave density.) Second, the feasible set of (9) is an
ℓ∞-ball of relatively small radius (at most
√
nB = poly(n, d)). It turns out that the polynomial upper bound
on the radius will be important for us, as the number of iterations of any first order method scales linearly
with this quantity. As is established formally in Lemma 3.5, the fact that optimizing over C suffices for our
purposes critically relies on Lemma 3.3.
The following lemma shows that (9) is a convex optimization problem and that any near-optimal solution
nearly maximizes the log-likelihood of the data:
Lemma 3.5. We have the following:
(i) The function F : Rn → R in (9) is convex.
(ii) Let y ∈ C be such that F (y) ≤ miny∈C F (y) + ǫ/n. Then, the log-concave density Hy(x) =
exp(ĥy(x)) = exp(hy(x))/
∫
Sn
exp(hy(x))dx satisfies ℓ(Hy) ≥ ℓ(f̂n)− ǫ.
Proof. Part (i) of the lemma follows by iteratively applying known operations that preserve convexity of a
function. Since a sum of convex functions is convex (see, e.g., page 79 of [BV04]), it suffices to show that
the function G(y) = ln(
∫
Sn
exp(hy(x))dx) is convex. Since hy(x) is a convex function of y, by definition,
exp(hy(x)) is log-convex as a function of y. Since an integral of log-convex functions is log-convex (see,
e.g., page 106 of [BV04]), it follows that
∫
Sn
exp(hy(x))dx is log-convex. Therefore, G is convex. We
have therefore established that F is convex, as desired.
We proceed to establish part (ii). We note that an optimal solution to (9) is not always a probability
density function, in the sense that it does not necessarily integrate to 1. (Hence, at the end of the optimization
procedure, we renormalize the log-concave function we obtain.)
We know that f̂n(x) = exp(hy∗(x)), for some y
∗ ∈ Rn. To prove part (ii), we will show that there
exists some scaling of f̂n that is optimal for (9). That is, there exists y
′ ∈ C such that (a) the normalized
version of exp(hy′(x)) is identified with f̂n, and (b) exp(hy′(x)) is optimal for (9) .
By Lemma 3.3, R ≤ (2nd)2nd is the ratio between the maximum value and the minimum non-zero
value of f̂n. Therefore, if we let y
∗ ∈ Rn be such that f̂n(x) = exp(hy∗(x)), then for any i, j ∈ [n] we have
that |y∗i −y∗j | ≤ lnR. Now if we set y′i = y∗i −maxj∈[n] y∗j , then we have that − lnR ≤ y′i ≤ 0, i.e., y′ ∈ C,
where we used the fact that lnR ≤ B. Note that exp(hy′(x)) = exp(hy∗(x)) · exp(−maxj y∗j ), and so
the normalization of exp(hy′(x)) is the MLE. That is, y
′ is a feasible solution to (9) and the corresponding
log-concave function exp(hy′(x)) is a scaling of f̂n.
We now proceed to show optimality of y′. Note that (9) can be equivalently written as follows:
maximize (
∑n
i=1 yi)/n − ln(
∫
x∈Sn
exp(hy(x))dx)
subject to y ∈ C. (10)
Since hy(x
(i)) ≥ yi, (9) is a relaxation of the following:
maximize (
∑n
i=1 hy(x
(i)))/n − ln(∫x∈Sn exp(hy(x))dx)
subject to y ∈ C. (11)
Observe that the objective function of (11) is equal to the average log-likelihood of the normalized density
obtained from exp(hy(x)). We note that y
′ is an optimal solution to (11). Indeed, since the objective
7
function is scale-invariant, i.e., does not change if we multiply y by any positive number, it follows that the
maximum possible value is (1/n)ℓ(f̂n); and this value is attained by y
′.
We now claim that (10) and (11) have the same optimal solutions. Indeed, if hy(x
(i)) > yi, we can
improve our objective by replacing yi with hy(x
(i)), which does not change hy , so the objective increases.
Therefore, an optimal solution must have yi = hy(x
(i)). Similarly, if y is an ǫ-optimal solution, then setting
yi = hy(x
(i)) can only improve the objective, and so the log-likelihood must be at least as high as the
objective. Since the objective function is equal to the average log-likelihood, it follows that an ǫ/n-optimal
solution to (10), or equivalently to (9), is an ǫ-optimal maximizer of the log-likelihood.
We note that F is not differentiable everywhere, hence we need to analyze its subgradients. The follow-
ing lemma expresses the subgradients of F as a (shifted) expectation of an efficiently computable function
with respect to a specific log-concave density:
Lemma 3.6. For any y ∈ Rn, we have that
∂yF (y) = (−1/n, . . . ,−1/n) +EX∼Dy [∂yhy(X)] , (12)
whereDy is the log-concave probability distribution defined by the log-concave density Ĥy(x) = exp(ĥy(x))
obtained by normalizing the log-concave function exp(hy(x)).
Proof. Let G(y) = ln(
∫
Sn
exp(hy(x))dx). By definition of F , we have that
∂yF (y) = (−1/n, . . . ,−1/n) + ∂yG(y) .
By the chain rule for subgradients, we can write that
∂yG(y) = ∂y ln
(∫
Sn
exp(hy(x))dx
)
=
∂y
∫
Sn
exp(hy(x))dx∫
Sn
exp(hy(x))dx
=
∫
Sn
∂y exp(hy(x))dx∫
Sn
exp(hy(x))dx
=
∫
Sn
exp(hy(x))∂yhy(x)dx∫
Sn
exp(hy(x))dx
=
∫
exp(ĥy(x))∂yhy(x)dx
= EX∼Dy [∂yhy(X)] ,
where Dy is the distribution defined by exp(ĥy(x)), the normalization of exp(hy(x)).
We note that formula (12) is crucial for our approach, as it enables us to obtain an efficient randomized
algorithm to approximate a stochastic subgradient of G (and thus of F ). For the sake of completeness,
before we proceed, we recall the necessary background from convex optimization that we require.
Convex Optimization Background. Consider the constrained convex optimization problem:
minimize F (y)
subject to y ∈ C , (13)
where F is convex and C ⊂ Rn is a closed convex set. Recall that a random vector g ∈ Rn is called a
stochastic subgradient of F at the point y if E[g] ∈ ∂yF (y). The stochastic projected subgradient method is
as follows:
• Start from an arbitrary point y(1) ∈ C.
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• In the k-th iteration, k ≥ 1, compute a stochastic subgradient g(k) at point y(k) and move to the point
y(k+1) := πC(y
(k) − akg(k)) , where ak is the step size and πC is the projection operation on C.
We will require a slight strengthening of the following standard result, see, e.g., Theorem 3.4.11 in [Duc16]:
Fact 3.7. Let C be a compact convex set of diameter diam(C) < ∞. Suppose that the projections πC
are efficiently computable, and there exists M < ∞ such that for all y ∈ C we have that ‖g‖2 ≤ M
for all stochastic subgradients. Then, after K = Ω
(
M · diam(C) log(1/τ)/ǫ2) iterations of the projected
stochastic subgradient method (for appropriate step sizes), with probability at least 1 − τ , we have that
F
(
y¯(K)
)−miny∈C F (y) ≤ ǫ , where y¯(K) = (1/K)∑Ki=1 y(i).
We note that Fact 3.7 assumes that, in each iteration, we can efficiently calculate an unbiased stochastic
subgradient, i.e., a vector g(k) such that E[g(k)] ∈ ∂yF (y(k)). Unfortunately, this is not the case in our set-
ting, because we can only approximately sample from log-concave densities. However, it is straightforward
to verify that the conclusion of Fact 3.7 continues to hold if in each iteration we can compute a random
vector g˜(k) such that ‖E[g˜(k)] − g(k)‖2 < δ def= ǫ/(2diam(C)), for some g(k) ∈ ∂yF (y(k)). This slight
generalization is the basic algorithm we use in our setting.
We now return to the problem at hand. As a simple corollary of (12), we deduce that the stochastic
subgradients of our objective function F are bounded in ℓ2-norm (i.e., F is Lipschitz):
Claim 3.8. The stochastic subgradients of F : Rn → R are bounded from above by 2, in ℓ2-norm. Therefore,
F is 2-Lipschitz with respect to the ℓ2-norm, i.e., for all y, y
′ ∈ Rn it holds |F (y)− F (y′)| ≤ 2‖y − y′‖2.
Proof. By Lemma 3.6 and the triangle inequality, for all y ∈ Rn we have that a stochastic subgradient g of
F at point y is of the form
g(y) = (−1/n, . . . ,−1/n) + ∂yhy(X) ,
where X ∼ Dy . By Lemma 3.2, any subgradient ∂yhy(x) of hy, for any x ∈ Rd, is an optimal solution to
the LP (1). It thus follows that ∂yhy(x) ∈ ∆n and therefore that ‖∂yhy(x)‖2 ≤ ‖∂yhy(x)‖1 = 1. That is,
for all y ∈ Rn we have that supx∈Sn ‖∂yhy(x)‖2 ≤ 1. The triangle inequality now gives that for all y ∈ Rn
we have that ‖g(y)‖2 ≤ 1/
√
n+ 1 ≤ 2.
Note that F (y) is continuous as a composition of continuous functions. Since any stochastic subgradient
of F is bounded by 2, in ℓ2-norm, it follows that any subgradient of F is uniformly bounded by 2. That is,
for all y ∈ Rn we have that ‖∂yF (y)‖2 ≤ 2. This completes the proof of Claim 3.8.
A key technical ingredient of our method is a procedure for sampling from the normalization of exp(hy),
for a given vector y ∈ Rn. Furthermore, we need a procedure for computing the normalizing constant needed
to obtain a pdf from exp(hy). Our algorithms for both of these tasks are summized in the following:
Lemma 3.9 (Efficient Sampling). There exist algorithms A1 and A2 satisfying the following: Let δ, τ > 0,
and R > 1. Let y ∈ [− lnR, 0]n, and let φ be the probability density function such that for all x ∈ Rd,
φ(x) = exp(hy(x))/γ,
where
γ = γ(y) =
∫
Rd
exp(hy(x
′))dx′.
Then the following conditions hold:
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(1) On input y and δ, algorithm A1 outputs a random vector X ∈ Rd, distributed according to some
probability distribution with density φ˜, such that
‖φ˜− φ‖1 = O(δ),
in time poly(n, d, logR, 1/δ, log(1/τ)), with probability at least 1− τ .
(2) On input y and δ, algorithm A2 outputs some γ′ > 0, such that
γ/(1 +O(δ)) ≤ γ′ ≤ γ · (1 +O(δ)),
in time poly(n, d, logR, 1/δ, log(1/τ)), with probability at least 1− τ .
The proof of Lemma 3.9 is fairly technical and is presented in Section 4. Given Lemma 3.9, we now
have all the necessary ingredients to describe our main algorithm. We will solve our constrained convex
optimization problem (9) using the stochastic projected subgradient method. In particular, we will use the
slight extension of Fact 3.7 for the case of approximate stochastic subgradients. By Claim 3.8, it follows
that we can set M = 2. By definition of the convex set C, we have that diam(C) ≤ √n · B = O˜(n3/2d).
We need to approximate each stochastic subgradient within ℓ2-norm error
δ
def
= ǫ/(2diam(C)) = ǫ/poly(n, d) , (14)
which we achieve as follows: First, we use the algorithm of Lemma 3.9 to compute a random sample X
from a distribution D˜y of total variation distance at most δ from Dy. We then output ∂yhy(X) by solving
the LP (1) (see Lemma 3.2).
The pseudo-code of our algorithm is summarized in Algorithm 1.
Proof of Theorem 1.3. It is immediate by the above discussion that Algorithm 1 correctly implements the
stochastic projected subgradient method. By our choice of parameters and Lemma 3.5, it follows that y¯
maximizes the log-likelihood within an additive ǫ/2. Since the normalization constant γ′ is accurate within
relative error ǫ/2, it follows that the density corresponding to the normalization of exp(hy¯) maximizes the
log-likelihood within additive error ǫ, as required. The efficient evaluation oracle from our hypothesis fol-
lows from the fact that we can efficiently evaluate hy(x). The approximate sampler from a close distribution
follows directly from Lemma 3.9.
Let us now bound the total running time. Each call to the sampling algorithm from Lemma 3.9 takes time
poly(n, d, logR, 1/δ, log(1/τ ′)) = poly(n, d, 1/ǫ, log(1/τ)). Computing z(1) using Lemma 3.2 takes time
poly(n, d). Computing the projection πC can be done in time O(n), simply by iterating over all coordinates
of a vector and rounding it to its nearest value in the interval [− logR, 0]. Thus, each iteration of the main
loop of Algorithm 1 takes time poly(n, d, 1/ǫ, log(1/τ)). Since there are K = poly(n, d, 1/ǫ, log(1/τ))
iterations, it follows that the execution of the main loop takes time poly(n, d, 1/ǫ, log(1/τ)). Finally, the
computation of γ′ using Lemma 3.9 takes time poly(n, d, 1/ǫ, log(1/τ)). We conclude that the total running
time of the algorithm is poly(n, d, 1/ǫ, log(1/τ)).
Finally, we bound the failure probability. There are K invocations of the sampling algorithm given by
Lemma 3.9. Each one of them fails with probability at most τ ′/K . By the union bound, they all succeed
with probability at least 1− τ ′. The algorithm for computing γ′ succeeds with probability at least 1− τ ′. If
all of these algorithms succeed, by Fact 3.7 and the subsequent discussion we have that the overall algorithm
succeeds with probability at least 1− τ ′. It follows by the union bound that the overall success probability
is at least 1− 3τ ′ = 1− τ , as required.
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Algorithm 1: Algorithm to Compute the Log-concave MLE on Rd
Input : Set of points {x(i)}ni=1 on Rd, accuracy parameter 0 < ǫ < 1, and confidence parameter
0 < τ < 1.
Output: A vector y˜ ∈ Rn such that, with probability at least 1− τ , ℓ(Hy˜) ≥ ℓ(f̂n)− ǫ.
Use projected stochastic subgradient descent to find an ǫ/n-approximate optimum of (9) as follows:
Initially, we set y(1) ← 0 · 1n (i.e. the all-zeros vector).
Let δ = ǫ/(2diam(C)).
Let τ ′ = τ/3.
LetK = Ω(M · diam(C) log(1/τ ′)/ǫ2).
For i = 1 toK:
Let φ(i)(x) = exp(hy(i)(x))/
∫
Rd
exp(hy(i)(x
′))dx′, for all x ∈ Rd.
Use Lemma 3.9 to sample a random vector X(i) that is distributed according to some φ˜(i), with
‖φ˜(i) − φ(i)‖1 < δ/2,
with probability at least 1− τ ′/K .
Use Lemma 3.2 to compute z(i) = ∂hy(i)(X
(i)).
Set g˜(i) ← −(1/n) · 1n + z(i).
Set y(i+1) ← πC(y(i) − aig˜(i)).
End-For
Let y¯ = (1/K)
∑K
i=1 y
(i).
Use Lemma 3.9 to compute some γ′ that approximates γ within relative error ǫ/2, where
γ =
∫
Rd
exp(hy¯(x
′))dx′,
with probability at least 1− τ ′.
Set y˜ ← y¯ − (ln γ′) · 1n.
return y˜
4 Efficient Sub-gradient Approximation via Sampling
In this Section, we prove Lemma 3.9, which gives an algorithm from sampling from the log-concave distri-
bution computed by our algorithm.
The main algorithm used in the proof of Lemma 3.9 is concerned mainly with part (1) in its statement.
The pseudocode of this sampling procedure is given in Algorithm 2. Using the notation from Algorithm 2,
part (2) is easier to describe and we thus omit the pseudocode. There are several subroutines that are used
by Algorithm 2: a procedure for approximating the volume of a convex body given by a membership oracle,
and a procedure for sampling from the uniform distribution supported on such a body. For these procedures
we use the algorithms by Kannan, Lo´vasz and Simonovitz [KLS97], which are summarized in Theorems
4.1 and 4.2 respectively.
Theorem 4.1 (Kannan, Lova´sz and Simonovits [KLS97]). The volume of a convex body K in Rd, given by
a membership oracle, can be approximated to within a relative error of δ with probability 1− τ using
d5 · poly(log d, 1/δ, log(1/τ))
oracle calls.
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Algorithm 2: Algorithm to sample from the normalized Hy
Input : Set of points {x(i)}ni=1 on Rd, vector y ∈ [− lnR, 0]n, parameter 0 < δ < 1.
Output: A random vector X ∈ Rd sampled from a probability distribution with density function φ˜,
such that ‖φ˜− φ‖1 ≤ δ, where φ(x) = exp(hy(x))/
∫
Rd
exp(hy(x
′))dx′.
Step 1. Letm = ⌈1 + log2R⌉. For any i ∈ [m] let Li = {x ∈ Rd : Hy(x) ≥MHy2−i}. For any
i ∈ [m] compute an estimate v˜ol(Li) of vol(Li) such that
vol(Li)/(1 + δ) ≤ v˜ol(Li) ≤ vol(Li)(1 + δ).
Step 2. For any i ∈ [m] let ui be the uniform probability distribution on Li, and let u˜i be an
efficiently samplable probability distribution such that
‖u˜i − ui‖1 ≤ δ.
Step 3. Let c˜ =
∑m
i=1 2
−iv˜ol(Li) + 2
−mv˜ol(Lm).
Step 4. Let D̂ be the probability distribution on [m] with
Pr
I∼D˜
[I = i] =
{
v˜ol(Li) · 2−i/c˜ if i ∈ {1, . . . ,m− 1}
2 · v˜ol(Lm) · 2−m/c˜ if i = m
Step 5. Sample I ∼ D˜.
Step 6. Sample X ∼ u˜I .
Step 7. For any x ∈ Rd let
Gy(x) = MHf 2
−⌊log2(MHy/Hy(x))⌋
Step 8. With probability 1−Hy(X)/Gy(X) go to Step 5.
return X
Theorem 4.2 (Kannan, Lova´sz and Simonovits [KLS97]). Given a convex body K ⊂ Rd, with oracle ac-
cess, and some δ > 0, we can generate a random point u ∈ K that is distributed according to a distribution
that is at most δ away from uniform in total variation distance, using
d5 · poly(log d, 1/δ)
oracle calls.
In order to use the algorithms in Theorems 4.1 and 4.2 in our setting, we need a membership oracle for
the superlevel sets of the function Hy. Such an oracle can clearly be implemented using a procedure for
evaluating Hy, which is given by Lemma 3.2. We also need a separation oracle for these superlevel sets,
that is given in the following lemma:
Lemma 4.3 (Efficient Separation). There exists a poly(n, d) time separation oracle for the superlevel sets
of Hy(x) = exp(hy(x)).
Proof. To construct our separation oracle, we will rely on the covering LP that is dual to (1). The dual to
(1) looks for the hyperplane that is above all the (x(i), yi) that has minimal y at x. More specifically, it is
the following LP:
minimize β0 +
∑d
j=1 βjxj
subject to β ∈ Rd+1, β0 +
∑d
j=1 βjx
(i)
j ≥ yi, i ∈ [n].
(15)
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Now suppose that we are interested in a super level set LHy(l). We can use the above LP to compute
hy(x) (and thus Hy(x)) and check if it is in the superlevel set. Suppose that it is not, then there will be a
solution β ∈ Rd+1 whose value is below ln l, say ln l − δ for some δ > 0. Consider an x′ in the halfspace
β0 +
∑d
j=1 βjx
′
j ≤ ln l − δ/2 which has x in the interior. Since x does not appear in the objective, β is a
feasible solution for the dual LP (15) with y, x′, and so hy(x
′) ≤ ln l − δ/2, which implies that x′ is not in
the superlevel set. Therefore, β0 +
∑
j βjx
′
j = ln l − δ/2 is a separating hyperplane for x and the level set.
This completes the proof of Lemma 4.3.
Given all of the above ingredients, we are now ready to proof the main result of this section.
Proof of Lemma 3.9. We first prove part (1) of the assertion. To that end we analyze the sampling procedure
described in Algorithm 2. Recall that m = ⌈1 + log2R⌉, and for any i ∈ [m], we define the superlevel set
Li = {x ∈ Rd : Hy(x) ≥MHy · 2−i} .
For any x ∈ Rd recall that
Gy(x) = MHf 2
−⌊log2(MHy/Hy(x))⌋ .
For any A ⊆ Rd, let χA : Rd → {0, 1} be the indicator function for A. It is immediate that for all x ∈ Rd,
Gy(x) = MHy
∞∑
i=1
2−iχLi(x)
= MHy
m∑
i=1
2−iχLi(x) + 2
−mχLi(m) (since Hy(x) = 0 for all x /∈ Lm)
Let
c =
m∑
i=1
2−ivol(Li) + 2
−mvol(Lm).
We have ∫
Rd
Gy(x)dx = MHy
(
m∑
i=1
2−ivol(Li) + 2
−mvol(Lm)
)
= MHyc. (16)
Let
Ĝy(x) = Gy(x)/(MHyc).
It follows by (16) that Ĝy is a probability density function.
Let D be the probability distribution on {1, . . . ,m}, where
Pr
I∼D
[I = i] =
{
vol(Li) · 2−i/c if i ∈ {1, . . . ,m− 1}
2 · vol(Lm) · 2−m/c if i = m
For any i ∈ [m], let ui be the uniform probability density function on Li. To sample from Ĝy , we can first
sample I ∼ D, and then sample X ∼ uI .
Let Ĥy : R
d → R≥0 be the probability density function obtained by normalizing Hy; that is, for all
x ∈ Rd let
Ĥy(x) = Hy(x)/c
′,
where
c′ =
∫
Rd
Hy(x)dx.
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Consider the following random experiment: first sampleX ∼ Ĝy , and then accept with probabilityHy(x)/Gy(x);
conditioning on accepting, the resulting random variable X ∈ Rd is distributed according to Ĥy. Note that
since for all x ∈ Rd, Gy(x)/2 ≤ Hy(x) ≤ Gy(x), it follows that we always accept with probability at least
1/2. Let α be the probability of accepting. Then
α =
∫
Rd
Ĝy(x)(Hy(x)/Gy(x))dx,
and thus ∫
Rd
Hy(x)dx =
∫
Rd
Gy(x)(Hy(x)/Gy(x))dx
= MHyc
∫
Rd
Ĝy(x)(Hy(x)/Gy(x))dx
= MHycα . (17)
By Theorem 4.1, for each i ∈ [m], we compute an estimate, v˜ol(Li), to vol(Li), to within relative error δ,
using poly(d, 1/δ, log(1/τ ′)) oracle calls, with probability at least τ ′, where τ ′ = τ/nb, for some constant
b > 0 to be determined; moreover, by Theorem 4.2, we can efficiently sample, using poly(d, 1/δ) oracle
calls, from a probability distribution u˜i with ‖ui − u˜i‖ ≤ δ. Each of these oracle calls is a membership
query in some superlevel set of Hy. This membership query can clearly be implemented if we can compute
that value Hy at the desired query point x, which can be done in time poly(n, d) using lemma 3.2. Thus,
each oracle call takes time poly(n, d). Let
c˜ =
m∑
i=1
2−iv˜ol(Li) + 2
−mv˜ol(Lm). (18)
Since for all i ∈ [m], vol(Li)/(1 + δ) ≤ v˜ol(Li) ≤ vol(Li)(1 + δ), it is immediate that
c/(1 + δ) ≤ c˜ ≤ c(1 + δ) .
Recall that Algorithm 2 uses the probability distribution D˜ on [m], where
Pr
I∼D˜
[I = i] =
{
v˜ol(Li) · 2−i/c˜ if i ∈ {1, . . . ,m− 1}
2 · v˜ol(Lm) · 2−m/c˜ if i = m
Consider the following random experiment, which corresponds to Steps 5–6 of Algorithm 2: We first sample
I ∼ D˜, and then we sample X ∼ u˜I . The resulting random vector X ∈ Rd is distributed according to
G˜y(x) =
1
c˜
(
m∑
i=1
2−iv˜ol(Li)u˜i(x) + 2
−mv˜ol(Lm)u˜m(x)
)
.
Next, consider the following random experiment, which captures Steps 5–8 of Algorithm 2: We sample
X ∼ G˜y , and we accept with probability Hy(X)/Gy(X). Let H˜y be the resulting probability density
function supported on Rd obtained by conditioning the above random experiment on accepting. Let α˜ be
the acceptance probability. We have
α˜ =
∫
Rd
(Hy(x)/Gy(x))G˜(x)dx.
14
We have
‖Di − D˜i‖1 =
m−1∑
i=1
2−i ·
∣∣∣∣∣vol(Li)c − v˜ol(Li)c˜
∣∣∣∣∣+ 2 · 2−m ·
∣∣∣∣∣vol(Lm)c − v˜ol(Lm)c˜
∣∣∣∣∣
=
m−1∑
i=1
2−i ·
∣∣∣∣vol(Li)c − vol(Li)(1 + δ)c/(1 + δ)
∣∣∣∣+ 2 · 2−m · ∣∣∣∣vol(Lm)c − vol(Lm)(1 + δ)c/(1 + δ)
∣∣∣∣
≤
m−1∑
i=1
2−i
vol(Li)
c
3δ + 2 · 2m vol(Lm)
c
3δ
= 3δ.
It follows that
‖Ĝy − G˜y‖1 ≤ ‖Di − D˜i‖+max
i
‖ui − u˜i‖1 ≤ 3δ + δ ≤ 4δ,
and so
|α− α˜| ≤
∫
Rd
Hy(x)
Gy(x)
∣∣∣Ĝy(x)− G˜y(x)∣∣∣ dx ≤ ∫
Rd
∣∣∣Ĝy(x)− G˜y(x)∣∣∣ dx ≤ ‖Ĝy − G˜y‖1 ≤ 4δ.
Note that Ĥy(x)/α = Ĝy(x)(Hy(x)/Gy(x)) and H˜y(x)/α˜ = G˜y(x)(Hy(x)/Gy(x)) and so
‖H˜y − Ĥy‖1 ≤ α
(
‖H˜y/α− Ĥy/α‖1 + ‖Ĥy/α˜− Ĥy/α‖1
)
(by the triangle inequality)
= α
(
‖H˜y/α− Ĥy/α‖1 + |1/α˜ − 1/α|
)
= α
∫
Rd
(Hy(x)/Gy(x))|G˜y(x)− Ĝy(x)|+ |α− α˜|/α˜
≤ ‖Ĝy − G˜y‖1 + 2|α− α˜|
≤ 12δ,
which establishes that the random vectorX that Algorithm 2 outputs is distributed according to a probability
distribution φ˜ such that ‖φ˜− φ‖1 ≤ 10δ, as required.
In order to bound the running time, we observe that all the steps of the algorithm can be implemented
in time poly(n, d, logR, 1/δ, log(1/τ)). The most expensive operation is approximating the volume of an
superlevel set Li and sampling for Li, using Theorems 4.1 and 4.2. By the above discussion, using Lemma
3.2 each of these operations can be implemented in time poly(n, d, 1/δ, log(1/τ)). The algorithm suceeds
if all the invocations of the algorithm of Theorem 4.1 are successful; by the union bound, this happens with
probability at least 1− τ ′ · poly(n) = 1− τ ′nbpoly(n) ≥ 1− τ , where the inequality follows by choosing
some sufficiently large constant b > 0. This establishes part (1) of the lemma.
It remains to prove part (2). By (17) we have that γ = MHycα. Algorithm A2 proceeds as follows.
First, we compute MHy . By the convexity of hy , it follows that the maximum value of MHy is attained
on some sample point xi; that is, MHy = maxi∈[n]Hy(xi). Since we can evaluate Hy in polynomial time
using Lemma 3.2, it follows that we can also compute MHy in polynomial time. Next, we compute c˜ using
formula 18. Arguing as in part (1), this can be done in time poly(n, 1/δ, log(1/τ)), and with probability at
least 1− τ/2. Finally, we estimate α˜. The value of α˜ is precisely the acceptance probability of the random
experiment described in Steps 5–8 of Algorithm 2. Since α ≥ 1/2, and |α − α˜| ≤ 4δ, it follows that for
δ < 1/16, we can compute an estimate α¯ of the value of α˜, to within error 1 + O(δ), with probability
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at least 1 − τ/2, after O(log(1/τ)) repetitions of the random experiment. The output of algorithm A2 is
γ′ = MHy c˜α¯. We obtain that, with probability at least 1− τ , we have
γ′ = MHy c˜α¯ ≤MHyc(1 + δ)α(1 +O(δ)) = γ(1 +O(δ)) ,
and
γ′ = MHy c˜α¯ ≥MHy(c/(1 + δ))(α/(1 +O(δ))) = γ/(1 +O(δ)) ,
which concludes the proof.
5 Conclusions
In this paper, we gave a poly(n, d, 1/ǫ) time algorithm to compute an ǫ-approximation of the log-concave
MLE based on n points inRd. Ours is the first algorithm for this problem with a sub-exponential dependence
in the dimension d. We hope that our approach may lead to more practical methods for computing the log-
concave MLE in higher dimensions than was previously possible.
From a theoretical standpoint, an immediate open question is whether there exists an algorithm for our
problem running in time poly(n, d, log(1/ǫ)). Since such an algorithm would seem to require going beyond
first order methods, and the sample size n is typically large (as a function of 1/ǫ), it is unclear whether a
method with such an asymptotic runtime could be practically viable. An intriguing direction would be to
explore the complexity of the log-concave MLE under natural restrictions to log-concavity. It would also be
interesting to understand the complexity of the MLE for mixtures of two log-concave distributions.
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