We present results of processed microseismic events induced by hydraulic fracturing and detected using dual downhole monitoring arrays. The results provide valuable insight into hydraulic fracturing. For our study, we detected and located microseismic events and determined their magnitudes, source mechanisms and inverted stress field orientation. Event locations formed a distinct linear trend above the stimulated intervals. Source mechanisms were only computed for high-quality events detected on a sufficient number of receivers. All the detected source mechanisms were dip-slip mechanisms with steep and nearly horizontal nodal planes. The source mechanisms represented shear events and the non-double-couple components were very small. Such small, non-double-couple components are consistent with a noise level in the data and velocity model uncertainties. Strikes of inverted mechanisms corresponding to the nearly vertical fault plane are (within the error of measurements) identical with the strike of the location trend. Ambient principal stress directions were inverted from the source mechanisms. The least principal stress, σ 3 , was determined perpendicular to the strike of the trend of the locations, indicating that the hydraulic fracture propagated in the direction of maximum horizontal stress. Our analysis indicated that the source mechanisms observed using downhole instruments are consistent with the source mechanisms observed in microseismic monitoring arrays in other locations. Furthermore, the orientation of the inverted principal components of the ambient stress field is in agreement with the orientation of the known regional stress, implying that microseismic events induced by hydraulic fracturing are controlled by the regional stress field.
I N T R O D U C T I O N
Microseismic monitoring can be used to map and understand hydraulic fractures. Locations of microseismic events with sufficient resolution provide information on fracture geometry and properties (e.g. Warpinski et al. 1998; Phillips et al. 2002) . In addition to location, knowledge of source mechanisms helps us understand the relationship between the fracturing process and induced seismicity. Advanced fracture for downhole monitoring projects. For this reason, complete moment tensors were only determined for events recorded by two monitoring wells. When an event is recorded only in a single monitoring well, the moment tensor inversion must be further constrained in order to reduce ambiguity. Vavryčuk (2007) has provided evidence that a single-azimuth dataset in a 1D medium cannot resolve the dipole perpendicular to the plane of stations and the hypocentre (i.e. the plane of the single azimuth). Therefore, we constrained the inversion of events only recorded by a single monitoring well for deviatoric moment tensors (i.e. non-volumetric). Alternatively, for events only recorded by a single monitoring well, other constraints may be imposed (e.g. Jechumtálová and Eisner 2008; Song and Toksöz 2011; Grechka 2015) . However, as shown in the events recorded by both monitoring wells, the non-volumetric constraint is justified in this dataset.
Ambient stress can be determined from the shear components of focal mechanisms using several inversion methods (e.g. Gephart and Forsyth 1984; Michael 1984; Lund and Slunga 1999; Angelier 2002) . All the methods specify the stress state that best accounts for a set of double-couple (DC) focal mechanisms for earthquakes. There is no possibility to recover the magnitude of the stress tensor, although we can determine the orientations of the principal stress axes and the ratio between their differences. The orientation can be used to determine the optimal orientation of the horizontal well or to determine stress change when a fracture evolves. In our study, we found that the stress orientation is consistent with observed trends in microseismic event locations, indicating a single straight hydraulic fracture.
Microseismic data and event locations
A hydraulic fracture program is generally divided into several intervals (stages). A hydraulic fracture stage is a time interval over which an isolated section of a well is fractured. For our case study, the fracture program consisted of two stages within a nearly vertical treatment well. Stages were separated by a thin horizontal layer with a different P-wave velocity observed in sonic logs (Fig. 1) . The target formation was shale and vertical containment of the stimulations was investigated. Each stage lasted approximately for 3 hours. The system consisted of two monitoring wells with 12 (Well 1) and 10 (Well 2) receivers and one treatment well. Boreholes were drilled deviated close to the surface and were nearly vertical in the vicinity of target formation. The monitoring arrays were designed to span the depth of the upper stimulated interval (Stage 2) Figure 1 Seismic velocity models. P-wave velocities are represented by a solid line, the S-wave by a dashed line, the locations of receivers by triangles and the perforation intervals by grey squares. The P-wave velocity sonic log from monitoring Well 1 is displayed using a grey line.
and were located slightly above the lower stimulated interval (Stage 1) in order to ensure that the depth of located events was well constrained. The distance between the perforation intervals and the monitoring arrays was approximately 300 m. The monitoring array included 22, three-component, 15 Hz geophones installed between depths of 1800 and 1920 m.
Events were detected using the short-term average/longterm average (STA/LTA) method (Allen 1978; Baer and Kradolfer 1987; Earle and Shearer 1994; Wong et al. 2009 ). Amplitudes of the P-and S-waves were consistently (using the waveform similarity) manually picked for all possible events. However, only six events were recorded by both monitoring wells and 64 events were recorded by a single well (42 by Well 1 and 22 by Well 2). Subsequently, three template events (one recorded by both wells, one only recorded by Well 1 and one only recorded by Well 2) were selected and 26 additional weaker events (1 event recorded by both wells, 7 events recorded by Well 1 and 18 events recorded by Well 2), similar to these template events, were detected using the cross-correlation method (Maurer and Deichmann 1995; Massa et al. 2006) . The cross-correlation method is able to detect weaker events that have a similar location and a similar source mechanism as template events. However, the majority of events were detected using the STA/LTA method, thereby reducing any bias in detection. A total of 96 microseismic events from both stages were detected and located, 76 events occurred during Stage 1 and 20 events occurred during Stage 2. However, only seven events were recorded Figure 2 The location of the perforation shot from Stage 2. The blue star is a perfshot location from monitoring Well 1, the red star is a perfshot location from monitoring Well 2 and the black star is a perfshot location from both monitoring wells. Receivers are shown as triangles (blue for Well 1 and red for Well 2) and perforation intervals are shown as gray squares.
by both monitoring wells, while 89 of the events were only recorded by a single well.
Since seismic event location is a non-linear approach, we used a grid search processing method for minimizing the difference between observed arrival times and the computed travel-times from each potential location to each receiver (Nelson and Vidale 1990; Eisner et al. 2010) . A 1D isotropic velocity model (Fig. 1) was created based on the P-wave velocity log from one monitoring well and was calibrated using perforation shots with a constant v P /v S ratio equal to 1.84. This ratio was determined from a sonic log in a nearby well. The locations of the perforation shot from Stage 2 are displayed in Fig. 2 and were determined using the calibrated velocity model. This perforation shot was located using the array from only Well 1, and then using an array from only Well 2, and then using an array from both wells. During the calibration of our velocity model, we sought to fit the model so that all locations of perforation shots were as close as possible to the perforated interval.
The locations of the events are displayed in Fig. 3 . The probability density functions of the hypocentres were calculated by assuming that the azimuths and arrival times had Gaussian distribution surrounding the true values. The standard deviations of both P-and S-wave arrival time picks (2 ms) were set to reflect several aspects of the data: the frequency content of the P-and S-waveforms (ß50-60 Hz), the consistency of arrival times and the ability to fit the arrival times with travel-times determined from the velocity model. The standard deviations of backazimuth (7°) were determined from single station measurements in the same well. Since each measurement is normalized by its standard deviation, the Gaussian distribution allowed us to compare different types of measurements (arrival times and azimuths) and different techniques for hypocentre locations (single arrival times versus relative P-to S-wave arrival times). For a single-azimuth dataset, the largest part of final location uncertainty is related to estimations of the backazimuth (Eisner et al. 2010 ). For our case, the average location error perpendicular to the backazimuth direction was approximately 30 m. Uncertainty in the vertical position and the radial distance from receivers for our dataset was approximately 20 m. Events located from the dual monitoring well had a horizontal error of approximately 25 m. The above errors in locations represent a 95% probability of the event location (double standard deviation, σ ). To compare measured and theoretical travel-times the root-mean-square errors were evaluated and ranged from 1.3 to 3.4 ms (average 2.1 ms).
The locations displayed a linear trend, approximately in the east-west direction. The majority of events had depths shallower than the perforated intervals and the locations from both stages overlapped, indicating that the stimulated hydraulic fracture was not bounded at the perforation intervals and that injected fluids fractured within the upper layer up to 1740 m in depth (i.e. approximately 100 m above the shallower perforation). Based on the data, we concluded that both stages treated the same volume and that there was no vertical separation between the two stages. We verified the depths of the located events using observed move-outs on both arrays and observed both P-and S-waves arriving firstly on the closest receiver to the event location. An example of this verification is shown in Fig. 4 ; there are move-outs on monitoring Well 2 receivers for three selected events with different location depths. The shallowest event (green) in the depth of 1756 m arrived firstly on the shallowest receiver located in the depth of 1796 m. The event located in the depth 1824 m (blue) arrived firstly on the receiver placed in the depth of 1826 m. The deepest event (red) located in the depth 1853 m arrived firstly on the receiver in the depth of 1856 m.
As observed in Fig. 3 , the processing and location of a microseismic event depends both on its distance from the monitoring array and its magnitude. The colours of the events in Fig. 3 represent the monitoring array that recorded events. Events recorded by both monitoring arrays are located in the middle using black colour, approximately at an equal distance from both arrays. Events only recorded by a single monitoring array were located closer to this monitoring array and were generally weaker (i.e. a smaller magnitude). Events detected by both monitoring arrays were also generally (on average) stronger (i.e. larger magnitudes). The lack of events Figure 4 The example of the depth events verification. Left: The locations of three selected events (coloured circles), positions of receivers from Well 2 (triangles). Right: Arrivals of P-wave (dots without margins) and S-wave (dots with black margins) on receivers from Well 2. Time scale was adjusted for each event separately to have zero P-wave arrival time on the closest receiver. Each event is displayed by different colours (red, blue and green). in the vicinity of the perforation intervals does not indicate that no microseismicity occurred. The ability of a downhole array of microseismic sensors with a given sensitivity to detect a microseismic event largely depends on the magnitude of the event, ambient noise, and observational distance (Zimmer 2011). The decay of detectability with distance is shown in Fig. 5 . Weaker events close to perforated intervals containing a lower magnitude could not be recorded on the remote monitoring arrays. However, because we would be able to detect deeper weaker events in the vicinity of the monitoring arrays, we are certain that the hydraulic fracture did not grow deeper in the depth of the perforation intervals. Moment magnitudes between both stages ranged from −3.8 to −1.9 and were determined from the scalar seismic moment (Shearer 2009 ).
Source mechanisms
The source mechanism inversion can be solved by inverting full waveforms or the amplitudes of seismic phases (e.g. Dahm, Manthei and Eisenblätter 1999; Jechumtálová anď Sílený 2001; Šílený et al. 2009; Song, Warpinski and Toksöz 2014) or using amplitude ratios and the polarity of P-waves of body-wave phases (e.g. Foulger et al. 2004) . The reliability of an inversion depends on the velocity and the attenuation model of the medium. If the structural model does not contain sufficient detailed information, waveforms may not be correctly modelled using synthetic seismograms and the results of waveform inversion may be significantly biased. As demonstrated byŠílený and Milev (2008) , the impact of uncertainty in velocity (density and attenuation) may be reduced using only amplitudes instead of complete waveforms. Therefore, in cases where the data allow for a reliable estimation of the direct wave amplitudes, inversion of the three-component amplitudes produces a more robust result. This impact is even smaller using inversion based on amplitude ratios. However, we did not use this approach for this case study because the use of amplitude ratios reduces the number of input data and such an approach was not appropriate. As a result, we employed an inversion of P-and S-wave amplitudes instead of complete waveforms in order to retrieve the moment tensors. Moreover, a weighting between P-and S-wave amplitudes were used to magnify (by a factor 2) more clear P-wave amplitudes in order to compensate for larger S-wave amplitudes within the least squares inversion. The root-mean-square deviation between modelled and real data (P-and S-wave amplitudes) normalized by the norm of the real data -misfit -was minimized.
The stability of the mechanisms can be assessed by a condition number that is defined as a square root of a ratio between the maximum and the minimum eigenvalue of the symmetric inversion matrix G T G, where G is Green's function matrix. Note that determination of the condition number does not require any information about the data and is only dependent on a source-station configuration and an assumed velocity model. A well-conditioned inversion has a low-condition number and its result is stable, whereas an ill-conditioned inversion has a high-condition number and the resulting source mechanism is very sensitive to any small change in the input. Staněk, Eisner and Vesnaver (2017) computed 3D distributions of condition numbers for our type of monitoring arrays. High-condition numbers were found around and between the wells, but very low condition numbers were evaluated in the space where our events were located. From that we can conclude that our mechanisms are stable. An error in moment tensor determination can be caused by various sources such as an inaccurate deviation survey, the location, the velocity model and background noise. Since we were able to locate perforation shots (Fig. 2) , the influence of an inaccurate deviation survey and the velocity model was suppressed by the velocity model calibration. When we took into account the average location error and the average distance of events from the monitoring array, receivers were projected onto a focal sphere with an average error of 5°.
The peak-to-peak velocity amplitudes of the P-and Swaves were estimated manually from the vertical and horizontal traces of the three-component velocity seismograms (e.g. see representative medium quality event waveforms in Fig. 6 ). The particle-motion diagrams were used to properly choose the direct P-and S-waves. The P-waves were clearly visible on both horizontal traces, which is in agreement with the fact that the depth of receivers was similar to the depth of the selected event. There were relatively strong SV waves (visible on the vertical trace) and very weak SH waves (on horizontal traces), we picked and inverted only SV waves.
The source mechanism inversion must have a good estimation of attenuation (Q factor), especially for events only recorded by a single monitoring array. The Q factor in our model was inverted from the peak frequency of both the Pand S-waves by the method of Wcisło and Eisner (2016) . We determined Q P and Q S from the waveforms of 10 representative events and estimated their values as Q P = 40 ± 20 and Q S = 40 ± 20. If we used these values for the Q factors in the source mechanism inversion, we were able to fit both P-and S-waves obtaining a reasonable misfit. The misfit ranged between 0.1 and 0.4, implying that variance reduction exceeded 60% or more, giving high confidence to the inverted mechanisms.
Only seven events were detected by both arrays. Such is certainly a common situation in the downhole monitoring of hydraulic fracturing because even in situations where more monitoring arrays are available, the event magnitudes are very small and only a fraction of the total events are detected in more than one downhole array. The mechanisms of these seven events were determined using a complete moment tensor inversion. The description of an earthquake mechanism using a complete moment tensor (a symmetric tensor having six independent components) allowed us to search for general dipole source (i.e. not only for a shear (double couple, DC) but also for non-shear (volumetric, V, and compensated linearvector dipole, CLVD) components). The major limitation of the source mechanism inversion from a single monitoring well in the far field was the impossibility of resolving the dipole perpendicular to the plane of the stations and to the hypocentre (Vavryčuk 2007) . In isotropic and certain anisotropic (e.g. vertical transverse isotropic) media, only five of the six components of the moment tensor can be independently determined. The proper way is to exclude the unresolvable moment tensor component in a suitable coordinate system and to determine the class of moment tensor constrained by the data (Jechumtálová and Eisner 2008; Grechka 2015) . Song and Toksöz (2011) developed another approach for inverting a complete moment tensor using full-waveform data recorded within a single monitoring well. By matching the waveforms, they found that, at near-field range, the inversion can be stabilized without making additional source assumptions. We followed the approach of Nolen-Hoeksema and Ruff (2001) who noted that data from a single monitoring well is not adequate for the inversion of the volumetric component of a source mechanism. The deviatoric constraint itself cannot remove the ambiguity of the shear versus non-shear solution, only the complete moment tensor inverted from dual well monitoring is capable of producing the desired result. To validate the deviatoric constraint for a single well data, we analysed events detected by both arrays in three different ways (see Fig. 7 ). We determined a complete moment tensor using both arrays and then we determined two deviatoric moment tensors using the Well 1 only, respectively, the Well 2 only. All the obtained moment tensors yielded a very small non-shear component. The result implies that the deviatoric constraint for the inversion from a single monitoring array is appropriate for this dataset.
The moment tensors (complete for events recorded by both monitoring wells, the deviatoric for events only recorded by a single monitoring well) were determined for 41 events ( Fig. 8) with a sufficient number of reliable amplitudes of P-and S-waves. Since only the strongest events (detected by the STA/LTA method) were selected, the obtained results are not biased using the cross-correlation detection method (it detected approximately one quarter of events). The moment magnitudes of these 41 events ranged from −3.5 to −1.9. The moment tensor is commonly split into a V component that can either explosive (positive values of V) or implosive (negative values of V), and the deviatoric component. Decomposition of the deviatoric component is not unique, but is traditionally split into a DC and a CLVD that can either be oriented along a tension axis (positive value) or a pressure axis (negative value). All the mechanisms were nearly pure shear slips, i.e. the DC component was very high (more than 95%) for all 41 events (Fig. 9) . The result indicates that the non-shear components (CLVD and V) of the events observed by both monitoring arrays were less than 5%. Also, the source mechanisms inverted from a single monitoring array had a CLVD component (i.e. the non-shear component) less than 5%. The V component in such an inversion was forced to zero. The shear part of the mechanisms (i.e. the determined orientation nodal planes) are robust with respect to the inaccurate location of the hypocentre, improper modelling of the velocities and noise contamination of the data (Šílený and Milev 2008) . However, determination of the DC and especially the non-DC components are more sensitive to inaccuracies in velocity models or to location errors. Almost all the inconsistencies in the data were projected onto the non-DC components. Therefore, the obtained non-shear components have a high probability that is explained by noise in the data and velocity model uncertainties. The result implies that the non-volumetric constraint for inversion from a single monitoring array is highly appropriate in this dataset. Furthermore, none of the observed events can be explained as tensile opening or closing.
All events can be characterized as dip-slips with similar orientations in their nodal planes. For the purpose of this study, we refer to mechanisms with a nearly vertical fault plane where the northern block is slipping down as a 'north dip-slip' and, similarly, to mechanisms with a southern block slipping down as a 'south dip-slip'. The orientations of steeper dipping nodal planes were in agreement with the trend for the event locations (Fig. 8) . We determined 19 north dipslip mechanisms and 22 south dip-slip mechanisms. A similar feature, approximately one-half of the north dip-slip and one-half of the south dip-slip mechanisms, has also been observed in surface monitoring datasets (Tan and Engelder 2016; as well as borehole monitoring datasets (Rutledge, Yu and Leaney 2014) . Such opposite north or south dip-slip mechanisms can be a signature of shearing during the opening of a hydraulic fracture. In Fig. 10 , a summary of strikes for the inverted nodal planes is shown using a rose diagram. Each mechanism has two equivalent fault planes with two strikes. Figure 10 displays both strikes, although a major consistency in the strike orientation was only observed for steeper planes (i.e. planes with a higher dip). An average of the steeper fault plane dips was 88°, ranging from 81°to 90°. Strikes of nearly horizontal planes displayed a larger scatter in comparison with . However, the fact that the nearly horizontal nodal planes showed less consistent strikes may result from the definition of a strike, which is unstable for a horizontal plane whose instability is consistent with noise.
Fisher and Guest (2011) suggested that microseismic events result from tensile fracturing. From a geomechanical point of view, the shear only mechanisms are not consistent with the Fischer and Guest (2011) model. However, having approximately one-half of the microseismic events north dip-slips and the second-half south dip-slip mechanisms (Fig. 8) is consistent with the model proposed by and Rutledge et al. (2014) . 
Stress inversion
We inverted the tectonic stress from the source mechanisms of all 41 micro-earthquakes using the approach of Angelier (2002) . The method is based on maximization of the so-called slip shear stress component and avoids the necessity of identifying the fault plane (i.e. selecting one of the two nodal planes of each focal mechanism) within the inversion. The tension and pressure axes are determined from the inverted source mechanisms and the orientations of these axes are only used for the stress determination. The approach recovers three angles that define the directions of the three principal stresses, σ 1 , σ 2 and σ 3 , and the shape ratio, :
The method is not suitable for recovering the two remaining parameters of the stress tensor. Therefore, the trace of the stress tensor is assumed to be zero and the stress tensor is normalized. Numerical tests indicated that the accuracy of the stress inversions varied and depended on the number of focal mechanisms inverted and on the noise level of the data (Vavryčuk 2014) . The principal stress directions had a satisfactory accuracy (first units of degrees) even for noisy data. In contrast, the average error of the shape ratio was almost 20% even when a large number of noise-free focal mechanisms were inverted. When inverting noisy focal mechanisms, this error was even higher.
We used the shear components of the moment tensors as input data for the stress inversion. The results of the inversion are provided in Fig. 11 . The optimum orientations of the principal stresses were (azimuth/plunge): σ 1 = 83°/63°, σ 2 = 245°/26°and σ 3 = 338°/8°, and the optimum shape ratio was = 0.70. The azimuth was measured clockwise from the north and the plunge was measured downwards from the horizontal plane. The results are in good agreement with the stress orientation in this region that is nearly eastwest, ranging from NE 80°-110° (Wang et al. 2004) . For this study, the hydraulic fracture grew in width against the minimum principal stress, σ 3 , and propagated in length parallel to the maximum horizontal stress. It corresponds to wellknown behaviour of hydraulic fractures described in many books (e.g. Anderson 1951; Zoback 2010) . The hydraulic fracture seems to be consistent with a simple plane structure very close (within the uncertainty of the measured azimuth) to the maximum horizontal stress. Hence, we concluded that the optimum orientations of the principal stresses, obtained from the moment tensor inversion of microseismic events, are Figure 11 The inversion for stress orientation -the optimum position of the directions of the principal stresses, σ 1 , σ 2 and σ 3 , together with a jackknife test of their stability. Clusters of the same coloured symbols denoted the confidence zones of the maximum, σ 1 (red triangle); the medium, σ 2 (grey triangle) and the minimum, σ 3 (blue triangle), stress axes. Optimum positions of the directions of the principal stresses are shown as triangles using yellow margins. in good agreement with the orientation of the hydraulic fracture geometry and the azimuth mapped by the locations of the microseismic events, that is, both directions are consistent within the errors of the measurements.
To estimate the stability and error of the inverted stress orientations, we applied the jackknife technique. That is, we computed the orientations of the principal stress axes (and the shape ratios) from a subset of the data that had one or few focal mechanisms removed in order to estimate errors in the determination of the orientation for σ 1 , σ 2 and σ 3 , and the shape ratio, . The number of focal mechanisms varied from 41 (total set) down to 4. The test was repeated many times and the orientation of σ 1 , σ 2 , σ 3 and shape ratio, , were determined. The clustered solutions may be considered to be an estimate of the confidence zone. However, unlike the probability density function, we could not easily assign the probability content. Figure 11 indicates that the resulting plots of the minimum stress axis, σ 3 , are tightly clustered, indicating good resolution for its orientation. The maximum and medium stress axes, σ 1 and σ 2 , respectively, are less stable in the east-west vertical plane. The maximum stress axis, σ 1 , is almost vertical, as can be expected for a sedimentary basin because most of these basins are formed in extensional stress regimes. The minimum stress axis, σ 3 , is nearly horizontal in the approximate north-south direction. The confidence zones of the maximum and medium stress axes, σ 1 and σ 2 , respectively, could also be larger for a case where stress is temporally changing during the injection. Such a case was observed in 2000 and 2003 in the Hot Dry Rock facility at Soultz-sous-Forêts (Alsace, France) during stimulations (Jechumtálová et al. 2011) .
C O N C L U S I O N S
We performed a detailed analysis of event locations and source mechanisms using a microseismic dataset obtained from two monitoring boreholes. The microseismic events were induced by two stimulations in a nearly vertical treatment well. We detected and located 96 microseismic events. Event locations aligned along a linear trend, approximately within the azimuth of 85°along the regional maximum horizontal stress direction. Our results indicate that the majority of events were located above the injection intervals. Both stages were treated within the same zone and neither vertical nor horizontal separation of the two stages occurred. The treatment stimulated shallower formation approximately 100 m above the injection intervals.
Forty-one source mechanisms were determined for highquality events. Full moment tensors for events detected by both wells and deviatoric moment tensors for events detected using only a single well were computed. All the mechanisms were nearly pure shear dip-slips with less than 5% for the nonshear components. The result is consistent with previously published observations from shale stimulations observed by surface arrays (i.e. we did not observe any additional nonshear components on the downhole monitoring arrays). We also did not observe events consistent with tensile opening or closing. Constrained inversion from the single monitoring well to the non-volumetric source mechanism was adequate for this dataset because the full moment tensor inversion results displayed no significant evidence of volumetric components and because the waveforms of less constrained events were similar to the well-constrained events. Approximately one-half of the microseismic events were characterized as north dip-slips, while the second half was characterized as south dip-slip mechanisms. The source mechanisms are consistent with the locations of events. Strikes of nearly vertical planes agreed with the strike of the location trend. Both the previous observations are consistent with published analysis for seismicity induced by hydraulic stimulations monitored by surface arrays.
We found that the source mechanisms well constrained the orientation of the principal stress axes and that this orientation of stress was also consistent with event locations and regional stress. We determined the stress regime corresponding to maximum and intermediate stress that is similar in magnitude to that commonly observed in nature. The magnitude of the minimum horizontal stress was significantly smaller and its orientation was well determined. Furthermore, a single, homogeneous stress field is consistent with the observed mechanisms. While it is still possible to speculate about stress heterogeneity, Occam's razor criteria suggests that seismicity induced by hydraulic fracturing is caused by a background homogeneous stress field. We concluded that a single hydraulic fracture propagated perpendicular to the least principal stress, σ 3 , and that the source mechanisms of microseismic events could be used to determine the stress orientation in this case study. The induced microseismic events are controlled by the regional stress field. We found no evidence of a significant role for the non-shear components of induced microseismic events. 
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