Abstract-The degrees of freedom (DoF) of the MIMO Ychannel, a multi-way communication network consisting of 3 users and a relay, are characterized for arbitrary number of antennas. The converse is provided by cut-set bounds and novel genie-aided bounds. The achievability is shown by a scheme that uses beamforming to establish network coding on-the-fly at the relay in the uplink, and zero-forcing pre-coding in the downlink. It is shown that the network has min{2M2+2M3, M1+ M 2 + M3, 2N } DoF, where Mj and N represent the number of antennas at user j and the relay, respectively. Thus, in the extreme case where M1 +M2 +M3 dominates the DoF expression and is smaller than N , the network has the same DoF as the MAC between the 3 users and the relay. In this case, a decode and forward strategy is optimal. In the other extreme where 2N dominates, the DoF of the network is twice that of the aforementioned MAC, and hence network coding is necessary. As a byproduct of this work, it is shown that channel output feedback from the relay to the users has no impact on the DoF of this channel.
I. INTRODUCTION
Multi-way relay channels have attracted extensive research attention recently, as they constitute an integral part of future networks due to the possibility of employing sophisticated communication techniques (such as network coding) in such networks to increase the spectral efficiency.
This line of research has started with the two-way relay channel which represents the most basic multi-way relay channel. This channel was introduced in [1] , and further analyzed in [2] - [6] . The capacity region of this channel is known within a constant gap. Recently, the two-way tworelay channel has also been studied and its symmetric capacity approximated in [7] . The multi-way relay channel with more than 2 users was also studied in [8] , [9] where each user has 1 message to be multicast to other users, and multi-pair two-way relay channels have been studied in [10] , [11] .
In this paper, we consider a 3-user MIMO multi-way relay channel, where each user has two messages to be delivered to the two other users. This setup, known as the Y-channel, was introduced by Lee et al. in [12] , where it was shown that if the relay has N ≥ 3M/2 antennas where M is the number of antennas at each user, then the cut-set bound given by 3M DoF is achievable. Contrary to this case, it was shown in [13] that the cut-set bound is not achievable in the SISO Y-channel, and that new bounds are necessary to obtain an approximate characterization of the sum-capacity. In [14] , it was noted that This work is supported by the German Research Foundation, Deutsche Forschungsgemeinschaft (DFG), Germany, under grant SE 1697 /7. the DoF of the general Y-channel with arbitrary number of antennas is still open. This problem is settled in this paper.
The novel contribution of the paper is a complete characterization of the DoF of the MIMO Y-channel. We show that the general MIMO Y-channel with M 1 ≥ M 2 ≥ M 3 antennas at user 1, 2, and 3, respectively, and with N antennas at the relay, has min{2M 2 + 2M 3 ,
To show the converse of this result, it is necessary to use genieaided bounds similar to those in [13] . These novel bounds are essential for characterizing the DoF of the MIMO Ychannel, and cover the opposite case to the one considered by Lee et al. [12] . The genie-aided bounds provide a complete characterization of the DoF of the network when combined with the cut-set bounds [12] , [15] . The achievability result is provided by signal-space alignment for network coding in the uplink [12] and zero-forcing pre-coding in the downlink. As a byproduct, it is noted that the DoF can be achieved without using the received signal at each user in the encoding process. This implies that channel output feedback from the relay to the users has no impact on the DoF of this channel.
Throughout the paper, we use bold-face lower and upper case letters for vectors and matrices, respectively, and we use (.)
† to denote the transpose of a matrix. I is the identity matrix, and 0 is the zero vector. x n is used to denote the sequence (x 1 , · · · , x n ). The rest of the paper is organized as follows. In Section II, the system model is introduced and the DoF theorem is stated. In Sections III and IV, the converse and the achievability proof of the Theorem are given, respectively. Finally, we discuss the result in Section V.
II. SYSTEM MODEL The Y-channel consists of 3 users and a relay as shown in Fig. 1 , where each user wants to commmunicate with the other two users. We assume that all nodes are full-duplex and that the channels and signals are real valued. Moreover, the channels are assumed to hold the same value for the duration of the transmission. User j has messages m jk and m jl to be sent to users k and l, with rates R jk and R jl , respectively, for distinct j, k, l ∈ {1, 2, 3}. The transmit signal of user j at time instant 1 i is an M j × 1 vector x j (i). This transmit signal is in general constructed from all the information available at user j (messages and observed signals). The received signal at the relay is given by which is an N × 1 vector, where z r (i) is an i.i.d. Gaussian noise vector z r ∼ N (0, I) and H j is the N × M j random channel matrix from user j to the relay. We assume without loss of generality that
The relay uses its observations up to time instant i − 1 to construct x r (i). The received signal at user j is given by
which is an M j × 1 vector, where z j (i) is an i.i.d. Gaussian noise vector z j ∼ N (0, I), and D j is the M j × N downlink channel matrix 2 from the relay to user j. All nodes have a power constraint P . The DoF of message m jk is defined as 
which was studied by Lee et al. in [12] is covered by this theorem, where 3M DoF can be achieved.
The first and last arguments of the min operation in (5) are obtained from novel genie-aided bounds which are essential for complete DoF characterization, whereas the remaining term is obtained from cut-set bounds. In the derivation of the upper bounds, it is assumed that the users use non-restricted encoders. That is, the transmit signal of each user at time i depends not only on the messages, but also on the received signals at this user till time instant i − 1. This received signal can be considered as channel output feedback, i.e., a feedback of y r (1), · · · , y r (i − 1). On the other hand, the transmission scheme used to show the achievability of this theorem does not make use of the received signals at each user for encoding. This means that channel output feedback does not have any influence on the DoF of this network. The following sections are devoted for the proof of this Theorem 1. 2 For reciprocal channels, 
III. UPPER BOUNDS
In this section, we prove the converse of Theorem 1. For this purpose, we need two types of bounds: the cut-set bounds [15] , and genie-aided bounds. We start with the cut-set bounds.
A. Cut-set Bounds
In [12] , Lee et al. derived cut-set bounds for the MIMO Y-channel with equal number of antennas at all users. Next, we generalize these bounds for arbitrary number of antennas. By considering information flow from user 1 to all other users and using the cut-set bounds, we can bound the rates of the corresponding messages as follows
These bounds lead to the following DoF bounds
respectively. Thus, by combining (8) and (9), we get
By applying the same bounding technique to users 2 and 3, we can show that the following upper bound can be obtained
for distinct j, k, l ∈ {1, 2, 3}. By adding the three obtained bounds (for all distinct j, k, l), and using
B. Genie-aided Bounds
In [13] , genie aided bounds have been derived for the SISO Y-channel. These bounds can be extended to obtain bounds for the general MIMO case. Instead of simply extending the bounds in [13, Lemmas 1 and 2], we provide a different approach to obtain them. This approach gives an insight on how to choose the genie signals needed to derive such bounds.
Assume that every node can obtain its messages with an arbitrarily small probability of error. Using the available information at user 2 for instance, i.e., y n 2 , m 21 , and m 23 , user 2 can obtain m 12 and m 32 reliably. Now, what additional information should be given to user 2 to allow it to decode more messages? Note that after decoding its desired messages, user 2 knows y n 2 , m 21 , m 23 , m 12 , and m 32 . In order to enable user 2 to decode more messages, we should provide it with enough side information which makes it stronger than some other user. Suppose we want to make user 2 stronger than user 3 (which has y n 3 , m 31 and m 32 ). User 2 already has m 32 , thus, if we provide it with y n 3 and m 31 , we make it stronger than user 3, and hence, able to decode m 13 . As a result, we can write
where ε n → 0 as n → ∞, and where the second step follows by using standard information-theoretic operations. 
Now, we try to enhance receiver 1 in such a way that allows it to decode m 23 . To do this, we will give y 
By using standard information-theoretic operations, we can upper bound (16) by
The DoF of these messages, i.e., m 21 , m 31 , and m 32 , is upper bounded by the rank of [H 2 H 3 ] which leads to
By combining (15) and (18) we get
Now, by using simple steps we can show that the bounds (12) and (19) can be combined into the DoF expression in Theorem 1.
IV. ACHIEVABILITY
The achievability proof of Theorem 1 is split into 3 cases based on the dominant term in the min expression in this theorem. In some case in the proof, we will reduce the number of antennas at the relay (by ignoring some antennas) in order to guarantee the existence of an intersection subspace between the users that can be used for network coding on-the-fly in the uplink (signal space alignment for network coding [12] ).
In this case, we have M 2 + M 3 ≤ min{N, M 1 }, and the DoF, given by 2M 2 + 2M 3 , is achievable as follows. We use onlyN = M 2 + M 3 antennas at the relay. We denote the channel matrix from user j to the relay byH j ∈ RN
×M1
and from the relay to user j byD j . First, the task is to find a subspace over which users 1 and 2 can align their signals in order to establish network coding on-the-fly in the uplink. Note that M 1 ≥N , therefore, the columns ofH 1 span the wholeN -dimensional space. Thus,
i.e., the subspaces spanned by the columns ofH 1 andH 2 intersect in an M 2 -dimensional space spanned by the columns ofH 2 . This subspace is used for bidirectional communication between users 1 and 2. Similarly,
i.e., span(H 1 ) and span(H 3 ) intersect in an M 3 -dimensional subspace spanned by the columns ofH 3 . This subspace is used for bidirectional communication between users 1 and 3. Note that the matrix [H 2H2 ] has linearly independent columns almost surely since M 2 + M 3 =N and the channels are generated randomly and independently. The transmit signals of the users in the uplink are given by
where u 12 is an M 2 ×1 vector of symbols to be delivered from user 1 to user 2, and u 21 is an M 2 × 1 vector of symbols to be delivered from user 2 to user 1. Similarly, u 13 and u 31 be M 3 ×1 vectors to be delivered from user 1 to 3 and vice versa, respectively. The beamforming matrices V 12 , V 13 , V 21 , and
respectively. The relay receives
For the purpose of network coding, we choose the beamforming matrices such that
and bothH 2 V 21 andH 3 V 31 have full column rank. Using this design of V jk , we guarantee that the bidirectional communication takes place in two linearly independent subspaces. Let N 12 be an M 2 ×N matrix whose rows span the null space 2013 IEEE International Symposium on Information Theory ofH 3 , i.e., N 12H3 = 0. The relay projects y r onto the null space ofH 3 to eliminate the contribution of u 13 and u 31 in y r . Denote N 12 y r by w 12 . Thus the relay obtains
Note that since N 12 is constructed independently ofH 2 , then N 12H1 V 12 and N 12H2 V 21 have full rank. Hence the relay receives a (noisy) sum of M 2 linearly independent observations of u 12 and M 2 linearly independent observations of u 21 . w 12 is to be sent to users 1 and 2 in the downlink. Similarly, the relay obtains w 13 = N 13 y r by projecting y r onto the null space ofH 2 using N 13 ∈ R M3×N . w 13 is to be sent to users 1 and 3 in the downlink.
In the downlink, the relay sends w 12 in the null space ofD 3 (which spans an M 2 -dimensional space sinceN = M 2 + M 3 ) and sends w 13 in the null space ofD 2 (which spans an M 3 -dimensional space). That is,
where T 12 and T 13 are projection matrices to the null spaces ofD 3 andD 2 , of dimensionsN × M 2 andN × M 3 , respectively. User 1 receives
After removing the contribution of u 12 and u 13 , and since [T 12 T 13 ] is of full rank almost surely, user 1 can decode u 21 and u 31 achieving M 2 + M 3 DoF. User 2 can similarly recover u 12 from its received signal y 2 =D 2 T 12 w 12 + z 2 achieving M 2 DoF, and user 3 can recover u 13 from y 3 = D 3 T 13 w 13 + z 3 achieving M 3 DoF. Thus, this achieves a total of 2M 2 + 2M 3 DoF equal to the upper bound.
This case occurs if
The transmit strategy in this case is similar to the one in [12] , except for a different allocation of DoF between the users.
Let us use onlyN = (M1+M2+M3) /2 antennas 3 at the relay and denote the resulting channel matrices byH j . Note that in this case in the uplink, the intersection subspace span(H 1 ) ∩ span(H 2 ) is a d 12 -dimensional subspace where
Similarly, span(H 1 ) ∩ span(H 3 ) and span(H 2 ) ∩ span(H 3 ) are d 13 and d 23 -dimensional subspaces with
Since d 12 + d 13 + d 23 =N , the intersection subspaces are linearly independent almost surely. Now, similar to Section IV-A, users 1 and 2 exchange u 12 and u 21 over span(H 1 ) ∩ span(H 2 ), and users 1 and 3 exchange u 13 and u 31 over span(H 1 ) ∩ span(H 3 ). Additionally, users 2 and 3 exchange u 23 and u 32 over span(H 2 ) ∩ span(H 3 ). Let the transmit signals be
where the information vectors u 12 
The received signal at user 1 is similar to (24 
This case occurs if N < min{M 2 + M 3 , (M1+M2+M3) /2}. In this case, we use onlyM j ≤ M j antennas at each user such that 2N = min{2M 2 + 2M 3 ,M 1 +M 2 +M 3 }. Then, in order to achieve 2N DoF, we use the same scheme as in Sections IV-A and IV-B. This completes the proof of the achievability of Theorem 1.
V. DISCUSSION In this section, we give an easy constructive method for designing the pre-coding and post-coding matrices of the strategy in IV. This is done using a graphical illustration and an example. The presented graphical illustration has the advantage that it can be applied for higher than 3 dimensions, in contrast to the more common 3-dimensional graphical signal-space representations which is limited to 3 dimensions.
Consider a Y-channel with (M 1 , M 2 , M 3 , N) = (3, 2, 1, 3 ). This Y-channel has 2M 2 + 2M 3 = 6 DoF according to Theorem 1. We transform the channel into two sub-channels, one dedicated for bidirectional communication between users 1 and 2, and one for users 1 and 3 (see Fig. 3 ). The received signal at the relay in the uplink is
2013 IEEE International Symposium on Information Theory We need to construct a post-coding matrix N ∈ R 3×3 at the relay, which zero-forces interference from user 3 in the subchannel for bidirectional communication between users 1 and 2. Thus, let us choose the first two rows of N as a matrix spanning the null space of H 3 , denoted N 12 ∈ R 2×3 , i.e., N 12 H 3 = 0. Similarly, the last row of N is chosen as N 13 ∈ R 1×3 such that N 13 H 2 = 0. Thus, we obtain the post-coding
† . Then, after post-coding, the relay has the signal Ny r given by
Note that this establishes a 2 × 2 MIMO sub-channel between user 2 and the first two components of Ny r without causing interference at the third component. Similarly for user 3, a SISO channel is established which does interfere with the first two components of Ny r . Now the task is to construct the pre-coding matrices such that the signal from user 1 to user 2, [u 12 , u 12 ] † , is only seen at the first 2 components of Ny r , and the signal from user 1 to user 3, u 13 is only seen at the last component of Ny r . This can be accomplished by choosing a pre-coding matrix at user 1 which diagonalizes the channel to Ny r . Users 1, 2, and 3 send showing the pre-coding and post-coding matrices. T 12 
