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Abstract
We create a new resultant for determining the presence and number of reciprocal zeros
in a given degree-n polynomial a(z) whose coefficients are real numbers. While the 2n× 2n
Sylvester resultant (or eliminant) could be used for this purpose, our new resultant is based on
a simple (n+ 1)× (n+ 1) matrix. The number of reciprocal zeros present in a(z) can then be
determined from the rank of this matrix. It extends to matrix form some of the work described
by Muir in 1897 for determinants. Muir’s work is also shown to lead to a simple factorization
of the Bézout resultant for the same problem.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The resultant, one of the basic concepts in the theory of determinants and matri-
ces, provides a means of inferring the existence or nonexistence of a common zero
for a pair of polynomials
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a(z) = a0zn + a1zn−1 + · · · + an
and
b(z) = b0zm + b1zm−1 + · · · + bm.
Sylvester’s resultant (also called an eliminant), the determinant of the (n+m)×
(n+m) matrix
S =


a0 · · · an
0 a0 · · · an
. . .
a0 · · · an
b0 · · · · · · bm
0 b0 · · · · · · bm
· · · · · ·
b0 · · · · · · bm


(1)
is known to vanish if and only if the polynomials a and b share a zero. Moreover,
when a and b do share a zero, it is possible to employ S to determine how many zeros
the polynomials a and b have in common, namely [1]: the degree of the greatest
common divisor of the two polynomials a and b is equal to the subscript of the first
of the subresultants R0 = det S,R1, R2, . . . which does not vanish, where, by the
ith subresultant Ri is understood the determinant of the square matrix obtained by
striking out the top-most i rows containing polynomial a coefficients, the top-most i
rows containing polynomial b coefficients, and also the first i and the last i columns
in matrix S of (1).
We seek to determine the presence of reciprocal zeros in the nth degree poly-
nomial a, which is equivalent to determining whether the polynomial a(z) shares
a zero with the polynomial b(z) = zna(1/z). For this purpose, the matrix S of (1)
could be employed and it would become a 2n× 2n matrix. We shall prove, however,
that a different matrix A can be employed to define a resultant for this a(z) and
b(z) = zna(1/z) case, where A is considerably smaller than S; namely, we use the
(n+ 1)× (n+ 1) matrix:
A =


a0 a1 · · · an−1 an
a0 · · · an−2 an−1
· · · ...
a0

+


a0 a1 · · · an−1 an
a1 a2 · · · an
... · · ·
an

 .
(2)
We also show that the number of shared zeros for such an a(z) and b(z) pair can be
determined by computing the rank of A. More precisely, we shall prove:
Theorem 1. Given a polynomial a(z) with real coefficients, the rank of the asso-
ciated matrix A of (2), starting at full rank, drops by one for each reciprocal pair
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of real or complex zeros (z, 1/z) of a(z), including each conjugate-complex pair of
zeros of a(z) lying on the unit circle and the limiting case of two such zeros coincid-
ing at z = 1 or z = −1. The rank of A also drops by one if a(z) has an odd number
of zeros at z = 1, and similarly at z = −1.
Notice that, when assessing the conditions of Theorem 1, the complete set of
polynomial zeros is partitioned into appropriate pairs. Once two zeros are paired,
these zeros are not subsequently available to make other pairs. The polynomial
a(z) = (z− 1)5, for example, which has five zeros at z = 1, yields a 6 × 6 mat-
rix A of rank three, having dropped in rank by two due to the two distinct (1, 1)
parings of four of the five zeros, and dropping in rank by one more due to the
remaining fifth zero at z = 1 (i.e., due to the presence of an odd number of zeros
at z = 1).
Theorem 1 extends some classical study which can be traced back at least to Muir
1897 and Farkas 1880 (see our further comments near the end of Section 2). It also
provides insight into the properties of symmetric polynomials of degree 2n in the
variable z having real coefficients
h(z) = zn[h0 + h1(z+ z−1)+ · · · + hn(zn + z−n)].
Their factorization has applications to digital filter design [2] and to the factor-
ization of a moving average process [3]. Such polynomials h can be factored as
h(z) = a(z)b(z) where the zeros of a(z) lie inside and on the unit circle in the
complex z-plane and those of b(z) lie at reciprocal positions outside and on the
unit circle. In [2] we consider the use of the Newton–Raphson algorithm to compute
the a(z) polynomial coefficients, given the coefficients of h(z). The computation
involves only polynomial coefficients; no zero finding is required. A matrix having
the form of the matrix A of (2) appears as the Jacobian matrix of the nonlinear equa-
tions being solved, and a sequence of matrices of form (2) must all be nonsingular
so as to proceed from step to step in the Newton–Raphson algorithm. Nonethe-
less, this sequence can approach a singular matrix of form (2) as the solution is
approached. The digital filter design problem deals with polynomials h(z) that typi-
cally have numerous conjugate-complex zeros of even multiplicity lying on the unit
circle (an intentional filter-design consequence). Hence, the character of the New-
ton–Raphson algorithm’s convergence (i.e., no longer quadratic) and the accuracy of
the solution, become issues requiring investigation. Such issues are investigated in
[2].
Wilson’s convergence proofs for the Newton–Raphson iterates in [3] employ in-
verses of matrices A having the form of (2), thus tacitly implying their nonsingularity
although [3] does not discuss the basis for that assumption. It is, however, hypoth-
esized in [3] that polynomial a(z) (employing our notation) “has no roots of unit
modulus.” Our present results do not affect the study in [2,3] directly but clarify
some relevant issues.
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2. Factoring the transpose of the Sylvester matrix
Given the matrix S for a pair of nth degree polynomials a(z) and b(z) = zna(1/z),
it can be shown (see Appendix A) that the transpose of the 2n× 2n matrix S of (1)
can be factored as follows:
ST = P−1
[
C B
0 A
]
P, (3)
where A is the (n+ 1)× (n+ 1) matrix of (2)2 and C the (n− 1)× (n− 1) matrix
C =


a0 a1 · · · an−3 an−2
a0 · · · · · · an−3
· · · ...
a0

−


a2 a3 · · · an−1 an
a3 · · · · · · an
... · · ·
an

 .
(4)
The matrix P is an “elementary matrix,” namely
P =


IUn−1 0
0 · · · 0
IUn−1 In+1
0 · · · 0

 ,
where the superscript U (for “upside-down”) indicates that the row ordering of a
matrix is reversed, i.e., in the 3 × 3 matrix case,
IU3 =

 11
1


and
P−1 =


IUn−1 0
0 · · · 0
−In−1 In+1
0 · · · 0

 .
We also can further factor A (see Appendix B) as
A = W−1
[
C D
0 E
]
W, (5)
2 In (3) and for the remainder of this paper, we choose to scale the first row of A by 1/2 simply to avoid
writing the factor 2 along with each element of the first row. Clearly, the presence or absence of this factor
is irrelevant to the singularity and rank of A. The factorization of (3) is dependent on such modification
only to the extent that we prefer to avoid a scaling factor of 1/2 appearing in one column of the matrix
now named P−1.
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where C is the matrix of (4) and E is the 2 × 2 matrix
E =
[
e o
o e
]
,
with e = a0 + a2 + a4 + · · · and o = a1 + a3 + a5 + · · ·. W is a lower-triangular
matrix:
W =


1
0 1
1 0 1
0 1 0 1
1 0 1 0 1
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
· · · 0 1 0 1 0 1


(6)
and W−1 is the bi-diagonal matrix:
W−1 =


1
0 1
−1 0 1
−1 0 1
.
.
.
.
.
.
.
.
.
−1 0 1
−1 0 1
−1 0 1


. (7)
Notice that W has alternating diagonals of all ones and all zeros while W−1 has
only the two nonzero diagonals shown in (7). Our derivation of (5) in Appendix B
gives additional insight into the structure of the matrix A (viewing it as a sum of
matrices containing inverted “vee” patterns)—insight that is essential to subsequent
developments in this work. In terms of their determinants, the matrix relationships
of (3) and (5) date back at least to Muir in 1897 [4] and Farkas in 1880 [5] or earlier
(see also [6, p. 286]). Moreover (see the end of our Section 3), Muir’s [4] contains
the additional relationship det S = det(F +G) det(F −G) where
F ±G=


a0 a1 · · · an−2 an−1
a0 · · · · · · an−2
· · · ...
a0

±


an
· · · ...
an · · · · · · a2
an an−1 · · · a2 a1

 . (8)
This relationship will be seen to provide just what is needed to complete the proof of
our main result, Theorem 1, concerning the rank of matrix A. We will also show in
Section 4 that the matrices F ±G provide the means for writing a Bézout resultant,
for the class of polynomials considered here, as the product of simple matrix factors.
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Clearly, if A is singular, it follows from (3) that S is singular and, conversely, if S
is singular then either A or C must be singular; but the singularity of C implies, by
(5), that A is singular. Thus, it is established that
Theorem 2. For a degree-n polynomial a(z) and for b(z) = zna(1/z), the 2n× 2n
matrix S of (1) is singular if and only if the (n+ 1)× (n+ 1) matrix A of (2) is
singular.
In view of Theorem 2, one of the useful features of the Sylvester matrix S is
extended to our matrix A. More precisely, we have
Theorem 3. The degree-n polynomial a(z) = a0zn + a1zn−1 + · · · + an shares a
zero with zna(1/z) = anzn + an−1zn−1 + · · · + a0 if and only if detA = 0, where
A is given by (2).
3. Determining the number of common zeros
We begin this phase of our analysis, in which we shall prove our main result,
Theorem 1, by determining the character of an nth degree polynomial p(z) for which
all of its zeros are shared with the polynomial znp(1/z). Clearly, this requires that
znp(1/z) = ±p(z). Thus, there are four cases to consider, p can be symmetric or
skew-symmetric and p can be of even degree or odd degree. These four cases and
the smallest-degree polynomial for each case are:
A. pk = pn−k n even p(z) = z2 + αz+ 1
B. pk = pn−k n odd p(z) = z+ 1
C. pk = −pn−k n odd p(z) = z− 1
D. pk = −pn−k (hence pn/2 = 0) n even p(z) = z2 − 1
Polynomials of higher degree are formed as products of these four types of polyno-
mial factors, and such products always fall into one of the four cases A, B, C, D. The
matrix A for each polynomial case is, respectively, of the form
[XcX′] [XX′] [X −X′] [X0X′],
where X′ is obtained by reversing the column order of X. We now examine each of
these four cases individually.
The symmetric even-degree (odd length) polynomials of Case A have only pairs
of reciprocal zeros, including conjugate-complex pairs of zeros lying on the unit
circle. Any zeros at z = 1 and/or z = −1 are of even order. They are of the form
(letting n = 2m)
p(z) = z2m + δz2m−1 + · · · + βzm+1 + αzm + βzm−1 + · · · + δz+ 1.
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Thus, the matrix A associated with this p(z) will have a structure of the form


1 δ . . . β α β . . . δ 1
δ . . . . . . . . . . . . . . . . . . . . . δ
... . . . . . . . . . . . . . . . . . . . . .
...
β . . . . . . . . . . . . . . . . . . . . . β
α . . . . . . . . . 2 . . . . . . . . . α
β . . . . . . 1 1 . . . . . . β
... . . . 1 1 . . .
...
δ 1 1 δ
1 1


,
where there is a “triangle of zeros” whose base is on the bottom row, and where
all other entries are formed as the sum of intersecting elements of two “inverted
vee” patterns (see Appendix B). Due to the left-right (mirror image) symmetry of
this matrix, it can be written as the product of two maximum-rank (i.e., rank m+ 1)
factors. Without loss of generality, and for the sake of clarity, we illustrate this matrix
factorization in detail for the n = 4 (m = n/2 = 2) case, where rank 3 factors are
obtained:
Case A

1 α β α 1
α 1 + β 2α 1 + β α
β α 2 α β
α 1 1 α
1 1

 =


β α 1
2α 1 + β α
2 α β
1 α
1



0 0 1 0 00 1 0 1 0
1 0 0 0 1

 .
(9)
It clearly follows from this factorization into two full-rank matrices that the rank of
A has dropped by one for each of the n/2 reciprocal-zero-pair factors. In a similar
manner, the A matrix for Cases B, C, and D can be factored by exploiting its symme-
try or skew-symmetry, as shown in the following examples (illustrated for a degree
n = 5 polynomial in Cases B and C and a degree n = 6 polynomial for Case D).
Case B

1 α β β α 1
α 1 + β α + β α + β 1 + β α
β β 1 + α 1 + α β β
β α 1 1 α β
α 1 1 α
1 1


316 A.N. Willson Jr., H.J. Orchard / Linear Algebra and its Applications 411 (2005) 309–327
=


β α 1
α + β 1 + β α
1 + α β β
1 α β
1 α
1



0 0 1 1 0 00 1 0 0 1 0
1 0 0 0 0 1

 .
Case C

1 α β −β −α −1
α 1 + β α − β β − α −1 − β −α
β −β 1 − α α − 1 β −β
−β −α −1 1 α β
−α −1 1 α
−1 1


=


−β −α −1
β − α −1 − β −α
α − 1 β −β
1 α β
1 α
1



 0 0 −1 1 0 00 −1 0 0 1 0
−1 0 0 0 0 1

 .
Case D

1 α β 0 −β −α −1
α 1 + β α 0 −α −1 − β −α
β 0 1 − β 0 β − 1 0 −β
0 −β −α 0 α β 0
−β −α −1 1 α β
−α −1 1 α
−1 1


=


−β −α −1
−α −1 − β −α
β − 1 0 −β
α β 0
1 α β
1 α
1



 0 0 −1 0 1 0 00 −1 0 0 0 1 0
−1 0 0 0 0 0 1

 .
Obviously, in the Case B example, the (n+ 1)× (n+ 1) matrix A has rank (n+
1)/2 = 3, its rank having dropped (from n+ 1 = 6) for each of its (two) reciprocal-
zero pair factors and having dropped by one for the single (unpaired) zero at z = −1.
Case C is similar to Case B except there is now an unpaired zero at z = 1 rather than
at z = −1. For Case D, the polynomial a(z) has unpaired zeros at both z = 1 and
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z = −1 along with an arbitrary number of reciprocal-pair zeros. The example shows
two such pairs (corresponding to the two parameters α and β). Thus, the 7 × 7 matrix
A drops in rank by 2 + 1 + 1 = 4 from 7 to 3, in accord with our theory.
It is evident from our examination of the above four cases that Theorem 1 holds
when the a(z) polynomial shares all its zeros with zna(1/z). Theorem 3 of course
shows that Theorem 1 holds whenever a(z) shares no zeros with zna(1/z). We thus
need only consider polynomials a(z) formed by multiplying symmetric or skew-
symmetric polynomials of the type cited in the above Cases A through D by poly-
nomial factors having no zeros at z = ±1 and having no reciprocal-pair zeros. We
intend to establish that no further drop in rank occurs beyond that already demon-
strated in the above cases A through D, thereby proving Theorem 1.
Case A: We first let a Case-A polynomial p(z) = z4 + αz3 + βz2 + αz+ 1 be mul-
tiplied by the degree-one augmenting polynomial z+ a, where a /= ±1, to form
q(z). The q(z) coefficients can be considered a sum of two coefficient sets:
1 α β α 1 ← coeff. of zp(z)
a aα aβ aα a ← coeff. of ap(z)
1 α + a β + aα α + aβ 1 + aα a ← coeff. of q(z).
Thus, we express Aq as a two-matrix sum, thereby showing that certain “bordering”
columns are required in the resulting matrix. That is, q(z) = (z+ a)p(z) has an
associated Aq matrix that is related to the underlying Ap matrix as:
Aq = A(1 α β α 1 0) + a × A(0 1 α β α 1),
where
A(1 α β α 1 0) =


1 α β α 1 0
α 1 + β 2α 1 + β α 1
β α 2 α β α
α 1 0 1 α β
1 0 1 α
0 1


and
a × A(0 1 α β α 1) = a ×


0 1 α β α 1
1 α 1 + β 2α 1 + β α
α β α 2 α β
β α 1 0 1 α
α 1 0 1
1 0


.
Similarly, and more generally, if q(z) is obtained by multiplying p(z) by the mth
degree augmenting polynomial r(z) = zm + · · · + bz+ a we have
Aq = A(1 α β α 1 0 ... 0) + · · · + a × A(0 ... 0 1 α β α 1),
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where
A(1 α β α 1 0 ... 0) =
A(0 ... 0 1 α β α 1) =
and where there also are components of Aq that will be bordered on both left and
right sides, e.g., A(0 ... 0 1 α β α 1 0 ... 0).
Since the matrix being bordered can be factored into maximum-rank factors, as
has already been shown, it follows that a similar factorization can be performed for
the bordered matrices. Moreover, the bordered maximum-rank factor can have its
border only on one side. For example,
A(1 α β α 1 0) =


β α 1 0
2α 1 + β α 1
2 α β α
1 α β
1 α
1




1
1 1
1 1
1

 (10)
and
A(0 1 α β α 1) =


β α 1 0
2α 1 + β α 1
2 α β α
1 α β
1 α
1




1
1 1
1 1
1

 , (11)
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hence
Aq = A(1 α β α 1 0) + a × A(0 1 α β α 1)
= . (12)
Similarly, if q(z) = p(z)(z2 + az+ b) we have
Aq = A(1 α β α 1 0 0) + a × A(0 1 α β α 1 0) + b × A(0 0 1 α β α 1)
= . (13)
Notice that, due to the nonsingular upper-triangular square submatrices labelled K
at the bottom of each left-hand matrix factor in (12) and (13), it is evident that these
left-hand matrix factors are of full rank (here, rank 4 and rank 5, respectively). The
full-rank character of the leftmost matrix factors will occur for all Case A matri-
ces and all augmenting polynomials. This is evident because the first (n/2)+ 1
columns of this matrix only differ from the columns of the leftmost (maximum-
rank) matrix factor shown in (9) by the added lower rows containing all zeros.
Moreover, the remaining m columns of these leftmost matrix factors, (m equaling
the degree of the augmenting polynomial), are linearly independent from the first
(n/2)+ 1 columns and, due to the square upper-triangular matrix in their lowest
rows, increase the rank of the augmented matrix by m, yielding a full-rank matrix
(i.e., a rank (n/2)+ 1 +m matrix having (n/2)+ 1 +m columns). This leftmost
matrix factor has n+m+ 1 rows, which is the length of the augmented polynomial
q(z).
Notice also the structure of the rightmost matrix factor in (12) and (13). These
factors correspond, respectively, to the linear and quadratic augmenting polynomials
z+ a and z2 + az+ b. They consist of the sum of simple “inverted vee” patterns (see
Appendix B), one vee corresponding to each augmenting polynomial coefficient.
Such structure, illustrated in (12) and (13) for degree 1 and degree 2 polynomials,
is perfectly general. A cubic augmenting polynomial z3 + az2 + bz+ c would yield
the rightmost factor
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

1 a b c
1 a 1 + b a + c b c
1 a b c 1 a b c
a b c 1 a b
b c 1 a
c 1


(14)
and the mth degree augmenting polynomial
r(z) = zm + azm−1 + · · · + dz+ e
would yield
. (15)
The number of rows in this matrix equals, of course, the number of columns in
the associated leftmost matrix factor, as shown in the examples of (12) and (13); it
is, in general, (n/2)+ 1 +m where n is the degree of the even polynomial p(z) and
m is the degree of the augmenting polynomial. The matrix, of course, has n+m+ 1
columns, since the A matrix of the augmented polynomial q(z) is square.
Notice that the topmost m+ 1 rows of this matrix (15) will contain, in their cen-
termost columns, the A matrix of the augmenting polynomial. That the A-matrix
appears in these top rows is evident due to the “inverted vee” patterns present in
(10) through (15) and in view of the presence of the “inverted vee” patterns in the
structure of the A matrix, as shown in Appendix B.
Notice also that, due to the upper-triangular (det = 1) 2 × 2 submatrix labelled L
in the lower-right corner of each right-hand matrix factor in (12), (13) and (15), it
follows that these right-hand matrix factors will be of full rank (rank 4 and rank 5,
respectively, for the examples, and rank m+ 1 + (n/2) for the general case) if the
submatrices identified by the dashed boxes labelled M in (12), (13) and (15), can be
shown to be nonsingular. Such nonsingularity follows immediately from Theorem
3, however, due to the presence of the A matrix associated with the augmenting
polynomials (z+ a and z2 + az+ b in (12) and (13), and r(z) for the general case
(15)) which, by hypothesis, have no reciprocal-pair zeros and no zeros at z = ±1.
From these observations, it is evident that, when the nth degree polynomial p(z)
is multiplied by an mth degree augmenting polynomial r(z) to form q(z), the size
of Ap increases from (n+ 1)× (n+ 1) to (n+m+ 1)× (n+m+ 1). It is also
evident, however, that the rank of Aq increases by m above the rank of Ap. Thus,
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from the perspective of matrix Aq , its rank has, starting at full rank, dropped by one
for each of the reciprocal-zero pairs of p(z), exactly in accord with the drop in rank
of Ap.
In each of the other three cases (B, C, and D) a similar type of decomposition of
the Aq matrix can be accomplished, as illustrated by the following examples:
Case B: If p(z) = z5 + αz4 + βz3 + βz2 + αz+ 1 and if we form q(z) = p(z)(z3 +
az2 + bz+ c) then
Aq = A(1 α β β α 1 0 0 0) + a × A(0 1 α β β α 1 0 0)
+ b × A(0 0 1 α β β α 1 0) + c × A(0 0 0 1 α β β α 1)
=


β α 1
α + β 1 + β α 1
1 + α β β α 1
1 α β β α 1
1 α β β α
1 α β β
1 α β
1 α
1


× .
Case C: If p(z) = z5 + αz4 + βz3 − βz2 − αz− 1 and if q(z) = p(z)(z3 + az2 +
bz+ c) then
Aq = A(1 α β −β −α −1 0 0 0) + a × A(0 1 α β −β −α −1 0 0)
+ b × A(0 0 1 α β −β −α −1 0) + c × A(0 0 0 1 α β −β −α −1)
=


−β −α −1
β − α −1 − β −α −1
α − 1 β −β −α −1
1 α β −β −α −1
1 α β −β −α
1 α β −β
1 α β
1 α
1


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× .
Case D: If p(z) = z6 + αz5 + βz4 − βz2 − αz− 1 and if q(z) = p(z)(z3 + az2 +
bz+ c) then
Aq = A(1 α β 0 −β −α −1 0 0 0) + a × A(0 1 α β 0 −β −α −1 0 0)
+ b × A(0 0 1 α β 0 −β −α −1 0) + c × A(0 0 0 1 α β 0 −β −α −1)
=


−β −α −1
−α −1 − β −α −1
β − 1 0 −β −α −1
α β 0 −β −α −1
1 α β 0 −β −α
1 α β 0 −β
1 α β 0
1 α β
1 α
1


× .
As in Case A, we can establish that the matrix factors have full rank. The key
observation to this end is that the square submatrix in the center of the top rows of
each right-hand matrix factor must be nonsingular as a consequence of the charac-
ter of the polynomial factor zm + azm−1 + · · ·. Now, however, rather than finding
the associated A matrix in this position, we find, for Case D, the matrix C of (4)
appearing. We recall, however, that, in view of (5), C is nonsingular whenever A is
nonsingular. The nonsingularity of C also follows from Muir’s determinant relation-
ships of [4]. In cases B and C, we find, respectively, the n× n matrices F +H and
F −H , where
F =

1 a b1 a
1

 and H =

a b cb c
c

 .
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The matrices (F +H) and (F −H) are very close to the matrices of (8) whose
determinants’ product was shown by Muir [4] to equal det S. In fact, det(F +H)
× det(F −H) = det(F +G) det(F −G) since IU(F ±G)TIU = F ±H . Thus,
(F +H) and (F −H) are both shown to be nonsingular if the matrix A to which
they are related is nonsingular, as certainly applies for the matrices F ±H arising in
Cases B and C above.
In this manner, we have now proved our main result, Theorem 1.
4. The Bézout resultant
There is another well-known resultant due to Bézout [6,7], which, when created
from a pair of nth degree polynomials, employs the determinant of an n× n matrix,
being one dimension smaller than our (n+ 1)× (n+ 1) resultant. Unlike our resul-
tant, however, and unlike the Sylvester resultant, both of which employ matrix entries
that are always linear in the polynomial coefficients, the Bézout resultant employs
entries that are of second-degree in the polynomial coefficients.
The polynomial a0z3 + a1z2 + a2z+ a3, for example, according to our theory,
leads to the 4 × 4 matrix
A =


a0 a1 a2 a3
a1 a0 + a2 a1 + a3 a2
a2 a3 a0 a1
a3 a0

 .
Using the Bézout resultant, however, theorems could be stated similar to Theorems 2
and 3, citing a matrix B instead of A, where, for this example, B is the 3 × 3 matrix
B =

a0a2 − a1a3 a0a1 − a2a3 a0
2 − a32
a0a1 − a2a3 a02 + a12 − a22 − a32 a0a1 − a2a3
a02 − a32 a0a1 − a2a3 a0a2 − a1a3

 .
The Bézout matrix B can also be employed in a manner similar to our Theorem 1
to find the number of zeros shared between a(z) and zna(1/z). Starting at full rank,
the rank of B drops by one for each zero of a(z) at z = 1 and each zero at z = −1.
B also drops in rank by two for each pair of reciprocal zeros of the a(z) polynomial
[8,9]. (Notice that the rank of B and that of A drop by different amounts for pairs of
reciprocal zeros.)
It is interesting to observe that the n× n matrices F ±H discussed above, pro-
vide a factorization of the n× n Bézout resultant into the product of simple matrices:
B = IU(F −H)(F +H)T = IU(FF T −HH). (16)
The final equality in (16) follows from the fact that FHT = HF T which is an imme-
diate consequence of the symmetry of matrices H and FH .
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Appendix A. Derivation of Eq. (3)
Here we consider the Sylvester matrix of two “reciprocally-related” nth degree
polynomials. These polynomials each have n+ 1 coefficients. They are:
a0z
n + a1zn−1 + · · · + an−1z+ an
and
anz
n + an−1zn−1 + · · · + a1z+ a0.
From (1) we have the 2n× 2n matrix
S =


a0 · · · an
0 a0 · · · an
. . .
a0 · · · an
an · · · a0
0 an · · · a0
. . .
an · · · a0


.
Hence,
ST =


a0 an
a1 a0 an−1 an
a2 a1 a0 an−2 an−1 an
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
an−2 an−3 · · · a0 a2 a3 · · · an
an−1 an−2 · · · a1 a0 a1 a2 · · · an−1 an
an an−1 · · · a2 a1 a0 a1 · · · an−2 an−1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
an an−1 an−2
.
.
. a0 a1 a2
.
.
.
an an−1
.
.
. a0 a1
.
.
.
an an−1 a0 a1
an a0


.
In view of the partitioning of ST exhibited here, it is evident that
PSTP−1 =
[
C B
0 A
]
from which (3) follows immediately.
Appendix B. Derivation of Eq. (5)
Consider an inverted vee pattern of a symbol x whose peak lies in the top row of
a matrix X.
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X =


x
x x
x x
x x

 . (17)
Let the matrix be premultiplied by W of (6). The main diagonal of W copies the vee
pattern in its original position and the first ones diagonal below the main diagonal
copies the vee two positions down from its initial location. The next lower ones
diagonal copies the vee pattern four spaces below its original position, etc. We get:
WX =


x
x x
x x x
x x x x
x x x
x x x x
x x x
x x x x
x x x


.
Given the multiple-inverted-vee pattern arrived at this way, let us now post-multiply
the resulting matrix by W−1 of (7). The main diagonal of (7) creates the same matrix
WX shown above and the band of all negative ones creates

x
x x
x x x
x x x x
x x x
x x x x
x x x
x x x x
x x x




0
0 0
−1 0 0
0 −1 0 0
0 0 −1 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−1 0 0


=


−x 0 0
−x −x 0 0
−x −x 0 0
−x −x −x 0 0
−x −x 0 0
−x −x −x 0 0
−x −x 0 0
−x −x −x 0 0
−x −x 0 0


.
Thus, adding these two results, it is evident that the net effect of the matrix multipli-
cations on X, for all but the last two columns, is that the elements of the right side of
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the original (top) inverted vee, including its vertex, are unaffected and the elements of
the left side of the original inverted vee, including the vertex, are negated and moved
left two spaces. The two right-hand columns become repeated diagonals formed by
the original inverted vee entries in these columns along with alternating diagonals of
zeros and x for all entries below the original inverted vee. That is:
WXW−1 =


−x x 0 0
−x x 0 0
x 0
0 x
x 0
0 x
x 0
0 x
x 0


. (18)
Since our A-matrix is composed of the superposition of such inverted vee patterns,
e.g., in the n = 3 case, since the 4 × 4 matrix A can be viewed as (a key perspective)
A=


a0 a1 a2 a3
a1 a0 + a2 a1 + a3 a2
a2 a3 a0 a1
a3 a0

 =


a0
a0
a0
a0


+

 a1a1 a1
a1

+

 a2a2 a2
a2

+


a3
a3
a3
a3


it is easy, using the above observation, to write the matrix product WAW−1 as

a0
a0
a0
a0

+


a1
a1
a1
a1


+


−a2 a2
a2
a2
a2

+


−a3 a3
−a3 a3
a3
a3

 . (19)
That is,
WAW−1 =


a0 − a2 a1 − a3 a2 a3
−a3 a0 a1 + a3 a2
0 0 a0 + a2 a1 + a3
0 0 a1 + a3 a0 + a2

 .
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In general, no matter what the degree n, the main diagonal (having a0) is unchanged
from A to WAW−1. Also, it follows from (17) and (18)—in particular, from the fact
that the negative-slope part of the vee of x values of (17) remains invariant in (18), as
shown in (19)—that the “negative slope” parts of all vee components of A situated
within the upper-left (n− 1)× (n− 1) corner of A, are also invariant. The largest
such element index is always n− 2. (That is, the an−1 and an negative-slope vee
components would not appear in the upper-left (n− 1)× (n− 1) corner of A.) In
the above example n = 3 and this index is 1.
Similarly, the parts of all “positive slope” diagonals appearing within this
(n− 1)× (n− 1) upper-left corner of WAW−1 are negated. The highest-index (an)
negated diagonal will always be positioned on the main “skew-diagonal” of the
upper-left (n− 1)× (n− 1) corner of WAW−1, and the other negated positive-
slope diagonals will occupy successively higher positioned “positive slope” diag-
onals, with element −a2 always in the upper-left corner of WAW−1. Clearly, the
lower-left 2 × (n− 1) submatrix of WAW−1 will contain all zeros.
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