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Resumen
Las propiedades físicas de los materiales de importancia tecnológica se
originan en las reacciones y procesos a los que han sido sometidos. En
todos ellos la difusión atómica juega un rol clave, porque la difusión es
relevante para la cinética de muchos cambios microestructurales que
ocurren durante la preparación, procesamiento y tratamiento térmico
de estos materiales.
Las superaleaciones, como el FeAl, son materiales tecnológicamente
importantes; pues, son resistentes a altas temperaturas, mantienen su
estabilidad estructural, supercial y la estabilidad de sus propiedades
físicas. Por todo esto profundizar el conocimiento cientíco acerca de
la difusión es necesario. Por tal motivo en el presente trabajo la mi-
gración atómica, en la aleación binaria ordenada con estructura B2, es
estudiada por medio de simulaciones Monte Carlo Cinético, en donde
la migración atómica resulta del intercambio de posiciones de un áto-
mo con una vacante en una red rígida. El modelo cinético atomístico
usado se fundamenta en la teoría de la tasa de saltos y el algoritmo
del tiempo de residencia. También, usamos interacciones de a par has-
ta segundos vecinos más próximo. Tomamos los valores que se usaron
en simulaciones del diagrama de fases, el ordenamiento B2 y precipi-
tación del FeAl[41].
Determinamos las constantes de difusión como función de la tempera-
tura. Además, investigamos la movilidad de las fronteras antifase en
las últimas etapas del proceso de ordenamiento. Finalmente, se calcula
la función de autocorrelación, la cual nos revela que la vacante efec-
túa saltos altamente correlacionados en la red a bajas temperaturas
y también que los átomos saltan a posiciones de su propia subred a
temperaturas moderadas.
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Abstract
The properties of some materials with technological importance are
strongly related with the reactions and processes that the materials
have been submitted. In most of the properties atomic diusion plays
an important role because the kinetics is relevant to many changes
in the microstructure which occur during the preparation, processing
and heat treatment of these materials. Superalloys, such as the FeAl,
are very important materials for the technology because they are resis-
tant to high temperatures; they maintain their structural and surface
stability, and also shows stability in other physical properties. There-
fore, a detailed study of the atomic diusion is very important for a
prediction of the physical events in a vast of systems. In this thesis
the atomic migration in ordered binary alloys (B2 structures) is stud-
ied in detail by means of kinetic Monte Carlo simulations, in which
atomic migration results from exchange of positions between an atom
and a vacancy in a rigid network. The atomistic kinetic model used in
this work follows the rate of jumps theory and the time of residence
algorithm. Furthermore, in our simulation we used pair interactions
up to the second nearest neighbours following the simulations of the
phase diagrams, ordering and precipitation of B2 in the FeAl alloy
reported in the literature[41].
We determined the diusion constants as a function of temperature.
In addition, we investigated the mobility of the anti-phase boundaries
in the last stages of the ordering process. Finally, we calculate the
autocorrelation function, which revealed that the vacancy describes
highly-correlated jumps in the lattice at low temperatures, whereas at
moderate temperatures the atoms jump to positions in its sub-lattice.
iv
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Capítulo 1
Introducción
Los compuestos intermetálicos con estructura cristalina B2, que es una
estructura cúbica de cuerpo centrado (comúnmente llamada también CsCl
con posiciones de los átomos en (0, 0, 0) y (1/2, 1/2, 1/2)), cuyo grupo espacial
es Pm3m, son de gran interés tanto desde el punto de vista cientíco como
tecnológico. Ellos exhiben importantes propiedades físicas y mecánicas[1] por
los cuales son usados en diferentes áreas tales como las industrias aeroespa-
cial y microelectrónica.
Las superaleaciones son materiales tecnológicamente importantes con apli-
caciones que van desde turbinas de aviones hasta barrenas de taladros de
gran velocidad. Estas aleaciones de altas temperaturas o resistentes al calor
frecuentemente tienen las siguientes características:
1. Son ricas en al menos uno de los siguientes componentes: erro, niquel,
cobalto, titanio o niobio.
2. Mantienen su estabilidad estructural, supercial y propiedades físicas
a altas temperaturas, bajo grandes tensiones y entornos severos[2].
El interés teórico, por las superaleaciones, se halla en la comprensión de los
diferentes mecanismos de difusión que pueden ocurrir a través de su volumen.
Las propiedades mecánicas de las superaleaciones son determinadas princi-
palmente por la microestructura adquirida durante el procesamiento de la
aleación.
Esta microestructura puede ser afectada, grandemente, al cambiar las va-
riables del proceso, tales como la composición de la aleación, temperatura o
tiempo de recocido. Todo tratamiento de la aleación se apoya en la transferen-
cia de masa dentro del material (especícamente, a un nivel microscópico),
1
Figura 1.1: Representación gráca de las migraciones [110] y [010] de la va-
cante vía saltos a vecinos más próximos.
es decir por difusión el fenómeno de transporte de material a través del
movimiento atómico. En muchos materiales cristalinos el proceso elemen-
tal de difusión corresponde al intercambio de posiciones entre una vacante y
un átomo vecino. Mientras que la difusión atómica es bien entendida en los
metales simples[3], los procesos de difusión en las aleaciones intermetálicas
ordenadas B2, aun no son bien comprendidos[4, 5, 6].
Así, en muchos de los casos de metales puros, el mecanismo de autodifusión
está bien establecido y consiste en saltos a los vecinos más próximos nearest
neighbor (nn) a lo largo del vector 〈1/2, 1/2, 1/2〉a, donde a es el parámetro
de red, como se ilustra en la gura 1.1.
En este trabajo, estamos interesados en el estudio de la difusión en los inter-
metálicos AB con estructura cristalina B2 cuyos componentes tienen estruc-
tura electrónica tal que A pertenece a la columna VIII A y B a la columna
III B (FeAl, CoGa). En particular, aquí trataremos el estudio del FeAl. De-
namos como α y β las dos subredes cúbicas simples de la estructura B2, como
se ve en la gura 1.2, las cuales son ocupadas por átomos A y B respecti-
2
Figura 1.2: Estructura ordenada para la aleación cúbica de cuerpo centrado
AB.
vamente. Una peculiaridad de estas aleaciones es que adaptan su desviación
de la composición estequeométrica con una relativamente alta concentración
de antisitios Aβ y vacantes Vα, para composiciones rico y pobre en A respec-
tivamente. Una segunda propiedad concierne la marcada asimetría entre los
coecientes de difusión de trazas de A y B, D∗A y D
∗
B. Usualmente D
∗
A/D
∗
B
está en el rango entre 3 y 10 para la composición estequeométrica.
A pesar de las numerosas investigaciones experimentales, el mecanismo de
difusión en la fase B2 es aun controversial. Sin embargo, es aceptado que la
difusión procede vía la migración de defectos vacantes. La información experi-
mental sobre este particular, más conable hasta ahora, fue conseguida usan-
do espectroscopía cuasielástica Mossbauer de ensanchamiento de línea[7],
la cual puede dar acceso a los vectores de saltos individuales después de
un modelamiento apropiado, ver Felwish, Vogl y Sepiol[8], Sepiol[9], Vogl y
Sepiol[10].
Fue deducido de los experimentos, en FeAl ordenado, que la difusión ocurre
vía saltos a los primeros vecinos, además, durante la migración de la va-
cante no se debe alterar el orden de largo alcance; todo esto ha motivado
que algunos autores hayan sugerido que la difusión atómica resulta de las
secuencias de saltos altamente correlacionadas de la vacante.
Este punto lo desarrollamos a continuación. Como ya vimos la difusión en los
compuestos B2 es mucho más compleja en comparación a la difusión atómica
en los metales puros. Esta complejidad se origina a causa de la estructura
ordenada y de la energía adicional involucrada en cualquier mecanismo que
debe destruir el orden, aunque sea solo temporalmente; puesto que en el equi-
3
Figura 1.3: Representación gráca de las migraciones [100], [010] y [001¯] de
la vacante vía saltos a segundos vecinos más próximos.
librio termodinámico las vacantes deben migrar en la fase ordenada sin alterar
el grado de orden de largo alcance. Muchos investigadores proponen mecanis-
mos que logran este propósito. Dos principales categorías de mecanismos se
han propuesto para vencer las barreras energéticas que operan en contra de la
difusión, sin alterar el orden de largo alcance en las aleaciones ordenadas de
tipo B2. El primer tipo de mecanismo involucra saltos a los siguientes vecinos
más próximos segundo vecinos más cercanos (sv), donde los átomos saltan
por ejemplo a lo largo del vector 〈1, 0, 0〉a (ver la gura 1.3). Los mecanis-
mos de saltos a sv implican que los átomos saltan en su propia subred, a un
sitio segundo vecino más próximo. Este mecanismo puede ser esperado como
energéticamente favorable debido a que no se crea desorden durante este pro-
ceso. Así Donaldson et al.[11], basados en un estudio de difusión de trazas,
sugirieron un mecanismo de sv para los átomos de Ni en el compuesto B2
NiGa. Sin excluir la posibilidad de algunos saltos a vecinos más próximos,
los valores absolutos y la dependencia composicional del coeciente de di-
4
Figura 1.4: Ciclo de los seis saltos de la vacante a un tercer vecino más
próximo.
fusión, DNi, del Ni y la energía de activación ENiA del Ni son consistentes con
la difusión del Ni via saltos a los siguientes vecinos más próximos. Lutze et
al.[12] investigando la difusión de 114In en el compuesto B2 NiAl obtuvieron
valores del factor de frecuencia D0 consistentes con saltos a sv, similares re-
sultados obtuvo Hahn[13] en el estudio del compuesto intermetálico B2 PdIn.
Los altos valores de las energías de ordenamiento encontrados sugieren que
la difusión ocurre por medio de saltos a posiciones sv.
El segundo tipo de mecanismo se reere a movimientos cíclicos donde los áto-
mos efectúan una serie de saltos a los vecinos más próximos (pv) siguiendo un
camino denido. Se puede argumentar que los mecanismos pv son menos fa-
vorables debido a que los átomos inicialmente saltan a la subred equivocada,
creando desorden parcial en la red en la forma de antisitios. Varios mecanis-
mos se han sugerido donde el orden parcial es recuperado y la vacante ha
migrado como resultado del ciclo de saltos.
Ejemplos típicos son el clásico ciclo de los seis saltos[14], el mecanismo de
puente antiestructura[15], el mecanismo de defecto triple[16, 17, 18] y el ciclo
de seis saltos asistido por antisitios[19]. El más conocido de ellos es el ciclo
de los seis saltos, postulado por Elcock et al.[14] (ver gura 1.4), donde la
vacante migra en un camino denido de 6 saltos a vecinos más próximos.
Notemos que una vez que el ciclo de seis saltos ha sido completado el cristal
está nuevamente ordenado y la vacante ha migrado a un segundo o tercer
vecino más próximo. Se han propuesto 3 tipos básicos de ciclos de seis saltos,
el primero es un ciclo que está enteramente contenido en un plano {110} y la
vacante migra por un vector 〈110〉. En el segundo tipo la vacante migra por
un vector 〈100〉 y el ciclo está totalmente contenido en un plano {011}, este
5
Figura 1.5: Representación gráca de los tres diferentes tipos de los ciclos de
los seis saltos de la vacante en una estructura B2.
es llamado el ciclo directo [100]. El último tipo es un ciclo en el que la vacante
migra por un vector 〈100〉 y el ciclo no está contenido en un plano simple
{110}, este es llamado un ciclo curvo [100], los tres tipos de ciclos de 6 saltos
descritos antes son ilustrados en la gura 1.5. Wynblatt[20], usando métodos
computacionales, estudió la energía de migración de defectos en βAgMg por
medio de ciclos de 6 saltos (C6S), saltos a segundos vecinos y mecanismos de
migración de divacancia. Usando potenciales de Morse modicados los C6S
resultaron ser energéticamente más favorables. Estudios más recientes, basa-
dos en simulación MC[21], del factor de correlación de difusión de trazas y de
los cosenos de los ángulos entre saltos consecutivos del trazador sugieren que
los C6S son dominantes en el caso de una aleación ordenada, pero que otras
secuencias correlacionadas tienen lugar, especialmente, cuando el grado de
6
orden no es perfecto. Las secuencias de 6 saltos con la vacante inicialmente
en la sub red α y β son llamadas αC6S y βC6S respectivamente. Un β
C6S intercambia la vacante con un átomo sv o un tercer vecino más próximo
B y también permuta la posición de los dos átomos A vecinos más próxi-
mos de la vacante V. Elcock et al.[14], entonces, indicaron que la condición
1/2 < D∗A/D
∗
B < 2 debe ser satisfecha. Donde D
∗
A y D
∗
B son los coecientes
de difusión de trazas de los átomos A y B respectivamente.
Puesto que, los datos de difusión del tipo de aleaciones en las que estamos in-
teresados (FeAl), no satisfacen esta desigualdad, un mecanismo de divacantes
ha sido propuesto para explicar el alto valor de D∗A/D
∗
B por Stolwijk[16].
Entonces, de acuerdo a Stolwijk, un mecanismo de divacantes en algunas
aleaciones como CoGa debe, en efecto, involucrar el defecto triple Aβ+2Vα.
Neumann[22] demostró que manteniendo el número de sitios α y β iguales se
permite la formación de defectos apareados (Aβ +Bα y Vβ + Vα). El defecto
triple Aβ + 2Vα aparece si la energía de formación de Vβ es asumida mayor
que aquella de Aβ+Vα. Similarmente, Bα es energéticamente más costoso que
2Vα, entonces, Aβ +Bα se convierte en el mismo defecto triple. La existencia
de defectos triples en este tipo de aleaciones ha sido cuestionada por varios
investigadores. Kim[23] demostró que la alta concentración de defectos puede
ser reproducida, en el marco de un modelo de campo medio, sin involucrar
defectos triples para el sistema CoGa. Las simulaciones Monte Carlo en el
sistema en equilibrio ABV, con el conjunto de energías de interacción pro-
puesto por Kim para el CoGa no mostraron ninguna evidencia de alguno
de esos defectos triples (Lim et al.[24]).
Entonces, varios mecanismos adicionales al C6S han sido postulados para
describir la difusión en compuestos intermetálicos B2. Sin embargo, la mayo-
ria de estos mecanismos son relevantes para aleaciones más complejas que
contienen muchos defectos puntuales, son no estequeométricas y son parcial-
mente ordenada. Así Wynblatt[20] en su estudio de las energías de migración
de defectos, en βMgAg, consideró un mecanismo de difusión por divacantes.
El mecanismo de divacantes consiste de un átomo A que salta a un sitio sv,
como se ve en la conguración descrita en la gura 1.6. La energía requerida
para efectuar el salto al segundo vecino es disminuida por el átomo B perdi-
do que debe constituir el punto silla (la conguración de alta energía) para
el átomo A que salta. Stolwijk[16], basado en el estudio de trazadores de
difusión 60Co y 67Ga en el compuesto B2 CoGa, introdujo el mecanismo de
defecto triple como una alternativa al C6S. El defecto triple, ilustrado en el
paso 1 de la gura 1.7, corresponde a una conguración donde un átomo A ha
efectuado un salto a un primer vecino, siendo ahora un átomo antiestructura,
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Figura 1.6: Representación gráca del mecanismo de divacantes.
y donde las 2 vacantes que pertenecen a la misma subred están a una distan-
cia entre segundos vecinos más próximos. Cuando el átomo A antiestructura
salta en su propia subred (paso 2 en la gura 1.7) la conguración nal es
equivalente a la conguración nal de un mecanismo de divacantes, donde la
red permanece ordenada.
Athènes[19], estudiando la migración átomica resultante de los intercambios
con una simple vacante con simulación Monte Carlo presentó el mecanismo
de los ciclos de seis saltos asistido por antisitios (C6SA). Este mecanismo
consiste de un ciclo, clásico, de 6 saltos donde la presencia de un antisitio
en un nudo sv de la vacante baja la barrera de energía de activación. Este
antisitio no está involucrado en ningún intercambio en el C6S, la gura 1.8
representa la conguración inicial y nal de un [110]C6SA.
Kao et al.[15], en un análisis termodinámico en términos de defectos pun-
tuales especícos en compuestos intermetálicos B2 introdujeron un nuevo
mecanismo, el del puente antiestructura. Este mecanismo está relacionado a
aleaciones no estequeométricas donde la concentración de átomos antiestruc-
tura es sucientemente alta como para constituir un puente a través del cual
la vacante migra. Como se ve en la gura 1.9 una vacante puede migrar dentro
de la misma celda unidad a un sitio siguiente vecino más próximo (nnn en la
g. 1.9), un tercer vecino más próximo (n4 en la g. 1.9) o a un quinto vecino
más próximo (n6 en la g. 1.9); todos esos saltos a siguientes vecinos más
8
Figura 1.7: Representación gráca del mecanismo del defecto triple.
9
Figura 1.8: Representación gráca del estado inicial y nal de un [110]C6SA
en un compuesto B2.
10
Figura 1.9: Representación gráca del mecanismo del puente antiestructura.
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próximos consiste de dos saltos a los vecinos más próximos. Este mecanismo
no involucra un desorden extra de la red, los átomos B permanecen en la
misma posición (ver g. 1.9). Kao y Chang demostraron, en su investigación,
que este mecanismo resulta importante en aleaciones con gran desviación de
la estequeometría.
El objetivo de este trabajo es estudiar el proceso de difusión en los com-
puestos ordenados B2, usando el método Monte Carlo Cinético, donde la
migración átomica resulta de los intercambios con una simple vacante, en
una red rígida, de manera tal que la vacante hace un movimiento a una de
las posiciones vecinas más próximas en cada paso de Monte Carlo (Monte
Carlo Step  MCS). Usamos el algoritmo de tiempo de residencia, así como
también condiciones periódicas de frontera para evitar efectos de borde, la
energía de activación para un intercambio átomovacante es calculada usan-
do un modelo de enlace quebrado[25], por eciencia computacional usamos
sendos sistemas coordenados simultaneamente para jar cada una de las dos
subredes cúbicas simples que constituyen la red BCC. En el presente estudio
el sistema simulado es similar a una aleación binaria de erro y aluminio. La
aleación modelo presenta un comportamiento de tres fases. Estas fases son
una fase ordenada B2, una fase desordenada A2 y una fase mezcla A2+B2.
La transición de fase ordendesorden es de tipo continua (segundo orden).
El fenómeno de difusión en la aleación binaria ordenada, con estructura
cristalina B2, es estudiado, en esta simulación atomística, midiendo los des-
plazamientos cuadráticos medios. Hallamos las constantes de difusión, calcu-
lamos las funciones de autocorrelación, también determinamos las energías
de activación.
Como la concentración de vacantes es mantenida constante en todas las tem-
peraturas, entonces, solo la contraparte de la migración atómica de la energía
total de activación fue modelada.
Como la concentración de vacantes es pequeña, de modo tal que no afecta
las propiedades de equilibrio de la aleación, la evaluación de la energía de
activación y por tanto, su correspondiente variación al evolucionar el sistema
podría inuenciar la dinámica, es decir, el proceso de difusión. Para deter-
minar la real inuencia de la evaluación de la energía de activación en las
propiedades del sistema en estudio, en particular sobre la difusión, observa-
mos el movimiento de las fronteras antifase, paredes de dominios que separan
regiones (dominios) cuya ordenación es diferente, para compararlas con las
predicciones de las teorías desarrolladas por Lifshitz[26] y Cahn et al.[27].
En resumen determinamos las constantes de difusión como función de la
temperatura. Además, investigamos la movilidad de las fronteras antifase
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en las últimas etapas del proceso de ordenamiento, nalmente, se calcula la
función de autocorrelación, la cual nos revela que la vacante efectúa saltos
altamente correlacionados en la red a bajas temperaturas y los átomos saltan
a posiciones de su propia subred a temperaturas moderadas.
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Capítulo 2
Teoría de la difusión
2.1. Introducción
La difusión es un proceso resultante del movimiento aleatorio de átomos
o moléculas por lo cual hay un ujo neto de materia produciendo como resul-
tado una baja de la energía del sistema. Este movimiento es más frecuente
desde una región de alta concentración (alta energía) a una de baja con-
centración (baja energía). Un ejemplo familiar es el aroma de una or que
impregna al aire inmóvil de una habitación.
El proceso de difusión continuará hasta que la energía total del sistema sea
minimizada[28], resultando una distribución uniforme de átomos. Un ejemplo
típico del uso de la difusión es en la producción de semiconductores para su
uso en la industria electrónica[28].
Las reacciones y procesos que son importantes en el tratamiento de las alea-
ciones que determinan su microestructura, la cual en último término le es-
tablecen sus propiedades físicas, se apoyan en el fenómeno de transporte de
material. Desde una perspectiva microscópica, este fenómeno es solo la mi-
gración escalonada de átomos de un sitio en el material a otro. En efecto
los átomos en las aleaciones están en constante movimiento, cambiando posi-
ciones rápidamente. Para que un átomo haga tal movimiento, dos condiciones
deben ser satisfechas[29]:
1. Debe existir un sitio vacío adyacente al átomo .
2. El átomo debe ganar suciente energía para quebrar los enlaces con sus
átomos vecinos y entonces causar alguna distorsión de la red durante
su desplazamiento. Esta energía es de carácter vibratorio.
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2.2. Las leyes de Fick
Los cambios en la concentración atómica en un sólido solo pueden ser al-
canzados a través de la difusión. Las ecuaciones que gobiernan el movimiento
atómico, caracterizado por el ujo ~J , son las leyes de Fick. Esas leyes repre-
sentan una descripción continua y puramente fenomenológica del proceso de
difusión.
Primera ley de Fick
Si consideramos un cristal donde todos los átomos en difusión son del
mismo elemento, resultará que el coeciente de difusión será independiente
de la concentración[30]. En una dimensión, la primera ley de Fick, para un
medio isotrópico, puede ser escrita como
Jx = −D∂C
∂x
. (2.1)
Aquí Jx es el ujo de partículas, D es el coeciente de difusión o difusividad
y C es la concentración. La ecuación (2.1) es la primera ley de Fick[31, 32],
válida para un arreglo unidimensional. Para un arreglo tridimensional, la
primera ley de Fick se generaliza[33] como
~J = −D∇C. (2.2)
El ujo es expresado en número de partículas (o moles) que cruza un área
unidad por unidad de tiempo y la concentración en número de partículas por
unidad de volumen. Entonces, la difusividad D tiene unidades de longitud al
cuadrado por unidad de tiempo.
Segunda ley de Fick
En muchas situaciones prácticas las condiciones de estado estacionario
no son establecidas. La concentración varía con la distancia y el tiempo, la
primera ley de Fick no puede ser más usada. Para determinar como cambia
la concentración de átomos, en cualquier punto del material, combinamos la
ecuación de continuidad[34]
∂C
∂t
= −∂Jx
∂x
, (2.3)
con la primera ley de Fick ec.(2.1), entonces obtenemos
∂C
∂t
= D
∂2C
∂x2
, (2.4)
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Figura 2.1: Representación del ujo a través de un área unidad. El número
de átomos que dejan el volumen pequeño es menor que la cantidad que entra
al volumen. La diferencia en el ujo de los átomos que entran de los átomos
que dejan el volumen es usada en la segunda ley de Fick.
la cual es la ecuación de la segunda ley de Fick. En la siguiente sección
nos concentramos en el coeciente de difusión y los caminos aleatorios. Esto
frecuentemente provee más claridad al signicado del coeciente de difusión
cuando se usa una aproximación de camino aleatorio.
2.3. El coeciente de difusión y los caminos aleato-
rios
La derivación de las leyes de Fick se apoya fuertemente en ecuaciones de
difusión continuas. Algunas veces es, también, útil describir la difusión en
términos de los movimientos atómicos reales. Esto se logra permitiendo a un
átomo desarrollar un camino aleatorio en 2 o 3 dimensiones. Se asume que
esta partícula posee un valor medio de las propiedades del sistema que está
siendo simulado[30].
Para una partícula que efectúa un camino aleatorio en dos dimensiones, la dis-
tancia de cada paso individual se asume que es de igual longitud r. Cualquier
dirección de movimiento tiene igual probabilidad y la dirección de movimiento
no está correlacionada con los saltos precedentes. Un camino aleatorio típico
de una partícula es mostrado en la gura 2.2. Después de realizar n saltos
elementales, la partícula se ha movido una distancia absoluta |~Rn| desde su
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Figura 2.2: Ilustración de un camino aleatorio desarrollado por una partícula.
origen. Esta distancia puede ser escrita en forma vectorial como sigue:
|~Rn| = |
n∑
i=1
~ri|, (2.5)
donde ~ri son los vectores que representan los diversos saltos. Elevando al
cuadrado ambos lados de la ecuación (2.5) obtenemos
~R2n = ~r1.~r1 + ~r1.~r2 + . . . ~r1.~rn +
...
...
+ ~rn.~r1 + ~rn.~r2 + . . . ~rn.~rn. (2.6)
La cual puede ser sumarizada como[30]
~R2n =
n∑
i=1
~ri.~ri + 2
n−1∑
i=1
~ri.~ri+1 + 2
n−2∑
i=1
~ri.~ri+2 + . . .+ 2~rn−1.~rn
=
n∑
i=1
r2i + 2
n−1∑
j=1
n−j∑
i=1
~ri.~ri+j
= nr2

1 + 2
n
n−1∑
j=1
n−j∑
i=1
cosΘi,i+j

 , (2.7)
donde Θi,i+j, es el ángulo entre el iésimo y el (i+ j)ésimo salto.
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Como todas las direcciones de salto son igualmente probables, el término que
contiene la suma doble es igual a cero, porque hay tantos valores de −Θi,i+j
como de Θi,i+j, el valor más probable de Rn es entonces cero y el valor más
probable de R2n es dado por
R2n = nr
2 = tΓr2, (2.8)
como n = tΓ, donde Γ es la frecuencia de salto de un átomo. Cuando el
proceso del camino aleatorio es aplicado a tres dimensiones, exactamente, la
misma expresión para R2n es encontrada[35].
De acuerdo a Shewmon, et. al.[35], existe una relación entre el coeciente de
difusión y el proceso del camino aleatorio descrito antes. Esta relación, para
una red cúbica simple, es dada por
R2n = tΓr
2 = 6Dt, (2.9)
de la cual la expresión para el coeciente de difusión D es encontrada:
D =
Γr2
6
. (2.10)
TABLA 2.1 Factores de correlación para la autodifusión
Tipo de cristal factor de correlación
red cuadrada 2D 0.46694
red hexagonal 2D 0.56006
diamante 0.50000
cúbica simple 0.65311
cúbico cuerpo centrado 0.72722
cúbico cara centrada 0.78146
hexagonal compacta 0.78121 (normal al eje c)
0.78146 (paralelo al eje c)
Al inicio de esta sección fue mencionado que una de las hipótesis asumi-
das para esta derivación es que no hay correlación entre saltos sucesivos. En
cristales reales esto, usualmente, no es el caso y por tanto las probabilidades
de salto dependen de los movimientos previos del átomo, donde hay cierta
probabilidad que el átomo puede saltar hacia atrás a la posición original.
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Para compensar los efectos de correlación, la ecuación (2.10) es multiplicada
por una constante f, también conocida como factor de correlación
D =
Γr2
6
f. (2.11)
Para la difusión en un camino aleatorio, el factor de correlación es igual a
la unidad. Varios factores de correlación para diversas estructuras cristalinas
son listadas en la tabla 2.1[35].
El efecto de correlación es, más frecuentemente, encontrado en la difusión
por el mecanismo de vacantes, mientras que la difusión intersticial es, más a
menudo, no correlacionada (válido solo si la solución es diluida); entonces no
se originan efectos de correlación cuando el entorno es simétrico, como para
una vacante en un metal puro [30].
La relación entre el coeciente de difusión y la temperatura es derivada en
la siguiente sección.
2.4. Dependencia del coeciente de difusión D
de la temperatura
La expresión derivada para el coeciente de difusión (ecuación 2.10) es
un método elegante para calcular el coeciente de difusión si la frecuencia
de salto promedio es conocida. Sin embargo, calcular la frecuencia de salto,
para la difusión por el mecanismo de vacantes, no es una tarea sencilla.
Cuando un átomo intenta un salto de un sitio a otro, él encuentra una barre-
ra de energía (potencial) la cual debe ser vencida antes de que pueda saltar,
como se muestra en la gura 2.3. Esta barrera de potencial se origina de la
deformación causada por el átomo, al difundirse, sobre la red y la máxima
energía de deformación es, frecuentemente, referida como la energía de acti-
vación [36].
El trabajo de tipo térmico realizado para mover un átomo de un sitio a otro
es igual al cambio en la energía libre de Gibbs para la región local, y el cam-
bio en la energía libre de Gibbs es, a la vez, igual a la energía de deformación
máxima[35]. Existe cierta probabilidad (pm) de que un átomo tenga la su-
ciente energía para vencer la barrera de potencial. Esta probabilidad de salto
es dado por el factor de Boltzmann [36]
pm = e
−∆Gm
kT , (2.12)
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Figura 2.3: Representación gráca de la energía requerida para que un átomo
se mueva de un sitio de red a otro.
donde k es la constante de Boltzmann, T es la temperatura y ∆Gm es el
cambio en la energía libre de Gibbs de migración
∆Gm = ∆Hm − T∆Sm, (2.13)
donde ∆Hm es la entalpía de migración y ∆Sm es la entropía de migración.
La ecuación (2.12) puede ser escrita como
pm = exp
∆Sm
k
exp
−∆Hm
kT
. (2.14)
Entonces, resulta que la frecuencia de salto promedio para el átomo difusor
es[36]
Γ = Γ0e
−∆Gm
kT , (2.15)
donde Γ0 es la frecuencia oscilatoria del átomo en su posición de equilibrio.
Si asumimos que el átomo difusor solo puede saltar a sitios vecinos que están
vacantes, la ecuación (2.15) debe ser multiplicada por la probabilidad que
una vacante exista en el entorno
Γ = Γ0pmpv, (2.16)
donde pv es la probabilidad que una vacante exista en un sitio de red y es
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igual a la concentración de vacantes[33]
pv = Xv = exp
∆Sv
k
exp
−∆Hν
kT
, (2.17)
donde ∆Hv es la entalpía de formación de una vacante y ∆Sv es el exceso
de entropía de una de vacante. Físicamente ∆Sv es el resultado de la inter-
acción entre una vacante y sus vecinos más próximos, mientras que ∆Hv se
reere a la entalpía requerida para llevar una vacante de la supercie del
cristal a un sitio dentro del cristal[33]. La ec. (2.16) representa la frecuencia
de salto promedio en una dimensión y puede, fácilmente, extenderse a tres
dimensiones multiplicando la ec. (2.16) por el número de sitios vecinos más
próximos
Γ = zΓ0pmpv, (2.18)
donde z es el número de coordinación. Insertando la ec. (2.17) y la ec.(2.14) en
la ec. (2.18). Luego, agrupando los términos dependientes de la temperatura y
juntando los términos independientes de la temperatura produce la ecuación
Γ = zΓ0exp
(
∆Sv +∆Sm
k
)
exp
(−(∆Hv +∆Hm)
kT
)
. (2.19)
Una nueva expresión para para el coeciente de difusión es obtenida inser-
tando la ec. (2.19) en la ec. (2.11)
D =
1
6
zfΓ0pmpvr
2
=
1
6
zfΓ0r
2exp
(
∆Sv +∆Sm
k
)
exp
(−(∆Hv +∆Hm)
kT
)
. (2.20)
La ec. (2.20) puede ser reescrita, si hacemos
D0 =
1
6
zfΓ0r
2exp
(
∆Sv +∆Sm
k
)
, (2.21)
y también como
EA = ∆Hv +∆Hm, (2.22)
lo cual conduce a la muy conocida ecuación de Arrhenius[28]
D = D0e
(
−EA
kT
)
, (2.23)
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donde EA es la energía de activación y D0 es una constante independiente de
la temperatura. Con la ecuación (2.21), la constante D0 puede ser calculada
para las estructuras cristalinas cúbica simple, cúbica de cuerpo centrado y
cúbica de cara centrada; el único factor que cambia es el número de sitios
vecinos más próximos.
Por ejemplo, la constante D0 para el cobre difundiéndose en cobre (autodi-
fusión) puede ser calculada usando los valores listados en la tabla 2.2.
D0 = 1/6zfΓ0r2exp (∆Sv +∆Sm/k)
D0 = 1/6 x 12 x 0.78146 x 1012 x (2.55x10−10)2 x(19.984) m2.s−1
D0 = 2 x 10−5 m2.s−1 .
El cual es del mismo orden de magnitud como el valor D0=7.8x10−5 m2.s−1
dado en Borg et al.[30], también, como otros [35].
Se debe notar, que el coeciente de difusión representado por la ecuación
(2.20) es solo aplicable a la difusión por vacantes en esa forma especíca.
Para la difusión intersticial los términos ∆Sv y ∆Hv son iguales a cero,
puesto que este tipo de mecanismo de difusión no utiliza la sustitución de
vacantes para facilitar el movimiento atómico. Los mecanismos de difusión
mencionados en esta sección son discutidos en la siguiente sección.
TABLA 2.2 Parámetros usados para calcular D0 para el cobre[35]
Parámetro Valor
(∆Sν +∆Sm) /K ≈ 19.984
Γ0 (s−1) ≈ 1012
r (A) (Constante de red) 2.55
Factor de correlación (FCC) 0.78146
Número de vecinos más próximos 12
2.5. Mecanismos de difusión en cristales
Los más importantes mecanismos de difusión que tienen lugar en los me-
tales son el intersticial, el de vacantes y el mecanismo de difusión de anillo.
En las aleaciones, los mecanismos que dominan la difusión atómica son el
mecanismo de difusión por vacantes y la difusión intersticial. Esos tipos de
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Figura 2.4: Representación gráca de la difusión de anillo.
mecanismos de difusión inuyen en el coeciente de difusión, también, el
tamaño del átomo. Si la difusión está relacionada a defectos, también, tiene
impacto en el coeciente de difusión.
Muchas reacciones y procesos que son importantes en el tratamiento de los
materiales, en particular de las aleaciones, que en último término determi-
nan sus propiedades físicas, se apoyan en la transferencia de masa dentro del
material (a un nivel microscópico), sea este un sólido especíco, un líquido o
un gas.
Hay diversos modelos para este movimiento atómico, en los sólidos, que se
han propuesto. De esas posibilidades dos son las que dominan la difusión
en las aleaciones, la difusión por vacantes y la difusión intersticial. En los
metales, como ya mencionamos, existe un mecanismo adicional respecto a
los de las aleaciones, como por ejemplo el mecanismo de difusión de anillo.
Veamos a continuación estos tres mecanismos preponderantes en los metales
y aleaciones.
2.5.1. Difusión de anillo
La gura 2.4 muestra el proceso de difusión de anillo, este mecanismo
consiste en el intercambio simultáneo de posiciones en la red de dos o más
átomos que forman un lazo o bucle de tal forma que se produce una per-
mutación circular de las posiciones atómicas.
La difusión de anillo solo puede tener lugar si los átomos son lo suciente-
mente grandes para garantizar un intercambio directo, más que un movimien-
to intersticial. La red debe entonces sufrir deformación y esta energía de
deformación determina el tipo de mecanismo de difusión que tomará lugar.
Esta distorsión o deformación de la red es comparable a un mecanismo in-
23
tersticial para átomos solventes (este mecanismo es discutido más abajo). La
energía requerida para ejecutar tal distorsión es muy alta y entonces este tipo
de mecanismo no es muy probable que ocurra [35]. Si tres o cuatro átomos
tomaran parte en el intercambio, la distorsión debe ser considerablemente
menor [33, 35]. Hay, sin embargo, muy poca evidencia de que este mecanis-
mo de difusión tenga lugar [33].
2.5.2. Difusión por vacantes
El mecanismo que involucra el intercambio de un átomo de una posi-
ción normal de red a un sitio de red vacío o vacante es llamado difusión
por vacantes. De hecho, este proceso necesita la presencia de vacantes y la
velocidad de la difusión atómica es función del número de esos defectos que
están presentes. Como los átomos y las vacantes intercambian posiciones, el
movimiento de los átomos en una dirección corresponde al movimiento de las
vacantes en la dirección opuesta. Ambas, la autodifusión y la interdifusión
ocurren por este mecanismo. Para la última, los átomos impurezas sustituirán
a los átomos antriones.
El transporte atómico puede ser modelado y descrito en diferentes niveles. La
descripción macroscópica mas simple para el transporte en sistemas isotérmi-
cos son realizadas con la ayuda de la primera ley de Fick y la correspondiente
ecuación de conservación de la masa.
Ji = −Di∇ci
0 =
∂ci
∂t
+∇.Ji . (2.24)
La proporcionalidad del ujo Ji que cruza una unidad de área normal al
gradiente de concentración ci es dada por el coeciente de difusión Di. Com-
binando las dos ecuaciones (2.24) resulta una ecuación diferencial parcial, la
cual demuestra la forma usual de la segunda ley de Fick, si los coecientes
de difusión Di son independientes de la concentración.
Entonces, el coeciente de difusión Di aparece frente del gradiente como en
la siguiente ecuación
∂ci
∂t
= −∇.(−Di∇ci) = Di∇2ci . (2.25)
Las ecuaciones (2.24) y (2.25) pueden ser generalizadas dentro de la termodi-
námica de no equilibrio para expresar los ujos Ji como una suma de fuerzas
termodinámicas Xj por los coecientes de transportes Lij.
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Figura 2.5: Representación gráca de la difusión por vacantes e intersticial.
La gráca superior representa la difusión por vacantes, mientras que la gráca
inferior representa la difusión intersticial. La barrera de potencial que el
átomo difusor encuentra durante el salto es mostrado en la mitad de la gura.
La energía requerida para mover un átomo intersticial es menor que la energía
requerida para mover un átomo a través del mecanismo de vacantes.
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Entonces, las fuerzas externas y gradientes de temperaturas pueden ser des-
critas dentro del mismo formalismo básico, pero las correspondientes canti-
dades no son muy intuitivas.
Una combinación de términos diagonales y de términos de corrección apro-
piados son ampliamente usados en los experimentos. Restringiendo, esas ge-
neralizaciones al transporte isotérmico de átomos, las concentraciones pueden
ser remplazadas por los potenciales químicos µi.
Dentro del marco del formalismo fenomenológico lineal las vacantes, deno-
tadas por V, son introducidas en adición a los átomos A, B y las fuerzas
generalizadas, con signo menos porque el transporte de los átomos es facili-
tado por el movimiento de las vacantes en la dirección opuesta. Aquí, bajo
las condiciones isotérmicas, los Lij son los coecientes fenomenológicos de
transporte, que satisfacen el teorema de Onsager, es decir que Lij = Lji. Las
cantidades Xi son fuerzas generalizadas y su contribución a los ujos en una
aproximación lineal son encontradas, en las ecuaciones como
JA = LAA(XA −XV ) + LAB(XB −XV ) (2.26)
JB = LAB(XA −XV ) + LBB(XB −XV ), (2.27)
donde no hay ecuación adicional para las vacantes, aparte de tomar en cuenta
que el ujo neto de vacantes es la diferencia entre las dos especies involu-
cradas, sin importar que XV sea cero o no. La condición, necesaria, para las
vacantes es
−JV = JA + JB. (2.28)
Este tipo de difusión depende de la disponibilidad de vacantes en la red
cristalina. Las vacantes de red son encontradas en pequeñas concentraciones
de equilibrio [36], pero su contribución al proceso de difusión es, sin embargo,
importante.
Para que la difusión tome lugar se requieren vacantes en la red del cristal.
La cantidad de vacantes en la red pueden ser determinadas [36] como
NV = N0e
(
−EV
kT
)
, (2.29)
donde, N0 representa la cantidad de posiciones de red en el cristal y EV es
la energía de formación de una vacante. Durante la difusión de la vacante
los átomos se mueven en el cristal intercambiando posiciones con la vacante
como se observa en la gura 2.5.
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2.5.3. Difusión intersticial
En este mecanismo de difusión, los átomos difusores se mueven intersti-
cialmente, deformando el cristal como se ve en la gura 2.5. Esta situación
es muy similar al proceso de difusión por vacantes. La difusión intersticial
es favorecida por los átomos pequeños que no deforman signicativamente el
cristal. La energía de activación para la difusión intersticial es también menor
que para la difusión por vacantes, puesto que, no hay energía requerida para
la formación de vacantes (∆HV ).
Este mecanismo es encontrado en la interdifusión de impurezas tales como
hidrógeno, carbón, nitrógeno y oxígeno, que tienen átomos que son lo su-
cientemente pequeños para ajustarse en los intersticios. El átomo solvente o
el átomo soluto sustitucional raramente se hallan en los intersticios, y nor-
malmente no se difunden mediante este mecanismo. Este fenómeno es apro-
piadamente llamada difusión intersticial.
En muchas aleaciones metálicas, la difusión intersticial ocurre más rápida-
mente que la difusión por vacantes, puesto que, los átomos intersticiales son
más pequeños, y entonces, más móviles. Además, hay más posiciones intersti-
ciales vacías que vacantes; entonces, la probabilidad del movimiento atómico
intersticial es mayor que para la difusión de las vacantes.
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Capítulo 3
El modelo y metodología de la
simulación
3.1. El método Monte Carlo
El nombre de método de Monte Carlo[54] es usado para un grupo de
métodos en el que el comportamiento dinámico exacto de cualquier fenó-
meno o sistema es reemplazado por un proceso estocástico. En el método
Monte Carlo (MC)[55] el sistema realiza caminos aleatorios en el espacio de
conguración. Con el estado inicial tomado en una conguración arbitraria
de las partículas, a cada estado se le asigna una probabilidad denida, y el
sistema alcanza el equilibrio después de cierto número de pasos en el espacio
de conguración y los valores medios obtenidos son promedios sobre varias
conguraciones.
El método Monte Carlo[56] se aplica a sistemas moleculares para predecir
los valores promedios de las propiedades de estructuras en medios térmi-
cos, para estimar la distribución de cargas en moléculas, calcular constantes
cinéticas de reacción, energías libres, constantes dieléctricas, coecientes de
compresibilidad, capacidades calorícas y puntos de cambio de estado, etc.
El método Monte Carlo recibe este nombre, porque consiste en introducir
números aleatorios en el cálculo, lo cual permite simular efectos térmicos
de sistemas físicos reales. Muchos cálculos MC pueden ser vistos como inten-
tos de estimar el valor de una integral (múltiple). Esto es particularmente
cierto para las aplicaciones en termodinámica, mecánica estadística, cuando
uno desea calcular el promedio térmico 〈A〉T de un observable A(X) en el
estado de equilibrio, donde X es un punto del espacio de fase Ω.
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Entonces, veamos como se calcula, por ejemplo, una integral simple por medio
del método Monte Carlo.
3.1.1. Integración por el método Monte Carlo
Consideremos una integral de la forma
I =
∫ b
a
f(x)dx. (3.1)
Para evaluar por el método MC, calculamos f(x) en N puntos tomados
aleatoriamente por medio de un muestreo uniforme en el intervalo [a, b). Una
aproximación a I es dada por
I = f ∗ (b− a) = b− a
N
N∑
i=1
f(xi). (3.2)
El estimado del error estadístico en I será de acuerdo al teorema del límite
central
∆ = σ/
√
N − 1 ≈ σ/
√
N, (3.3)
donde σ2 es la varianza, y es dado por
σ2 =
1
N
N∑
i=1
(f(xi)− f)2. (3.4)
En las simulaciones MC, los valores medios se obtienen por medio de varias
mediciones, entonces, se puede demostrar que el error es dado por la desviación
estándar de la media σm, es decir σm = σ/
√
N − 1. Los limites del error
pueden ser mejorados por medio del muestreo de mas puntos o por reducir
la varianza σ2. Esto último puede ser logrado con el muestreo por impor-
tancia, consideremos alguna distribución de probabilidades P (x), que es una
aproximación a f(x). Escribamos la ecuación (3.1) como
I =
∫ 1
0
f(x)
P (x)
P (x)dx, (3.5)
donde el estimado de I es obtenido con el uso de la ley fuerte de los
grandes números:
I ≈ 1
N
N∑
i=1
f(xi)
P (xi)
. (3.6)
Si P (x) es una buena aproximación de f(x), entonces, la varianza de la
suma en la ecuación (3.6) es mucho menor que la varianza de la suma en
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la ecuación (3.2). El hecho de que los integrandos de interés presenten picos
muy agudos, hace del muestreo por importancia una necesidad. El tipo
mas útil de métodos de muestreo por importancia, para estos problemas,
es el método de Metrópolis.
3.1.2. Muestreo por importancia
Los métodos Monte Carlo se reeren, en un sentido muy general, a cualquier
simulación de un sistema arbitrario, el cual usa un algoritmo dependiente ex-
plícitamente de una serie de números pseudo aleatorios. El nombre del méto-
do, el cual deriva de la famosa ciudad casino, enfatiza la importancia de la
aleatoriedad o de la probabilidad en él.
El método MC es, particularmente, importante en la física estadística, donde,
los sistemas tienen un gran número de grados de libertad y las cantidades de
interés tales como los promedios térmicos no pueden ser calculados exacta-
mente. En un sistema con N grados de libertad, el promedio térmico de una
cantidad A a la temperatura absoluta T es dado por
〈A〉 = 1
Z
∫
A(x) exp
(
−E(x)
kT
)
dx. (3.7)
En el caso de una aleación binaria, el espacio de fase es discreto, la inte-
gral en la anterior ecuación es remplazada por una suma sobre todas las
conguraciones
〈A〉 = 1
Z
∑
i
A(xi) exp
(
−E(xi)
kT
)
, (3.8)
donde diferentes estados x corresponden a diferentes conguraciones y la fun-
ción de partición es Z =
∑
i exp
(
−E(xi)
kT
)
. En el caso de sistemas pequeños
todas las conguraciones pueden ser enumeradas y los promedios térmicos
pueden ser calculados con la ecuación(3.8). Para grandes sistemas la enu-
meración completa es imposible con las computadoras actuales.
En las simulaciones con MC esta dicultad es resuelta por el reemplazo del
conjunto de todas las conguraciones en la ecuación (3.8) por un subconjunto
representativo manejable de M conguraciones, donde, M es mucho menor
que el número total de conguraciones N . Un estimado para el promedio 〈A〉
es, entonces, obtenido como
〈A〉est =
∑M
l=1A(xl) exp
(
−E(xl)
kT
)
∑M
l=1 exp
(
−E(xl)
kT
) . (3.9)
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Es claro que, la exactitud del estimado dependerá directamente de la calidad
del subconjunto representativo de las M conguraciones. En el método de
muestreo simple por ejemplo, donde, M conguraciones son elegidas aleato-
riamente, la inmensa mayoría de las conguraciones tendrán energía muy
diferente de la energía media del sistema a la temperatura T y su contribu-
ción al estimado será insignicante. A menos que,M resulte tan grande como
N o aun mayor.
En general, la ecuación de distribución de probabilidad del ensemble canóni-
co tiene un pico muy agudo en la región del espacio de fases donde todas
las variables extensivas son muy próximas a sus valores medios 〈A〉, es decir,
para muchas funciones A(x), el producto de A(x) por la función de distribu-
ción de probabilidad será signicante en donde la función de distribución de
probabilidad es signicante, entonces, obviamente apoyándonos en este echo
escogemos con mayor probabilidad puntos del espacio de fase. Donde, A(x)
es más signicativa este procedimiento es conocido como muestreo por im-
portancia.
Entonces, la idea del muestreo por importancia, en simulaciones de MC,
es elegir un conjunto representativo de conguraciones no completamente al
azar, sino de una manera tal que la selección es de algún modo parcial hacia
las conguraciones que son signicativamente pobladas en el equilibrio. En
general, la probabilidad que una conguración dada xl aparezca en la muestra
representativa de las conguraciones es P eq(xl), entonces, la ecuación (3.9)
resulta en la ecuación (3.10).
〈A〉est =
∑M
l=1
A(xl) exp
(
−
E(xl)
kT
)
P eq(xl)
∑M
l=1
exp
(
−
E(xl)
kT
)
P eq(xl)
. (3.10)
En particular, si las conguraciones son elegidas con la función de distribución
de probabilidades del ensemble canónico, P eq(x) ∝ exp
(
−E(x)
kT
)
, entonces,
los factores de Boltzmann se cancelan y el estimado para los valores térmicos
medios resulta la ec.(3.11)
〈A〉est =
∑M
l=1A(xl)
M
. (3.11)
Las muestras de conguraciones representativas con esta propiedad particu-
larmente conveniente, donde la probabilidad de ocurrencia de una particular
conguración sea proporcional al factor de Boltzmann, son generadas en éste
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Figura 3.1: Estructura ordenada cúbica de cuerpo centrado.
caso por el algoritmo de Metrópolis. Referencia e información sobre el algorit-
mo de Metrópolis y su implementación es abundante en la bibliografía actual.
Para el lector interesado en este algoritmo lo referimos a los manuales[55, 56].
3.2. Modelo atomístico cinético
Se considera una red rígida BCC, con condiciones periódicas de frontera.
La obtención del orden de largo alcance[29] basada en la red BCC es la es-
tructura B2 como se puede ver en la gura 3.1. Esta estructura puede ser
considerada como conformada por dos subredes cúbicas simples superpuestas,
cada una de estas subredes tendrá un solo tipo de átomo ocupando sus nudos.
Por eciencia computacional, usamos dos sistemas de coordenadas rectan-
gulares cartesianas para determinar la posición de los nudos de la red BCC.
Cada uno de los sistemas de coordenadas establecerá la posición de los nudos
de cada subred cúbica simple; estos sistemas coordenados estarán separa-
dos por el vector a(0.5,0.5,0.5), donde, a es dimensión de la celda unidad
de la red BCC. La red BCC consiste de N = 2L3 sitios, con (L=100). La
aleación binaria consiste de NA átomos A, NB átomos B y una vacante con
N = NA +NB + 1 y NA = NB + 1.
Como en el modelo usado por Kim[23] o Lim[24], las energías de interac-
ción son tomadas como energías de interacción de a par ǫiXY entre átomos
ubicados en sitios vecinos más próximos, donde, X,Y son iguales a A o B e
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i = 1, 2 para primeros y segundos vecinos más próximos, respectivamente.
Para dar cuenta de la intensidad de los enlaces químicos de los átomos menos
coordinados, algunas veces son introducidas interacciones fantasmas entre
átomos y vacantes [37]; estas serán despreciadas en el presente trabajo.
Se puede demostrar, con el algoritmo del tiempo de residencia descrito más
abajo, que tales interacciones fantasmas no cambiarán el camino efectuado
por la vacante, sino solamente el tiempo de permanencia en cada estado.
La difusión de los átomos A y B ocurren por medio de intercambios, activa-
dos térmicamente, de la posición de los átomos (A o B) con la vacante (V).
De acuerdo a la teoría de la razón o tasa[38], la frecuencia de un intercambio
XV (donde X=A o B) es:
Γ = ν exp
{
−∆E
act
XV
kT
}
, (3.12)
donde, la energía de activación EactXV es calculada usando el modelo del enlace
quebrado[39]
∆EactXV = Es −
∑
i=1,2
∑
pǫni(X)
ǫiXp , (3.13)
y ν es una frecuencia de intento de salto, la energía de activación EactXV es la
energía necesaria para extraer el par XV de su entorno y llevar el átomo X
a una posición punto silla donde su energía de interacción con el sistema es
Es. La suma en la ecuación (3.13) se extiende sobre todos los átomos en la
iésima esfera de coordinación del átomo X.
Por motivo de simplicidad, ν y Es, aquí, son tomados como constantes. En
una temperatura dada el valor de Es solo contribuye deniendo la escala de
tiempo absoluto.
Si hacemos Es = [(Z1 − 1)(ǫ1AA + ǫ1BB) + Z2(ǫ2AA + ǫ2BB)]/2, donde, Zi es
el número de coordinación de la iésima esfera de coordinación y si intro-
ducimos las energías de ordenación, ǫi = ǫiAA + ǫ
i
BB − 2ǫiAB y las energías
asimétricas ui = ǫiAA − ǫiBB, entonces la energía de activación de la ecuación
(3.13) puede ser reescrita como
∆EactXV =
1
2
∑
i=1,2
ǫin
i
Y + uiθXn
i
X , (3.14)
donde, (X,Y)=(A,B) o (B,A), θA = −1, θB = 1 y niX , niY son los números de
átomos de tipo X e Y en la iésima esfera de coordinación alrededor del sitio
ocupado por el átomo X que será intercambiado con la vacante. La ecuación
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(3.14) demuestra claramente que no solo las energías de ordenación, sino
también las energías asimétricas controlan la cinética de la aleación.
La frecuencia de intento de salto ν, que es derivada de la teoría de la tasa
cinética, es asumida aquí igual a la unidad. Este valor no afecta ningún detalle
de la simulación Monte Carlo Cinético (ella simplemente escala las magni-
tudes relativas de las amplitudes de salto por un factor constante); pero en
el cálculo del tiempo de simulación total (en segundos físicos) ella es nece-
saria. El valor de ν es típicamente grande (por ejemplo 1014Hz.), de forma
tal que el tiempo físico aproximado puede ser obtenido dividiendo el número
de pasos Monte Carlo por 1014. Dado que una ejecución es de 106, 107, 108
o 109 pasos de Monte Carlo Cinético (MCC), podemos asumir que el tiempo
físico verdadero es del orden de 10−5, 10−6, 10−7 o 10−8 segundos físicos.
Aún, para muy largas simulaciones, solo una millonésima de un segundo real
estará siendo muestreada.
Este modelo, con interacciones a primeros vecinos más próximos solamente,
ha sido exitosamente usado para reproducir la cinética de la precipitación
de cobre en erro BCC[40] y la cinética de la ordenación y precipitación en
estructuras ordenadas B2[41].
Con interacciones a primeros vecinos más próximos, solamente, el diagra-
ma de fase de equilibrio de una aleación binaria exhibe un línea de transi-
ción de segundo orden A2-B2 separando dos campos de fase simple [43] y
una temperatura crítica de KTC ≈ 0,80ǫ para el sistema A50B50[43], con
ǫ = ǫAA + ǫBB − 2ǫAB.
Para aleaciones ternarias ABV, como la considerada aquí, en principio las
energías de ordenación necesitan ser denidas para cada una de los tres bi-
narios. Como generalmente, no se considera interacciones fantasmas, resulta
en ese caso solo tres energías de ordenación ǫ, ǫAA y ǫBB. Para composi-
ciones próximas a la aleación binaria AB ha sido demostrado[41], que las
propiedades termodinámicas son determinadas, solo, por ǫ y la diferencia de
las energías de ordenación, u = ǫAA − ǫBB, para los binarios AV y BV.
Desde un punto de vista práctico los sistemas considerados son tan altamente
diluidos con respecto a las vacantes que el efecto de u en la ubicación de la
línea de transición ordendesorden puede ser seguramente despreciado. En
esos casos, se toma la temperatura crítica como la de la aleación binaria AB.
En nuestro caso de estudio, con interacciones hasta segundos vecinos más
próximos, nuestro sistema modelo presenta una transición entre las fases A2
y B2, y a bajas temperaturas un campo de dos fases A2+B2.
Para los propósitos del presente trabajo los parámetros empleados son (ǫ1, ǫ2, u1,
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u2) =(0.03,-0.04,-0.04,0) ev conforme a simulaciones previas de la aleación
FeAl[41, 42]. La temperatura crítica para la composición A50B50 se encontró
igual a 1175 K.
3.3. Algoritmo del tiempo de residencia
Como estamos interesados en estudios cinéticos, especialmente a bajas
temperaturas, en este trabajo usamos el algoritmo del tiempo de residencia
[44, 45, 46, 47]. Los algoritmos clásicos de Monte Carlo[48, 49] son usados
para caracterizar las propiedades de equilibrio de un sistema dado.
En un sistema de espines es suciente voltear el espín o usar la dinámica
del intercambio de espines para conseguir el cambio de la energía interna del
sistema.
En algunos problemas de difusión en sólidos cristalinos es requerida la dinámi-
ca de intercambio de espines (dinámica de Kawasaki) para conservar la con-
centración de las especies componentes de la aleación. Además, para que un
intercambio ocurra, una barrera de activación positiva tiene que ser venci-
da, esta barrera de energía es la diferencia entre la energía en el punto silla
y aquella de la conguración estable inicial. Las leyes de probabilidad de
aceptación de Metrópolis[50] o Glauber[51] pueden ser usadas para tales pro-
blemas, pero por causa de la existencia de una barrera de energía siempre
positiva, la razón de rechazos es particularmente alta, especialmente en bajas
temperaturas.
En razón de mejorar la eciencia computacional, los algoritmos de tiempo de
residencia han sido introducidos y desarrollados, primero por Young[44], des-
pués por Lanore[52], por Bortz, Kalos y Lebowitz [46], y han sido aplicado por
esos autores a la difusión de vacantes, a la evolución microestructural bajo
irradiación y al modelo de Ising con cambio de espín (algoritmo nfoldway),
respectivamente. En tales algoritmos, cada intento para alcanzar una nueva
conguración es exitoso, pero el tiempo transcurrido antes que este cambio
ocurra no es constante.
Debemos adoptar, aquí, una derivación probabilística recientemente propues-
ta por Novotny[53], quién demostró la equivalencia entre el algoritmo del
tiempo de residencia y el algoritmo de Metrópolis. Ello debe permitirnos ge-
neralizar el concepto de tiempo de residencia para el caso de la difusión de
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defectos. Para el problema de difusión de defectos, el esquema de Metrópolis
puede ser establecido como sigue: asumimos que el defecto está en un sitio V
(una vacante); Uno de los Z átomos vecinos Bi es elegido aleatoriamente; la
probabilidad de intercambio es calculada de acuerdo al esquema de Metrópo-
lis y está dada por min{1, exp(−Ea/KT )} = exp(−Ea/KT ), porque la ba-
rrera de energía Ea es siempre positiva. Dependiendo de un número aleatorio
R ǫ [0, 1), la transición es rechazada sí R > exp(−Ea/KT ) o es aceptada sí
R ≤ exp(−Ea/KT ). La variable seudotemporal, usualmente llamada paso
de Monte Carlo ( Monte Carlo Step, MCS) es, entonces, incrementada por
1/Z y el procedimiento es repetido.
Debemos, ahora, calcular las probabilidades relativas de intercambio: la pro-
babilidad a priori para la transición Bi es 1/Z. Denimos, la frecuencia de
tal evento por wi = νexp(−Ea/KT ), donde, ν es una frecuencia de intento
de salto, las subsecuentes probabilidades de aceptación y rechazo son wi/ν y
1−wi/ν. Entonces, ai = wiZν y a¯i = 1− ai son las probabilidades a posteriori
de que la iésima transición sea aceptada o rechazada. Si denimos a =
∑
i ai
y a¯ =
∑
i a¯i = 1 − a, entonces, a¯nai es la probabilidad para n rechazos
consecutivos seguido por la iésima transición aceptada, y el correspondiente
incremento de tiempo es n+1
Zν
. Las probabilidades de transición relativas αi
usadas en el algoritmo de tiempo de residencia son derivadas al sumar sobre
todas las probabilidades de ocurrencia posibles: τ = 1
Zν
∑∞
n=0[(n+1)a
na] = 1
w
,
donde w =
∑
wi. Esta fórmula para el tiempo de residencia medio es pre-
cisamente el introducido por Young y Elcock [44]. Siguiendo a Novotny[53],
un segundo número aleatorio R′ ǫ [0, 1) puede ser elegido. Entonces, el en-
tero más próximo de lnR′/lna¯ es el número p de Metrópolis de intentos no
exitosos. El tiempo de residencia uctuante es, nalmente, τf =
p+1
Zν
.
En todas las simulaciones computacionales, como las mediciones de difusión
son promediadas sobre un número muy grande de saltos de la vacante, usar el
tiempo uctuante o el tiempo de residencia medio no hace ninguna diferen-
cia. Entonces, en todo lo siguiente, el tiempo de residencia usado es el tiempo
de residencia medio.
Debemos, brevemente, exponer como un camino para la vacante es construido
con este algoritmo. Para dejar una conguración microscópica C, el sistema
puede sufrir Z1 transiciones correspondiente a los Z1 posibles saltos de la
vacante a los vecinos más próximos con frecuencias: Γ1(C),Γ2(C) . . . ΓZ1(C).
Después, de un tiempo t, la probabilidad de que el sistema esté, aún, en la
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conguración C es dada por:
P (C, t) = exp{−t/τ(C)}, (3.15)
con
τ(C) =


Z1∑
i=1
Γi(C)


−1
. (3.16)
Siendo, τ(C) el tiempo de residencia promedio en la conguración C. En cada
paso de Monte Carlo, un número R entre 0 y 1/τ(C) es elegido, y la transición
que es realmente realizada es la transición j que satisface la desigualdad
j−1∑
i=1
Γi(C) ≤ R <
j∑
i=1
Γi(C), (3.17)
y el tiempo total es incrementado por τ(C).
Contrario al algoritmo estándar de Metrópolis, donde la eciencia cae en
bajas temperaturas a causa de las altas tazas de rechazos, aquí la vacante
efectúa un salto en cada paso.
En este trabajo usamos las condiciones periódicas de frontera[54] con la -
nalidad de evitar efectos de borde; puesto que un cristal real posee miles de
millones de átomos y una computadora en el presente es incapaz de realizar
simulaciones con sistemas de tales dimensiones, entonces, esto nos obliga a
introducir condiciones periódicas de frontera para evitar la inuencia de los
límites del sistema en el cual se realiza la simulación, el cual generalmente, en
todos los estudios realizados en la actualidad consiste de uno a tres millones
de partículas.
3.4. Condiciones periódicas de frontera
¾Qué es lo que debemos hacer en las fronteras de nuestro sistema simu-
lado?. Una posibilidad es nada en especial: el sistema simplemente termina,
y los átomos cerca de la frontera deben tener menos vecinos que los áto-
mos dentro del volumen, en otras palabras la muestra debe ser rodeada por
supercies. A menos que nosotros realmente busquemos simular un cluster
de átomos, la situación no es realista. Una solución a este problema es usar
condiciones periódicas[29] de frontera (Periodic Boundary Conditions, PBC).
Cuando usamos PBC, las partículas son encerradas en una caja y nosotros
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Figura 3.2: Condiciones periódicas de frontera, el átomo que sale por el lado
derecho de la caja de simulación es reinsertado en la cara izquierda opuesta.
podemos imaginar que esta caja es replicada al innito por una traslación de
esta en las tres direcciones cartesianas, llenando completamente el espacio.
En otras palabras, si una de nuestras partículas es colocada en la posición r
en la caja, asumimos que ésta partícula, realmente, representa un conjunto
innito de partículas localizadas en r+la+mb+nc, donde l,m, n = −∞,∞,
son números enteros y a,b, c son los vectores correspondientes a los lados de
la caja.
Todas esas partículas imágenes se mueven juntas y, en efecto, solo una
de ellas es representada en el programa de computación. El punto clave es
que, ahora, cada partícula i en la caja debe ser imaginada interactuando no
sólo con las otras partículas j en la caja, sino también con sus imágenes en
las cajas vecinas. Es decir, las interacciones pueden ir a través de las fron-
teras de las cajas. En efecto, uno puede, fácilmente, ver que hemos eliminado
virtualmente los efectos de supercie de nuestro sistema, y al mismo tiempo
la posición de la frontera de la caja no tiene efectos, esto es, una traslación
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de la caja con respecto a la partícula deja las fuerzas inalteradas.
Además el uso de PBC tiene el efecto que cuando una partícula cruza una
cara de la caja de simulación, ella es reinsertada en la cara opuesta (en la
gura 3.2 vemos que el átomo que cruza la cara derecha de la caja de simu-
lación es reinsertada en la cara izquierda). También, podemos decir que las
fuerzas que actúan en un átomo con coordenadas en los exteriores de la caja
de simulación son las mismas como si el átomo fuese colocado en el centro
de la caja.
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Capítulo 4
Resultados y discusión
4.1. Aleación ordenada FeAl
En este trabajo simulamos el fenómeno de difusión atómica en una aleación
ordenada modelo, el sistema simulado es similar a una aleación binaria de
erro y aluminio. Este sistema exhibe un comportamiento de tres fases. Esas
fases son una fase ordenada B2, un fase desordenada A2 y una fase mezcla
A2+B2. En el presente trabajo estudiamos la aleación A50B50.
El espacio de simulación es compuesto de tres especies: átomos A, átomos B,
y una vacante V. Los átomos A y B pueden difundirse a través del espacio
de simulación vía interacción (o movimientos de intercambio) con la vacante.
Son empleadas las interacciones hasta la esfera de los segundos vecinos más
próximos para obtener un campo de dos fases A2 + B2[43] a bajas tempera-
turas.
Como mencionamos antes, los parámetros empleados son (ǫ1, ǫ2, u1, u2) =
(0.03,-0.04,-0.04,0) eV [41]. Con estos valores, simulando con el método Monte
Carlo Cinético y usando el ensemble Grand Canónico, Athenes, Bellon y Mar-
tin lograron replicar el diagrama de fases del FeAl. Ellos encontraron para la
composición A50B50 la temperatura crítica TC igual a 1175 K y la tempera-
tura tricrítica igual a Ttr = 690 K, ver la gura 4.1.
Hemos usado condiciones periódicas de frontera para evitar efectos de borde
o frontera. Como ya se mencionó, siempre se eliminó un átomo de tipo B
para crear una vacante, el número total de nudos es N = 2 x 106.
Toda la dinámica se introdujo a través del movimiento de la vacante, solo
se permitieron saltos a una de las ocho posiciones vecinas más próximas. El
grado de orden del sistema se monitoreó por medio del parámetro de orden
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Figura 4.1: Diagrama de fase simulado del FeAl (reproducido de Athenes,
et al.)
de largo alcance LRO (Long Range Order) y del parámetro de corto alcance
SRO (Short Range Order).
La fase ordenada es llamada estructura B2, en la simulación de este sistema
consideramos la red BCC como dos subredes cúbicas simples superpuestas
(llamadas α, β); el orden perfecto B2 consiste en una subred α ocupada por
la especie A mientras que la otra subred β es ocupada por la especie B. El
parámetro de orden de largo alcance LRO fué denido como una suma inde-
pendiente sobre ambas subredes α, β con signo diferente
η = LRO =
1
N

∑
α
Si −
∑
β
Si

 , (4.1)
donde Si es la variable de espín en la posición ~ri, además ~ri está en la sub-
red α en el primer sumando y en la subred β en el segundo sumando de la
ecuación (4.1).
La variable de espín Si puede tomar tres valores: +1, -1, y 0 cuando la i
ésima posición de la red es ocupada por un átomo A, un átomo B, o una
vacante V respectivamente.
Para denir el parámetro de corto alcance tomamos un átomo A de referen-
cia, examinamos la iésima cáscara que le rodea, luego la probabilidad piAB
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de encontrar átomos diferentes B dentro de esa cáscara son divididas por la
concentración total cB de especies atómicas B. Una forma de interpretar la
probabilidad piAB es que ella puede ser tomada como la proporción de átomos
B en la iésima esfera de coordinación relativo a un átomo A arbitrario, pro-
mediada sobre todos los átomos A en la red. Esos parámetros son conocidos
como parámetros de orden de corto alcance de Warren-Cowley αi:
αi = 1− p
i
AB
cB
, i = 1, 2. (4.2)
Las distribuciones atómicas aleatorias corresponden a un αi nulo, porque
piAB, la probabilidad de encontrar pares AB es igual cB.
Para cada temperatura estudiada, primero se tuvo que obtener el estado de
equilibrio de la aleación a tal temperatura. Esto se logró comparando dos sis-
temas que evolucionan simultáneamente, una de ellas inicia su termalización
comenzando desde el estado completamente ordenado, una red perfectamente
ordenada, y el otro desde un estado completamente desordenado, una red con
una distribución aleatoria de átomos.
Cuando ambos sistemas alcanzan el mismo parámetro de orden, en parti-
cular el parámetro de orden LRO, se considera que se alcanzó el estado de
equilibrio a la temperatura de interés. Luego de esto se procede con todas las
mediciones, que se crean convenientes, en la aleación en el estado de equi-
librio macroscópico. En las gura 4.2 y 4.3 mostramos el procedimiento en
referencia, para la temperatura T = 550 K, en donde SRO = α1. De esta
forma obtuvimos el diagrama de fase en el plano LRO vs. T , como se puede
observar en la gura 4.4.
4.2. Constantes de difusión
La manera formal de determinar la constante de difusión de trazas por
medio de simulación computacional es calculando los desplazamientos cuadráti-
cos medios de los átomos trazadores [57]. La constante de difusión de la va-
cante fue calculada usando[58]
DV = l´ım
t→∞
(
1
6
∂
∂t
R2V
)
, (4.3)
donde R2V denota el desplazamiento cuadrático medio total de la vacante
después del tiempo t. Como todos los átomos A (átomos B) pueden indivi-
dualmente ser vistos como trazadores, la constante de difusión de trazas DA
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Figura 4.2: Proceso de ordenamiento visto a través de la evolución temporal
del parámetro de orden LRO.
(DB) se calculó de la misma forma con la ecuación
DA = l´ım
t→∞

 1
6NA
∂
∂t

 ∑
átomos A
R2A



 . (4.4)
Los valores medidos de los desplazamientos cuadráticos medios fueron pro-
mediados sobre 60 simulaciones independientes.
Contrario al algoritmo estándar de Metrópolis [50], donde la eciencia cae
a bajas temperaturas, con el algoritmo cinético de tiempo de residencia la
vacante efectúa un salto a un vecino más próximo, en cada intento. Es decir,
en cada paso de Monte Carlo la vacante efectúa un salto. Por esta razón
denimos la unidad de tiempo como cada salto que efectúa la vacante y la
llamamos dtu (dimensionless time unity).
En las guras 4.5 y 4.6 presentamos los resultados de los desplazamientos
cuadráticos medios para algunos valores de la temperatura, del amplio rango
de temperaturas, donde se realizaron las mediciones. En la gura 4.7 obser-
vamos el movimiento de la vacante a la temperatura de 550 K. Encontramos
que el tiempo necesario para obtener medidas, del desplazamiento cuadráti-
co medio total y la función de autocorrelación, estuvo en razón inversa a la
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Figura 4.3: Proceso de ordenamiento visto a través de la evolución temporal
del parámetro de orden SRO.
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Figura 4.4: Diagrama de fase del parámetro de orden LRO de equilibrio como
función de la temperatura T .
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Figura 4.5: Desplazamiento cuadrático medio para temperaturas debajo de
la temperatura crítica.
Figura 4.6: Desplazamiento cuadrático medio para temperaturas sobre la
temperatura crítica.
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Figura 4.7: Movimiento de la vacante en el estado de equilibrio a la tempe-
ratura T = 550 K .
temperatura en la que se realizaba la simulación. Esto ocurrió así porque la
vacante quedaba atrapada en torno a un nudo de red, es decir, la vacante
efectuaba reversiones que eran dos saltos consecutivos uno de los cuales era
opuesto al primero. Entonces, ocurrían muchas reversiones en torno de un
sitio de red; pero eventualmente después de mucho tiempo, mayor mientras
más baja era la temperatura, la vacante visitaba otra región de la aleación.
Afortunadamente esto no ocurre mucho a temperaturas moderadas y altas,
es decir, las reversiones son menos frecuentes a estas temperaturas.
La constante de difusión o difusividad DA está dado, para redes cúbicas,
por 1/6 de la pendiente de las rectas de las guras 4.5 y 4.6. La pendiente de
las rectas de las grácas de los desplazamientos cuadráticos medios versus t
son determinados por medio del método de ajuste por mínimos cuadrados,
luego estas pendientes fueron usadas para calcular las constantes de difusión.
La constante de difusión atómica DA fueron determinados a temperaturas
por debajo y sobre la temperatura crítica TC = 1175 K. Los valores para
ln(DA) pueden ser ajustados por dos líneas rectas como una función de 1/T
para temperaturas sobre y debajo TC .
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Figura 4.8: Grácas de Arrhenius del logaritmo de la difusividad vs. la tem-
peratura inversa.
Las grácas de Arrhenius cambian de pendiente a la temperatura crítica
TC como se muestra en la gura 4.8
Si tomamos el logaritmo a la ecuación de Arrhenius (2.23), tenemos
ln(D) = ln(D0)−
(
EA
K
)
1
T
. (4.5)
Si hacemos un ajuste por mínimos cuadrados a la gráca de la gura 4.8
hallamos su pendiente e igualamos con la pendiente de la ecuación (4.5) ob-
tenemos la energía de activación debajo y sobre TC . La energía de migración
o energía de activación EmA es mayor en la fase ordenada (bajo TC , E
m
A =
0.42 ev) que en la fase desordenada (sobre TC , EmA = 0.12 ev); estos valores
obtenidos están en buen acuerdo con los experimentos[69].
Este menor valor de EmA en la fase desordenada es razonable por que no
hay un cambio muy signicativo en el entorno de la vacante antes y después
del salto. Puesto que al difundirse el átomo que cambia de posición con la
vacante debe ganar suciente energía para quebrar los enlaces con sus vecinos
y entonces causar distorsión en la red (esta energía es de carácter vibratorio),
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Figura 4.9: Grácas de Arrhenius del logaritmo de la razón entre la difusivi-
dad atómica y la difusividad de la vacante vs. la temperatura inversa.
en tal situación no se requiere mucha energía por la muy poca diferencia de
los entornos antes y después del salto.
En la gura 4.9 el logaritmo de la razón entre la difusividad atómica (mul-
tiplicada por el número de átomos N − 1) y la difusividad de la vacante es
gracada frente a la temperatura inversa. Los datos se ajustan a dos líneas
rectas sobre y debajo de la temperatura crítica TC .
Sobre TC , la razón f = (N − 1)DA/DV se aproxima al coeciente de corre-
lación de la red BCC fBCC = 0.727[59], lo cual signica que el sistema se
comporta como una red BCC convencional.
Por debajo de la temperatura crítica TC , los valores de f crecen con la dis-
minución de la temperatura, los valores tomados por f son mayores que 1.
Este hecho puede ser explicado si la vacante efectúa saltos altamente correla-
cionados, es decir, los C6S, esto es coherente con el resultado de Mishin[60]
que, usando simulación computacional con el método de dinámica molecular,
encontró que en el sistema B2, en la aleación NiAl a bajas temperaturas, el
mecanismo del ciclo de los 6 saltos es el principal responsable de la migración
atómica.
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4.3. Movimiento de las fronteras antifase
También se ha estudiado el movimiento de las fronteras antifase en las
últimas etapas del proceso de ordenamiento después de un temple, el estado
inicial fue uno completamente desordenado el cual es el estado de equilibrio
cuando T es muy alto, en teoría T = ∞. Después de un temple por debajo
de la temperatura crítica TC , que es la temperatura de transición de fase
ordendesorden, transición que es de segundo orden como se puede ver en la
gura 4.4, el orden de largo alcance se desarrolla por nucleación y crecimiento
de los dominios ordenados. En las últimas etapas el sistema consiste de una
red de paredes de dominio separando regiones ordenadas.
Este proceso de temple se muestra en la gura 4.10, donde la secuencia
de envejecimiento para T = 350 K, despliega el campo η2i ver ecuación
(4.9) para la denición de ηi en el espacio real (correspondiendo a una sec-
ción perpendicular a la dirección (100)) y el factor de estructura en el espacio
recíproco (en el plano (100)), para los tiempos 1.1 x 106 dtu, 9.8 x 108 dtu y
1.9 x 109 dtu. Las fases A2 y B2 aparecen como regiones oscuras y blancas,
respectivamente.
El factor de estructura se dene, como es habitual
S
(
~k, t
)
=
∥∥∥∥ 1N
∑
~r
s(~r, t) exp
(
i
2π
a
~k · ~r
) ∥∥∥∥2. (4.6)
Para denir el campo de orden B2[41], ηi consideramos que si α y β son dos
subredes cúbicas simples requeridas para describir la simetría B2, a cada una
de las cuales las subdividimos en dos subredes FCC, α en las dos subredes
FCC α1 y α2, y β en las subredes FCC β1 y β2. También usamos la función
de ocupación atómica sk, que se dene como:
sk =


1 si k ǫ α y k es ocupado por A
1 si k ǫ β y k es ocupado por B
−1 en otro caso.
(4.7)
Alrededor de un sitio i, denimos una celda Ωi formada por el sitio mismo, y
sus ocho vecinos más próximos y sus seis vecinos siguientes más próximos. El
orden parcial ηνji en un sitio i con respecto a la subred νj (ν = α, β, j = 1, 2)
es, entonces, dado por:
ηνji =
1
Nνji
∑
kǫνj∩Ωi
sk. (4.8)
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Figura 4.10: Secuencias de evolución del sistema en el espacio real (izquierda)
y en el espacio recíproco (derecha) para los tiempos: (a) 1.1 x 106 dtu, (b)
9.8 x 108 dtu y (c)1.9 x 109 dtu .
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DondeNνji es el número de sitios en νj∩Ωi. El campo de orden B2 es denido,
entonces, como:
ηi =
1
4
∑
ν=α,β,j=1,2
ηνji . (4.9)
Es una buena aproximación tomar la supercie S de la frontera antifase, en
el instante t, proporcional a la desviación del parámetro de orden de corto
alcance SRO de su valor de equilibrio[61], SRO∞ − SRO(t) ∝ S. Como
el volumen de los dominios ordenados es aproximadamente constante y en
primera aproximación igual al tamaño del sistema en este régimen, S está
correlacionado con el tamaño medio del dominio R por la relación S ∝ 1/R.
Para una aleación binaria sufriendo una transición ordendesorden Allen et
al.[62] propusieron la ley de crecimiento:
R(t) ∝ (Mt)x, con x = 1
2
, (4.10)
donde M denota la movilidad de la frontera antifase. Entonces, esperamos
encontrar la relación
SRO∞ − SRO(t) = Mt−1/2. (4.11)
Las guras 4.11 y 4.12 muestran la diferencia del parámetro de corto alcance
SRO∞ − SRO(t) como función de t−1/2. Allí se observan un régimen lineal
sobre un largo periodo de tiempo, mayor cuanto más bajo es la temperatura
de temple, el cual es interpretado como el régimen de crecimiento (coarsen-
ing). La línea de ajuste a este régimen, obviamente pasa por el origen cuando
t → ∞. Como todos los puntos no pertenecientes al régimen de coarsening
se encuentran sobre la recta de ajuste al régimen, entonces, calculamos la
movilidad M del valor mínimo de [SRO∞ − SRO(t)]t1/2.
Mostramos en la gura 4.13 el valor mínimo usado para el cálculo de la mo-
vilidad de la frontera antifase a la temperatura 350 K. Los valores obtenidos
resultaron del promedio de 60 simulaciones independientes, excluimos los
casos con un valor muy bajo del parámetro de orden de largo alcance de
equilibrio LRO, el cual es característico de sistemas en los cuales existen
dominios en competencia, cada cual tiende a crecer a costa del otro y están
separados por una interfase plana.
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Figura 4.11: Desviación del parámetro SRO de su valor de equilibrio vs.
t−1/2, en la temperatura 350 K .
Figura 4.12: Desviación del parámetro SRO de su valor de equilibrio vs.
t−1/2, para varias temperaturas.
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Figura 4.13: Mínimo valor de SRO∞ − SRO(t) a la temperatura 350 K,
promediado sobre 60 simulaciones independientes.
La gura 4.14 muestra la gráca de Arrhenius de la movilidad M de las
fronteras antifase en función de la temperatura inversa. El rango de tempe-
raturas es restringido a valores menores que la temperatura crítica TC porque
para estos valores solo existen las fronteras antifase. Se encontró que la ener-
gía de activación para el movimiento de las fronteras antifase es de 0.17 eV .
Este valor pequeño se explica si la vacante se restringe a moverse principal-
mente en las regiones desordenadas, entonces, no hay un cambio signicativo
en su entorno antes y después del salto, por tanto, no necesita mucha energía
para su migración. Es decir, la vacante se mueve en torno de las fronteras
antifase, que son regiones desordenadas, resultando así esta es la principal
región donde la vacante se desplaza.
4.4. Medida de la función de Autocorrelación
Mientras que los experimentos de difusión de trazas permiten evidencia in-
directa sobre los saltos elementales de difusión[63], evidencia directa puede ser
obtenida de los experimentos de espectroscopía Mossbauer cuasielástica[64],
dispersión cuasielástica de neutrones[65], y dispersión nuclear frontal de ra-
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Figura 4.14: Grácas de Arrhenius del logaritmo de la movilidad M vs. la
temperatura inversa.
diación sincrotrón[66]. Esos experimentos, típicamente, miden la función de
autocorrelación (o su transformada de Fourier) de un átomo marcado en la
aleación.
La función de autocorrelación da información del átomo marcado, inicial-
mente localizado en el origen, después de un tiempo t. Recientemente se ha
deducido, de experimentos de espectroscopía Mossbauer cuasielástica para el
caso de de la aleación FeAl de tipo B2, que los átomos de Fe saltan efecti-
vamente entre nudos de su propia subred. Esos saltos son mayormente a los
terceros vecinos más próximos y, parcialmente, a los segundos vecinos más
próximos[67, 68]. También, esos experimentos proporcionan evidencia (para
temperaturas intermedias) que los saltos son una combinación de dos saltos
a primeros vecinos más próximos.
La gura 4.15 muestra la probabilidad de encontrar un átomo A, localizado
en el origen en el instante t = 0, en la nésima esfera de coordinación en el
tiempo t. Puesto que en la simulación el código fuente del programa moni-
torea el vector desplazamiento, de todos los átomos inclusive de la vacante
misma, en cada instante de tiempo, entonces, la función de autocorrelación
es función del tiempo.
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Figura 4.15: Función de autocorrelación de los átomos A, en varios tiempos
a la temperatura de 350 K. Se realizaron medidas después de un intervalo
de tiempo igual a 5 x 108 dtu
Por lo anterior expuesto, para obtener la función de autocorrelación conta-
mos los átomos del mismo tipo (A o B) con igual desplazamiento total (con
el mismo módulo del vector desplazamiento), es decir los átomos dentro de
la misma esfera de coordinación.
En la gura 4.15 se observa que después de un tiempo de 3 x 109 dtu un 90%
de los átomos A no se movieron, o si lo hicieron nalmente regresaron a su
punto inicial de partida (el origen de coordenadas propio); puesto que, por
denición todos los átomos A son localizados en la cáscara cero en t = 0 dtu.
La primera esfera de coordinación está vacía, mientras que, el 10% restante
de átomos A se hospedan en la segunda y tercera cáscaras de vecinos más pró-
ximos. Este hecho es importante por que el 10% de los átomos A se mueven
por el mecanismo del ciclo los seis saltos (C6S), podemos armar esto porque
como mencionamos en la introducción de este trabajo, cito:
Después que el ciclo de los seis saltos se ha completado el cristal
es nuevamente ordenado y la vacante ha migrado a un segundo o
tercer vecino.
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por tanto, como efectivamente ningún átomo A ocupa la primera esfera de
coordinación, y si se hospedan en la segunda y tercera cáscara de vecinos más
próximos. Por tanto, podemos armar, para bajas temperaturas T= 350 K,
que 10% de los átomos A han realizado al menos un ciclo de los seis saltos. Un
trabajo futuro debe monitorear y contabilizar los C6S y otros mecanismos de
difusión, con la nalidad de tener una mejor comprensión de los procesos de
difusión atómica en las aleaciones binarias. También, soporta ésta conclusión
el trabajo de Mishin[60], que usando simulación computacional con la técnica
de dinámica molecular encontró que en el sistema B2, en la aleación NiAl, a
sucientemente bajas temperaturas el mecanismo del ciclo de los 6 saltos es
el principal responsable de la migración atómica.
Finalmente, podemos agregar que de acuerdo a la gura 4.15, hay una prefe-
rencia de saltos a los sitios segundos vecinos más próximos sobre los saltos a
sitios terceros vecinos más próximos, con una probabilidad relativa de 2, pro-
babilidad relativa que se mantiene aproximadamente constante con el valor
de 2, es decir es independiente del tiempo, después de un tiempo t=1.5 x 109
dtu.
En la gura 4.16, observamos que en el tiempo t= 4 x 108 dtu, un 35% de los
átomos A no se han movido o saltaron atrás a su punto de partida y solo un
3% de los átomos A alcanzó la décima o mayor esfera de coordinación. Tam-
bién, es obvio que la probabilidad de encontrar un átomo A decrece con el
índice de la esfera de coordinación. Además, se nota que la primera esfera de
coordinación no está ocupada en cualquier instante de tiempo, por lo menos
durante el intervalo que va desde t = 4 x 108 dtu hasta t = 2.4 x 109 dtu;
por el contrario durante todo este intervalo de tiempo la segunda y tercera
esfera de coordinación son ocupadas por átomos A.
La característica más notoria, es que después del tiempo t = 2.4 x 109 dtu
la tercera esfera de coordinación excede a la segunda esfera de coordinación
claramente.
Observamos que hay una preferencia de saltos de los átomos de Fe entre sitios
de su propio subred. Esta preferencia de saltos a los sitios terceros vecinos
más próximos (saltos [110]) sobre los saltos a los sitios segundos vecinos más
próximos (saltos [100]) tiene una razón de probabilidad W110/W100 = 1.6.
Este resultado es interesante porque se ajusta a los valores experimentales
de mediciones realizados en la aleación FeAl hecho con espectroscopía Moss-
bauer cuasielástica[67] y dispersión nuclear frontal de radiación sincrotrón[68].
Puesto que, la primera esfera de coordinación está desocupada en cualquier
instante y por el contrario la segunda y la tercera esfera de coordinación es-
tán siempre ocupadas, entonces caben dos posibilidades, en primer lugar, la
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Figura 4.16: Función de autocorrelación de los átomos A, en varios tiempos
a la temperatura de 550 K. Se realizaron medidas después de un intervalo
de tiempo igual a 4 x 108 dtu
vacante realiza el ciclo de los seis saltos, en segundo lugar, la vacante salta a
segundos vecinos más próximos o salta a terceros vecinos más próximos.
Pero, ya mencionamos antes que en experimentos de espectroscopía Moss-
bauer cuasielástica para el caso de B2FeAl, encontraron que los átomos de
Fe saltan efectivamente entre nudos de su propia subred. Esos saltos son ma-
yormente a los terceros vecinos más próximos y, parcialmente, a los segundos
vecinos más próximos[67, 68]. También, esos experimentos proporcionan evi-
dencia (para temperaturas intermedias) que los saltos son una combinación
de dos saltos a primeros vecinos más próximos. Entonces, por todo lo ante-
riormente mencionado, estamos obligados a concluir que los átomos A (erro)
saltan a sitios de su propia subred (a la segunda y tercera cáscaras de ve-
cinos más próximos), por medio de la combinación de 2 saltos a primeros
vecinos más próximos. Resultando un tiempo corto de ocupación de un sitio
antiestructura en la subred del Aluminio, es decir un átomo de erro ocupa
por un breve tiempo la subred del aluminio.
Por último, y no por eso menos importante, podemos decir que la prefe-
rencia de los saltos [110] sobre los saltos [100] está reejada en el echo de que
57
1 2 3 4 5 6
0.00
0.05
0.10
0.15
0.20
0.25
2da esféra de
coordinación
tiempo (x4x108dtu)
0.00
0.05
0.10
0.15
0.20 3era esféra de
coordinación
 
pr
ob
ab
ili
da
d
Figura 4.17: Probabilidad de encontrar un átomo A en la segunda y tercera
esfera de coordinación, en varios tiempos a la temperatura de 550 K. Se
realizaron medidas después de intervalos de tiempo igual a 4 x 108 dtu
existe, aproximadamente independientemente del tiempo, mayor ocupación
de la tercera cáscara de vecinos más próximos con respecto de la segunda
cáscara de vecinos más próximos, en la razón promedio igual a 1.6; como se
puede observar en la gura 4.17
Observamos en la gura 4.18, en la que presentamos la función de auto-
correlación de los átomos A en diferentes tiempos a la temperatura de 850
K y en la cual se tomó medidas después de cada 5 x 107 dtu, que los átomos
A saltan a sitios de su propia subred (a la segunda y tercera cáscaras de
vecinos más próximos) por medio de la combinación de 2 saltos a primeros
vecinos más próximos. Resultando un tiempo corto de ocupación de un sitio
antiestructura en la subred del aluminio. Arribamos a esta conclusión por
medio del mismo razonamiento realizado para el caso del análisis de la fun-
ción de autocorrelación de los átomos A para la temperatura T = 550 K y
que, por tanto, no es necesario repetir en este lugar. Pero este comportamien-
to es de una muy pequeña fracción de los átomos A, resultando esta fracción
de átomos decreciente al transcurrir el tiempo, llegando a ser en la etapa
nal, después de 1.5 x 108 dtu, alrededor de un 4.5% de todos los átomos A.
Y el 95% de los átomos A han migrado a las octavas o mayores esferas de
coordinación.
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Figura 4.18: Función de autocorrelación de los átomos A, en varios tiempos
a la temperatura de 850 K. Se realizaron medidas después de intervalos de
tiempo igual a 5 x 107 dtu
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Figura 4.19: Función de autocorrelación de los átomos A, en varios tiempos
a la temperatura de 850 K. Se realizaron medidas después de intervalos de
tiempo igual a 5 x 107 dtu
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En la gura 4.19, observamos que los átomos A efectúan prácticamente ran-
dom walks, es decir la vacante visita cada región de la red con la misma
frecuencia, y los movimientos de la vacante son no correlacionados o muy
bajamente correlacionados, es decir no hay saltos de la vacante por el meca-
nismo de C6S. Después de un tiempo igual a t = 3 x 108 dtu, prácticamente
el 100% de los átomos A han migrado a las octavas o mayores esferas de
coordinación.
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4.5. Conclusiones
De todo lo anteriormente expuesto podemos extraer algunas conclusiones.
1. En el presente estudio usamos como un medio de obtener información,
de una manera indirecta, sobre el fenómeno de la difusión atómica la
medición del desplazamiento cuadrático medio total de los átomos de
tipo A (que representan, en este trabajo, a los átomos de erro en
la aleación FeAl que estudiamos aquí). Esto nos permitió conocer los
coecientes de difusión y por tanto obtuvimos la energía de activación
de la migración de los átomos A, la cual fue de 0.42 eV en la fase
ordenada y 0.12 eV en la fase desordenada.
2. El algoritmo del tiempo de residencia, a pesar de ser más eciente que
el algoritmo de Metrópolis a muy bajas temperaturas, no fue lo su-
cientemente eciente a bajas temperaturas porque a estas temperaturas
fue necesario emplear más tiempo de simulación en el cual se midieron
los desplazamientos cuadráticos medio. Esto se explica por el echo de
que se observa que a muy bajas temperaturas la vacante a lo largo de
su trayectoria regresaba al nudo inicial desde el cual saltó al siguiente
nudo, este fenómeno podemos llamarlo reversión y ocurría repetidas ve-
ces involucrando al nudo inicial en cuestión. Este fenómeno de reversión
ocurría en todo el volumen de la aleación modelo durante el desplaza-
miento de la vacante en la aleación. Por este motivo fue necesario usar
gran cantidad de tiempo en las mediciones del desplazamiento cuadráti-
co medio. Sin embargo este no fue el caso a temperaturas moderadas y
altas, entonces concluimos que el algoritmo en cuestión es muy eciente
para esas temperaturas.
3. Se encontró que debajo de la temperatura crítica la vacante efectúa
movimientos altamente correlacionados en conformidad con el traba-
jo de Yuri Mishin[60] del estudio de la difusión atómica, con dinámi-
ca molecular, para la aleación NiAl. Este comportamiento no ocurre
a altas temperaturas, es decir cerca a la temperatura crítica, donde
el movimiento de la vacante es pobremente correlacionado (random
walks).
4. Se estudio el movimiento de las fronteras antifase durante las últimas
etapas del proceso de ordenamiento y se encontró que la energía de
activación para la frontera antifase es de 0.17 eV . El exceso de energía
de la aleación estuvo concentrado en las fronteras antifase. Esto se
explica porque que la vacante se mueve, la mayor parte del tiempo, en
las regiones desordenadas, es decir en torno a las fronteras antifase.
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5. Finalmente, hicimos un estudio de la función de autocorrelación de
los átomos de tipo A, la cual nos da información de la posición en el
tiempo de un átomo marcado (tagged atom). Esta función proporciona
información, de una manera directa, sobre los saltos atómicos elemen-
tales durante la difusión. Hemos encontrado tres regímenes de los saltos
atómicos, a bajas temperaturas el principal mecanismo de difusión es
el ciclo de los 6 saltos. A temperaturas moderadas el mecanismo de di-
fusión de los átomos de tipo A es el salto entre posiciones dentro de la
propia subred, a la segunda o tercera esfera de coordinación, pero estos
saltos no son directos sino por medio de la combinación de dos saltos
consecutivos a primeros vecinos más próximos. A altas temperaturas,
pero por debajo y próxima a la temperatura crítica el mecanismo prin-
cipal de difusión es aquel en que la vacante realiza saltos bajamente
correlacionados (random walk) durante su migración en el cristal.
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Apéndice A
Generalización del tiempo de
residencia.
1.Deniciones preliminares.
Antes de describir el algoritmo mismo, hagamos las siguientes deniciones: A
será el sitio vacante y Bi sus sitios vecinos más próximos, denimos como Cij
los Z-1 sitios vecinos más próximos de Bi diferentes de A. Similarmente, Dijk
son los Z-1 sitios vecinos más próximos de Cij (Bi será descartado). Ahora
introducimos lo términos reversión Bi o reversión B(i)j para las reversiones
entre A y Bi y entre Bi y Cij respectivamente. Una reversión B es cualesquier
reversión Bi y una reversión B(i) es cualesquier reversión B(i)j. También de-
nimos α(i)j y α(ij)k las probabilidades de transición de Bi a Cij y de Cij a Dijk
respectivamente. de Bi a A y de Cij a Bi, las probabilidades de transición son
escritas α(i)0 y α(ij)0 respectivamente. Debemos notar que α(i)0+
∑
j α(i)j = 1
y α(ij)0 +
∑
k α(ij)k = 1.
Usando las previamente denidas notaciones para las probabilidades de in-
tercambio, las probabilidades de reversión Bi y B(i)j son escritas respectiva-
mente: β¯i = αiα(i)0 y β¯(i)j = α(i)jα(ij)0.
subsecuentemente las probabilidades de reversión B y Bi son β¯ =
∑
i β¯i y
β¯i =
∑
j β¯ij.
Denimos como un reversión Ci cualquier secuencia de saltos que incluya
una reversión Bi y cualquier número de reversiones B(i). La probabilidad que
la vacante efectúe una reversión Ci dar cuenta de todos los posibles eventos:
γ¯i = αi
(
∞∑
n=0
[βi]
n
)
α(i)0 =
βi
1− β(i) . (A.1)
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Una reversión C es cualesquier reversión Ci, y su probabilidad es entonces
γ¯ =
∑
i γ¯i
2. Tiempos de residencia de reversión.
Después de una reversión, la conguración del sistema es inalterada, pero
la variable del tiempo se ha incrementado. Entonces, cualquier reversión
puede ser considerada como un rechazo de Metrópolis. Esta analogía per-
mite diseñar algoritmos de tiempo de residencia adaptados a nuestros pro-
blemas de difusión. Para hacer esto primero derivamos usando argumentos
probabilísticos, los tiempos de residencia de las reversiones B y reversiones
C.
a. Reversiones B.
Una vacante que deja un sitio B efectuará un número promedio de rever-
siones B antes que uno de los sitios Cij sea alcanzado. Entonces denimos el
tiempo de la reversión B como el tiempo promedio que la vacante gasta en
las reversiones B.
El tiempo gastado durante una reversión Bi es τ + τi donde τi es el tiempo
de residencia en el sitio Bi. Ahora derivamos el tiempo de residencia de las
reversiones B desde el conocimiento del tiempo de residencia estándar en ca-
da sitio y de la distribución de probabilidad de todos los eventos.
Consideremos la vacante inicialmente en el sitio A. La probabilidad que la
vacante salte a Bi y que la siguiente transición no conduce a una reversión
Bi es βi = αi − β¯i (Un sitio Cij es subsecuentemente alcanzado). Entonces
β = 1− β¯ es la probabilidad que un salto desde A no conduce a una reversión
B. Usando esas notaciones convenientes, podemos considerar el caso general
para el cual la vacante efectúa exactamente n consecutivas reversiones B antes
de alcanzar uno de los sitios Cij. Su probabilidad de ocurrencia es PBn = β¯
nβ.
Además, esta probabilidad de ocurrencia incluye Ckn secuencias con k rever-
siones Bi y (n− k) reversiones Bk 6=i. Cada una de estas secuencias tiene una
probabilidad β¯ki (β¯ − β¯i)n−kβ. Ahora calculemos τ in, el tiempo gastado por la
vacante durante las n reversiones B. Primero consideremos la contribución
de tiempo originado de las reversiones Bi solamente. Ponderando los tiempos
de las reversiones Bi con respecto a las probabilidades de ocurrencia sobre
todas las posibles secuencias producidas:
τ in =
β
PBn
n∑
k=0
(k(τ + τi)β¯
k
i (β¯ − β¯i)n−kCkn). (A.2)
Notemos que dβ¯
dβ¯i
= 1 y d(β¯−β¯i)
dβ¯i
= 0, y usando la fórmula binomial, obtenemos:
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τ in =
1
β¯n
(τ + τi)β¯i
d
dβ¯i
(
n∑
k=0
β¯ki (β¯ − β¯i)n−kCkn
)
= n
β¯i
β¯
(τ + τi). (A.3)
Debemos introducir τβ¯ =
∑
i β¯i(τ + τi). El tiempo medio gastado durante
una simple reversión B es entonces 1
β
τβ¯, y el tiempo medio gastado por la
vacante mientras efectúa las reversiones B es 1
β
τβ¯. La última expresión fue
obtenida de la igualdad
∑∞
n=0 β¯
nβ = 1
β
ya usada en la derivación del algorit-
mo del tiempo de residencia. El tiempo de escape τβ = 1β
∑
i βiτ es incluido
por denición en el tiempo de residencia de la reversión B τβ, así como para
después generalizar a reversiones C:
τβ =
1
β
(τβ¯ + τβ). (A.4)
b. Reversiones C.
Así como para el caso previo, una vacante inicialmente en el sitio A desarro-
llará un cierto número de reversiones C antes de que uno de los sitios Dijk
sea alcanzado. Así, el tiempo de residencia de las reversiones C es denido
como el tiempo promedio gastado por la vacante durante esas reversiones C.
Asumiendo que τij es el tiempo de residencia en el sitio Cij, entonces el tiempo
medio de la reversión B(i) es 1β τβ¯(i) =
1
β
∑
j β¯(i)j(τi + τij). Entonces, el tiempo
ponderado para un reversión Ci debe dar cuenta de todas las reversiones Bi:
τγ¯i = γ¯i(τ + τi) + β¯i
(
∞∑
n=0
n[β¯(i)]
n−1τβ¯(i)
)
= γ¯i(τ + τi +
1
1− β¯(i) τβ¯(i)). (A.5)
La probabilidad de que la vacante salte de A a Bi y que la siguiente transición
no conduce a una reversión C es γi = αi − γ¯i. Ponemos, γ = ∑i γi y γ¯ =∑
i γ¯i = 1 − γ, Esto, entonces, permite escribir el tiempo medio para una
reversión C: 1
γ¯
τγ¯ =
1
γ¯
∑
i τγ¯i y el tiempo medio gastado durante el número
promedio de las reversiones C es: 1
γ
τγ¯.
Debemos introducir τγi = γi(τ +
1
1−β(i)
τβ¯(i)), entonces el tiempo de escape
es 1
γ
τγ =
1
γ
∑
i τγi . Esto permite escribir el tiempo de residencia para las
reversiones C en forma similar a (A.4)
τC =
1
γ
(τγ¯ + τγ). (A.6)
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Notemos que esos tiempos de residencia de reversiones son equivalentes a
algunos apropiados primeros pasos de tiempo medio y pueden haber sido
derivados en el marco de esta teoría (Montroll 1958)[70] usando una aproxi-
mación estocástica.
3. Algoritmos de tiempo de residencia de orden superior.
Hemos presentado el algoritmo de tiempo de residencia en el capítulo 3 como
un algoritmo de primer orden, debemos presentar un algoritmo de segundo
orden que hace que la vacante desarrolle saltos simples con probabilidades
de transición optimizadas βi en vez de αi. Sin embargo, para implementar
ese nuevo algoritmo, dos puntos son mantenidos en mente; primero la proba-
bilidad para una transición en la dirección opuesta a la previa debe excluir
la contribución a la probabilidad originadas de las reversiones previamente
contadas. Segundo, tiempos de residencia apropiados son también calculados
para dar cuenta del tiempo gastado durante las correspondientes reversiones.
Notemos que usando una aproximación estocástica y la teoría clásica del
primer paso de tiempo medio, no fue directo tomar en cuenta la dependencia
de la corriente de transición en los previos, y ella es precisamente la razón
por que adoptamos la aproximación probabilística propuesta por Novotny
(1995)[53].
Por conveniencia, en todo lo siguiente, el sitio ocupado por la vacante antes
del salto previo efectivo es siempre B1. Además, cuando no hay confusión
posible con la notación de potencia, para cualquier letra griega λ, λ1 signica∑
i 6=1 λi, y similarmente τ
1
λ signica
∑
i 6=1 τλi
4. Algoritmo de segundo orden.
Como un salto directo a B1 es descartado, las probabilidades de evento para
un salto de segundo orden es expandido como sigue:
1− α1 =
∑
i 6=1
βi + (
∑
i 6=1
β¯i)(1 + . . .+ β¯
n + . . .)(
∑
i=1
βi), (A.7)
donde
∑
i 6=1 βi es la probabilidad de un escape directo (B1 prohibido), (
∑
i 6=1 βi)
(β¯nβi) es la probabilidad de que la vacante efectué (n+1) reversiones y escape
a través de Bi (primero B1 como inicio del camino con reversiones es pro-
hibido). Entonces, las probabilidades de transición efectivas son sumatorias
sobre probabilidades condicionales
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P
(2)
A1
= 1
(1−α1)
[(β¯ − β¯1)(1 + . . .+ β¯n + . . .)β1] = 1α1 (α
1−β1)
β
β1
P
(2)
Ai6=1
= 1
(1−α1)
[βi + (β¯ − β¯1)(1 + . . .+ β¯n + . . .)βi]
P
(2)
Ai6=1
= βi
α1
[1 + (α
1−β1)
β
],
(A.8)
donde hemos usado α1 = (1−α1) y (β¯−β¯1) = (α1−β1). El tiempo promediado
para la primera reversión (B1 es descartado) τβ¯1 , permite calcular el tiempo
de residencia del algoritmo de segundo orden de la expansión de probabilidad
dada por la ecuación (A.7):
τ (2) =
1
(1− α1)
[
τβ1 + τβ¯1 + (β¯ − β¯1)(
1
β
τβ¯ +
1
β
τβ)
]
, (A.9)
denamos el tiempo de residencia de escape directo τ 1B =
1
β1
τβ1 = τ y el
tiempo de residencia de la primera reversión τ 1B¯ =
1
β¯1
τβ1 . Esto nos permite
reformular el tiempo de residencia de segundo orden en una forma que enfa-
tiza el signicado físico de cada término:
τ (2) =
β1
α1
τ 1B +
(α1 − β1)
α1
(τ 1B¯ + τB), (A.10)
donde β
1
α1
y (α
1−β1)
α1
corresponde a la probabilidad de escape directo y a la
probabilidad de que la vacante efectué al menos una reversión B, respectiva-
mente.
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