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Abstract: Nosocomial epidemics are infectious diseases which spread among different types of susceptible
individuals in a health-care facility. To model this type of epidemics, we use a multi-type branching process
with amultivariate negative binomial offspring distribution. In particular, we estimate the basic reproduction
number R0 and study its relationshipwith the parameters of the offspring distribution. in case of a single-type
epidemic, we investigate the effect of contact tracing on the estimates for R0.




Nosocomial epidemics, i.e., epidemics of disease spread in health care facility, cause burden on the health
care systems. They also increase the risk of spreading communicable diseases through the visitors. Nosoco-
mial epidemics involve three types of agents: patients (P), health care workers (HCW), and visitors (V). The
latter type might be less common in epidemics, but cannot be ignored. Health care workers may also spread
the disease between the wards and other units of hospitals if they do not properly follow the infection con-
trol procedures, like handwashing andmask usage. A detailedmodeling of the epidemic is required to better
understand the effect of those controlmeasures. Of particular interest are the estimates of the basic reproduc-
tion number, R0. It is defined as the average number of secondary infections made by one infected person in
a totally susceptible population. These estimates allow for a better assessment of both strength of the disease
and effect of control measures on disease eradication.
Branching processes are widely used in modeling chemical [7], biological [8] and epidemiological sys-
tems [1]. Several researcher used spatial branching models to study species invasion, e.g., [11], and cancer
growth [10]. Others used it in modeling disease epidemics, e.g., [1, 12–14]. Blumberg and Lloyd-Smith [3]
studied the basic reproduction number using the distribution of the sizes of stuttering chains in which the
negative binomial distribution is the offspring progeny distribution. Chowell, Abdirizak, Lee, Lee, Jung,
Nishiura and Viboud [4] studied transmission trees of two nosocomial epidemics of MERS-CoV and SARS
diseases using new stuttering trees and based on [3] in which there is an embedded assumption that R0 < 1.
Transmission tree reconstruction has also been studied by a number of researchers when the genetic data
is available, e.g., [9, 15]. Genetic data, when available, can provide great information about the question of
who infected whom [15].
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In this paper, we consider the reconstruction of the transmission tree in the absence of genome data and
for general values of R0. We still assume that progeny distribution is a negative binomial probability distri-
bution. Yet, we discuss both single-type branching processes with univariate negative binomial distribution
and two-type branching processes with bivariate negative binomial distribution. We are going to simulate
both processes and discuss when the two-type epidemics dies out. We show an algorithm of back-tracing
a single-type epidemic to reconstruct the tree. Two-type transmission tree reconstruction will be studied in
the future.
2 Models and Methods
In this paper,we consider twokinds of nosocomial epidemics. Thefirst kind is a single-type epidemic inwhich
there is one type of infected people, who are patients in the health care facility. The second kind is a two-type
epidemic inwhich there are two types of infected people, Type I (patients, P) andType II (health-careworkers,
HCW). Both kinds can be modeled using single-type and two-type branching processes, respectively. Those
branching processes are also called transmission trees; see Figure 1 for a depiction of a two-type transmission
tree of a nosocomial epidemic. Usually those epidemics end as result of the intervention of the infection
management in the health-care facility. We are interested in the epidemic all they way up to the last infection
and exclude the zero infection due to intervention.Wewill present themodel in the two-type nosocomial and
then discuss the single-type at the end of the paper. In the analysis, we use probability generating functions,
Monte Carlo simulations, and numerical algorithms.
Figure 1: Instance of a two-type nosocomial epidemic as a two-type transmission tree.
2.1 Modeling Two-Type Epidemics
We analyze the transmission dynamics of the infection under incomplete information, using branching pro-
cesses. Denote the number type I and type II infectious in generation n by X1(n) and X2(n), respectively. The
number of patients (offspring) infected by another patient is Y11 and by a HCW is Y12. Finally, the number of
HSW (offspring) infected by a patient is Y21 and by another HCW is Y22.
2.1.1 Model
Suppose X1(0) = 1, and X2(0) = 0; that is, the epidemic beginswith the admission of one infected patient into
the hospital; called the primary case. Let pi(l1, l2) be the offspring probability distribution of an individual
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of type i. That is, an individual of type i infects l1 individuals of type I (patients) and l2 individuals of type II
(HCW) with probability pi(l1, l2) = Prob{Y1i = l1, Y2i = l2}, where lj = 0, 1, 2, . . . and j = 1, 2. The offspring







l1=0 pi(l1, l2)tl11 tl22 , i = 1, 2.
The choice of offspring distribution is important because it defines the relationship between the intensity
and heterogeneity of the transmissions. We adopt a flexible framework by assuming that transmissions can
be characterized by a bivariate negative binomial distribution [5] with p.g.f. for type I and type II given by
f1(t1, t2) = (
p0




f2(t1, t2) = (
p󸀠0
1 − p󸀠1t1 − p󸀠2t2 )k
󸀠
.
Parameter k is called the clustering or aggregation parameter. The larger its reciprocal is, the more clus-
tered the infection will be. A key advantage of using negative binomial distribution [5, 6] rather than geo-
metric or Poisson distributions is that the former distribution includes the later distributions as special or
asymptotic cases, when k = 1 and as k →∞, respectively. The infection process ranges from k = 0 (absolute
heterogeneity) to k →∞ (homogeneity). The case k = 0, assuming the random variable is positive, is the
logarithmic distribution [2].
Environmental and behavioral characteristics of the health-care facility and agents (patients and HCW)
are embedded in the probabilities and the clustering parameters. For instance, the probability of a patient
infecting another patient (p1) may be a function of the ventilation, distance between beds, cleaning, dis-
posal of hazardous materials, social distance, etc. Parametric forms like a logistic function can be used for
those probabilities making a hierarchical branching processes model of the epidemic; but we are not going
to explore this here.









where the (i, j)th element,Mij, say, is the expectednumber of infected type j individuals by a type i individual.
The basic reproduction number R0 which quantifies the expected number of infections caused by an
infected individual is defined as the spectral radius of the mean matrix [1]. A transmission is called sub-
critical if R0 < 1. In this case the epidemic will be eradicated with probability one [1].
Theorem 1. Consider a two-type branching process with a bivariate negative binomial offspring distribution.
Then the process will die out with probability one if
(1 −
k󸀠p󸀠2
p󸀠0 )(1 − kp1p0 ) > ( kp2p0 ⋅ k󸀠p󸀠1p󸀠0 ),
where k, k󸀠 > 0, 0 < p1, p2, p󸀠1, p󸀠2 < 1, p0 + p1 + p2 = 1 and p󸀠0 + p󸀠1 + p󸀠2 = 1.









is regular, we have for its spectral radius R0 = max{|λ1|, |λ2|}, where λ1 and λ2 are the eigenvalues of themean








p󸀠0 +√( kp1p0 + k󸀠p󸀠2p󸀠0 )2 − 4( kp1p0 ⋅ k󸀠p󸀠2p󸀠0 − kp2p0 ⋅ k󸀠p󸀠1p󸀠0 )},
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p󸀠0 ) − ( kp2p0 ⋅ k󸀠p󸀠1p󸀠0 ) > ( kp1p0 + k󸀠p󸀠2p󸀠0 ) − 1.
This yields the criterion
(1 −
k󸀠p󸀠2







p󸀠0 )2 − 4[( kp1p0 ⋅ k󸀠p󸀠2p󸀠0 ) − ( kp2p0 ⋅ k󸀠p󸀠1p󸀠0 )] > 0
and hence M has real eigenvalues.
This theorem implies that in a nosocomial epidemics both patients and HCW must be controlled applying
appropriate measures. If the eigenvalue of either one is bigger than one, then there is a positive probability
that the epidemicwill not die out. Note that R0 can bewritten as a function of the basic reproduction numbers




















where Rij0 is the average number of type j infected from a single infected individual of type i and
(1 − Rhh0 )(1 − R
pp





The relationship between the parameters k, k󸀠, p1, p2, p󸀠1, p󸀠2 and Rph0 are as follows:
p1 =
Rpp0












k󸀠 + Rhp0 + Rhh0 ,
p󸀠2 = Rhh0
k󸀠 + Rhp0 + Rhh0 .







f1(t1, t2) = (1 +






f2(t1, t2) = (1 +






k→∞ f1(t1, t2) = limk→∞(1 + (1 − t1)Rpp0 + (1 − t2)Rph0k )−k = exp{−(1 − t1)Rpp0 − (1 − t2)Rph0 },
which is the p.g.f. of bivariate Poisson distributionwith independentmarginals. Thismeans that if we assume
that there is no clustering in the disease, then the offspring distribution will be a Poisson distribution and
the agents independently infect either type of individuals. If, in addition, k = 1 the offspring distribution is
a bivariate geometric distribution.
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The extinction probability vector (q∗1 , q∗2) in a two-type branching process with negative binomial off-
spring distribution is the solution of the equations
f1(q1, q2) = (
p0




f2(q1, q2) = (
p󸀠0
1 − p󸀠1q1 − p󸀠2q2 )k
󸀠
= q2. (2)




1 + (p2q2 − 1)q
1
k
1 + p0 = 0,
p󸀠2q k󸀠+1k󸀠2 + (p󸀠1q1 − 1)q 1k󸀠2 + p󸀠0 = 0.
The probability that the nosocomial epidemic will be eradicated is given by
P0 = q∗X1(0)1 q∗X2(0)2 ,
see [1].
Example 2.1. Consider a two-type branching process with bivariate negative binomial offspring distribution
and p.g.f. given by
f1(t1, t2) = (
0.8




f2(t1, t2) = (
0.9















Since M is regular with dominant eigenvalue λ ≈ 2.1 > 1, there exist q1 and q2 ∈ [0, 1) such that
f1(q1, q2) = q1.
f2(q1, q2) = q2.
Also the fixed point (q∗1 , q∗2) ≈ (0.2, 0.3) yields the probability of eradication (extinction)
P0 = 0.2X1(0)0.3X2(0) = 0.2.
2.1.2 Estimation and Simulations
Before providing a procedure of estimating the basic reproduction number R0, we will discuss the simulation
of a two-type branching processes and estimating its offspring parameters.
All transmission occurrences are assumed to be independent events. We also assume that nosocomial
epidemics begin with a single primary infection case (patient). We fix the number of generations to be N,
that is, assume that the hospital intervention will stop the progression of the epidemic after N generations.
In each generation, the number of cases is a random vector with bivariate negative binomial distribution. The
first coordinate of the random vector is the number of patients infected by the source case and the second
coordinate is the number of health-care workers infected by the source case. The offspring distribution of
the number of patients and health-care worker are modeled according to bivariate negative binomial with
possibly different parameters. Algorithm 1 describes a simulation of the branching process.
After generating the transmission tree of the disease, we test the ability of the estimation procedures to
retrieve the preset parameters. We use the maximum likelihood estimation (MLE) for the likelihood
L(k, p1, p2, k󸀠, p󸀠1, p󸀠2|Y) = ∏
j∈SP p1(y11,j , y21,j) ∏j󸀠∈SH p2(y12,j󸀠 , y22,j󸀠 ),
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Algorithm 1. Simulating Two-Type Branching Process.
*Input: Parameters r, k, p1, p2.
Output: Random numbers follow bivariate negative binomial.
begin rmnbinom = function(r, k, p1, p2)
for i = 1 to r
X is random number follows negative binomial (k, 1 − p21−p1 )
Y is random number follows negative binomial (k + X, 1 − p2)
return (X, Y)
end
*Input: Parameters k, p1, p2, k󸀠, p󸀠1, p󸀠2, N.
Output: Two-type branching process.
begin for i = 2 to N
for j = 1 to length of previous level
if j is even
generating random numbers follow rmnbinom (k󸀠, p󸀠1, p󸀠2)
else
generating random numbers follow rmnbinom (k, p1, p2)
end
where Y = {(y11,j , y21,j) : j ∈ SP} ∪ {(y12,j󸀠 , y22,j󸀠 ) : j󸀠 ∈ SH} consists of the numbers of patients and HCW
infected by patients, (y11,j , y21,j) for j ∈ SP, and the numbers of patients and HCW infected by HCWs,
(y12,j󸀠 , y22,j󸀠 ) for j󸀠 ∈ SH; here the sets of indexes for patients and HCWs are denoted by SP and SH . Maxi-
mization of the log-likelihood was implemented using the software R via the function “constrOptim” [16].
2.1.3 Applications
We simulated a two-type process with maximum number of generations N = 3, 4, 5, a reasonable setting for
a nosocomial epidemic. The parameter values were set to be k = 2, p1 = 0.3, p2 = 0.6, k󸀠 = 3, p󸀠1 = 0.5 and
p󸀠2 = 0.3. It can be seen from Figures 2, 3 and 4 that the estimates approach the preset parameter values as
the number of generations increases. This illustrates the consistency of the MLE estimates.
Figure 2: Estimation of the cluster parameters k and k󸀠 for different maximum number of generations using a simulated
two-type branching process with k = 2, p1 = 0.3, p2 = 0.6, k󸀠 = 3, p󸀠1 = 0.5 and p󸀠2 = 0.3.
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Figure 3: Estimation of p1 and p2 for different maximum number of generations using a simulated two-type branching process
with k = 2, p1 = 0.3, p2 = 0.6, k󸀠 = 3, p󸀠1 = 0.5 and p󸀠2 = 0.3.
Figure 4: Estimation of p󸀠1 and p󸀠2 for different maximum number of generations using a simulated two-type branching process
with k = 2, p1 = 0.3, p2 = 0.6, k󸀠 = 3, p󸀠1 = 0.5 and p󸀠2 = 0.3.
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Figure 5:Mean size of epidemic in patients and health-care
workers for different maximum number of generations.



























Figure 6: Relative errors for 500 replications of a branching
process with maximum number of generations N = 4 and
parameters k = 5, k󸀠 = 6, p1 = 0.4, p2 = 0.4, p󸀠1 = 0.5 and
p󸀠2 = 0.1.
Another important characteristic of an epidemic is its size. We simulate and estimate the mean size of
the epidemic for different maximum number of generations. It is clear in Figure 5 that the branching process
models well an epidemic in its early stages only. So, in the sequel, we will perform all our simulations assum-
ing the maximum number of generations to be three or four at the expense of the possibility of obtaining
biased estimates.
The relative errors show small bias of ̂R0 in estimating R0 for 500 replications in Figure 6. Regarding the
relationship among R0, k, and k󸀠, as it can be seen in Figure 7, the expected number of infections caused by
both patients and health-care workers increases as the clusters parameters k and k󸀠 increase. That is, if the
infection spreads homogeneously in a hospital, then it spreads widely. Different insights could be found in































Figure 7: Estimation of R0 for different values of k and k󸀠 with p1 = 0.45, p2 = 0.45, p󸀠1 = 0.45, p󸀠2 = 0.45.
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Figure 9: Estimation of R0 for different values of p2 and p󸀠2.
2.2 Estimating R0 in One-Type Epidemic
In this subsection, we discuss the method of back-tracing (or building up) the transmission tree assuming
the following information is given: units visited by the index case; the times of diagnosis of each of infected
individuals starting from the admission of the index case; the hospital units in which each case was diag-
nosed; and the transitionmatrix between units. The first three are about epidemic specific information while
the fourth one is a hospital specific information. The mean length of the incubation period is also assumed
to be epidemiologically known in advance.
2.2.1 Back-Tracing Algorithm
Let P be the transitionmatrix between the units of the health-care facility, let T be the time of diagnosis upon
admission, let U be unit number where onset of symptoms of the index case and secondary cases happened,
and let DTi be the time of diagnosis for the ith infected patient upon admission of the index case.
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Algorithm 2. Back-Tracing Algorithm.
Input: Parameters s, P, U, DT, α.
begin set initial k and p
(1) For patient i = 1, 2, . . . , s:
(i) Project back in time, patient i by generating ti from a geometric distribution conditional on not ex-
ceeding neither DTi nor T, given by
Prob(L = t|L ≤ min{DTi , T}) =
α(1 − α)t−1
1 − (1 − α)min{DTi ,T} ,
where t = 1, 2, . . . ,min{DTi , T}.
(ii) Project back in space, patient i for ti steps between units using the transition matrix P after trans-
posing and normalization. The projection is based on a multinomial distribution.
(2) Rearrange the s patients chronologically according to the generated times of their infections. Add the
latent branches connecting patients according to the following rules: For patient i for i = 1, 2, . . . , s:
(i) Add a branch between i and j if a patient j and i are in the same unit. Patient j is called the parent
of i.
(ii) If there aremore than one patients in the same unit with i, then using negative binomial distribution
(k, p) and Bayes’ theorem we select the parent of i.
(3) Estimate k and p, and then calculate the estimate for R0 = k(1−p)p .
(4) Go back to Step (1).
Using this information, we create a Back-Tracing (Stochastic) Algorithm 2 that constructs the transmis-
sion tree as a single-type branching process. Next we obtain the MLEs for k and p and use them to calculate
the estimate for R0. Each back-projection yields one transmission tree, sowe run the back-tracingmany times.
As a result we obtain a histogram for the distribution of R0 and use the mean (or median) as an estimate.
Example 2.2. Assume that there are twelve patients in the emergency unit that were diagnosed as secondary
cases on days 10, 11, 8, 9, 9, 10, 10, 10, 11, 9, 12, and 9upon the admission of the index case. The secondary
cases were diagnosed with the disease within the hospital units number: 2, 2, 4, 3, 4, 3, 3, 3, 2, 4, 3, and 2.
Also the movement of the index case between the four units is given by 1, 2, 2, 3, 3, 4, 4, and 4 till his/her
diagnosis. Furthermore, we have the transition matrix
P =(
0.9 0.02 0.03 0.05
0.01 0.99 0 0
0 0 0.95 0.05
0 0 0.01 0.99
) .
Assume that the mean length of the incubation period is α = 7 days.
Using the proposed back-tracing algorithm, we estimate the parameters k, p and find the estimate for R0.
Numerical summaries of k̂ are shown in Table 1 for two traces for two different initial values of k. These
traces are shown in black and red colors in Figure 10. Numerical summaries of p̂ are shown in Table 2 for two
traces using two different initial values of p. The traces are shown in red and black colors in Figure 11.




Table 1: Numerical summaries of k̂ for different initial values.




Table 2: Numerical summaries of p̂ for different initial values.
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Figure 10: Two traces of k for two different initials values. Figure 11: Two traces of p using two different initials values.
Furthermore, numerical summaries of ̂R0 are shown in Table 3 for two traces using two different initial
values of R0. These traces are shown in red and black colors in Figure 12. In order to assess the convergence,
we compare the two generated traces using Brooks–Gelman–Rubin test (BGR). The traces are compared in
terms the variance of the sample median. The BGR tests for all three parameters confirm that both traces
converge to the same limiting band, see Figures 13, 14, and 15. A histogram and density plot in the case
of ̂R0 are given in Figure 16.




Table 3: Numerical summaries of ̂R0 for different initial values of k and p.
Figure 12: Two traces of R0 using two different initials
values.


















Figure 13: Brooks–Gelman–Rubin (BGR) test for both chains
of k̂.
Brought to you by | University of Pennsylvania
Authenticated
Download Date | 3/24/18 9:35 AM
74 | Z. Mohamed and T. Oraby, Multi-Type Branching Processes Modeling of Nosocomial Epidemics
























Figure 14: Brooks–Gelman–Rubin (BGR) test for both chains
of p̂.









































Figure 16: Histogram and density curve of ̂R0.
2.3 One-Type Epidemic Model Simulation
In order to validate the back-tracing algorithm, we need to use a gold-standard data with accurate tracing.
However, in the absence of such data, we will use simulated to validate the method, instead. We begin with
simulating the transmission tree as one-type branching process. Then using the same disease and hospital
specific parameters α and P, respectively, we project forward the offspring. We assume that the values of
these two parameters are known exactly. They are not epidemic specific parameters and could be estimated
independently of the underlying epidemic. At the end we retain the information for DT and U.
We performed one time simulation of the nosocomial epidemicwith k = 2 and p = 0.2, and hence R0 = 8.
Thenwe ran the back-tracing with the α = 7 transitionmatrix P, the same as in the previous example.We cal-
culated themean, median and standard deviation of R0 to be 9.04, 8.82, and 2.15, respectively. A histogram
for the distribution of R̂0 is shown in Figure 17.
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Figure 17: Histogram for ̂R0.
3 Discussion and Conclusion
In this paper we present models for nosocomial epidemics based on branching processes. Using the well-
developed theory of branching processes, we study nosocomial epidemics. It is our intend to continue with
further improvements and validation of the discussed here models. In particular, we plan to address the
identifiability problem for estimating R0 using k and p in one-type branching processes. We will also
seek gold-standard data to validate the back-tracing of single-type epidemics. The back-tracing should be
expanded to two-type epidemics. We anticipate that our methodology will draw some attention with respect
to future applications in the stochastic modeling of nosocomial epidemics.
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