We show that several results in seemingly independent areas of number theory such as divergent series, summation of arithmetic functions, uniform distribution modulo one and summation over prime numbers can be unified under a single equation. We introduce the concept of asymptotic equidistribution and apply our method to derive several new results in the above areas of topics, especially in the theory of prime numbers.
Introduction
In 1873 James Clerk Maxwell combined electricity and magnetism using the Maxwell's Equations into a single force called electromagnetism and since then, physicists have been trying to discover the elusive unified theory that can explain all the forces in nature using a common set of equations. Although the title of our paper may appear too broad at this stage, we present the analogous idea of unifying seemingly unrelated topics in number theory such as the divergent series, summation of arithmetic functions, uniform distribution modulo one and summation involving prime numbers, under one common equation.
We shall see that several results in the above areas of mathematics which are currently treated as independent results can be unified under a single equation using summations of the type n r=1 d r f (S r ) where S r = r i=1 d i . In section 3, we present our unified Master Theorem. In section 4, we present the Equivalence Theorem which shows that the ratios of the partial sum Sr Sn of a divergent series has properties analogous to that of a sequence a n uniformly distributed modulo one. In section 5, we introduce the concept of asymptotic equidistribution modulo one and prove the sequence of prime numbers is asymptotic equidistributed modulo one. In section 6 and 7, we apply the Master Theorem and its variations to derive several new results on summations involving prime numbers and derive beautiful asymptotic formula such as: which connects Apery's constant ζ(3), Catalan constant G, Euler-Mascheroni constant γ, exponential constant e, harmonic numner H n , Meissel-Merten constant M , n th prime number p n , imaginary part of the n th non-trivial zero of the Riemann zeta function γ n and the fundamental constants of a circle π. In section 9, we present the generalized the definitions of the Riemann zeta function and the Euler constants. All the identities that we have discovered in this paper through rigorous methods have also been numerically verified, thereby confirming our theory of unification. We have calculated the constants that appear in different equations by direct computation using prime numbers up to 2 44 . In section 10, we give the details of the verifications of identities as well as computations of constants. To conclude our paper, in section 11, we give an outline of some of the work that can be done in future in this line of research.
And with due apologies to Abel, we shall see in this paper divergent series are not a useless invention of the devil after all. Divergent series act as the bond that unifies different areas of mathematics.
Preliminary lemmas
In the rest of this paper, a n shall denote a sequence uniformly distributed modulo one. For the sake of simplicity, we assume that 0 < a n < 1. If a n > 1 then its fractional part {a n } is to be used. Lemma 2.1. If a n is uniformly distributed modulo one then for every Riemann integrable function f in [0, 1], 
Further if f is continuously decreasing to zero then,
where C f is a constant that depends only on f. 
Proof. From 2, we have
Differentiating S(y) we get
Again, from 2, we have
where O(δ(n)) = |b(n)g(S(n)| + |b(1)g(S(1))|.
Using 5, we can express 6 as
The proof is completed by redefining the error term δ(n) as
Notice that 4 is a generalization of 2. If b(n) = 1 then, in the error term δ(n), the integral vanishes because b (t) = 0 and so 4 reduces to 2. In this paper, we are interested in unifying different areas of number theory rather than on developing a general summation formula. So improving the error term δ(n) is not in scope of our current paper.
Lemma 2.4. If a n is uniformly distributed modulo m and f (n) is divergent then as n → ∞,
Proof. Since a n is uniformly distributed modulo m, (m − a n ) is also uniformly distributed modulo m. Hence as n → ∞,
Therefore if f (n) is divergent and E(n) is an error term such that
. This completes the proof of the lemma.
Lemma 2.5. If a n is uniformly distributed modulo one and g(n) is a monotonic and continuous divergent series of positive terms then, as n → ∞,
Proof. The sum n r=1 f (a r )g(r) will depend on the sequence a r , n, the function f and g, and may be also on some other hidden function say h which is independent of f and g. Hence without loss of generality, we can express the above sum as
where F (n) depends only on f , G(n) depends only on g and H(n) includes all terms which are not contributed by f and g; this may include constants and other terms (if any); and E(n) is an unknown error term. If suppose any one or more terms of the factorization F (n)G(n)H(n) did not exist then the corresponding value of F (n) or G(n) or H(n) will be unity. Later we shall see that H(n) = 1; but at this stage we do not know this.
Our approach will be in two steps. In the first step, we choose the function g and impose no restriction on f . Since there is no restriction on f hence in the resulting sum, F (n) and H(n) will be the general form of F and H respectively while G(n) will be special case of G for the chosen function g.
In the second step, we choose the function f and impose no restriction on g. In this case, G(n) and H(n) will be the general form of G and H respectively while F (n) will be a special case of F for the chosen function f . Since by definition F , G and H are independent of each other, therefore after these two steps we will get the general forms of F (n) and G(n).
Step 1. Taking g(x) = 1 in 9 we get
where G 1 (n) and E 1 (n) denote the function G(n) and E(n) respectively in the special case when g(x) = 1. From 1, E 1 (n) = o(n). Hence,
(10)
Step 2. Taking f (x) = x in 9, we get
where F 1 (n) and E 2 (n) denote the function F (n) and E(n) respectively in the special case when
). Also since a n is uniformly distributed modulo one, (1 − a n ) is also uniformly distributed modulo one and therefore, as n → ∞,
From 10; with g(x) = 1 and f (x) any arbitrary function; and 11; with f (x) = x, g(x) any arbitrary function; we have
Multiplying the terms in RHS of 12 and simplifying using Lemma 2.1, we obtain
Notice that dominant term of in the RHS of 13 equation can be completely evaluated if we know f and g. Therefore there is no hidden term H(n) or we can simply say that H(n) = 1. This completes the proof of the lemma.
The Master Theorem
With the above lemmas, we are now ready to unify divergent series, summation of arithmetic functions and uniform distribution modulo one into a single relation which we call the Master Theorem.
Theorem 3.1. If a n is uniformly distributed modulo one and d n is positive and the following conditions are satisfied:
Proof. The proof follows directly from 8 by replacing g(r) with d r g(S r ) and then using 4. The replacement is justified because d r g(S r ) is a function of r and is independent of f (a r ).
Notice all the lemmas of Section 2 are now unified under the Master Theorem. We shall now apply the Master Theorem to derive some of the existing as well as new results in different areas of mathematics. In the rest of this paper the symbols and notations introduced in the Master Theorem shall hold good. Also, we shall assume that the conditions mentioned in the Master Theorem are satisfied.
4 The Equivalence Theorem
Although the Master Theorem unifies divergent series with uniform distribution modulo one, we have a more explicit unification between the two. We shall prove that the ratios of the partial sums of a divergent series replicate the behaviors of sequence uniformly distributed modulo one. With the same notations and definitions as in 14, we have: 
Proof. Proceeding exactly as in the proof of 4, we can show that
Substituting x = y/S n and making n → ∞, 19 reduces to
Since S n is divergent, dividing both sides of 20 by S n , we obtain
Thus we have explicitly unified divergent series with uniform distribution modulo one. It must be noted that above theorem cannot have a general extension analogous to the Master Theorem because the sequence of the ratios of the partial sums Sr Sn are not necessarily uniformly distributed modulo one. Example 4.2.
Asymptotic equidistribution modulo one
A standard application of definite integrals that is taught in elementary calculus in evaluating limit of sums using the rectangle method
This formula is similar to 1. If we take d r = 1 in Theorem 4.1 we get both 1 and 22. Thus the Equivalence Theorem not only explains why these two formulas are similar but also shows that they are actually two different forms of the same principle. Also since 22 holds for all functions f Riemann integrable in [0,1] it implies that the sequence 1 n , 2 n , ..., n n approaches uniform distribution modulo one as n → ∞. Inspired form this example, we introduce the concept of asymptotic equidistribution modulo one. Definition 5.1. A sequence of numbers b n is said to be asymptotically equidistributed modulo one if the sequence of ratios
approach uniform distribution modulo one as n → ∞.
A consequence of this definition, the following corollary follows trivially from the Equivalence theorem 18 that the following corollary holds:
This naturally brings the question: Which are the sequences that are asymptotically equidistributed modulo one. In this regard, we have the following lemma.
Lemma
Proof. Let 0 ≤ a < b ≤ 1. If the condition mentioned in the statement of the lemma is true then,
Therefore n → ∞ the probability of finding an integer r such that a ≤ b r /b n ≤ b approaches b−a and hence b n is asymptotically equidistributed modulo one. Proof. Trivial.
Using this criteria, we can easily prove that the sequence b n = n c is asymptotically equidistributed modulo one only if c = 1. Similarly we can prove that the sequence of harmonic numbers H n is not asymptotically equidistributed modulo one. A very useful application of Lemma 5.3 is in the sequence of primes. We have:
Theorem 5.5. The sequence of primes is asymptotically equidistributed modulo one.
Proof. From the prime number theorem, lim n→∞ pn n ln n = 1. Hence, if 0 < t < 1 then,
Therefore by Lemma 5.3 the sequence of primes is asymptotically equidistributed modulo one.
Similarly we show from the asymptotic expansion of the n th composite number (See [4] ) that the sequence of composite numbers, c n , is asymptotically equidistributed modulo one and consequently, we have: Lemma 5.6. If p n and c n denote the sequence of prime numbers and the sequence of composite numbers respectively and α, β and γ are constants, such that αp n + βc n + γn = 0 then,
Proof. Since the sequence p n , c n and n all satisfy the condition of Lemma 5.3, they are all asymptotically equidistributed modulo one and hence their linear combination will also be asymptotically equidistributed modulo one.
Example 5.7.
where Γ(u, v) denotes the incomplete gamma function in 23 and a ≥ 1 in 24.
Summation over prime numbers
By defining d r as a characteristic function that vanishes whenever r does not have a predefined characteristic, we can adapt the Master theorem to evaluate summation over prime numbers by defining d r = 0 when r is composite. With this adaptation we have:
Lemma 6.1. If p n is the n th prime number then,
Proof. The proof follows directly by replacing d r with d pr in the Master Theorem 14.
Lemma 6.2. If p n is the n th prime number then,
where O(δ(n) is defined analogous to the definition given in 4.
Proof. The proof follows directly from 4. 
Consequences of Merten's Theorem
One of the most celebrated result in the theory of prime numbers is the Merten's Theorem on the sum of the reciprocal of primes; 
Proof. Taking d pr = 1/p r in 28 and simplifying using 31 we obtain the required result. 
where H is a constant. Calculation of the constant H is given in Section 9.
Example 7.4. Taking d pr = 1/r + 1/p r in 27, we obtain the identity; given in the introduction in section 1; that connects all the four fundamental constants e, π, γ and M . 
The above identity is interesting because it connects a product involving the first n primes to a sum involving the first n primes. By actual calculation, we found that O-constant which we denote by ρ ≈ 0.76774 . . ..
A beautiful formula
In this section, we shall demonstrate how our idea of unifying different area of mathematics can be used to yields beautiful results. As an example, we shall derive the intriguing formula that we have seen in the introduction in section 1.
This formula brings together the elements from nine different topics of number theory into a single beautiful result. We have the Apery's constant ζ(3), Catalan constant G, Euler-Mascheroni constant γ, exponential constant e, harmonic numner H n , Meissel-Merten constant M , n th prime number p n , imaginary part of the n th non-trivial zero of the Riemann zeta function γ n and the fundamental constants of a circle π.
Since γ n ∼ 2π ln n , γ n is asymptotically equidistributed modulo one. Taking
in the Master Theorem, the result follows.
Generalized zeta function and Euler constants
Throughout this paper, we have used summation of the type n r=1 d r f (S r ) where S r = r k=1 d k . This suggests that many mathematical properties could be unearthed by studying series of this type. Although there are several generalizations of the Riemann zeta series and the Euler constants, in this section, we present a new generalization of each of these two terminologies.
Definition 9.1. The weighted zeta function is defined as
Thus Riemann zeta series (See [6] ) is the simplest of the family of weighted zeta series, corresponding to the special case with unit weights d n = 1. The Riemann zeta series is related to prime numbers through the Euler product; it would be interesting to investigate the analogues of prime numbers for the weighted zeta series, if there are any. 
The classical Euler-Mascheroni, γ ≈ 0.577215665 . . ., corresponds to the special case when d x = f (x) = 1 and g(x) = 1/x. With this definition, we have γ(0) = γ, γ(1) ≈ 0.8225 . . . .
Computations
We have performed some computer calculation to determine the O(1) terms in some of the formulas as well as to check accuracy of some of them. All programs were written in Intel R Fortran and run on the 64 bits AMD R Opteron 2700 MHz processors.
Constant of 29
We will present the data for determination of O(1) term in:
The results are presented in the Table II ; the values of x are in powers of 10 and powers of 2, the largest is x = 2 46 = 7.037 . . . × 10 13 . We infer from this Table, that Again values of x formed the progressions x = 10 n and x = 2 n and last value is x = 2 46 = 7.04 × 10 13 and it took 1 month CPU time to reach this value.
Constant of 30
It is not easy to estimate the big-O constant appearing in 30 because the Chebyshev function ψ(x) for each x has to be calculated separately, i.e. it is not possible to use the value ψ(x) to calculate ψ(y) for y > x. It is clearly seen from the following formula:
where Λ(n) is of course the Mangoldt function. In the last form in (40) the summand evidently depends on x. Due to this obstacle we have calculated
only for arithmetic progression x = n1000000, instead of geometric progressions in the previous cases. The obtained data is presented in the Table IV . 
there will be no equality, as LHS contains more terms and will be larger than:
Indeed the computer has produced data: 
Constant of 36
Writing 36 in the form L(n) = e γ−M +o(1) R(n) + O(1), where:
and R(n) is RHS:
we see, that ρ can be found by plotting points (L(n), R(n)) for some values of n and fitting the straight line to these points by the least square method. We computed the values of (L(n), R(n)) on the computer and stored to the file at n = 10 6 , 2 24 , 2 25 , . . . , 10 13 , 2 46 = 7.037... × 10 13 . The figure 1 presents obtained points.
Fitting the straight line to the last 4 points (in fact two points determine line!) gives L = 1.371247673R + 0.7676022888, while e γ−M = 1.3712441303, thus 6 digits of the correct value are reproduced. Assuming that for ρ also 6 digits are correct we have ρ = 0.76770. Inspection of the Sloane's Online Encyclopedia of Integer Sequences does not indicate what this number can be in terms of other mathematical constants.
Future works
The scope for future works should focus on extending the master theorem to other areas including the complex domain. In particular since uniform distribution is a special case of low discrepancy sequences, we would want to extend the results of this paper to low discrepancy sequences in higher dimensions. Specific area of interest would be the Quasi-Monte Carlo method and particularly the Koksma-Hlawka Inequality (See [7] ).
