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Abstract
Evaluation and improvement of the single diode model’s
parameters used for solar PV modelling
PJJ. Botha
Department of Electrical and Electronical Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MEng (Electrical and Electronic)
September 2017
Solar photovoltaics are one of the leading renewable energy generators that are being
installed in South Africa. The understanding of how this technology works and how it
responds to radiation, is important. This thesis evaluates the different parameters that
influence the performance of a solar cell. The parameter extraction method is of interest
as it tells the story of what is happening internally in a solar cell when subjected to
environmental conditions. The response of the cell to certain light is part of this study to
evaluate the influence of different light and how it relates to the testing condition on the
data sheet of the solar module.
The solar cell parameters of the single diode equivalent circuit model are studied. The
data originate from a testing facility in the Northern Cape. The data were examined
to extract the five parameters from the current voltage curve, measured in 10 minute
intervals on the site. The parameter extraction method of De Soto is presented and
implemented to compare the induced errors made with this method. The error was an
overestimation of 13.71% in the maximum power point. The evaluation of the error
resulted in an observation of a linear error with regards to temperature and irradiance.
The output of the method was adjusted with a function to result in an improvement
of a percentage error of −2.99%. The adjustment function was optimised and the error
in extracting the maximum power point was reduced to only −0.062%. The individual
parameters are examined and adjusted, to present five new equations for the parameter
extraction that are developed from De Soto’s method. The new equations have shown an
increase in parameter accuracy. When the new parameter extraction equations are used
together, the maximum power point error is −1.73%.
An automated spectrum and solar module performance monitoring system was developed.
The system measures the current voltage curve from the solar module with the solar
spectrum at an interval of 10 minutes. The data are stored on a local and web-based
database for analysis. The data were firstly analysed in the different bands of wavelength
ii
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that each colour in the spectrum occupies. This has shown that red light is the dominant
colour in the spectrum that was measured. The relationship between the average photon
energy and the current and voltage of the module are examined and have shown that the
voltage is high regardless of the amount of energy, as long as there is direct sunlight on
the module. The current increases as the average photon energy quantification parameter
increases.
From this study it is evident that the spectrum also plays a role in the modelling of
photovoltaics, especially when the conditions are not standard test conditions. The solar
spectrum can change considerably and it is important to take it into consideration when
accurate modelling of photovoltaics is conducted.
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Evaluering en verbetering van die enkel diode model se
parameters wat gebruik word vir sonkrag FV modellering
(“Evaluation and improvement of the single diode model’s parameters used for solar PV
modelling”)
PJJ. Botha
Departement Elektries en Elektroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MIng (Elektries en Elektronies)
September 2017
Son fotovoltaïese tegnologie is een van die gewildste hernubare energie opwekkers wat tans
in Suid-Afrika geïnstalleer word. Dit is belangrik om te verstaan hoe hierdie tegnologie
werk en hoe dit op bestraling reageer. Hierdie tesis ondersoek die verskillende parameters
wat die prestasie van ’n sonsel beïnvloed. Die parameter ekstraksie metode is van belang,
aangesien dit verduidelik wat binne-in ’n sonsel aangaan wanneer dit blootgestel word aan
verskeie omgewingstoestande. Deel van die studie is om die invloed van verskillende lig
en die verband daarvan met betrekking tot standaard toets toestande, op die sonpaneel
se data blad, te evalueer.
Die enkeldiode ekwivalente stroombaanmodel se parameters word bestudeer. Die data is
afkomstig van ’n toetsfasiliteit in die Noord-Kaap. Die data is ondersoek om vyf para-
meters van die stroom-spanningskurwe, wat in 10 minute intervalle op die perseel gemeet
word, te onttrek. De Soto se parameter ekstraksie metode word voorgelê en toegepas om
die foute wat hierdie metode maak, te ondersoek. Die metode bied ’n oorskatting van
13.71% van die maksimum drywingspunt. Toe die fout ondersoek is, is ’n lineêre fout ten
opsigte van die temperatuur en bestraling gevind. Die metode se uittree is met ’n funksie
aangepas, wat tot ’n verbetering van ’n −2, 99% fout gelei het. Die aanpassingsfunksie is
geoptimeer en die fout van die maksimum drywingspunt is verminder na slegs −0.062%.
Die individuele parameters is ondersoek en aangepas om vyf nuwe vergelykings vir die
parameter ekstraksie te bied wat van De Soto se metode ontwikkel word. Die nuwe verge-
lykings toon ’n toename in akkuraatheid. As die nuwe parameter ekstraksie vergelykings
saam gebruik word, is die fout van die maksimum drywingspunt −1.73%.
’n Geoutomatiseerde spektrum en sonpaneel prestasie moniteringstelsel is ontwikkel. Die
stelsel meet die stroom-spanningskurwe van die sonpaneel in 10 minute intervalle. Die data
word op ’n plaaslike en web-gebaseerde databasis gestoor vir analise. Die data is eerstens
iv
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in verskillende bande golflengtes van elke kleur in die spektrum ontleed. Dit het getoon
dat rooi lig die dominante kleur in die gemeetde spektrum is. Die verhouding tussen die
gemiddelde fotonenergie en die stroom en spanning van die sonpaneel is ondersoek en het
aangetoon dat die spanning hoog is, ongeag die hoeveelheid energie, mits daar direkte
sonlig op die sonpaneel skyn. Die stroom neem toe soos die gemiddelde fotonenergie
kwantifisering parameter toeneem.
Dit is duidelik dat die spektrum ook ’n rol speel in fotovoltaïese modellering, veral as die
toestande nie standaard toets toestande is nie. Die sonspektrum kan aansienlik verander
en daarom is dit belangrik om dit in ag te neem as akkurate fotovoltaïese modellering
gedoen word.
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Chapter 1
Introduction
1.1 Background
In this section the background of photovoltaics is discussed. The section will look at where
PV began, what their future looks like globally and in South Africa. The importance of
PV is discussed, focusing on its benefits to renewable energy. The research goals and
outcomes, with a summary of each chapter, follow after the background.
1.1.1 History of photovoltaics
Photovoltaic technology dates back to the 18th century, where Alexandre Edmond Bec-
querel, as nineteen year old physicist from France, observed the phenomenon of light to
electricity conversion in 1839. Over forty years later, Charles Fritts, described the first
solar cells that were made from Selenium wafers in 1883. The first patent for the solar
cell was awarded to Edward Weston in 1888. In 1901, the well known scientist, Nikola
Tesla, received the US patent for the "method of utilising and apparatus for the utilisa-
tion of radiant energy". Early in the 19th century Albert Einstein and Robert Millikan
worked together to provide the experimental proof of the photovoltaic effect that Einstein
published with his paper on relativity theory [6].
Commercial solar cells were developed by Bell Laboratories in 1954. They discovered that
Silicon has photoelectric properties and achieved a 6 % efficiency. The first primary use
of solar cells were for satellites. Japan developed Silicon solar cell arrays and launched
multiple research and development projects in the 1970’s [21]. In 1990 Germany and Japan
subsidised programs to speed up the adoption of the technology and the efficiencies of
solar cells increased to 20 %.
That brought us to the efficiencies of recent years that reached 46 % for multi-junction
concentrator solar cells in the constantly growing technology field [3]. The different tech-
nologies and their latest efficiencies are shown in Figure 1.1 [53].
1
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Figure 1.1: Latest solar cell technologies and their efficiencies [53]
1.1.2 Why photovoltaics
Sustainable energy is the field that stakeholders, governments, utilities and consumers
are pushing toward. Photovoltaics have the important characteristics that will enable the
shift from ineffective, insufficient and costly energy systems to a more sustainable energy
system [32]. There are different motivations and arguments of why the shift towards
sustainable and renewable energy is beneficial to all, and some of these motivations and
arguments are listed below [32]:
• Avoidance of scarce fossil fuel resources and volatility of the fuel price.
• Greenhouse gas emission reduction for environmental benefits.
• Cost reduction benefits by using the local supply chain and labour markets.
• Electric utility benefits by decentralising the energy supply and to avoid peak power
generation which is costly.
• Economic and domestic growth with the establishment of employment.
• Customer benefits through the green pricing programmes and the green character-
istics.
1.1.3 Photovoltaics in the world
The growth of photovoltaics increased exponentially in the recent decade. Worldwide
feed-in tariff programmes were launched by governments to give economic incentives for
possible investors in the promising renewable energy field. At the end of 2016 the total
global installed solar capacity reached 303 GW [64]. China is currently the world leader in
the greatest amount of solar energy produce with a capacity of about 70 GW. A cumulative
capacity of grouped regions in megawatts is shown in Figure 1.2, redrawn from [4].
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Figure 1.2: Cumulative capacity of grouped regions in 2015 [4]
The outlook for 2020 is promising as it is expected that the world leaders, after China
which is first with 100 GW , Germany, Japan and the United States would each contribute
between 50 and 60 Gigawatt of power. This would set the global installed solar capacity
between 396 and 540 Gigawatt. That will approximately be equivalent to 2.2 % of the
global power generation at that time [58].
The average price per watt of solar cells dropped drastically, with a drop of 21 000 %
over the last 40 years. The trend of the price of solar cells is supported by Swanson’s
Law, which says that the price per watt will decrease with 20 % for every doubling of the
cumulative photovoltaic production [12].
1.1.4 Photovoltaics in South Africa
South Africa has an average of more than 2 500 hours of sunshine per year. The 24 hours
global solar irradiance average per year is 220 w/m2 in South Africa. This is more than
double the average of Europe at 100 W/m2. There is no doubt that South Africa is one
of the highest solar resource rich countries in the world [4].
South Africa’s Renewable Energy Independent Power Producer Procurement (REIPPP)
programme is a pilot programme that was developed to encourage investors to invest in
the development of renewable energy within South Africa. The government set a target for
2020, which states that they will purchase 10% of its electricity from renewable sources [5].
There are multiple big investors that support this programme by installing 75 Megawatt
solar plants. The cumulative installed solar power capacity of South Africa of the past
few years is shown in Figure 1.3. One of the first plants is the Kalkbult solar power
plant which was one of the projects that were awarded in the first bidding round of the
REIPPP programme. It was completed three months ahead of schedule in a record time
of 9 months. It was commissioned in September 2013. The data used in this thesis is
from the testing facility located within the perimeter of this solar plant.
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Figure 1.3: Cumulative capacity of South Africa in 2016
The bidding rounds in South Africa is of great concern for independent power producers
(IPP). Recent bid round four came in at a price of R 0.786 per kilowatt [44]. Solar PV
tariff costs declined in the bidding rounds for South Africa REIPPP in the three years.
This is shown in Figure 1.4, with the four bidding rounds.
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Figure 1.4: REIPPPP bidding round prices per kW in South Africa [44]
1.2 Problem Statement
From Figure 1.4 it is evident that the competitiveness of solar power in South Africa is on
the rise. This resulted that the bidding in the following REIPPPP rounds will come in at
lower and lower prices per kilowatt and less margins for error capital can be afforded. Thus
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to better understand and predict the proposed solar system, accurate prediction of yearly
yield is important for the financial model. Accurate prediction requires accurate models
which can still be improved significantly. The equivalent model of a solar PV module and
the influences different parameters have on the model is investigated. The solar spectrum
and the influence on the current and voltage curve is studied. Thus modelling, simulation
and field measurements are done to conduct this study.
1.2.1 Objectives and Goals
The objectives and goals of this thesis are divided into two different parts and will be
discussed as they are presented in the chapters.
Firstly the investigation into the photovoltaic parameters are discussed with the following
objectives and goals:
Goals
• Photovoltaic models with the different equivalent circuits associated with these mod-
els must be studied and understood.
• Different parameters and factors that are involved in photovoltaic models will be
studied.
• Photovoltaic parameter extraction from current and voltage measurements must be
obtained.
• The parameters from the field data will be examined and analysed.
• Comparison between actual field data’s parameters and parameter prediction meth-
ods must be evaluated.
• A parameter extraction method will be developed to extract parameters accurately
without the current and voltage data.
• Investigation of the individual parameters and their comparison to the parameter
extraction methods.
Objectives
• Thorough research into photovoltaic equivalent circuits.
• Extract parameters from current and voltage curves.
• Look at the outcome of the extraction methods and the influences.
• Develop an adjustment to correct possible errors.
• Investigate the individual parameters to find the parameters which cause the error
made by the extraction method studied.
Secondly the spectral data acquisition and analysis is discussed with the following objec-
tives and goals:
Goals
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• Development of a system to evaluate the spectrum with the performance output of
a solar module must be developed with possible data analysis of the data measured
by the developed system.
• Investigation into a method that measure spectral distribution of a photovoltaic
module.
• Development of an automated system that measures the spectrum and the current
voltage curve of a photovoltaic module.
• Study the different methods to quantify spectral quality and distribution.
• Analyse the data that are measured to find correlations.
Objectives
• Look into the different ways solar spectrum can be measured.
• List the different quantification methods used in spectral analysis.
• Use available resources to build a system that can measure the desired data auto-
matically.
• Analyse the data by applying the different quantification methods.
• Compare the measured data to reference spectra to draw conclusions.
There are many software packages available on the market to do accurate performance
analysis for a specific solar plant. All these packages require very accurate and intensive
weather data to do a power prediction. Researchers have shown much interest in the
extraction of photovoltaic parameters in the past years [39]. The use of available data
are an advantage to develop an accurate parameter extraction method that can extract
parameters accurately, without many weather data or current voltage curves. With this
research a better understanding about the photovoltaic cell’s parameters can be developed
and a simpler method can be used to predict the power of a solar farm. A method to
predict the power yield with only few data history points is important for quick and
accurate power estimation without expensive software packages.
Factors that influence the variation in parameters are the environmental conditions. Man-
ufacturers test photovoltaic modules in lab conditions at STC. These conditions almost
never exist in real life solar farms. Thus the understanding of the spectrum and the way
it differs throughout the day is important. This spectral data can be compared to the
lab conditions to see if there are not better and more accurate testing conditions that
photovoltaic manufacturers can use to test the performance of modules.
1.3 Thesis Outline
A short summary of the contents of each chapter is given. Chapter 2 consists of back-
ground information. Chapter 3 and 4 outline the research and measurements done. Chap-
ter 5 concludes this thesis with further recommendations.
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1.3.1 Chapter 2
This chapter contains the fundamental background information for this thesis. The chap-
ter begins with the sun and the angles involved in solar photovoltaics, which are necessary
to do the calculations required at stages throughout the thesis. The solar spectrum, which
is the source of the irradiance on Earth, is discussed and key concepts are explained. The
influence of the different environmental and photovoltaic parameter factors on the current-
voltage curve is shown, to give the reader insight into the importance of the parameters
of a photovoltaic cell.
1.3.2 Chapter 3
The main focus of this chapter is the parameters associated with a photovoltaic module.
The data used in this study are from a research facility in the Northern Cape. The
hardware used to acquire the data is discussed. The parameters of the measured current-
voltage curves are extracted and examined. A well known researcher in photovoltaics,
De Soto, has developed an extraction method, which extracts the parameters with only
the irradiance and cell temperature known. De Soto’s method is implemented and the
results for each parameter is compared to those of the actual parameters extracted from
the current-voltage curve.
Thereafter improvements on the power output of De Soto’s extraction method is done
with the use of an adjustment function. This adjustment function is optimised to give
an average percentage error, for the extraction of the output power, close to zero. The
parameters are studied further by looking at each parameter individually and comparing
it with the actual parameters measured. The individual parameter extraction equations
of De Soto’s method are adjusted to correlate better with the actual measured parameter
data.
1.3.3 Chapter 4
The main focus of this chapter is to develop an automated spectrum measurement system
for the analysis of spectral data, with the combination of performance data from a solar
module. The development of the hardware used to achieve this automated measurement
system is explained in detail. The software for developing communication and storing
data is shown.
Spectral analysis for the facility is done. Firstly, important and known spectral evaluation
and quantification methods is examined. This is then used to analyse the spectrum that
was measured. The analysis of the colour bands showed interesting factors about the
spectrum. The short circuit current and the open circuit voltage is then studied with the
spectrum to show correlations between the source, the sun, and the output power of a
photovoltaic module. The chapter is finished off with interesting observations made in
the recorded data.
1.3.4 Chapter 5
This chapter gives the summary of the results and conclusions made in this thesis. The
recommendations for each study and final remarks are made.
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Chapter 2
Fundamental Background
In this chapter the background needed for this thesis is discussed. The angles of the sun
with the Earth as reference are shown. The solar spectrum with the airmass values of
reference spectra is defined. The different equivalent circuit models for PV are explained
and analysed. Influences that the different environmental conditions have on the current
voltage-curve are shown.
2.1 The Sun
Our solar system is situated in the Milky Way. The sun is one of more than one billion
stars. According to scientists, the sun was formed about 4.6 billion years ago by the solar
Nebula [13]. The sun consists of 99.8% of our solar system’s mass and it is estimated that
the sun’s diameter is 109 times the earth’s [13]. The distance from the earth to the sun
is about 150 million kilometres [47]. Driven by nuclear reactions, to convert hydrogen to
helium in a huge thermonuclear fusion reaction, the temperature of the part of the sun
that is visible, is about 5500 oC [43]. The sun consists of a predominance of hydrogen
with a mixture of other gases [43]. The solar energy source is primarily from the sun’s
radiant energy, which is measured and known as the solar radiation [66]. The radiation, in
total, is known as the total solar irradiance (TSI), and when it is measured as a function
of the wavelength, it is called the spectral irradiance (SI). The sun is one of the earth’s
renewable energy sources and thus very important to the photovoltaic study field. The
different angles and positions of the sun with the Earth as reference, is discussed in the
following sections.
2.1.1 Earth’s Orbit
The earth’s movement around the sun is in an elliptical orbit, thus the distance to the
sun differs throughout the year. The Perihelion is when the earth is the nearest to the
sun and it occurs on the 2nd of January with a distance of ±147 million kilometres. The
Aphelion is when the earth is the furthest away from the sun and occurs on the 3rd of
July with a distance of ±152 million kilometres [41]. The elliptical movement does not
vary much from a circular path, thus the distance can be averaged for all practical means
to 149.6 million kilometres [43]. However, when accurate calculations have to be done,
the correct distance is necessary and very important. The distance from the earth to the
sun, d, can be described and calculated by equation 2.1.
8
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d = 1.5× 108
[
1 + 0.017sin
(
360(n− 93)
365
)]
, (2.1)
where n is the number of the day in a year, where the 1st of January is day 1 and the
31st of December is day 365.
The earth also rotates around its own axis once each day, with the axis tilted by 23.45o to
the plane of orbit around the sun, called the Elliptical plane. The tilted axis is the cause
of the seasons each year. In a 24 hour day, the earth actually rotates 360.99o, which is why
a year actually has 365.25 days and thus there is a 366 day year each 4 years called the
Leap year. In Figure 2.1, the rotation is illustrated. A line is formed from the centre of
the sun to the centre of the earth, where the equator is on the 21st of March and the 21st
of September. These days are known as the Equinox, where the whole earth’s day-time
and night-time are equal to 12 hours. The winter solstice is on the 21st of June in the
Southern hemisphere and the summer solstice is on the 21st of December [41]. Note that
the 21st is used, although the days vary each year.
152 Mkm 147 Mkm
21 December21 June
21 March
21 September
Figure 2.1: The tilt of the earth’s rotation axis on the Elliptical plane
2.1.2 Solar Angles
The ability to predict the position of the sun at any location, at any time of the day and
any day of the year, is very useful to simulate and calculate the expected yield of a solar
plant. To help with the understanding of the position of the earth and its position around
the sun, the earth is seen as the fixed observation point spinning around the North-South
axis. The sun is shown at different declination angles in Figure 2.2. The variation in the
angle of the sun’s radiation from the position directly above the equator to ±23.45o, is
called the declination angle, δ [43]. With the convention of angles to the North as positive
and angles to the South as negative, equation 2.2 can be used to calculate the declination
angle of the sun at any day of the year.
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δ = 23.45sin
[
360
365
(n− 81)
]
, (2.2)
where n is the number of days, if 1 January is n = 1, the same as it was defined previously.
The literature’s theory is based on the Northern hemisphere so it is important to remem-
ber that the location of this study is based in South Africa, which is in the Southern
hemisphere. Thus the winter and summer is the other way around compared to the
Northern hemisphere. The specific latitude, known as the Tropic of Capricorn, is when
the sun is located 23.45o below the equator and the specific latitude, known as the Tropic
of Cancer, is when the sun is situated 23.45o above the equator. This is shown in Figure
2.2. Take note that the measurement of all angles must be in degrees for the use of the
equations.
21 June 
21 March
21 Septermber
21 December
δ 
N
S
-23.45° 
23.45° 
Tropic of Cancer
Tropic of Capricon
Equator
Antarctic Circle
Arctic Circle
Figure 2.2: Declination angles of the sun throughout the year
The altitude angle is described as the angle between the sun and the local horison beneath
the sun, at a specific time. The difference between the declination and altitude angles,
is that the declination angle is measured from the equator as reference and the altitude
angle is measured anywhere on the earth’s surface as reference. The altitude angle is a
key solar angle and can help to understand the earth-sun system [41]. This angle can be
calculated with equation 3.3 as β for the sun’s altitude angle. Figure 2.3 shows the angles
in equation 3.3 that are of importance. The zenith is introduced in the equation and it
refers to an axis that is drawn directly overhead a location.
β = 90o − L+ δ (2.3)
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δ 
N
S
Equator
L
 
β
Zenith
Local Horisontal
Figure 2.3: Altitude, declination and zenith angle of the sun at solar noon
The difference between the sun’s meridian and the earth’s meridian, is defined as the hour
angle, H [41]. A better description of the hour angle is that it is the number of degrees
the earth must rotate for the sun to be directly above a specific longitude. With the
assumption that the earth rotates 360o in a 24 hour day, this is 15o/hour, and equation
2.4 can be used to calculate the hour angle.
H =
( 15o
hour
)
× Hours before solar noon (2.4)
2.1.3 Sun’s Position
With the altitude and azimuth angle, the location of the sun can be described at any
time. The convention used, is that the azimuth angle is positive in the morning when it
rises from the East and negative in the afternoon when the sun sets in the West. When
calculating the position of the sun, the latitude of the position influences the result.
The latitude must be known, as well as the day of year for which the position is to be
calculated. The number of hours before or after the solar noon are also needed. From this
information you can calculate the azimuth and altitude angles of the sun. The derivation
of equation 2.5 and 2.6 can be seen in [41].
sin(β) = cos(L) cos(δ) cos(H) + sin(L) sin(δ) (2.5)
sin(φS) =
cos(δ) sin(H)
cos(β)
, (2.6)
where φS is the azimuth angle of the sun, β is the altitude angle, δ is the declination
angle, H is the hour angle and L is the latitude.
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Figure 2.4: The position of the sun illustrated
During spring and summer in the early mornings and late afternoons, when the azimuth
angle is more than 90o away from North, equation 2.6 for sine, does not give the correct
answer. A test needs to be used to determine whether the azimuth is greater or less than
90o from North. The test is defined in equation 2.7.
If cos(H) ≥ tan(δ)
tan(L)
then θs ≤ 90o (2.7)
otherwise θs ≥ 90o
2.2 Solar Spectrum
The sun’s radiation reaches the earth’s surface, but it travels a long way to get here. The
path brings about losses and is not uninterrupted. In this section, the key concepts about
the solar radiance is discussed. Different measurement definitions are discussed and the
light, as the spectrum that reaches the earth’s surface, is shown.
2.2.1 Irradiance
The radiation received per unit area on the earth’s surface can be categorized in differ-
ent categories, as the atmosphere and other natural elements, like dust and humidity,
influence the radiation a unit area receives. The categories are defined as the direct nor-
mal irradiance (DNI), the diffuse horisontal irradiance (DHI) and the global horisontal
irradiance (GHI).
The DNI is the rays that are received by a surface area that is perpendicular to the sun’s
rays. It is simply the rays that are coming from a straight line from the sun’s position in
the sky. These rays are the purest without any, or very little objects in their path.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. FUNDAMENTAL BACKGROUND 13
The DHI is the rays scattered by molecules and particles in the atmosphere and can come
from all directions. This excludes the rays that come directly from the sun.
The GHI is the radiation received by a horizontal (parallel) surface to the earth’s surface.
This value includes both the DHI and DNI [59]. This is typically what a solar module will
receive as a source to generate electricity if the solar module is mounted horizontally. POA
is the component that the solar module will receive from the GHI, when it is mounted at
an angle.
The relationship between DNI, DHI and GHI are shown and illustrated in Figure 2.5.
GHI = DNI cos(φ) +DHI
Figure 2.5: Irradiance differentiated rays
2.2.2 Air Mass (AM)
The radiation intensity just above the earth’s atmosphere, extraterrestrial, is ±1353W/m2
and the radiation spectrum is referred to as the air mass zero (AM0) spectrum [38]. As
the radiation reaches the earth, some of the radiation is absorbed in the atmosphere, thus
the reason for the irregular bumpy shape of the terrestrial spectrum [41]. The spectrum
reaching the earth’s surface depends on the amount of atmosphere the radiation has to
pass through. An average the solar spectrum is assumed with a ratio of AM1.5 at the
earth’s surface and is used to compare radiation data with. The AM1.5 is divided into two
different categories, called the AM1.5 global and AM1.5 direct. AM1.5 global consists of
all the rays received from direct to diffused, and AM1.5 direct only consists of the direct
rays measured. At AM1.5 level of radiation, the incoming solar energy is 2 % ultra-violet,
54% visible and 44% infra-red. The different spectra of the different AM ratio’s are shown
in Figure 2.6
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Figure 2.6: AM0, AM1.5 Global and AM1.5 Direct spectrum
The air mass ratio, m, is the length of the path that the sun’s rays pass through to reach
the earth, divided by the minimum possible path length. An air mass of zero happens
when the sun is directly above you. The equation is just valid for altitude angles greater
than 10o. It is visually shown in Figure 2.7. From equation 2.8 it is evident that the
longer the path is that the sunlight must pass through the atmosphere, the less energy
arrives at the earth’s surface. This causes the spectrum received to shift towards the
longer wavelengths side of the spectrum [41]. The higher the AM value, the longer the
path is for the sun’s rays to pass through to reach you. Thus the lower the AM value, the
higher the irradiance is that is received. In equation 2.8 the relationship is shown and a
graphical illustration is shown in Figure 2.7.
m =
L2
L1
=
1
sin(β)
, (2.8)
where L1 is the path length through the atmosphere with the sun directly overhead, L2 is
the path length through the atmosphere to reach the point of view and β is the altitude
angle of the sun.
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Figure 2.7: Explanation of air mass ratio calculation
The air mass ratio can easily be estimated by equation 2.9.
m =
√
1 + (S/H)2 , (2.9)
where S is a shadow length caused by an object of a height, H.
In Figure 2.8 a Sankey diagram shows the path of the sun’s radiation to the earth with
the losses and scattering. It is shown that only 70 % of the radiation from the sun reaches
the earth. The biggest contributors to the loss in radiation, are the impurities in the
atmosphere. The impurities of the atmosphere differ at different locations and the effect
is dependant on environmental conditions.
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Figure 2.8: Absorption and scattered sunlight radiation for a typical AM1.5 global
2.2.3 Radiation
The electromagnetic radiation, that includes sunlight, consists of particles called photons.
The amount of energy that the photons carry are determined by their source’s spectral
properties. The photon energy, Eλ, can be expressed as in equation 2.10. Equation 2.10
is referred to as the particle-wave duality [16].
Eλ =
hc
λ
, (2.10)
where h is Plank’s constant (6.62607004×1034m2kg/s), c is the speed of light (299792458m/s)
and λ is the wavelength.
The electromagnetic radiation energy an object emits, is a function of the object’s temper-
ature to quantify the radiation an object emits, it is compared to a theoretical abstraction.
This abstraction is defined as an ideal emitter and absorber, called a black-body [41]. This
ideal abstraction in essence does not reflect or transmit radiation, it absorbs all radia-
tion. A black-body’s emitted wavelengths depend on its temperature and is described by
Planck’s law as in equation 2.10.
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Eλ =
3.74× 108
λ5
[
e
14400
λT − 1
] , (2.11)
where Eλ is the emissive power per unit area, T is the absolute temperature in Kelvin
and λ is the wavelength.
The power emitted by a group of wavelengths can be calculated by integration, in order to
get the area under Plank’s curve. The total radiation power emitted thus is the total area
under the curve [41]. The total power emitted can be expressed by the Stefan-Boltzmann
law of radiation as shown in equation 2.12.
E = σAT 4 , (2.12)
where E is the total power emission rate, σ is the Stefan-Boltzmann constant, T is the
absolute temperature of the black-body and A is the surface area of the black-body.
Wien’s displacement rule can be applied conveniently to the black-body radiation curve
to give the wavelength of the maximum spectrum point [41]. Wien’s displacement rule is
shown in equation 2.13.
λmax(µm) =
2898
T (K)
(2.13)
The surface of the sun has a temperature of 5762 K. The radiation spectrum of the
sun can be approximated by the use of a black-body radiator at that temperature [38].
At the earth’s surface, the spectral content of sunlight also has scattering and reflection
components, which is called the diffused light. The diffused light can account for up to
20% of the incident light that a solar cell receives [38].
The black-body radiation consists of 7 % ultraviolet, 47 % visible and 46 % infra-red light.
The solar radiation on the earth’s surface does not look the same as the extraterrestrial
radiation, because of various constituents in the atmosphere, as was already shown and
discussed. The black-body radiation is shown in Figure 2.9 with the AM0 as reference
spectra.
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Figure 2.9: AM0 and the black-body radiation
The visible light spectrum can be divided into six main colour divisions according to their
wavelength or frequency. Table 2.1 shows the colour represented by the wavelength, as
well as the photon energy. The wavelengths below 380 nm are the Ultra-violet band of
the spectrum and the wavelengths above 750 nm are the Infra-red band. The different
bands are shown in Figure 2.10.
Table 2.1: Visible Spectrum
Colour Wavelength Frequency Photon Energy
Violet 380 - 450 nm 668 - 789 THz 2.75 - 3.26 eV
Blue 450 - 495 nm 606 - 668 THz 2.50 - 2.75 eV
Green 495 - 570 nm 526 - 606 THz 2.17 - 2.50 eV
Yellow 570 - 590 nm 506 - 526 THz 2.10 - 2.17 eV
Orange 590 - 620 nm 484 - 508 THz 2.00 - 2.10 eV
Red 620 - 750 nm 400 - 484 THz 1.65 - 2.00 eV
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Figure 2.10: Colour bands on the black-body radiation spectrum
2.3 Photovoltaic Effect and Models
In this section, the different models of solar PV cells relevant to this thesis, are given and
explained. It is important to understand the fundamental model of a solar cell to evolve
to a model that defines the solar cell more accurately. Thus, this section explains the
basic working of photovoltaics and thereafter the different models.
2.3.1 Photovoltaic Effect
Electron-hole pairs are produced by photons of sunlight when the energy of the photon
is greater than the band-gap energy of the Silicon. The excess photons are dissipated as
heat. Different solar cell technologies respond different to the sunlight spectrum.
The number of electrons excited from the valence to the conduction band per photon, is
defined as the quantum efficiency (QE). Sunlight in the band-gap range between 1.0 −
1.6 eV can be optimally used. This effect, known as the Shockley-Queisser limit, limits
the maximum achievable efficiency of a solar cell to 33%. Silicon has a band-gap of 1.1eV ,
which is close to the optimum [16].
The spectral response of a solar cell ideally increases with the increase of the wavelength.
In reality the long wavelengths are absorbed far away from the collection junction and
with the finite diffusion length of the material, the cell’s response is limited. At short
wavelengths, the energy of the photons cannot be used by the cell [16].
Photons with greater energy than the band-gap energy, Eg, will create an electron-hole
pair that contributes to the energy conversion process. It is important to consider the
sunlight’s spectral nature when designing efficient solar cells [38].
The photovoltaic effect is when certain materials are exposed to a light source and an
electric current is produced. This effect was observed back in 1839 by Becquerel [7].
Semiconductor materials are used in solar cells, which is known for the characteristic of
insulation at low temperatures and conduction when placed at high temperatures or if it
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absorbs energy [16]. Thus semiconductors in solar cells, absorb light and deliver the energy
of the absorbed photons to the electrons and holes. A semiconductor pn-junction is used
to separate and collect the current carriers. The current carriers are conducted by the
semiconductor in a specific direction to form an electrical current [38]. The semiconductor
material generally used, is silicon based.
The photovoltaic effect is best described with an illustration of the movement of the holes
and electrons in the Silicon based material. The simplest solar cell structure is shown
in Figure 2.11. In this figure, the sunlight reaches the top of the solar cell. The metal
grid on top of the Silicon and the metal contact at the bottom form the electrical contact
of the diode. The metal grid on top allows light to fall onto the semiconductor, which
then absorbs the light and converts it into electrical energy [38]. A p-n junction is formed
when the n-type and p-type semiconductor are brought together to form the diode. This
p-n junction is achieved through diffusion or by the implantation of impurities, known as
dopants.
Figure 2.11: Photovoltaic effect in a solar cell.
To simulate a solar cell, an equivalent electric circuit is used to characterise the photo-
voltaic effect. The different equivalent circuit models are shown and the electric compo-
nents used to model a solar cell is explained with each model in the following sections.
2.3.2 Basic Single Diode Model
A basic equivalent electric circuit of a solar cell is shown in Figure 2.12. The governing
equation for this circuit is equation 2.14. In this equivalent circuit, no resistance is taken
into account. The circuit consists of a diode in parallel with an ideal current source [65].
A non-ideal diode is used to introduce the effects of the diode on the basic equivalent
circuit. The current source delivers a current in proportion to the irradiation to which
the cell is exposed.
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IPH
ID
I
+
−
VOC
Figure 2.12: Basic solar cell equivalent circuit
Two conditions are of interest for the basic single diode model without a load connected
namely, the current that flows when the terminals are shorted together and the voltage
across the terminals when it are left open. The short circuit current is equal to ISC .
The magnitude of the current through the current source must also be equal to ISC .
Kirchhoff’s current law is used to give the governing equation for this equivalent circuit
[50].
I = IPH − ID , (2.14)
where IPH is the photo current and ID is the current flowing through the diode.
The Shockley diode equation is given in equation 2.15. This is the generally known
equation for the ideal diode.
ID = IO
[
e
(
qVD
kT
)
− 1
]
, (2.15)
where VD is the voltage across the diode terminals, k is Boltzmann’s constant, q is the
elementary charge and T is the cell’s temperature and IO is the reverse saturation current
of the diode.
This results in the current equation as shown in equation 2.16.
I = ISC − IO
[
e
(
qVD
kT
)
− 1
]
(2.16)
The other condition, where the terminals are open, the current produced is zero. Thus
the open circuit voltage is shown in equation 2.17.
VOC =
kT
q
ln
(ISC
IO
+ 1
)
(2.17)
2.3.3 Single Diode Model
The single diode model is a matured version of the basic model. The single diode model
offers a good compromise between accuracy, in terms of the circuit representation of a
cell, and simplicity, in terms of the characteristic equation, and it is used as the standard
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model in PV [65] [14]. The governing equation is given in equation 2.20. The equivalent
circuit representation of the single diode model is shown in Figure 2.13.
The light that reaches the cell, is represented as a generated current in the cell called
the photo current, IPH . The voltage dependent current that is lost due to recombination
occurring in the pn-junction, is represented by the diode and has a current flowing called
ID. The diode’s reverse saturation current is referred to as IO. A resistor, RSH , is part
of the circuit to account for the shunt leakage resistance, which causes a leakage current,
ISH , to flow. This current will leak to ground. The series resistance, RS, represents the
bonding between the cells, its wire leads and the resistance of the semiconductor itself.
The influence these resistances have on the IV-curve is discussed in section 2.4.4. The
diode has an ideality factor called a [41]. VT is the thermal voltage given by equation
2.18.
VT =
kTc
q
, (2.18)
where k is Boltzmann’s constant and q is the elementary charge. Tc is the solar cell’s
temperature [41].
IPH
ID
RSH
RS
I
+
−
VOC
Figure 2.13: Single diode equivalent circuit model
I = IPH − ID − V + IRS
RSH
, (2.19)
where IPH is the photo current, ID is the current through the diode, RS is the series
resistance and RSH is the shunt resistance. Equation 2.19 is expanded with the diode
current in equation 2.20.
I = IPH − IO
[
e
(
V+IRS
aVT
)
− 1
]
− V + IRS
RSH
, (2.20)
where IO is the diode’s reverse saturation current, a is the diode ideality factor and VT is
the thermal voltage.
The characteristic equation for the circuit is complex and there is no explicit solution for
the current or the voltage [41]. The single diode circuit’s characteristic equation, equa-
tion 2.20, is obtained by using Kirchhoff’s current law and the Shockley diode equation,
equation 2.15 [35].
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2.3.4 Double Diode Model
The double diode model has an additional diode to add the effect of junction recombi-
nation in the depletion region [65]. The equivalent circuit representation of the double
diode model, is shown in Figure 2.14. Greater accuracy can be achieved by the use of this
model, but the computation of the seven unknowns is complex [29].
IPH D1
ID1
D2
ID2
RSH
RS
I
+
−
VOC
Figure 2.14: Double diode equivalent circuit model
The additional diode adds complexity to the governing equation as can be seen in equation
2.21.
I = IPH − ID1 − ID2 −
V + IRS
RSH
, (2.21)
where ID1 is the first diode’s current and ID2 is the second diode’s current.
When the diode equation is substituted into equation 2.21, the result is equation 2.22.
I = IPH − IO1
[
e
(
V+IRS
a1VT
)
− 1
]
− IO2
[
e
(
V+IRS
a2VT
)
− 1
]
− V + IRS
RSH
, (2.22)
where a1 and a2 is the ideality factor of the two diodes and IO1 and IO2 is the diode
saturation current of the two different diodes.
2.4 Current-Voltage (IV)-Curve
In the previous section the different models were discussed. This equivalent circuit models
are used to represent the IV-curve of the solar cell. The equation for a chosen model
describes the behaviour as a continuous function for the different operating conditions
the module is subjected to in the solar plant. The function is influenced by a change in
temperature or irradiance, which changes the IV-curve.
2.4.1 Maximum Power Point (MPP)
The maximum power point is the point on the IV-curve where the current multiplied
by the voltage is the highest. This will give the maximum power that can be produced
by the solar module for the conditions it is subjected to. In the ideal case, the MPP is
the short circuit current multiplied by the open circuit voltage. This is not true for the
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non-ideal case where series and shunt resistance, diode non-ideality and saturation form
part of the equivalent circuit. The MPP is used as an comparison parameter for different
environmental conditions that influence the IV-curve.
2.4.2 Temperature Impact
Solar cells are very sensitive to temperature, like all semiconductor materials. The increase
in temperature will reduce the band-gap of the semiconductor and result in an increase
in the electron energy of the material. The temperature of the solar cell is determined
by the ambient temperature, the intensity of the sunlight that falls onto the cell, the
characteristics of the cell’s holder and variables like the wind’s velocity [16]. Temperature
has an influence on the saturation current, IO. With the increase in temperature, IO
increases. The relationship is shown in equation 2.23.
IO = BT
3e
(−Eg0
kT
)
, (2.23)
where B is a constant which is independent of the temperature and defined by the diffu-
sivity of the minority carries for silicon and the diffusion length and Eg0 is the band-gap
energy linearly extrapolated to an absolute zero [37].
The increase in temperature results in a small increase in short circuit current, ISC . The
number of electron-hole pairs increase, because of the decrease in band-gap energy with
the increase of temperature [16]. This effect on silicon cells is small and shown in equation
2.24.
1
ISC
dISC
dT
≈ +0.06 %oC−1 (2.24)
The main effect that the increase in temperature has, is on the open circuit voltage. The
higher the temperature, the lower the open circuit voltage becomes [41]. The temperature
dependency for silicon is shown in equation 2.25.
1
VOC
dVOC
dT
≈ −0.3 %oC−1 (2.25)
The total effect on the power output is shown in equation 2.26.
1
PMPP
dPMPP
dT
≈ −0.4 to − 0.5 %oC−1 (2.26)
Figure 2.15 shows the impact of increased temperature on the IV-curve as a reduction in
the MPP, an increase in temperature and a decrease in voltage.
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Figure 2.15: The impact on the IV-curve of temperature
2.4.3 Irradiance Impact
The standard spectrum at AM1.5, is referred to as one sun or 1000W/m2. Irradiance has
a direct impact on the short circuit current of a solar cell as shown in equation 2.27. This
means that if the irradiance is halved, the short circuit current will also halve. The open
circuit voltage drops slightly with a drop in irradiance. Figure 2.16 shows the impact that
the increase in irradiance has on the IV-curve. The effect on the maximum power of a
cell, is almost linear with the approximation shown in equation 2.28 [37].
ISC ∝ G (2.27)
PMPP = GPOA
PSTC
1000W/m2
(2.28)
The light intensity varies throughout the day, with an irradiance power that varies from
0 to above 1 kW/m2. With this variation in the light, the shunt resistance becomes im-
portant, as it influences the performance the most at low light. The equivalent resistance
of the solar cell, tends to approach the shunt resistance as the bias point and the current
in the solar cell decreases. When this occurs the fraction of power lost, due to the shunt
resistance, is increasing. Under cloudy conditions, early in the morning or late in the af-
ternoon, a solar cell with a high shunt resistance provides a greater fraction of the power
normally produced, than a solar cell with a small shunt resistance does [10].
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Figure 2.16: The impact of irradiance on the IV-curve
2.4.4 Parasitic Resistances
Parasitic resistances are split into two, known as the series resistance and the shunt
resistance. Both these resistances reduce the fill factor of the solar cell [16]. This is
important to know, because these resistances influence the MPP on the IV-curve and
decrease the fill factor.
2.4.4.1 Series Resistance
The series resistance consists mainly of the bulk resistance of the semiconductor material,
metallic connections, carrier transport through the top diffused layer and contact resis-
tances between the metallic contacts and the semiconductor material used in the solar cell
[16]. The effect of series resistance is shown in Figure 2.17. The series resistance does not
change the open circuit voltages, because with an open circuit, no current flows through
the series resistor. For moderate values of series resistance, the influence on the maximum
power can be determined by using the power without a series resistor, minus the influence
on the power by the series resistor. This approximation is shown in equation 2.29.
PRS = PMPP
(
1− ISC
VOC
RS
)
, (2.29)
where PRS refers to the power output if the series resistor is taken into account.
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Figure 2.17: The impact on the IV-curve due to series resistance
2.4.4.2 Shunt Resistance
The shunt resistance exists because of the pn junction’s non-ideality and impurities at the
junction. The impurities cause partial short circuits at the cell edges at the junction [16].
The power loss through the shunt resistor is typically caused by manufacturing defects.
If the shunt resistance is too low, it provides another path for the current to flow through
and causes the voltage to drop. The effect on the IV-curve is high when there is low light
[37]. The effect that the shunt resistance has on the maximum power, can be estimated
in the same manner as in the series resistance. The equation is shown in equation 2.30.
The effect of shunt resistance on the IV-curve is shown in Figure 2.18.
PRSH = PMPP
(
1− VOC
ISC
1
RSH
)
, (2.30)
where PRSH refers to the power output if the shunt resistor is taken into account.
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Figure 2.18: The impact on the IV-curve due to shunt resistance
2.4.5 Fill Factor
The fill factor abbreviated by FF, is a measure to determine the maximum power and
losses of a solar cell. The FF is defined as shown in equation 2.31, and equals the MPP
power, divided by the short circuit current times the open circuit voltage. In Figure 2.19,
the FF is shown graphically, and the squareness of the IV-curve can be seen.
FF =
PMPP
ISCVOC
(2.31)
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Figure 2.19: Fill factor graphical explanation
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2.4.6 Summary
This chapter looked at the different solar angles that are important when studying PV.
The AM ratio and the spectrum are shown together with its relevance to PV. All the
influences that environmental conditions have on the IV-curve and MPP are discussed.
The study is based on the single diode model, but for a more comprehensive approach,
the other existing models are explained. The models are idealised circuits with resistors,
diodes and a current source. These discrete components do not actually exist in the solar
cell itself, but is a representation of the behaviour of the solar cell. These models are only
for cells and can easily be adjusted for solar modules with cells in series and parallel.
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Chapter 3
Solar PV Parameter Extraction and
Parameter Evaluation
3.1 Introduction
It is important to have a performance prediction method in order to give an accurate
prediction of a proposed solar photovoltaic (PV) plant’s yield. The yield values are
predicted in regards to both irradiance and the temperature of the solar cell [55]. With
the market already competitive, and increasing exponentially internationally, installing
PV power capacity systems [56], and allowing for lowering of costs is becoming crucial.
Greater accuracy leads to a lower cost, due to a smaller error margin which could be
added into the tender price. Predicting a solar plant’s performance based on irradiance
and temperature with more accuracy also has importance when sizing a solar plant [56].
Typically, the manufacturers provide the characteristic parameters of the solar panel at
specific operating conditions. Generally standardised test conditions (STC) are used,
these conditions are defined as 1000 W/m2, 25 oC and 1.5 AM [57]. Presently, there are
reliable prediction software available, like Sandia National Laboratory’s SAM and PVsyst,
but this software requires typical meteorological year (TMY) weather data. However,
this weather data is not generally available for solar PV plant sites [57]. The prediction
software utilizes the single diode model to forecast performance [55].
De Soto developed a five parameter extraction method using only data sheet values. This
method is of great use if only limited data is available. The only variables needed to
obtain the IV-curve are: the temperature of the cell and the irradiance. Using the IV-
curve the maximum power the module can produce can be found. This method can also
be used to predict a modules performance at different levels of irradiance and temperature
conditions.
The extracted IV-curves of De Soto’s method could be seen as acceptable at STC. How-
ever, at different conditions the resulting IV-curves do not match the measured IV-curves.
In this study we look into the difference between De Soto’s parameter extraction method
[57], and the actual parameters measured at a test facility in the Northern Cape. The
difference is evaluated by implementing the single diode model, and comparing it to the
maximum power point (MPP) resulting from the different parameters. The aim is to
present an adjustment to De Soto’s parameter extraction, (as) to improve the accuracy
of the extracted yield, thus the MPP. The goal is to limit the inputs needed to only ir-
radiance and the solar cell’s temperature, thus not changing the complexity of De Soto’s
30
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method.
3.2 Location
The research facility is a standalone system (off-grid) that is located within the perimeter
of the Kalkbult solar plant near De Aar in the Northern Cape. (30.161 Latitude and
24.132 Longitude). In this study only one of the research facility’s modules data were
used. Because of the other studies conducted on the facility, a reference module from the
facility was also used. This module is cleaned regularly, without any coating sprayed onto
it. This section will only include information about the facility which is directly relevant
to this study, further information about the facility can be seen in A. du Plessis’s thesis
[51]. Obtaining the data and the hardware used and installed on the facility is discussed.
This includes hardware used to acquire the data that are used and analysed.
3.2.1 Facility
The research facility consists of 32 solar modules. Some modules are used just to charge
on site batteries, but 24 of the modules have their own monitoring system. The research
facility was constructed in 2016 with the objective to enable students to conduct studies
in the specific environment. The standalone system enables full control over the research
plant and research, without the risk of interfering with a commercial PV plant. In Figure
3.1 the location of the facility is shown, with the Kalkbult solar plant to the left and the
grid connecting substation to the right.
Kalkbult 75 MW 
Solar Plant
Grid Connecting 
Substation
Kalkbult Research 
Facility
Figure 3.1: Air photo showing the research facility. Photo: Kurt Krog
3.2.2 Climate and Weather
The climate at the facility is typically semi-arid. The days are mostly sunny and the
nights are cool [62]. The summers are very hot and the winters very cold, thus extreme
temperatures are experienced at this location. The precipitation is mostly in the summer
months with an average yearly rainfall of 336mm.
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Historical weather at the location from MyWeather2 [26], is tabulated in Table 3.1. From
the table, it is evident that the maximum temperature occurs in January and February
at 40 oC, and the minimum at -8 oC in July. The average wind speed varies between 14
and 20 km/h throughout the year.
Table 3.1: Historical Weather at the research facility
Month TH TL Tmax Tmin H R S Wavg Wmax
January 33 16 40 6 44 50 12 18 65
February 33 17 40 6 46 39 11 17 69
March 29 14 37 4 51 49 11 16 56
April 25 10 34 1 53 32 10 14 61
May 21 7 29 -3 55 16 9 14 61
June 18 3 24 -4 52 9 9 14 61
July 18 3 26 -8 49 16 9 15 67
August 20 4 29 -6 42 8 10 16 65
September 25 7 34 -3 36 17 10 17 81
October 28 11 36 0 37 20 11 19 67
November 30 13 37 2 38 36 12 20 70
December 32 15 38 4 39 37 13 19 98
oC oC oC oC % mm Hours km/h km/h
TH Highest Avg Temperature TL Lowest Avg Temperature
Tmax Maximum Temperature Tmin Minimum Temperature
H Humidity R Rain
S Sun shine Wavg Average wind speed
Wmax Maximum wind speed
3.3 Hardware
The hardware that is used to measure the data used in this study, is primarily a solar
module, an active load and a weather station. These components are discussed and the
full system is described and shown in the following sections. The understanding of the
hardware is fundamental, because the data used are obtained from it. Thus tolerances on
the hardware must be taken into consideration when the data are used and conclusions
are made.
3.3.1 Solar Module
The facility has thin-film and poly-crystalline silicon (pc-Si) modules installed. For this
study a pc-Si module will be examined. The pc-Si module is a Renesola Virtus II JC255M-
24/Bb module [22]. The electrical and influential characteristic coefficients of the module
are shown in Table 3.2 and the mechanical characteristics are shown in Table 3.3. These
characteristics are at STC (1000 W/m2, 25 oC, 1.5 AM).
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The optimal tilt of a solar module is at solar noon and it is calculated with the use of the
altitude angle of the sun. The mounting of the modules are fixed, thus an average tilt
needs to be calculated. To do this, the declination angle, δ, is calculated for the 21st of
June, n = 172, and the 21st of December, n = 355. Equation 2.2 is used.
δ = 23.45osin
[
360
365
(172− 81)
]
= 23.15o (3.1)
δ = 23.45osin
[
360
365
(355− 81)
]
= −23.45o (3.2)
The declination angle of 0o is used in equation 3.3, because the two extremes in the winter
and summer cancel each other to give an average of zero.
β = 90o − L+ δ = 59.84o (3.3)
The optimal tilt angle is calculated by equation 3.4. Thus the solar modules are mounted
at 30o.
Optimal T ilt = 90o − β = 90o − 59.84o = 30.16o (3.4)
Table 3.2: Electrical and influential characteristics of the Renesola VirtusII.
Characteristic Description Value Unit
PMPP Power at the MPP 255 (±5) W
VOC Open Circuit Voltage 37.5 V
ISC Short Circuit Current 8.86 A
VMPP Voltage at MPP 30.4 V
IMPP Current at MPP 8.39 A
TVOC Temperature influence on VOC -0.3 %/oC
TISC Temperature influence on ISC +0.04 %/oC
TPmax Temperature influence on Pmax -0.4 %/oC
The mechanical characteristics are shown in Table 3.3.
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Table 3.3: Mechanical characteristics of the Renesola VirtusII.
Characteristic Description
Cell Type Polycrystalline 156 x 156 mm, 60 pcs in Series
Glass Hi-Transmission, Low Iron, Tempered Glass
Frame Anodised Aluminum Alloy
Junction Box IP65/IP67 Rated, With Bypass Dodes
Dimension 1640 x 992 x 40 mm
Output Cable 4 mm2
Weight 12 Kg
3.3.2 Active Load
The active load is a device that measures the IV-curve of a PV module. The device was
developed by Andreas Ndapuka, a previous masters degree student at the University of
Stellenbosch [46]. The device has additional functionality, which includes the maximum
power point (MPP) function, storage to an on-board SD card and back of the cell tem-
perature measurement capabilities. The MPP function allows for the PV module to be
used during the period it is being used for tests, by only extracting the IV-curve on a
timed period and generating the power to charge a battery in-between. The active load
is fundamentally a DC to DC switch-mode converter, which is able to control the power
delivered to the fixed load resistor by altering the duty cycle and extracting the IV-curve.
The device is able to extract the IV-curve within two seconds. The device’s design and
specifications can be seen in Andreas Ndapuka’s thesis, [46].
The active load was tested and it was established that the maximum measurement un-
certainty was 0.5 %, as shown by Andreas [46]. The device’s specifications are shown in
Table 3.4.
Table 3.4: Active load specifications
Input Voltage 100/50 V
Input Current 50A/100V 10A/50V
Switching Frequency 40 kHz
The device is able to read the back-of-cell temperatures by the use of a high accuracy
ADT7310 digital temperature sensor circuit, which was developed by Douw du Plessis,
also a previous masters student [20]. The sensor is fitted to the back of the PV module,
which is required by the IEC61724 standard. The sensor digitises the temperature reading
to a resolution of 0.0625oC. The sensor communicates via a serial peripheral interface
(SPI) to the active load device to measure the temperature for each IV-curve extraction.
A photo of an installed active load is shown in Figure 3.2
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Figure 3.2: Active load installed in an electric box at the research facility
3.3.3 Weather Data
The facility has a full weather station. The weather data were acquired by a product
from Met One Instruments Inc. The Met one-485 (MSO-485) weather station [9] is a
meteorological data station which complies with the IEC61724 standard. POA irradiance
is measured with a Kipp and Zonen SMP10 pyranometer. The rainfall is measured with a
Met One Instruments 372-series precipitation gauge [9]. The measurement device works
with tipping buckets, which is calibrated to tip for each 0.5 mm of rain. These three
devices give the following data:
• Wind Speed
• Wind Direction
• Barometric Pressure
• Ambient Temperature
• Humidity
• Rainfall
• Irradiance
The output data of the weather station were communicated to the Raspberry Pi through a
RS-485 serial communication connection. The weather station is located in one corner of
the facility’s area. It is orientated to true North at a height of 3 meter. The measurement
of the wind speed is done with a three cup anemometer and the direction of the wind, with
a lightweight vane tail. Figure 3.3 shows a photo of the weather data devices installed at
the facility.
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Figure 3.3: Met One-485 weather station and Met One-372-series precipitation gauge
Only the irradiance data of the weather station was used.
There are mainly two different principal type of devices which are used to measure the solar
radiation on the earth. The first is called a pyranometer, which is also used at the research
facility. It is the most widely used instrument and measures the total radiation, including
the direct and diffused radiation. The second device is called a pyrheliometer. This device
measures only the direct beam radiation by looking into the sun through a narrow tube.
Pyrheliometers’ data are more for use in concentrating solar power applications [41].
A pyranometer and pyrheliometer consist of a stack of thermocouples, also known as
thermopile, to measure the temperature of a black surface when it is exposed to light.
The thermopile is referred to as the detector that responds to the incoming radiation. A
difference in voltage is measured between a black and white surface, which is proportional
to the isolation. Black surfaces absorb the sunlight, while white surfaces reflect the sun-
light. Another method used is to measure only the temperature difference between the
ambient temperature and a black surface. There are other devices that use a photo-diode
to measure the radiation, but the accuracy is less than the devices based on thermopile,
and thus is less expensive [41]. The photoelectric based sensors can only respond to a
limited range of wavelengths of the solar spectrum which add to inaccuracy of measure-
ments. These sensors are well calibrated for clear sky conditions, but fail to give any
reliable measurement if the sun passes through glass or clouds.
The pyranometer used at the research facility is a Kipp and Zonen SMP10 [9]. It is
situated to measure the plane of array irradiance (POA) which is a 30o tilt angle on the
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fixed PV modules. The pyranometer communicates through a RS-485 MODBUS serial
output to the active load. The mounting of the pyranometer is shown in Figure 3.4.
Figure 3.4: Kipp and Zonen SMP10 pyranometer fixed on the POA
3.3.4 Communication
The purpose of communication within the facility, is to allow remote-system monitoring,
to upload data to an online database and to establish a local inter-device communication
network. Communication between devices is done through RS-485 by using the MODBUS
protocol with a 9600 bits per second baudrate. A Raspberry Pi is configured to be the
master device and the other devices the slaves. The Raspberry Pi is responsible for
the handling of the communication from external queries to internal data handling. The
hardware is configured to store the data collected on-site and on a cloud database. A local
internet service provider (ISP) provides the internet which is then distributed throughout
the facility with a router. The master device, Raspberry Pi, acquires the data measured
from the slave devices and uploads the data to the database online, where the data are
stored and available for interpretation and research.
3.3.5 System Integration
The system is connected together as shown in Figure 3.5. The solar module is also
connected to the active load. All the data are recorded with the Raspberry Pi and
uploaded to the database. Further information about the software follows in the next
section.
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RS-485 to 
UART
Figure 3.5: The research facility’s system integration
3.4 Software
The software languages used to analyse the data, are Python and SQL. Python is used
to interact with the database by sending SQL commands. All the data are hosted on a
MySQL database on www.pvsoiling.co.za. The data that are needed for this study, is part
of different tables within the database, thus data analysis requires a new combined table
to process the data faster. An overview of the languages is given and then examples of
important functions used are shown.
3.4.1 SQL Language
SQL (Structured Query Language) is the standard language used to communicate with
a database. The language is used to store, manipulate and retrieve data of a database.
The ANSI (American National Standards Institute) says it is the standard language for
relational database management systems [61]. Although some databases have their own
proprietary extensions, the standard SQL commands can do almost everything you want
to do with a database. Standard SQL commands include: Select, Update, Insert, Create,
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Delete and Drop. This language was used in combination with Python to achieve the
calculations with the data in the database.
3.4.2 Python Language
Python is an object-orientated, high-level programming language. It is used in this study
as it is very attractive for scripting or as a glue language to connect to existing components
with its high-level built in data structures. Python is an open source platform which
supports modules and packages, including the extensive standard library [61]. This makes
it easy to use and learn. Python is used in this study as a platform to communicate with
the SQL database, thus being the glue language, and to compute mathematical equations
for the use with the database.
3.4.3 Query execution function
All the data are on the database, thus any data analysis function must get the data from
the database. Firstly you need a connection to the database. A internet connection is
required with the appropriate login details and the table name you want to access in the
database.
The option to write and read from the web or local database is given or the query can be
sent to both the databases. A flow diagram of the execution function is shown in Figure
3.6. The diagram shows that the function wants to know if the data must be written
to the web based database or the local database. It will connect with the required login
details and query the database. The query can be sent either to fetch data or write data.
The query is committed and the execution is completed.
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Figure 3.6: Database execution function flow diagram
3.4.4 General Computation
The analysis of the data and the parameter extraction methods, require the data for the
algorithms to execute. In the functions the data are accessed with the database execution
function, and then executed until the data need to be written back into the database.
Thereafter the database execution function is called again.
3.5 Parameter Extraction and Optimisation
The IV-curve of the solar module, which is measured with the active load, is known for
10 minute intervals throughout the day. The five parameters of these IV-curves must be
extracted to evaluate the data. To get the exact parameters that present the IV-curve,
the single diode model was used. The relationship between the voltage and current of the
single diode model is chosen as the governing model because, it is used by the IEC 60891
standard as the standard model in PV due to its accuracy with its simplicity. With the
relationship between each parameter the model present, the values were calculated with
a combination of curve fitting and optimisation. This process is explained in this section.
The single diode model provides five unknown variables, known as the five parameters:
IO, IPH , RSH , RS and a. The five unknown parameters can only be solved if five boundary
conditions are known. The manufacturers of solar cells provide only the VOC , ISC and the
MPP (IMPP and VMPP ). Other data about a module that manufacturer’s provide, are at
STC conditions which are seldom observed in real life operating conditions. Especially
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for this study, the variation in irradiance and temperature, and how it influences the
parameters are important. This information is not enough to satisfy the five parameter
equations and thus there is an initial estimation process that is explained.
3.5.1 Parameter Extraction Method
The boundary conditions for the open circuit voltage and short circuit current are used to
lay a foundation for the parameter extraction. The extraction method used, makes use of
initial conditions that are approximated and then optimised to fit the measured IV-curve
to get the exact parameters. The short circuit equation is shown in equation 3.5.
ISC = IPH − IO
[
e
(
VT+ISCRS
a
)
− 1
]
− VT + ISCRS
RSH
(3.5)
Equation 3.5 can be simplified as presented in equation 3.6 by [60].
IPH =
RSH +RS
RSH
ISC (3.6)
The open circuit voltage equation is as follows:
0 = IPH − IO
[
e
(
VOC+IT RS
a
)
− 1
]
− VOC
RSH
(3.7)
Equation 3.7 can be simplified as presented in equation 3.8 [56].
IO =
(RSH +RS)ISC − VOC
e
(
VOC
a
)
RSH
(3.8)
Equations 3.5 and 3.8 cannot be solved explicitly by using elementary functions. Thus
other methods to solve the equation are examined. At a low irradiance the series resistance
is high. This causes the exponential part in equation 3.5 and 3.8 to withhold the IV-
curve from converging to a solution. The reason for this is that a small variation in the
series resistance will cause a big variation in the iterations [39]. The method used in the
realisation of this method is the Newton Raphson method. This method is also referred
to as Newton’s method (equation 3.10). It is a root finding algorithm that makes use of
the first few terms of the Taylor series (equation 3.9) of the function f(x). This method
can be unstable if the initial choice is not close to the root’s position and may keep the
result from converging to a solution [63].
ex = f(0)
x0
0!
+ f ′(0)
x1
1!
+ f ′′(0)
x2
2!
+ f ′′′(0)
x3
3!
+ . . . (3.9)
xn+1 = Xn − f(xn)
f ′(xn)
(3.10)
The single diode model’s equation can be written in the Newton Raphson format as shown
in equation 3.11.
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f(IT ) = 0 = IPH − IT − IO
[
e
(
VT+IT RS
a
)
− 1
]
− VT + ITRS
RSH
(3.11)
The derivative of equation 3.11 is shown in equation 3.12
f ′(IT ) = −1− IORS
a
[
e
(
VT+IT RS
a
)
− 1
]
− RS
RSH
(3.12)
With the application of Newton Raphson, equation 3.13 is recursively applied to the new
value.
IT (n+1) = IT (n) −
IPH − IT (n) − IO
[
e
(
VT+IT (n)RS
a
)
− 1
]
− VT+IT (n)RS
RSH
−1− IO RSa
[
e
(
VT+IT (n)RS
a
)
− 1
]
− RS
RSH
(3.13)
The recursive loop is stopped when the difference between two answers is within a toler-
ance. This tolerance can be adjusted to add accuracy to the convergence.
3.5.2 Approximation
The shunt resistance, RSH , can be approximated by using the first part of the IV-curve.
The gradient between point 1 and 2 in Figure 3.7, is calculated for the initial guess. The
gradient is calculated by taking the difference in the current, divided by the difference in
the voltage at each point as shown in Figure 3.7. The RSH value is the negative inverse
of the gradient, but the resistance cannot be negative, so the absolute value is used.
Equation 3.14 shows the formula.
RSH =
∣∣∣∣∣V2 − V1I2 − I1
∣∣∣∣∣ (3.14)
The second part of the IV-curve is used to approximate the series resistance, RS. The
gradient in this part is also used in the same way as with the shunt resistance. The
relationship is shown in Figure 3.7 and equation 3.15 gives the formula.
RS =
∣∣∣∣∣V4 − V3I4 − I3
∣∣∣∣∣ (3.15)
The cell ideality factor, a, is approximated by equation 3.16. The back of cell temperature
measurement, T , is used and converted to Kelvin.
a =
nNSkT
q
, (3.16)
where the constants q and k are known. NS is the number of cells connected in series and
n, the diode ideality factor, is estimated to be 1.
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Figure 3.7: Initial parameter approximation from the measured data
3.5.3 Optimisation
The data that the active load provides is a set of 20 data points which represents the IV-
curve that was measured. To validate the data and to provide a higher resolution of this
data, a curve fitting routine is implemented in Python to do this with the estimated pa-
rameters. Curve fitting methods provided as a library in Python, include Savgol filtering,
Spline interpolation and various other functions. These functions are general functions
and not specifically for IV-curve fitting, thus it does not contribute to the validation of
the data.
The optimisation method used in the curve fitting routine, is the Constrained Optimisa-
tion BY Linear Approximation (COBYLA) optimisation method. It was found to perform
the best in this specific application [51]. Other optimisation methods aim to go through
each data point, which is correct with a clear sky measurement, but on an overcast day,
the methods result in irregular PV module behaviour. The SciPy library is used to call
the optimisation algorithm, called optimize.minimize.
3.5.4 Implementation
The software implementation of the parameter extraction is shown in a flowchart in Figure
3.8.
The Python script begins by fetching a dataset from the database. The extraction process
begins by estimating the Rs and RSH values by calculating the gradients of the IV-curve
as in equation 3.14 and 3.15. The value of a is approximated by assuming a diode ideality
factor of one and a temperature of 30oC. IO and IPH can be described in terms of RS,
RSH and a with equations 3.6 and 3.8. The ISC and VOC values measured, are used as
the required values in the equations. The optimisation process adjusts these parameters
to minimise the difference between the measured and fitted curve. The optimisation
process continues until a difference smaller than the predefined tolerance is reached. This
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is defined as the convergence tolerance. The iterative process of solving the terminal
current is achieved by using the Newton Raphson method. Finally, if the difference is
smaller than the tolerance, the answer is reached at convergence.
Start Parameter 
Extraction
Get data from 
Database
Approximate RSH, 
RS and a
Adjust Parameters 
(IO, IPH, RSH, RS 
and a)
If(Parameters 
within limits)
Calculate the new 
IC-curve Data and 
get the difference
Return the 
Difference
If(Return != False)
True
Return False
False
If(Tolerance is 
Smaller)
Calculate if the 
tolerance is smaller 
than the difference
True
False
Return IV-curve 
Data
Return False
End
False
True
Figure 3.8: Software flowchart of the parameter extraction method
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3.5.5 Extraction Result
The result of the parameter extraction is both sufficient and accurate. The convergence
of a solution takes time, but with the accuracy shown in Figure 3.10, it is a small price
to pay.
3.6 De Soto’s Parameter Extraction and Prediction
De Soto’s parameter extraction method is a well known and well referenced method [24]
[39]. It is known for the advantage of module parameter extraction by using only the
module data given by the manufacturer’s data-sheet [57]. The method uses data from the
data-sheet at standard test conditions (STC). The main assumption made by De Soto is
that the series resistance is not dependent on the temperature and irradiance [55]. Semi-
empirical equations are used for the prediction of the IV-curve. This method is of interest
as it only requires a small amount of input data, thus the implementation of the method
can be widely carried out.
3.6.1 Parameter Extraction Model
The effect of irradiance and temperature on the parameters of a solar PV module are
given in equation 3.17 - 3.21 [40].
IO
IO,ref
=
[
Tc
Tc,ref
]3
e
Ns
aref
(
1−Tc,ref
Tc
)
(3.17)
IL =
GT
GT,ref
[
IL,ref + αISC (Tc − Tc,ref )
]
(3.18)
RSH = RSH,ref
(
GT,ref
GT
)
(3.19)
RS = RS,ref (3.20)
a = aref
(
Tc
Tc,ref
)
(3.21)
,where G is the irradiance,  is the electron band-gap voltage, Ns is the number of cells
in series and αISC is the temperature coefficient of ISC . To solve these equations, the
Newton Raphson method is used.
3.6.2 Implementation of De Soto’s Method
De Soto’s parameter extraction method’s solution for each dataset was calculated and
added to the database. To implement De Soto’s equations, a reference parameter set is
required. Due to manufacturers not providing parameters at STC for this specific module
used at the research facility, a measured dataset close to STC was used as reference for
this method. The reference parameters used as input for De Soto’s parameter prediction
equations, are shown in Table 3.5.
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Table 3.5: Single Diode Model’s Reference Parameters
Parameter Reference Value Unit
IL,ref 8.5846 A
I0,ref 2.3092× 10−9 A
RSH,ref 160.869 Ω
RS,ref 0.33066 Ω
aref 1.06024
Tc,ref 27.69
oC
GT,ref 1000 W/m
2
A flow diagram of the implementation is shown in Figure 3.9. Each dataset measured
has an ID. This ID is used as identification of the dataset in the implementation. Firstly,
the function looks if the ID has an available dataset. If the dataset is available the
temperature and irradiance is imported and used with the five parameter equations to
adjust the parameters. The parameters is then sent to the database. This process repeats
until all the entries in the database are serviced.
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Figure 3.9: Flow diagram of the implementation of De Soto’s method
3.6.3 Parameter Comparison
With the data for the study in place, the comparison between the measured data and
parameters calculated, using De Soto’s method applied to the single diode model, could
be done. The database was updated with the percentage error between the MPP of each
dataset’s actual IV-curve and predicted IV-curve found with the use of equation 3.22.
The data were analysed by looking at the influence that the temperature and irradiance
had on the error made by De Soto’s method.
In Figure 3.10 the difference in the IV-curves between the measured data and De Soto’s
parameters applied to the single diode model, are shown at different irradiance and tem-
perature conditions. The dots represent the actual measured data which are then fitted
with the single diode model to give the parameters of the dataset. A curve that is above
or below the dotted curve is the result of De Soto’s method.
As is shown in Figure 3.10, the prediction is quite accurate at conditions near the reference.
The reason for this is that the parameter set given for this method is at these same
conditions, thus because the prediction is almost at the same conditions, it must be close to
the parameter set given. The prediction overestimates the performance at G = 500W/m2
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and underestimates the performance at G = 250 W/m2. This will differ from dataset to
dataset, as each dataset has unique environmental conditions which influence De Soto’s
equations differently.
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Figure 3.10: Comparison between De Soto’s method and the measured data at different
irradiance and temperature conditions
The percentage error was intensively studied and a relationship between the error, tem-
perature and irradiance was observed. This observation becomes evident in the following
section. An adjustment to the predicted MPP was made by the derivation of a linear
function. The influence of the adjustment on the percentage error was obtained and the
improvement is shown with a histogram in Figure 3.11.
3.7 Parameter Extraction Results
The maximum power point (MPP) of the measured IV-curve is calculated and used as a
reference, referred to as MPPref , to compare to the MPP of the implementation of De
Soto’s parameters, referred to as MPPdeSoto. The error is calculated as a percentage with
the equation in 3.22.
%error =
MPPdeSoto −MPPref
MPPref
× 100 (3.22)
The percentage difference was calculated for each dataset in the database and is shown in
histogram form in Figure 3.11. In Figure 3.11 it is shown that the performance prediction
overestimates the actual performance. The average error made using De Soto’s parameters
is 13.71 %.
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Figure 3.11: Histogram of the percentage error De Soto’s method makes to measured
data
The predicted performance is interesting as its median is well above the actual perfor-
mance. Thus, if you use De Soto’s parameters to predict the performance of this specific
site, the predicted performance will be above the actual performance.
The data were studied further to look for a relationship in the percentage error De Soto’s
method makes compared to the measured data. It was found that there is a linear re-
lationship of the percentage error to irradiance and temperature. This relationship is
presented in this section.
3.7.0.1 Temperature Error
The temperature percentage error referred to, is the dominant factor in the difference be-
tween the measured performance and the predictive performance. The linear relationship
in Figure 3.12 as well as the trend-line for the data are shown.
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Figure 3.12: Influence on the percentage error with temperature
3.7.0.2 Irradiance Error
The irradiance error does not have a big influence on the percentage error, but is incorpo-
rated in the adjustment function to add the influence that it has. Although the difference
is more scattered than in the case of temperature, a linear relationship can be defined.
Figure 3.13 shows the relationship and the trend-line.
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Figure 3.13: Influence on the percentage error with varying irradiance
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3.7.1 Error Adjustment
The data presented above, were plotted in 3D to see the effect that relationship, tempera-
ture and irradiance had on the percentage error. A curve fitting routine in Matlab is used
to fit a plane, with the form as in equation 3.23, to the data points. Matlab was used,
because it was found to have the most user friendly approach. The equation of the plane
gives an approximate error relationship. In Figure 3.14 the 3D Matlab plot is shown.
y(T,G) = aT + bG+ c (3.23)
Figure 3.14: 3D curve fitting with Matlab
The error which the implementation of De Soto’s parameters in the single diode model
has on the test facility’s actual performance in Kalkbult is of concern. The performance
error can however be corrected by adjusting the performance with the adjustment func-
tion derived from the data.
The linear plane’s coefficients are:
a = 0.8772,
b = 0.00221,
c = −18.41,
which result in equation 3.24.
y(T,G) = 0.8772T + 0.00221G− 18.41 (3.24)
The equation is then applied by multiplying the function with the power from the single
diode model using De Soto’s parameters. These results are an adjustment that can be
positive or negative, to be subtracted from the predicted power to give the final power.
P (T,G) = PDeSoto − PDeSotoy(T,G)
100
(3.25)
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The adjustment on the predicted performance was applied to the data and the histogram
in Figure 3.15 shows that the percentage error was reduced and that the median of this
bell shape is closer to zero. The average is still −2.99%, which makes the method with the
adjustment comparable with methods which require much more input data [55]. Figure
3.16 shows the improvement on the method. De Soto’s method has an average overesti-
mation of 13.71 %, compared to the adjustment on the method with an underestimation
of −2.99 %.
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Figure 3.15: Histogram of the percentage error after the adjustment function is applied
to De Soto’s method
3.7.2 Adjustment Optimisation
The adjustment function was optimised with an iterative optimisation method by adjust-
ing the constant and dependent values to give an average error as close to zero as possible.
After the optimisation, the adjustment function to the outcome of the single diode model
with De Soto’s parameters is shown in equation 3.26.
y(T,G) = 0.8T + 0.0025G− 18.41 (3.26)
The optimisation of the adjustment is shown in Figure 3.16 with the average error now
only −0.062 %.
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Figure 3.16: Percentage error of De Soto’s method compared to the error in the
adjustment to the method
3.7.3 Verification Study
The data from a single clear sky day, 31 January 2017, is utilised when creating a com-
parison between the power produced for this day and the different methods used for
forecasting. The day’s data were taken from 8:00 to 17:00 and the difference in energy is
shown in Table 3.6. The output for the day is shown in Figure 3.17. The power variation
throughout the day is shown on the left axis and the temperature throughout the day is
shown on the right axis.
Table 3.6: Comparison
Data kWh Error to Measured
Measured 1620.04 0%
De Soto 2115.76 30.60%
Adjustment 1519.00 −6.24%
Optimisation 1602.03 −1.11%
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Figure 3.17: Comparison of the day’s power with different methods
3.8 Individual Parameters
In this section the parameters are individually evaluated against the actual parameter
values, to improve the parameter extraction of De Soto’s method. Each parameter is
shown against the actual value to indicate the error made with De Soto’s method. This
section forms an in depth analysis of the PV parameters and their influence on the output
power. A new set of improved parameter equations are presented with the improvement
in performance prediction shown with the actual data.
3.8.1 Error Calculation
The error made by the prediction, with the actual parameter values as reference, is cal-
culated with the equation that is shown in equation 3.27.
Error =
Xpara −Xactual
Xactual
∗ 100% , (3.27)
where Xpara is the predicted parameter under investigation and Xactual is the actual pa-
rameter.
These errors for each dataset are summed together and divided by the total amount of
entries to give the average error. This error is given at each parameter when it is discussed.
For the improved parameter equations this error is calculated again to give the new error
relationship. Keep in mind that the visual data correlation in this section does not mean
a better actual point to point improvement. Thus the average percentage error is very
important in addition to the visual inspection.
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The approach followed to improve on the parameter extraction of De Soto’s method, was to
adjust his equations to fit the actual data more closely visually and especially with regards
to the average percentage error. This meant including terms and removing some. Limits
were also added for certain parameters. With the iterative optimisation it was important
that the relationship does not introduce new constants, but rather dependencies on known
irradiance and temperature values at a specific dataset. It was observed that the more
accurate a parameter is predicted, thus a better percentage error, does not necessary mean
the same improvement on the output power. The reason for this is that each parameter
has a different weight of influence on the IV-curve.
3.8.2 Series Resistance
The series resistance is chosen as a constant in De Soto’s method. The constant value
is determined with the use of an IV-curve at STC. The value for the series resistance is,
RS = 0.33066 Ω. This is not the actual behaviour of the solar module as is evident in
Figure 3.18 and 3.19, which show the relationship of the series resistance parameter. It
has a varying value if evaluated against temperature and irradiance. The series resistance
tends to be higher at lower temperature values. The fact that the short circuit current
increases with the increase in temperature, supports this observation. At a low irradiance,
the series resistance becomes exponentially higher.
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Figure 3.18: The relationship between the actual series resistance and De Soto’s method
evaluated with varying temperature
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Figure 3.19: The relationship between the actual series resistance and De Soto’s method
evaluated with varying irradiance
With the result, it is evident that a better series resistance extraction equation, rather
than the constant value, is needed to accurately extract the value. A curve with irradiance
dependences are developed through iterative optimisation that represents the data more
clearly. The curve equation is given in equation 3.28. The equation includes a limit
where the series resistance is capped to the reference series resistance. Figure 3.20 and
3.21 show the new relationship that the series resistance parameter has against varying
temperature and irradiance, for both the actual and the new estimated parameter. The
new relationship improves the percentage error accuracy from −17.231% to only −2.513%.
Thus with the use of equation 3.28, the extraction of the parameter’s accuracy will increase
by 14.7 %.
RS = RS,ref
(
GT,ref
2GT
)
(3.28)
RS < RS,ref : RS = RS,ref ,
where RS,ref is the reference series resistance from STC conditions, GT,ref is the reference
irradiance andGT is the irradiance at the dataset for which the series resistance is required.
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Figure 3.20: The relationship between the actual series resistance and the improvement
on De Soto’s method evaluated with varying temperature
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Figure 3.21: The relationship between the actual series resistance and the improvement
on De Soto’s method evaluated with varying irradiance
The influence of the improvement on the series resistance on the total output power, is
small. With the estimation of a constant value which De Soto’s method recommends, the
error percentage was 13.714 %. The new parameter relationship only improves the error
percentage to 13.157%. The improvement is shown in the histogram in Figure 3.22. As
the influence is very small. the constant value that De Soto’s method predict can be used
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to simplify the calculations. The new parameter equation can be used if the specific value
of the series resistance is of importance.
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Figure 3.22: Histogram of the percentage error De Soto’s method makes to the actual
power, compared to the new series resistance parameter relationship
3.8.3 Shunt Resistance
Figure 3.23 and 3.24 show the relationship of the shunt resistance parameter against
varying temperature and irradiance, for both the actual and De Soto’s parameter. The
shunt resistance is clearly overestimated by De Soto’s method and is scattered. A higher
shunt resistance is better, but it is clear that the resistance is not as high as De Soto’s
method extracts.
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Figure 3.23: The relationship between the actual shunt resistance and De Soto’s method
evaluated with varying temperature
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Figure 3.24: The relationship between the actual shunt resistance and De Soto’s method
evaluated with varying irradiance
The parameter can be estimated by a straight line with the same effect of the curve of
the equation given. A straight line with a gradient was fitted to the irradiance axis of
the data and was used to get the influence that the shunt resistance has on the output
power. The equation of the fitted data is shown in equation 3.29. Figure 3.25 and 3.26
show the new relationship of the shunt resistance parameter against varying temperature
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and irradiance, for both the actual and new estimated parameter. The new parameter
equation increased with accuracy from 52.218 % to 18.169 %.
RSH = −0, 1248GT + 324, 38 , (3.29)
where GT is the measured irradiance of a specific dataset.
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Figure 3.25: The relationship between the actual shunt resistance and the improvement
on De Soto’s method evaluated with varying temperature
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Figure 3.26: The new relationship between the actual shunt resistance and the
improvement on De Soto’s method evaluated with varying irradiance
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The influence that the increase in accuracy of the shunt resistance parameter has on the
total output power, is calculated and shown in Figure 3.27. The histogram representation
of the percentage error only shows an increase in accuracy from 13.714 % to 12.918 %.
Thus the increase in parameter extraction accuracy does not have a significant influence
on the output power of a PV module.
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Figure 3.27: Histogram of the percentage error De Soto makes to the actual power
compared to the new shunt resistance parameter relationship
The shunt resistance can be estimated as the mean of all the shunt resistance values,
because this is seen to give a comparable result. This mean value is 224.27 Ω. The
difference in the constant shunt resistance value and the actual value for RSH is 13.98 %,
which is also better than the 18.169% of the gradient trend line constant. At this stage, the
series and shunt resistance can be chosen as constant values at STC and used throughout
the varying range of irradiance and temperatures, because the result of better accuracy
in the parameters do not increase the accuracy of the output power as much.
3.8.4 Photo Current
The parameter is a representation of the light that falls on the solar module. From
visual inspection it can be seen that De Soto’s method overestimates the actual data with
a gradient that is higher than the actual data. The average percentage error made is
calculated as 13.376 %. Figure 3.28 and 3.29 show the relationship of the photo current
parameter against varying temperature and irradiance, for both the actual and De Soto’s
parameter.
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Figure 3.28: The relationship between the actual photo current and De Soto’s method
evaluated with varying temperature
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Figure 3.29: The relationship between the actual photo current and De Soto’s method
evaluated with varying irradiance
With further investigation, it was observed that the temperature coefficient added to the
equation that De Soto’s method presents, is the factor that contributes to the overestima-
tion of the data. When this factor was removed from the equation, the data looked more
accurate visually. The calculated error, after the temperature coefficient was removed,
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improved to 4.783 %. The new equation for the photo current parameter is shown in
equation 3.30.
IPH =
GT
GT,ref
(
IPH,ref
)
, (3.30)
where GT is the measured irradiance, GT,ref is the reference irradiance from STC and
IPH,ref is the reference photo current at STC.
Figure 3.30 and 3.31 show the new relationship of the photo current parameter against
varying temperature and irradiance, for both the actual and the new estimated parameter.
The data correlates to the new equation for the photo current.
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Figure 3.30: The relationship between the actual photo current and the improvement on
De Soto’s method evaluated with varying temperature
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Figure 3.31: The relationship between the actual photo current and the improvement on
De Soto’s method evaluated with varying irradiance
As mentioned, the parameter may increase accuracy, but may also have a insignificant
influence on the output power, thus the influence that the new parameter equation has
on the output power, was calculated. The percentage error before the new relationship
was 13.714 % and it improved to 5.617 % without the temperature coefficient. Figure
3.32 shows a histogram of the percentage error made by De Soto, compared to the actual
output power and the improved relationship’s positive influence on the error. The shape
of the histogram’s distribution of the error on the output power is typically what you
want the data to show.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. SOLAR PV PARAMETER EXTRACTION AND PARAMETER
EVALUATION 65
−40 −30 −20 −10 0 10 20 30 40 50 60
Percentage Error [%]
0
100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
T
im
es
O
cc
u
re
d
Average De Soto
Average Adjustment ’IPH ’
De Soto’s Method
’IPH ’ Adjustment
Figure 3.32: Histogram of the percentage error De Soto makes to the actual power
compared to the new parameter relationship
3.8.5 Diode Saturation Current
With visual inspection of the output current parameter, it looks like a good representation
of the actual parameter data. The average error made compared to the actual parameter
is calculated as 11.32%. The parameter seems to be close enough to the actual data and
thus the equation presented by De Soto will be used further in this study. Figure 3.33 and
3.34 show the relationship of the output current parameter against varying temperature
and irradiance, for both the actual and De Soto’s parameter.
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Figure 3.33: The relationship between the actual output current and De Soto’s method
evaluated with varying temperature
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Figure 3.34: The relationship between the actual output current and De Soto’s method
evaluated with varying irradiance
3.8.6 Ideality Factor
The ideality factor is a complex parameter to define, because it is dependant of many
factors. The data are scattered and the relationship is uneven. De Soto’s method has a
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good representation of this parameter. Figure 3.35 and 3.36 show the relationship of the
ideality factor parameter against varying temperature and irradiance, for both the actual
and new estimated parameter. The percentage error is 7.929%.
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Figure 3.35: The relationship between the actual ideality factor and De Soto’s method
evaluated with varying temperature
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Figure 3.36: The relationship between the actual ideality factor and De Soto’s method
evaluated with varying irradiance
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A linear fitting to the data in the temperature axis, was done and a line with a gradient
was defined. The relationship between the new equation and the actual data is shown in
Figure 3.37 for the variation in temperature and Figure 3.38 for the variation in irradiance.
The new relationship improves the error percentage to only 1.682%.
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Figure 3.37: The relationship between the actual ideality factor and the improvement on
De Soto’s method evaluated with varying temperature
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Figure 3.38: The new relationship between the actual ideality factor and the
improvement on De Soto’s method evaluated with varying irradiance
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The influence that this new relationship has on the output power, is shown in the his-
togram in Figure 3.39. The accuracy of the percentage error increased from 13.714% to
8.672%. The distribution is widened, but the average is closer to zero with an improve-
ment of 5.042 %.
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Figure 3.39: Histogram of the percentage error De Soto makes to the actual power
compared evaluated with the new ideality factor parameter relationship
3.8.7 New Parameter Equation Set
As is evident in the analysis above, the results of De Soto’s extraction method vary from
the actual measured data. The equations that are used for these parameters are shown
and discussed.
The shunt resistance, RSH , can be used as a constant value from the extraction at STC.
The shunt resistance is as shown in equation 3.31.
RSH = RSH,ref (3.31)
The diode saturation current, Io, of De Soto is a well fitted representation of the actual
parameter, thus it will be kept as the describing equation. The diode saturation current
is shown in equation 3.32.
Io = Io,ref
[
Tc
Tc,ref
]3
e
Ns
aref
(
1−Tc,ref
Tc
)
(3.32)
The ideality factor, a, is fitted with a trend line to improve on the attempt of De Soto’s
method. The ideality factor is calculated as shown in equation 3.33.
a = 0.0098Tc + 0.691 (3.33)
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The series resistance, RS of De Soto’s method is not the correct representation of the
actual parameter. Thus the equation is used with limits, to try and correct the fault in
extraction of this parameter. The series resistance is as shown in equation 3.34.
RS = RS,ref
(
GT,ref
2GT
)
(3.34)
RS < RS,ref : RS = RS,ref
The biggest improvement was made at the photo current, IPH . The initial result of De
Soto’s method overestimated the photo current, but with an irradiance factor removed
from the recommended equation, the parameter accuracy improved significantly. This
parameter has got the biggest influence on the output power, thus accurate prediction
of the photo current is of fundamental importance to the prediction. The photo current
equation is as shown in equation 3.35.
IPH =
GT
GT,ref
(
IPH,ref
)
(3.35)
3.8.8 Total Performance Influence
If the new improved parameter extraction equations are implemented together, the result
on the percentage error made with output power produced, is shown in Figure 3.40. The
total percentage error is -1.73% of the actual performance of the solar module. This is a
good improvement.
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Figure 3.40: Total improvement with the new parameter equations used
From this analysis it is shown that the investigation and improvement to the individual
parameters do not necessarily mean an improvement in the output power error made
by De Soto’s method. The adjustment and optimisation on the power output of De
Soto’s method is more accurate when the output performance extraction is evaluated.
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All the parameters can be improved together if the power output is of importance. If
the individual parameters must be extracted accurately and the values of each one is
important, the individual equations are of good use.
3.9 Summary
This chapter introduced the hardware used to provide the data that were used in this
study. The parameter extraction from the IV-curves measured from the active load is
shown. The alternative parameter extraction method of De Soto is introduced and the
implementation of the method is discussed. A comparison between the IV-curve from
the database and the curve produced by De Soto’s method showed an error when the
environmental conditions vary from STC. Approximately a year’s data is used and an
error relationship between the irradiance and temperature is observed. The total error
that De Soto’s method makes is an overestimation of the MPP of more than 13 %. The
error is analysed and an adjustment function, which is later optimised, is developed.
Further investigation into each parameter individually gave interesting results. After
analysing each parameter, it was evident that the functions that De Soto presents does
not follow the actual parameters very accurately. These parameter equations are adjusted
individually to improve the error it makes with the IV-curve extracted parameters. The
influence of the new equations that describe the behaviour of each parameter with the
temperature and irradiance as reference, is shown. It was evident that the diode saturation
current has the main influence on the MPP error.
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Chapter 4
Automated Spectrum Data Acquisition
and Analysis
4.1 Introduction
The solar spectrum is the radiation emitted by the sun that reaches the earth’s surface.
The radiation received is referred to as the irradiance and is used by the solar module to
produce power. The solar module has a specific band of light to which it responds better
compared to other bands and is called the spectral response (SR) of the solar module. The
different types of solar modules also respond differently to the solar spectrum. The solar
spectrum is of importance when studying PV. The background and quantifying methods
are discussed in the first sections of this chapter to provide the necessary insight to the
reader.
Later in this chapter, an automated system is designed to measure the spectrum that
reaches a solar module. Part of this system is to measure the performance of the solar
module at the time the spectrum is measured to see what the influence of the spectrum is
on the performance of the output power. The entire system is explained and the design
of the automated measuring concept is shown.
After the measurements are taken, the data are analysed to look into the correlations
between the performance of the solar module and the spectrum it receives. The measuring
period was from 29 May to 27 July 2017. The analysis shows the different colour bands
and the amount the bands vary throughout the day. Temperature dependence as well as
wind speed at the location are discussed with some interesting observations.
4.1.1 Spectral Response
To measure the spectral response of a solar cell, a controlled and isolated environment is
essential. The process consists of illuminating the PV cell being tested with monochro-
matic beams at different wavelengths. The output of the cell is then recorded to give the
response at different wavelengths. The process is equipment intensive and requires lab-
oratory conditions. According to [23], the most widely accepted method to measure the
spectral response is the differential spectral responsitivity approach. This approach allows
for the introduction of a light bias when measuring. A low power modulated monochro-
matic light illuminates the solar cell with a more intense broad band steady state beam.
This causes a small AC current being superimposed on the large DC current. The su-
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perimposed AC current is then measured with a lock in technique to establish spectral
responsitivity [23]. A simpler method is presented by [54], in which the cell is irradiated
with different broadband spectra to determine the spectral response. The broadband
wavelengths are obtained with the use of narrow bandpass polychromatic filters with an
approximate bandwidth of 50 nm. The short-circuit current is the essential measurement
from the PV cell that is fitted to a chosen spectral response model [54]. It should be noted
that some researchers use a normalised spectral response instead of the absolute spectral
response to minimise addition loss effects [45].
The generic spectral response of the pi-Si solar module under evaluation is shown in Figure
4.1. The data for the spectral response of a polycrystalline silicon solar module is used
as it is given in [45]. The data of the curve for specific data points are needed, thus a
polynomial was fitted to give an approximate equation of the spectral response in order
to obtain values for the specific wavelengths required. The fitted polynomial is shown in
equation 4.1 with an error relation of R2 = 0.9963.
SR = 10−16λ6−4×10−13λ5+7×10−10λ4−6×10−7λ3+0.0003λ2−0.0593λ+4.5572 (4.1)
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Figure 4.1: Spectral Response of a polycrystalline silicon solar module
4.1.2 Quantum Efficiency
The quantum efficiency of a solar cell is the part of incident photons that are actually
converted into electrons by the cell as a function of wavelengths. The relationship is
shown by [45] in equation 4.2. It is stated by [11] that the quantum efficiency is zero for
wavelengths below 300 nm or greater than 1100 nm. The data derived from the spectral
response shows that the QE is still valid at wavelengths above 1100 nm, but it can be a
normalised spectral response as it is not stated.
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The QE can be derived from the spectral response with equation 4.3. Figure 4.2 shows
the data derived from the spectral response’s equation.
QE =
Number of Electrons Generated
Number of Incident Photons
(4.2)
QE =
hc
qλ
SR , (4.3)
where h is Planck’s constant, c is the speed of light, q is the electron charge and λ is the
wavelength.
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Figure 4.2: Quantum Efficiency calculated from the Spectral Response
4.1.3 Spectral Evaluation
Spectral quality of solar irradiance can be studied and compared to different metrics to
quantify the quality of certain characteristics.
4.1.3.1 Average Photon Energy (APE)
The APE is a popular metric in the field of PV analysts and researchers [49]. Equation
4.4 shows the relationship between the spectrum measurement and the para-metrics to
calculate the APE.
APE =
1
q
∫
E(λ)dλ∫
Φ(λ)dλ
, (4.4)
where q is the electron charge, E(λ) is the spectrum measurement in W/m2/nm that is
under investigation and Φ(λ) is the photon flux density defined in equation 4.5. λ refers
to the measurements at a certain wavelength and is a dependant variable.
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The photon flux density is calculated with the use of the Plank Einstein relation, shown
in equation 4.5, and therefore the APE value is independent of the absolute intensity of
light at a certain wavelength. The implication of this is that the APE value only indicates
the average distribution of light across the entire spectrum [49].
Φλ =
E(λ)
hc/λ
, (4.5)
where E(λ) is the measurement inW/m2/nm of the spectrum that is under investigation,
h is Plank’s constant, c is the speed of light and λ is at a specific wavelength in the
spectrum.
The APE value is known for its convenient means of modelling PV performance with large
sets of spectral data. This means of quantifying spectral data have been used in many
previous studies by researchers to examine the performance of PV modules as a function
of the solar spectrum [49]. Unlike other evaluation metrics, the APE only describes the
spectral composition of solar radiation.
A high APE value indicates that the spectrum is shifted towards a more blue spectrum.
A lower APE value correlates to a redder spectrum [17].
4.1.3.2 Useful Fraction (UF)
The second favourable factor to evaluate the spectrum is the useful fraction [17]. Different
PV material uses different parts of the spectrum to produce power, thus a ratio is defined
to determine what this part is and is known as the useful fraction [33]. The useful fraction
can be seen as the part of the spectrum that can contribute in the generation of photo
current. Equation 4.6 shows the relationship of the useful fraction.
UF =
∫
SR(λ)E(λ)dλ∫
E(λ)dλ
, (4.6)
where SR(λ) is the spectral response of the solar cell material and E(λ) is the spectrum’s
measurement in W/m2/nm that is under investigation.
The useful fraction changes its value when the actual distribution of the spectrum changes
[33]. A high useful fraction means that the spectral response of the solar module corre-
lates better to the spectrum received by the module, thus a higher MPP is observed. The
useful fraction can be seen as the matching of the solar module’s reaction to the spectrum.
4.1.3.3 Mismatching Factor (MMF)
The mismatching factor is based on the AM1.5 global spectrum calculating by taking
the difference in the relationship between the reference and the measured spectrum with
the spectral response of the material type of the solar cell under investigation [30]. The
AM1.5 global spectrum consist of the diffused and direct radiation discussed in Chapter 2.
The MMF calculation is defined in the IEC standard 60904-7 [45]. This MMF calculation
is also referred to by researchers as the spectral factor (SF) with the equation shown in
equation 4.7.
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MMF =
∫
SR(λ) · EAM1.5G(λ)dλ∫
EAM1.5G(λ)dλ
∫
E(λ)dλ∫
SR(λ) · E(λ)dλ , (4.7)
where SR is the spectral response of the solar cell material, EAM1.5G is the airmass 1.5
global spectrum measured in W/m2/nm, used as reference and E(λ) is the measurement
of the spectrum that is under investigation.
4.1.4 Spectral Conversion Efficiency
The optical to electrical conversion efficiency for a single junction solar cell can be ex-
pressed as shown in equation 4.8 [52]. This conversion efficiency is the relationship of
the electrical output power to the optical power received of the irradiance illumination on
the solar cell. The spectral conversion efficiency is seen by [52] as a useful PV parameter
because of the fact that it expresses certain properties of the spectrum that are measured
all together. These properties include the absorption of the cell through SR, the bandgap
through VOC and the specific circuit properties of the PV cell through the fill factor, FF .
η =
PoutputofPV
PopticalInput
=
JSC · VOC · FF
PopticalInput
, (4.8)
where JSC is the short circuit current density and VOC is the open circuit voltage.
The optical power is obtained by integrating over the measured spectrum shown in equa-
tion 4.9.
PopticalInput =
∫
E(λ)dλ (4.9)
The current density is defined as shown in equation 4.10.
JSC =
∫
EAM1.5(λ) · SR(λ)dλ = q
hc
∫
EAM1.5(λ) ·QE(λ)dλ , (4.10)
where SR is the spectral response of the solar cell material, q is the electron charge, h is
Plank’s constant, c is the speed of light and QE is the quantum efficiency of the solar cell
material.
4.2 Location of the Measuring Set-up
In this section, the existing hardware is shown and discussed. A full shading analysis of
the location is done to give the reader better insight into the data and choices made in
the analysis of the data later in this chapter. This tests are done on the roof of the third
floor of the Electric and Electronic Engineering building at Stellenbosch. The coördinates
are 33.9285o South latitude and 18.8668o East longitude.
4.2.1 Facility
A fixed axis solar panel is mounted at an angle of 35o and is placed facing North. The
calculations for this specific angle are the same as in the previous chapter. The solar
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module used for this test is a Solairedirect SD Eco Plus 240 W polycrystalline module.
The key characteristics are shown in Table 4.1.
Table 4.1: Electrical and influential characteristics of the Solairedirect SD Eco Plus.
Characteristic Description Value Unit
PMPP Power at the MPP 240 (±5) W
VOC Open Circuit Voltage 37.0 V
ISC Short Circuit Current 8.66 A
VMPP Voltage at MPP 30.0 V
IMPP Current at MPP 8.0 A
TVOC Temperature influence on VOC -0.37 %/oC
TISC Temperature influence on ISC +0.035 %/oC
TPmax Temperature influence on Pmax -0.5 %/oC
Figure 4.3 shows a photo of the existing test set-up. The solar module on the right is
used in this study. This set-up is between two buildings, but is mostly influenced by the
building to the left, facing North, that casts a shadow on the set-up before sunset. Figure
4.4 shows the test location, from a satellite photo, with the path that the sun travels at
the beginning of July in the middle of the measuring period [2].
Figure 4.3: Photo of the testing facility and set-up
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. AUTOMATED SPECTRUM DATA ACQUISITION AND
ANALYSIS 78
At around 16:30 the 
building to the left cast 
a shadow on the set-up.
Sunrise over 
the mountain at 
about 8:40.
Sunset
Testing set-up on the 3rd
floor of the Electrical 
Engineering Building.
Figure 4.4: A Google Maps satellite photo with the sun’s path at the facility at the
beginning of July
4.2.2 Shading Analysis
Sun path diagrams are used for the shading analysis of the set-up. The spectral study is
shadow sensitive, thus a full shading analysis is important to know how the surroundings
affect the measurements of the system [41]. The method followed requires a site survey to
determine the angles from the point where the measuring equipment is to the surround-
ings. It is then used to map out the possible objects that will cast a shadow. The building
to the left and the mountain to the right are included in the sun path diagram, shown in
Figure 4.5. This helps to build an intuition into where and when a shadow will be cast
on the measuring equipment [34].
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Figure 4.5: Shading analysis of the surroundings of the measuring equipment
4.2.3 Weather
Stellenbosch has a Mediterranean climate, due to the fact that the rainfall occurs in
the winter months. It was the rain season when this study was conducted as the study
occurred mostly over June and July 2017, thus the weather for these months is summarised
below. The data presented are from MyWeather, a commonly used site for weather data
[62].
4.2.3.1 June
• The maximum recorded temperature is 31 oC, and the minimum is 0 oC.
• The average midday temperature is around 19oC and the average night temperature
is 8 oC.
• The average daily humidity is 78 %.
• It is expected that one will see rain or a drizzle falling for 14 days in June.
• The average sunshine per day is 7 hours.
• The average daily wind speed is 14 km/h and the maximum, 83 km/h.
4.2.3.2 July
• The maximum recorded temperature is 28 oC, and the minimum is −5 oC.
• The average midday temperature is around 18oC and the average night temperature
is 7 oC.
• The average daily humidity is 77 %.
• It is expected that one will see rain or a drizzle falling for 14 days in July.
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• The average sunshine per day is 8 hours.
• The average daily wind speed is 15 km/h and the maximum, 70 km/h.
4.2.4 SAURAN - External Data
Southern African Universities Radiometric Network (SAURAN) has a weather station
that is located on the roof of the civil engineering building at 33.2981o South latitude
and 18.8654o East longitude and is part of Sonbesie. SAURAN is a network of weather
stations in Southern Africa. The station is about 300 m West of the measuring set-up.
Weather data such as the wind-speed, ambient temperature and DHI from this database
is used. Initially the data from the electrical and electronic Sonbesie [42] weather station
was going to be used, which is right next to the set-up, but due to technical problems,
the data were not made available.
4.3 Hardware Utilisation and Design
The aim of this design was to build a system that functions automatically. This is due
to one day’s manual measurements being too time consuming and unproductive and a
decision was made to make it automatic. The system’s requirements were to measure
the IV-curve of the solar module and the solar spectrum in 10 minute intervals. An
active load was used to measure the IV-curve of the solar panel and to send the data to
a Raspberry Pi. A spectrometer, connected to a Raspberry Pi, was used to measure the
spectrum throughout the day. A shutter system was used to protect the spectrometer’s
receptor. The Raspberry Pi was used to control the system, measure and collect the data
and to upload it to a server for analysis. In this section, each hardware component of this
automated system is explained and discussed.
4.3.1 Spectrometer
The spectrometer used is a Stellarnet Blue Wave. The specifications of this device are
shown in the list below. The use of the software that came with the spectrometer to
interact with the device was changed, but is discussed in detail in the software section.
Stellarnet Blue Wave Specifications:
• Measurements in the 200− 1150 nm wavelength regions.
• 15 standard models with options for customised wavelength ranges.
• Ideal for process, lab, and field applications.
• Signal to noise ratio is 1000 : 1.
• High-speed 16-bit electronics for fast data acquisition.
• 1x3x5 inch enclosure allows for extreme portability.
• Low power consumption through USB.
• Software Development Kit (SDK) is included.
The spectrometer has an optic fibre with a cosine receptor with an opening end equiva-
lent to half a sphere. This receptor is attached to the side of the solar panel and faces
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towards the sun. To ensure that the receptor is always at the same place when taking
measurements, a bracket is designed to hold it in place. The first concept of the bracket
is shown in Figure 4.6. The bracket’s screw is fastened at the bottom side of the solar
module. A shutter mechanism was designed later on to help protect the receptor from
environmental conditions, such as dust and rain.
Figure 4.6: First concept of the receptor bracket and how it connects to the solar module
In Figure 4.6, the blue line represents the frame of the solar module and the black lines
represents the top of the module. The bracket fits over the frame and the bolt then screws
tightly to the frame.
4.3.2 Active Load
The active load that was used is the same as the one that was used in the parameter
extraction study. The active load measures and stores data, such as the IV-curve and the
back of cell temperature of the solar module. The data are sent to the Raspberry Pi to
be uploaded, together with the spectral data, to the database.
4.3.3 Communication Breakout Board - RS485
The active load communicates through RS485 communication, thus a communication
board from the Raspberry Pi’s UART needed to be built with output pins for the servo
motor of the shutter, which is discussed in the next section. A breakout board was
designed for the Raspberry Pi. The schematic is shown in Figure 4.7 with the PCB
layout in Figure 4.8. The PCB design was done in Altium Designer 13 [36]. A photo of
the breakout board with the connections on the Raspberry Pi is shown in Figure 4.8.
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Figure 4.7: Schematic layout of the RS485 breakout board for the Raspberry Pi
Figure 4.8: Photo of the breakout board on the Raspberry Pi and the PCB layout
The components used for the breakout board and it’s corresponding prices, at RS Com-
ponents [1] on 12th July 2017, are listed in Table 4.2.
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Table 4.2: Components used in the RS485 breakout board
Component Quantity Cost
Fairchild HCPL0501 DC Input Phototransistor 3 R 86.54
EXAR SP485ECN-L RS485 1 R 9.39
Fairchild SMBJ12CA-E3/52 TVS Diode 3 R 6.62
Infineon BSS84P MOSFET 3 R 2.49
TracoPower DC-DC Converter Isolator 1 R 56.06
Total R 161.09
4.3.4 Shutter
For the system to be automated, the spectrometer’s receptor must be protected when the
spectrum is not being measured. This is most of the day and the whole night. A shutter
concept is used to open the receptor for each measurement and close it afterwards. The
shutter then serves as a form of protection against the weather conditions on the receptor
which is located outside. The shutter part will be connected to the bracket to secure the
receptor to the solar module.
4.3.4.1 Concept Selection
A solenoid was used in the first design of a shutter system for the spectrometer’s receptor.
The prototype worked, but a solenoid requires a high current source, thus it was an
ineffective solution. The solenoid could work, because a power source is within reach, but
then a driver circuit with a relay is needed, which unnecessarily complicates the design.
Figure 4.9 shows the first concept of the shutter.
Figure 4.9: Solenoid shutter concept without fixing bracket
The solution for the problem was a servo with a gear pushing the shutter open and close.
A CYS model S0009 analog servo [19] was chosen as it is widely available and is sufficient
to open and close the small shutter. The specifications of the servo are shown in Table
4.3. The servo can be powered from a GPIO pin on the Raspberry Pi’s breakout board.
The servo within the newly designed bracket to hold the shutter mechanism is shown in
Figure 4.10.
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Table 4.3: CYS S0009 Analog Servo Specifications
Size 22.3 x 11.8 x 26.3 mm
Weight 9 g
Speed 0.10 seconds per 60o
Torque 1.5 kg cm
Voltage 4.8 - 6.0 V
Figure 4.10: Servo shutter concept attached to the solar module
4.3.4.2 Design
The designs were done in Autodesk Inventor Professional 2016 [27]. The servo concept
consists of three parts namely: the main bracket that has the screw to fix the mechanism
onto the solar module, the shutter lid and the gear that is connected to the servo. The
drawings of the whole design of the shutter’s three parts can be found in Appendix A.
4.3.4.3 Manufacturing
To be able to test the prototype, the parts were 3D printed. The 3D printer used to print
the parts is a Makerbot Replicator 2. Black, 1.75mm ABS plastic was used because the
spectrometer is very sensitive to reflections, thus the darker the colours the better. One of
the concerns was that the black plastic would attract light and that the heat would cause
the plastic to disintegrate, but after more than two months in the sun, the parts were all
in their original form and colour. This was a good result of the abilities of the technology
of 3D printing. Ideally the parts can be machined out of a block of aluminium, but for
the purpose of this study, the 3D printed parts were more than sufficient.
4.3.5 Data Server
The Raspberry Pi must send the measured data to a server that stores the data. The data
take about 100 MB per month and the need for remote data logging to a secure server
was necessary. An old quad core desktop computer was used for the server. The problem
most servers have is failing hard-drives because of the constant writing and reading of the
data on them. Due to the fact that the data of this system are so important, a RAID
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set-up was chosen. The RAID1 chosen for the server essentially consist of hard-drives in
parallel. A figurative explanation is shown in Figure 4.11. The hard-drives are essentially
a clone of one-another and can run off of any one of the drives, because the boot loader is
also on all of the hard-drives. More about the software set-up of the RAID1 is explained
in the software section.
D1
C1
B1
A1
D2
C2
B2
A2
D3
C3
B3
A3
RAID 1
Disk 1 Disk 2 Disk 3
Figure 4.11: Raid Set-up diagram
4.3.6 Raspberry Pi (RPi)
A Raspberry Pi 2B is used to integrate all of the measuring devices. The spectrometer
connects to the RPi through USB. The active load connects to the UART of the RPi
through the RS485 breakout board. The servo shutter is controlled through GPIO pins
that are brought over to the breakout board and lastly, the USB wifi dongle connects
the RPi to the internet. The internet is provided for by an access point from a nearby
building.
4.3.6.1 Servo Control
The servo needs a Pulse Width Modulation (PWM) signal on the control pin in order
to turn. The Raspberry Pi has a hardware PWM on GPIO pin 18. The other general
output pins can be used to produce a software PWM. The software PWM is dependent
on the clock, and thus not as stable as the hardware PWM. This will cause the servo to
be unstable in the opening and closing movements. This factor needs to be taken into
account when designing a sensitive system that is dependant on the functionality of the
PWM.
4.3.7 System Integration
The whole automated system with all of the components used is shown in Figure 4.12.
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Figure 4.12: System Set-up
4.4 Software
In this section, the different parts of the system’s software that were developed are dis-
cussed and explained. The spectrometer and servo’s software are uploaded to the Rasp-
berry Pi. The software on the Raspberry Pi controls all the peripherals of the system
and connects the system to the internet. A GUI program, that can be called on any
computer, can be executed to fetch data from the database on the server to show the
spectrum visually in raw data format as counts or irradiance.
4.4.1 Controlling Software
The spectrometer has software called SpectraWiz for the Windows OS environment. This
was used for initial testing and used to learn how the spectrometer works and responds.
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The automated measuring system needs to run from a Raspberry Pi, thus a normal
.exe program cannot be used. The manufacturers provided source code to measure the
spectrum through Python. However, this code is not well written and some privileges
such as locked files, make it difficult to work with. The solution to this was to call the
measuring function through a command line command with the use of Python. Because
all of these aspects of the system need to happen on their own and independently, the file
is called from another Python script that controls the shutter system. This Python script
is used as the main controlling program, which calls all the independent software scripts.
A flow diagram of the implementation of the controlling script is shown in Figure 4.13.
The function starts by initialising the GPIO settings. A check is done to see if the servo
is open and if it is then it closes the servo. If it is closed, then the function checks if it
is time to measure. If it is time to measure, then the servo is opened and the measuring
function is called. After the measurement, the servo is closed. It it is not time to measure
the process must sleep for 0.95 seconds.
The flow diagram for controlling the servo from the GPIO of the Raspberry Pi is shown in
Figure 4.14. The function initialises the PWM to control the servo. The desired positions,
open or closed, of the servo is set and a 0.3 second time delay is used to give the servo
enough time to move to the position. After the position is reached, the PWM is closed
and stopped.
Start
Set GPIO Settings
Is the Servo 
Open?
Close Servo
Is it time to 
measure?
System Command 
call for 
Sprectrometer 
Measurement
Open the Servo
Close the Servo
Yes
No
Yes
Sleep
No
Figure 4.13: Main software Python script flow diagram
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Start
End
Start PWM Set Position
Wait 0.3s to Move Close & Stop PWM
Figure 4.14: Servo controlling software flow diagram
A few things were added and changed in the software file of the spectrometer called
"stellernet.py". The changes are explained and discussed in the next section.
4.4.1.1 SQL Query Function
A function called db_execute was added. This function holds the database user name,
password and table to which the data should be sent. The option to send the data to
the localhost or the webhost is available in this function. The different login parameters
for the database is shown in Table 4.4. A flow diagram of the ”db_execute” function is
described in Figure 4.15.
Table 4.4: Login parameters for the database
Parameter Web DB Local DB
Address www.pvsoiling.co.za 10.10.11.78
User Name xpiosbkm_JP JP
Password *Maties123* PVLAB
Table xpiosbkm_Spectrum JP_TEST
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Figure 4.15: ”db_execute” function software flow diagram
4.4.1.2 Spectrum Measurement
The integration time of the spectrometer refers to the time that the spectrometer opens the
receptor to record the light. If the integration time is too long, the light measured becomes
saturated at certain wavelengths and thus the data cannot be used. This is not a problem
when using Windows OS as SpectraWiz warns of possible saturation and then one can
change the integration time. With the automated system, the integration time cannot be
changed for every measurement. In order to keep the data measurements constant, a fixed
integration time was chosen. With some measurement experience, it was established that
20ms would be short enough to prevent the spectrometer’s measurement from saturating
but also long enough to record enough light from the receptor. The integration time is
changed from 100 ms to 20 ms to account for possible saturation of the measured data.
This is changed in "_init_config", from the source code the suppliers provided. In
Figure 4.16, saturation of a measurement is shown against the AM1.5 global spectrum.
It is evident that the centre part of the spectrometer’s measurement is saturated.
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Figure 4.16: Saturated spectrum measurement against AM1.5 global
4.4.1.3 Additional Software Changes
A function that saves the data to an on-board text file is written and executed after the
measurement is done. This was done to keep the data that were measured when the
internet connection is down. The time stamp that the spectrometer includes in the data
are in the Epoch format. This was extracted and converted before it was sent to the
database to provide a readable time stamp.
4.4.2 Graphical User Interface
The software that comes with the spectrometer is only compatible with Windows OS and
does not allow you to plot historical data. The data that are uploaded to the database
must be visually seen, especially at the beginning of this project to ensure correct mea-
surements. Therefore a program was written to give the user of the database’s data more
insight and value, with the function to query any data measured and display the graph.
The program developed is a Graphical User Interface (GUI) written in Python by the use
of the TKinter library. The program allows the user to enter a dataset ID to plot the
data. The user can also insert the date and time for which the data are required, and the
program will look for the data in the database and plot it if it is available. The program
will plot the data requested over each other to allow comparison of different spectrum
measurements. The program is also written to look for new entries in the database and
it will plot the data as soon as it is available, which gives a real time feeling to the
user. The data that are plotted can be cleared by the Clear button. The Quit button
closes the program. The integrated irradiance, date and time of the last plotted data are
shown at the bottom left corner of the program. Two different versions of the program
are developed to show either the raw data measured in counts, or the converted data in
irradiance.
A flow diagram of the implementation is shown in Figure 4.17. The GUI software begins
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with the draw of the frame, buttons and text as it was shown in Chapter 4. The user has
the ability to request a dataset. If a dataset is requested by the ID or the date and time,
the GUI looks in the database to see if the data is available and then updates the frame
to show that required data. The GUI will update new data automatically if it is written
in the database. The user has the ability to clear the frame to compare new spectral data.
Screen shots of the two different GUI’s are shown in Figure 4.18 and 4.19.
Draw the frame, 
buttons and text
Start
End
If terminate 
button pressed
Yes
If time to refresh
Look on the 
database for new 
entry
If ID or Date is 
requested
Look on the 
database for ID 
entry
Draw new data to 
the frame
If clear button is 
pressed
Delete the frame
Integrate the 
spectrum to show 
the irradiance
Yes
No
Yes
No
Yes
No
No
Figure 4.17: Flow diagram of the GUI software
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Figure 4.18: Screen-shot of Spectral Counts GUI
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Figure 4.19: Screen-shot of Spectral Irradiance GUI
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4.4.3 Database
The database is a mySQL database which is managed by phpmyadmin. The database is
locally hosted to keep internet data costs to a minimum. The option to sync the data to
an online database is also tested and used as an off-site backup of the measured data. The
online database is hosted on www.pvsoiling.co.za. The data are uploaded to the database
from the Raspberry Pi with a SQL command every time new data is recorded. A guided
process that was followed has been documented and inserted in Appendix B for reference
on how the installation of the RAID was done for the local server.
4.4.4 Server
The server computer is running Linux Ubuntu Server. The server has three hard-drives
that are configured in RAID1. The configuration of RAID1 was done with the installation
of the server OS by using the installation steps to partition all the hard-drives into the
required partitions and combining the partitions on the hard-drives to result in a working
RAID1. Webmin is used to manage the server with the availability to monitor all the
hardware, such as the status of the RAID, and to configure permissions and mySQL
tables. This managing software provides a GUI to the server, which makes managing and
status reading convenient. Webmin is shown in Figure 4.20, with the specifications of the
server shown within the Webmin window.
Figure 4.20: Screen-shot of Webmin server management software and specifications
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4.5 Data Validation
The measurements must be validated before any further investigation into the data can
be done. Thus it is compared to various reference standards to see if the data is valid
for this study. In this section, the part of the spectrum that is used is discussed with
the conversion of the raw data measurements to the irradiance unit. The limitations and
problems found are also discussed.
The usable data that are measured is shown in Table 4.5, where the data that are complete
is green and the incomplete data is red. The white blocks are not part of the measuring
days. Incomplete data are a result of different problems that are discussed later in this
chapter.
Table 4.5: Day’s data that are measured and used in the study
May 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
June 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24 25 26 27 28 29 30
July 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Incomplete Complete Not Measured
4.5.1 Calibration File
The spectrometer’s calibration was conducted on 13 July 2016. The calibration file is used
with the conversion from counts, which is the raw data measured, to irradiance. In Figure
4.21, the data of the file are shown. When measured the high values in the calibration
file, with the sensitivity of the spectrometer in the high and low wavelengths, result in
measuring noise after the conversion. Thus, a decision was made that the study will only
look at the spectrum from 300 nm to 900 nm. In Figure 4.21, the blue line indicates the
part of the spectrum data that are seen as usable in this study. Every observation and
conclusion from this point on in the chapter is based on this band of the spectrum.
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Figure 4.21: Plot of the calibration file of the spectrometer and the band of spectra used
in this study
4.5.2 Data Conversion
The software to measure spectrum data in Windows is trivial with an easy GUI to use.
The data can either be measured in the radiometric or counts function in Windows. The
radiometric function’s data are in irradiance, thus no conversion is needed to get data
that can be analysed. If the counts function is used, the data measured can be converted
into irradiance by the use of equation 4.11. The radiometric function is only part of the
Windows SpectraWiz and cannot be used in Linux.
G =
Calt
Meast
CalV alue (Counts−DS) , (4.11)
where G is the irradiance, Calt is the integration time used in the calibration measure-
ments, Meast is the integration time in which the current measurement is taken, CalV alue
is the value of the calibration at the specific wavelength, Counts is the raw data measured
at the wavelength and DS is the dark spectrum counts taken as a constant in this study.
For the automated system, the measurements can only be done by the use of the Python
code in the Linux environment, thus the conversion needs to be done to get the irradiance
at each wavelength measured. The use of the calibration file that comes with the yearly
calibration of the spectrometer is vital for the conversion.
The calculation requires a so called dark spectrum measurement to complete the calcu-
lation. This is used as a constant between 1500 and 2000 counts, as recommended by
the supplier of the spectrometer, if it is not possible to get a black spectrum for each
measurement. The value used in this study is 1500.
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4.5.3 Measured Data Categorisation
The spectrum is measured from 7:00 to 18:00. This time includes the sunrise and sunset.
The location only allows direct irradiance from after 8:00, when the sun rises above the
mountain, and at 16:00 a shadow of the adjacent building is thrown on the system.
Thus, the decision to split the day’s data into diffused irradiance and direct irradiance is
made. The times between these categories are seen as transition times with scattering and
incorrect measurements expected for the reason that the surrounding buildings influence
the measurement. Figure 4.22 shows the categories chosen for the data. A measurement
from the first clear day, one in the middle of the measuring period and one at the end of
the period are plotted. It is interesting to see that June has the shortest direct irradiance,
as it is known. Thus the data are correlating.
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Figure 4.22: Categorisation of the times of data measured thought out the measuring
period
The first category of data are before 7:50 and is labelled as diffused. The transition
category is data from 8:00 to 8:30. The direct category is from 8:40 to 15:50. The second
transition is from 16:00 to 16:40 and the last diffused category is from 16:50 to 18:00.
4.5.4 AM1.5G Comparison
The comparison of a measured spectrum to the AM1.5 global spectrum is contained in
Figure 4.23. It is evident that the data measured correlates closely to the standard spec-
trum with all the dips and noise as that of the AM1.5 global spectrum. The measurement
is taken at 14:00 on 6 June 2017. The Zenith angle at that time was measured at 33.13o,
thus an AM value of 1.19. The lower AM value shows the higher radiation of the mea-
surement compared to the AM1.5 global measurement.
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Figure 4.23: Comparison between the AM1.5 global spectrum and a measurement taken
4.5.5 SAURAN Comparison
The SAURAN weather station’s data are compared to the measured spectrum data. The
SAURAN station does not measure the spectrum. Thus the spectrum measured with this
set-up was integrated and compared to the DHI measured by SAURAN. The comparison
is shown in Figure 4.24. The integrated spectrum is higher. This is a result of the
measurement of the spectrometer’s receptor that is 30o tilted. At 16:00, the shadow
of the adjacent building is cast on the measuring equipment and can be seen from the
comparison. The offset at the beginning and the higher irradiance measured can be a
result of the dark spectrum that needs to be subtracted that is actually higher than the
value provided by the manufacturer of the spectrometer.
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Figure 4.24: Comparison between the measured integrated spectrum and SAURAN’s
irradiance data
4.6 Data Analysis
All the data measured are stored on the database for analysis. The analysis of the spec-
trum is done through Python scripts. Studying the data began by first looking into the
different bands of defined light, thus the visible, infra-red and ultra-violet light.
A comparison between the spectrum received by the solar module and the output perfor-
mance of the module is studied. Correlations between the spectrum and the power are
shown. Some of the quantifying methods discussed are used to quantify the spectrum and
to show correlating factors.
Interesting observations are also shown that were seen with the execution of this study.
These include the temperature of the module and wind speed analysis. The effect of the
bypass diodes were also observed and shown.
4.6.1 Colour Analysis
In Figure 4.25, the AM1.5 global spectrum is shown with the different colour bands,
defined by the wavelengths on it. The AM1.5 global spectrum is used as a reference in
this study. Only the section from 300 nm to 900 nm is used as it is what the measuring
device can measure with certainty and accuracy which was proved in the data validation
section. Only data from clear days will be used to analyse the colour bands in the
spectrum, because the overcast conditions will influence the data as spectrum varies with
the variation in cloud covering throughout the day. The data of an overcast day are also
shown to illustrate the variation in the colour bands.
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Figure 4.25: Spectrum colour divisions
Each colour band in the spectrum is integrated to give the irradiance per colour band.
The colour is presented as a percentage of the total spectrum’s irradiance. Table 4.6
shows the percentage of each colour as well as ultra-violet and infra-red. These values
are used later to compare the actual measured spectrum against the reference spectrum
under which solar modules are tested by manufacturers.
Table 4.6: Percentage of colour
represented in the spectrum of
AM1.5 global
Band Percentage
UV 4.79 %
Violet 11.12 %
Blue 10.23 %
Green 16.73 %
Yellow 4.34 %
Orange 6.41 %
Red 24.82 %
IR 21.54 %
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Figure 4.26: Spectrum colour divisions Pi diagram
4.6.1.1 Full day’s measured data
With the data recorded, the result of the spectrum can be categorised into two types of
days: clear and overcast. In this analysis, it is shown how the spectra of these two different
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days look and how the percentage of colour varies within the spectrum throughout the
day. It is important to understand that all the calculations are done with data only
between 300 nm and 900 nm. Figure 4.27 shows each colour that the spectrum has on a
percentage scale for an entire clear day. Figure 4.28 shows the same, but for an overcast
day.
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Figure 4.27: Percentage colour throughout the clear sky day
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Figure 4.28: Percentage colour throughout the overcast sky day
The ultra-violet and infra-red parts of the spectrum are shown in Figure 4.29 and 4.30.
Although it is not part of the colour spectrum, it is part of the spectrum band to which
the solar module responds.
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Figure 4.29: Percentage ultra-violet and infra-red light throughout the clear sky day
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Figure 4.30: Percentage ultra-violet and infra-red light throughout the overcast sky day
From the figures presented, the difference between the clear and overcast days is evident.
When a cloud passes over the measurement equipment, most of the colour band’s spectra
percentage drops and, thus the increase in percentage in the other bands (infra-red and
ultra-violet).
4.6.1.2 Individual colour band analysis
The study further only uses the direct irradiance part of the data that were measured.
This is to find a trend for the different colours on clear days and to compare the spectra
measured to the ASM1.5 global spectrum. As one can see the categories for this study
are important. The data from 8:30 to 16:00 were taken and filtered to give 8 clear days
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in the measuring period. These 8 days are analysed together, because they must have
more or less the same light spectrum. From this data, one can see the trend of the colour
amounts in the spectrum.
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Figure 4.31: Blue light band percentage in
the spectrum
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Figure 4.32: Red light band percentage in
the spectrum
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Figure 4.33: Green light band percentage in
the spectrum
09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00
Time
2
3
4
P
er
ce
nt
ag
e
[%
]
Yellow
Figure 4.34: Yellow light band percentage
in the spectrum
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Figure 4.35: Orange light band percentage
in the spectrum
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Figure 4.36: Violet light band percentage in
the spectrum
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Figure 4.37: Ultra-Violet light band
percentage in the spectrum
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Figure 4.38: Infra-Red light band
percentage in the spectrum
A result from this band plot of the spectrum shows that the standard AM1.5 global
differs from the actual measurements. In some bands the percentage that contributes to
the irradiance is less and in others it is more. This also changes for each band throughout
the day. The percentage of each band in the AM1.5 global spectrum is shown as a line
on each graph. It is evident that the spectrum does not follow this reference line where
the solar module’s parameters are tested by manufacturers.
The blue light band is inversely proportional to the infra-red band. The red band is also
inversely proportional to the ultra-violet band. This is an interesting observation as the
spectrum bands are opposite to each other in the spectrum.
4.6.2 Average Photon Energy
The APE of the clear days in the data measured is presented in Figure 4.39. It is clear that
the APE starts low when the direct irradiance reaches the spectrometer, which indicates
a redder spectrum. The APE indicates that as solar noon is reached, the bluer the
spectrum becomes. After solar noon, the spectrum is shifted towards the red side again.
In the transition and diffused light times in the morning and afternoon, the scattered
measurements result in a bluer spectrum shift. This is a confirmation that blue light
scatters more than red light [15]. In Figure 4.40, the APE of the cloudy days are shown.
When a cloud is in the path of the rays and the measuring equipment, the spectrum is
shifted more to the red side. This is because the higher frequencies of the blue side become
scattered by the water particles in the clouds, thus losing energy [48]. The low frequencies
of the red light pass through the cloud with little direction change [25]. Figure 4.40 shows
that the APE value indicates blue and red scattering of the spectrum. It is important to
look at this result, knowing that this is only a part of the spectrum as defined, and not
the full range of the spectrum.
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Figure 4.39: APE of clear days in the data
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Figure 4.40: APE of cloudy days in the data
The APE is compared to the open circuit voltage and the short-circuit current of the solar
module to see the relationship between the shift of the spectrum and the performance of
the solar module. Figure 4.41 shows the comparison between the APE of a clear day and
the current produced by the solar module. The current has a proportional relationship to
the APE in the direct radiation timeslot. Thus the bluer the light, the higher the current.
Figure 4.42 shows the voltage and the APE comparison of the same day. Here the APE
has an indirect proportional relationship to the voltage. The redder the spectrum, the
higher the voltage. It is evident from the results that the APE has a different relationship
if the light is diffused before and after direct irradiance.
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Figure 4.41: APE of a clear day compared to the produced current
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Figure 4.42: APE of a clear day compared to the produced voltage
4.6.3 Temperature analysis of a clear day
The temperature of the module is analysed for a full day in Figure 4.43. It is seen that the
module temperature climbs and then after 12:00 the temperature drops. If one looks at
the ambient temperature, the temperature stayed constant. The wind speed is the factor
which plays a role here. If one looks at the wind speed, it picked up just before 12:00.
This explains the drop in module temperature. After 16:00, the shadow of the building
falls onto the set-up, thus the temperature drops rapidly.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. AUTOMATED SPECTRUM DATA ACQUISITION AND
ANALYSIS 107
07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00
Time
0
5
10
15
20
25
30
35
40
T
em
p
er
at
u
re
[o
C
]
Module Temperature
Ambient Temperature
Windspeed
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
20.0
W
in
d
sp
ee
d
[m
/s
]
Figure 4.43: Temperature analysis of a full day
4.6.4 Bypass diode observation
A specific measurement in the data measured on the active load is interesting. The shadow
that the building casts after 16:00 on the solar module was able to activate the bypass
diodes. Figure 4.44 shows the IV-curve that was measured.
These measurements of the IV curve correlate with typical module shading and the acti-
vated bypass diodes are shown which in turn again shows the validation of the measure-
ment data.
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Figure 4.44: IV-curve of shading on the solar module
The solar module used in this study has 60 cells with three bypass diodes for each series
string of 20 cells that are connected in 3 parallel branches. Thus each branch has a bypass
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diode. Cells are wired in series by the manufacturer to achieve the desired voltage. If
one cell is shaded in a series string of cells, it is the limiting factor for the current that
the string can produce. The shaded cell acts as a load and current that flows through
the cell causing the cell to heat up. The result of excessive shading is the so called "hot-
spot" phenomenon. The solution for this problem is a bypass diode across the cell that
is shaded. The current will flow through the bypass diode instead of through the shaded
cell. The bypass diode is forward biased when a cell is shaded, because the shaded cell
causes a voltage drop across the diode [18].
So what is happening in this case? The building is partially shading the solar module. The
bypass diodes are connected to prevent that the series connected strings go into reverse
bias. The active load starts to extract the IV-curve from the module. The IV-curve
is extracted by changing a load resistor to change the current and voltage of the solar
module. So when the active load is demanding current from the shaded solar module, and
the current is above the current of the string containing the shaded cells, the bypass diode
will be activated. Thus, when the load is increased, the current that is required increases
above the ability of the shaded string. The bypass diode is then activated, reducing the
total amount of current. This occurs at two of the diodes when the IV-curve is measured,
because of the way the shadow is cast onto the module shown in Figure 4.45.
+ -
Figure 4.45: Possible shading on the solar module
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4.7 Summary
In this chapter, the different quantification methods used to quantify the solar spectrum
are discussed. Key aspects of the SR and QE of the semiconductor material type are
shown as well as the response they have when the material is subjected to radiation.
An automated system is designed and integrated with a database to store the measured
data. The automated system is specifically designed for this study and serves as a guideline
for further studies in this field. The utilisation of a local database and the hardware used
to ensure redundancy is given. The solar spectrum is measured with the IV-curve. All
the software around the system is explained with the GUI to give the user live spectral
monitoring.
The data measured is validated with reference spectra and other weather stations near the
measuring location. Results show that the different colour components within the mea-
sured spectra differ throughout the day. An important observation is that the components
differ with the standard AM1.5 global the solar modules are tested at by manufacturers.
This is of concern as the performance and parameters supplied by the manufacturer is
never reached. The test conditions need to be adjusted to give the user an accurate
reference with regards to physical conditions to which the module will be subjected.
Important shading analysis is shown that is observed. This is physically measured and is
part of the dataset. The data is an indication that the data measured is valid and that
the module is subjected to field conditions to observe the problems they observe.
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Conclusion
This chapter contains an overall summary of findings of the work done in this thesis. The
results in each chapter are discussed in summary. The work’s conclusions and recommen-
dations are divided into two main groups: the parameter extraction (Chapter 3) and the
spectral analysis (Chapter 4).
5.1 Parameter extraction
In this part of the thesis, IV-curve parameter extraction is compared to De Soto’s method
of parameter extraction. De Soto’s method’s MPP is adjusted with an adjustment func-
tion. The individual parameters are investigated and new extraction equations are pre-
sented.
5.1.1 Conclusion and remarks
The implementation of De Soto’s method results in an error of 13.71% on the MPP
extraction. The adjustment on De Soto’s result resulted in an increase in accuracy of the
MPP of De Soto’s method. The error of the adjustment function to the actual parameters
were only −2.99%. This function gave an error of only −0.062% after the coefficients were
optimised through linear optimisation.
The individual parameter study resulted in adjustments made to the equations that De
Soto recommends in his parameter extraction equations. Each adjustment resulted in an
increase in accuracy with regards to the actual parameters extracted from the IV-curve.
The adjustments on all the parameters contributed to an improvement in accuracy at
−1.73%. It is observed that the diode saturation current influences the error made with
De Soto’s method the most. In some parameters, it is important to decide if accuracy
is more important than the computational time. The time to do calculations on the
database’s data took about two days, compared to using a constant value.
The optimisation of the adjustment function to De Soto’s method to calculate the power
accurately is recommended if the MPP is the only parameter that needs to be extracted
and is of importance from the temperature and irradiance. If more specific parameters
are required, the individual parameter equations can be used as presented. The new
individual parameter equations describe the measured IV-curve’s parameters better than
De Soto’s method.
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With the increase in accuracy, this method can be used in forecast models to predict solar
plant performance with only historical temperature and irradiance data. It is important
to note that a year’s data is needed to take seasonal change and weather data into account.
Thus this method is ideal for prediction if specific environmental conditions are required
to be tested for yield. It is an easy to use method that does not require more data than
the temperature and irradiance to predict the performance of a solar module accurately
and quicker for specific temperature and irradiance conditions. Other methods require
more parameters, such as the open circuit voltage and short circuit current, to predict
the module’s yield.
5.1.2 Problems and possible improvements
• The improvement of De Soto’s method must be verified with another dataset from
another solar plant.
• Generic algorithms can be developed that automatically extract the adjustment
function from only a short period of detailed solar plant data.
• Improvements on the parameter computational time is recommended. Some cal-
culations took two days to run through the database to complete. This can be
improved by using smarter code or a local database.
5.2 Spectral analysis
Spectral analysis is conducted with the use of an automated spectrum measurement data
acquisition system. The system measure the solar spectrum and extracts the IV-curve of
the solar module. This system gives important insights on the environmental conditions
to which the module is subjected.
5.2.1 Conclusion and remarks
The colour bands in the spectrum showed that red is the dominating band in the spectrum
that is measured. The difference in the clear and overcast day’s data is very different with
regards to the colour bands. The variation in cloud cover scatter the colour bands and
lower the irradiance, in comparison to a clear day. The relationship of the APE of the
irradiation and the output voltage and current of the solar module is shown. The current
is proportional to the APE, but only in direct radiation conditions. The voltage is high
at any form of direct light, thus in the morning when the sun rises from the mountain
the voltage jumps to the rated open circuit voltage and drops when the shadow of the
building is cast onto the module.
The comparison between the spectrum measured and the standard AM1.5 global spectrum
that is used by manufacturers to test solar modules resulted in an important observation.
The spectrum does not follow the trend of the AM1.5 global and varies throughout the
day in terms of the amplitude and the spectral distribution. This is known, but the
amount it varies is of concern. The standard AM1.5 global spectrum was also never
observed, thus a more accurate actual field spectrum must be used by manufacturers to
test the solar module to give an accurate performance in the data sheet of the module. A
suggestion of multiple spectral variations from different parts of the world must be used
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to test solar module performance. This will result in module selection that is optimal to
the environmental conditions in a specific area.
From this study it is evident that the spectrum also plays a role in modelling of PV, espe-
cially when the conditions are not STC. The solar spectrum can change considerably and
it is important to take it into consideration when accurate modelling of PV is conducted.
5.2.2 Problems and possible improvements
• The servo used for the shutter does not work sometimes after heavy rain and wind.
The shutter design can be improved to enclose the servo to protect the servo from
the environmental elements.
• The power failed for the reason that the power supply to the facility was in a plug
with multiple users who tampered with the plug. A dedicated power supply can be
used to reduce power failure issues that affect the data measurements.
• The active load used to measure the IV-curve has the habit of corrupting data after
a power failure during a measurement. New improved systems are currently in the
development process which can be used in future studies.
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Spectrometer Bracket Design
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Appendix B
RAID1 Set-up Guide
B.1 Introduction
RAID is used in this application to prevent data loss if the hard-drive fails. A software
RAID1 is configured with three hard-drives. The hardware is connected to the SATA
ports on the motherboard. It is recommended that the hard-drives that are used for
RAID is of the same size and manufacturer to avoid issues. This set-up was done with
different hard-drive sizes, but is partitioned correctly. This can result in some issues
or failing of the RAID, if not configured correctly. The rest of the set-up is done with
software through the Ubuntu Server software installation. The guide that was followed,
is adopted from the Ubuntu help community page [28].
B.2 RAID1 Set-up Guide
The set-up guide is basic and intended for persons that are familiar with command line
commands in the Linux environment. Steps to configure the RAID are condensed, but
all the steps you need to know about, are discussed.
B.2.1 Step 1
Create a bootable USB drive with Ubuntu server 17.04 on it. The software ISO can be
requested from the Ubuntu site [31]. The bootable USB drive can be created with Rufus
software [8], with the ISO file.
B.2.2 Step 2
Insert the USB drive into the server computer with the drives connected as required.
Start the server and press F2 until the boot menu appears. Select the USB drive as the
boot drive. The Ubuntu installation selection page will appear. Select "Install Ubuntu
Server". At this stage it is important to know that all the data on the hard-drives
will be repartitioned, thus all the data will be erased. Provide the installation with the
information asked.
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B.2.3 Step 3
This is the partition step. Select "Manual" when asked for the partition method. You
must be able to see all the hard-drives connected to the computer. If there are previous
partitions on the hard-drives, erase it and also the data on it. You need to know the
amount of RAM the server has. The hard-drives need to have a partition on it that is
twice the size of the RAM of the server, to use as SWAP memory. This is a general
rule to ensure that the server software operates correctly. Select "Create a new empty
partition table on this device?". Select the "FREE SPACE" on the drives to "Create a
new partition". The size of the partition needs to be typed in. The rest available space on
the hard-drive can be partitioned from "Ext4 journalling file system" to "Physical volume
for RAID". You can finish the partition by "Done setting up partition". For this RAID,
the drives must have exactly the same partitions on and configured as Primary drives and
from the Beginning.
B.2.4 Step 4
The partition is now completed. The drives must have the same partitions on now. The
"Configure Software RAID" can now be selected. RAID1 is going to be configured which
include two parts: one for the SWAP and one for the file system, RAID. Choose the
"Create MD device" option. Select the swap partitions on each hard-drive and select
SWAP as the hard-disc type. Select the RAID partitions on each hard-drive and select
the root directory "/" as the mount point. Select "Finish partitioning and write changes
to disc ". The number of active drives will be asked and for spare devices you can say
"0".
B.2.5 Step 5
The RAID1 configuration is now finished. The set-up of the server will continue. When
the total installation is finished, the server will be able to start from any hard-drive, as
the boot-loader is on all the drives with all the data.
B.3 RAID Status
The status of the raid can be checked with "cat /proc/mdstat" and the following should
be the same as in Figure B.1 The server has three drives, thus the "sda1, sdb1, sdc1" for
SWAP and "sda2, sdb2, sdc2" for the root directory. The "[UUU ]" says that the drives
are all synced and active. If one of the drives is faulty, the status will show, "[UU_]".
The syncing process can take time, but the status can be checked with "watch -n1 cat
/proc/mdstat" command.
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Figure B.1: Command-line output for the RAID1 server for "cat /proc/mdstat"
Figure B.2 shows a photo of the server computer. The three hard-drives that are connected
to the SATA ports on the motherboard can be seen. An extra fan was added to the case
to help with the temperature in the case with the extra hardware.
SATA connections 
on motherboard
Extra fan added to cool 
additional hardware
Three hard-drives 
connected for 
RAID1
Figure B.2: Photo of the server hardware
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