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This thesis deals with the development and analysis of motion planning algorithms
for high dimensional systems : humanoid robots and digital actors. Several adaptations
of generic randomized motion planning methods are proposed and discussed.
A first contribution concerns the use of linear dimensionality reduction techniques to
speed up sampling algorithms. This method identifies on line when a planning process
goes through a narrow passage of some configuration space, and adapts the exploration
accordingly. This algorithm is particularly suited to difficult problems of motion plan-
ning for computer animation.
The second contribution is the development of randomized algorithms for motion
planning under constraints. It consists in the integration of prioritized inverse kinema-
tics tools within randomized motion planning. We demonstrate the use of this method
on different manipulation planning problems for humanoid robots. This contribution is
generalized to whole-body motion planning with locomotion.
The last contribution of this thesis is the use of previous methods to solve complex
manipulation tasks by humanoid robots. More specifically, we present a formalism that
represents information specific to a manipulated object usable by a motion planner. This




L’objet de cette thèse est le développement et l’étude des algorithmes de planifi-
cation de mouvement pour les systèmes hautement dimensionnés que sont les robots
humanoïdes et les acteurs virtuels. Plusieurs adaptations des méthodes génériques de
planification de mouvement randomisées sont proposées et discutées.
Une première contribution concerne l’utilisation de techniques de réduction de di-
mension linéaire pour accélérer les algorithmes d’échantillonnage. Cette méthode per-
met d’identifier en ligne quand un processus de planification passe par un passage étroit
de l’espace des configurations et adapte l’exploration en fonction. Cet algorithme convient
particulièrement bien aux problèmes difficiles de la planification de mouvement pour
l’animation graphique.
La deuxième contribution est le développement d’algorithmes randomisés de pla-
nification sous contraintes. Il s’agit d’une intégration d’outils de cinématique inverse
hiérarchisée aux algorithmes de planification de mouvement randomisés. On illustre
cette méthodes sur différents problèmes de manipulation pour robots humanoïdes. Cette
contribution est généralisée à la planification de mouvements corps-complet nécessitant
de la marche.
La dernière contribution présentée dans cette thèse est l’utilisation des méthodes
précédentes pour résoudre des tâches de manipulation complexes par un robot huma-
noïde. Nous présentons en particulier un formalisme destiné à représenter les informa-
tions propres à l’objet manipulé utilisables par un planificateur de mouvement. Ce for-
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On peut faire remonter la construction des premiers automates mécaniques à l’anti-
quité (Chapuis & Droz, 1949), que ce soit dans le but d’imiter des mouvements humains
ou d’aider l’homme dans ses travaux pénibles. L’apparition des premiers ordinateurs au
milieu du XXe siècle et l’essor de l’intelligence artificielle ont permis de passer de ces
automatismes mécaniques à des raisonnements informatiques de haut niveau capables
d’adapter le comportement des machines à leur environnement. La robotique a alors été
définie comme la science qui étudie « le lien intelligent entre la perception et l’action »
(Siciliano & Khatib, 2008).
La perception est la construction de représentations utilisables du robot et de son
environnement. Ce processus utilise les données fournies par des capteurs : caméras, ra-
dars, capteurs de force, microphones, etc. L’action désigne les évènements que le robot
peut engendrer qui ont un impact sur son environnement : l’émission de lumières, de
sons ou le mouvement via l’activation de moteurs. Nous appellerons planification les
raisonnements qui permettent de passer d’une représentation du monde à une ou plu-
sieurs actions. Cette thèse a pour objet la planification de mouvement pour des systèmes
anthropomorphes : robots humanoïdes ou acteurs virtuels.
1.1.1 La robotique humanoïde
La robotique humanoïde a pour but de concevoir et contrôler des systèmes méca-
niques directement inspirés par les capacités du corps humain. Ces robots ont générale-
ment des chaînes articulaires semblables en forme et en structure à celle de l’homme,
ainsi que des capacités de perception aussi similaires que possible aux capacités hu-
maines. Soulignons les défis mécatroniques que posent la conception de tels systèmes,
défis relevés en partie, et depuis peu grâce à la miniaturisation des moteurs et ordina-
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teurs qui ont permis la construction de machines comme les robots HRP-2 (Kawada
(Kaneko et al., 2004)), Asimo (Honda (Sakagami et al., 2002)) ou Partners (Toyota (Ta-
kagi, 2006)).
Les motivations pour la construction de ces systèmes sont variées. D’un point de
vue industriel, un robot humanoïde, s’il est parfois moins efficace qu’un mécanisme
spécialisé dans une certaine tâche, a l’avantage d’être plus généraliste, et bien adapté à
la conduction de travaux dans des environnements conçus pour des humains. Par ailleurs,
d’un point de vue social, les interactions homme-robot peuvent tirer parti des similarités
physiques entre un humain et un robot humanoïde. Le robot peut communiquer par des
gestes, des regards ou des attitudes imitant la communication non-parlée des humains
entre eux. Ces attributs sont essentiels lorsqu’un robot doit évoluer dans un milieu public,
ou quand il est utilisé à des fins de divertissement. Enfin, d’un point de vue scientifique,
l’étude du mouvement et du corps humains par la robotique humanoïde est source de
coopérations fructueuses avec les neurosciences, la psychologie du développement ou
encore la linguistique.
1.1.2 L’animation graphique
Un autre champs d’application des méthodes présentées dans cette thèse est l’anima-
tion de personnages virtuels. Les applications principales de l’animation graphique sont
le cinéma, les jeux vidéos et la simulation. La génération automatique de mouvement
pour des acteurs virtuels a un but unique, qui prend des expressions variées : le réa-
lisme. Dans le cas des industries de loisir, comme les films d’animation, un mouvement
réaliste est tel qu’il semblera possible aux spectateurs. Dans le cas de la simulation, on
exige du mouvement qu’il suive précisément les lois physiques, dans le but d’étudier le
déroulement des évènements tels qu’ils se dérouleraient dans le monde réel. Parmi les
techniques pour animer des personnages de façon réaliste, mentionnons la capture de
mouvement, qui consiste à enregistrer dans un premier temps les données articulaires
d’un humain qui exécute un mouvement pour le rejouer ensuite sur l’acteur virtuel. La
qualité des résultats produits par la capture de mouvement en fait un outil de choix pour
le cinéma ou les jeux vidéos.
1.1.3 La planification de mouvement
Au vu de la description donnée plus haut de ce qu’était la planification, on peut
définir un algorithme de planification de mouvement par :
– ses entrées : les descriptions géométriques d’un système articulé et d’un environ-
nement,
– sa sortie : une suite de mouvements qui résout une certaine tâche.
Malgré la différence de nature entre les robots humanoïdes et les acteurs virtuels, les
problèmes que pose la planification de mouvement pour ces systèmes sont similaires. Le
premier est la dimension des données traitées. Le corps humain possède en effet un grand
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nombre d’articulations, et la génération de mouvement pour le corps complet nécessite
d’explorer des espaces hautement dimensionnés, souvent trop complexes pour être re-
présentés explicitement. En contrepartie, cette complexité articulaire rend ces systèmes
hautement redondants, et leur permet de réaliser de nombreuses tâches. La deuxième
difficulté inhérente aux systèmes anthropomorphes est la prise en compte de contraintes
de stabilité. Pour garantir qu’une posture ou un mouvement est à l’équilibre statique
ou dynamique, le planificateur de mouvement doit intégrer des outils sophistiqués de
cinématique inverse.
1.2 Contributions
La première contribution de cette thèse est le développement et l’étude d’une mé-
thode générique de planification de mouvement qui utilise des techniques statistiques de
réduction de dimension. Cet algorithme a été conçu pour les systèmes hautement dimen-
sionnés et les espaces contraints, et convient bien aux problèmes difficiles d’animation
graphiques.
La deuxième contribution est le développement d’algorithmes de planification sous
contraintes. Il s’agit d’une intégration d’outils de cinématique inverse hiérarchisée aux
algorithmes de planification de mouvement randomisés. On illustre cette méthode sur
des problèmes de manipulation par un robot humanoïde.
La troisième contribution est la généralisation des méthodes de planification sous
contraintes à la locomotion.
Enfin, la dernière contribution présentée dans cette thèse est l’utilisation des mé-
thodes précédentes pour résoudre des tâches de manipulation complexes par un robot
humanoïde. Nous présentons en particulier un formalisme destiné à représenter les in-
formations utilisables par un planificateur de mouvement . Nous avons présenté ce for-
malisme sous le nom d’« objets documentés ».
1.3 Plan de la thèse
Le chapitre 2 présente un état de l’art de la planification de mouvement randomisée.
Il s’agit du type d’algorithmes sur lequel repose tout le travail présenté ici. Le chapitre
3 fait le point sur les méthodes de génération de mouvement spécifiques aux robots
humanoïdes.
Le chapitre 4 présente notre contribution sur l’utilisation de la réduction de dimen-
sion en planification de mouvement randomisée. Le chapitre 5 détaille notre méthode
pour planifier des mouvements sous contraintes de tâche, le chapitre 6 présente la géné-
ralisation de cette méthode à la planification de marche et enfin le chapitre 7 introduit et
illustre le formalisme des objets documentés.
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Ce chapitre présente le problème de la planification de mouvement sous sa forme la
plus générale. Il décrit plus précisément la classe des algorithmes basés sur l’échantillon-
nage aléatoire. Cette présentation s’inspire de (LaValle, 2006). Des revues complètes des
problèmes et méthodes en planification de mouvement peuvent aussi être trouvées dans
(Choset et al., 2005; Latombe, 1991).
2.1 Le problème du déménageur de piano
La robotique a pour but de concevoir des systèmes autonomes, capables de perce-
voir, raisonner, se déplacer et agir sur le monde qui les entoure. Un besoin fondamental
pour un système robotique est la capacité à traduire des ordres donnés par un humain et
exprimés à un haut niveau d’abstraction : « Va dans cette pièce, attrape cet objet », en une
série de mouvements de bas niveau, qui décrivent de façon effective comment le robot
va se mouvoir. La planification de mouvement, ou de trajectoire, s’efforce de répondre à
ce besoin.
Le problème a été présenté dans la littérature sous le nom du problème du déména-
geur de piano dans (Schwartz et al., 1987). Il peut s’écrire ainsi : étant donnés un envi-
ronnement composé d’obstacles et un piano, est-il possible de déplacer le piano d’une
position et orientation - appelées sa configuration q - à une autre, sans entrer en collision
avec les obstacles. La figure 2.1 présente un acteur digital et un robot humanoïde tentant
de répondre à cette question.
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MOUVEMENT
Figure 2.1 – Le robot humanoïde HRP-2 et un personnage virtuel déménageant un piano
dans un environnement encombré.
2.2 L’espace des configurations
Au début des années 1980, (Lozano-Perez, 1983) a introduit le concept d’espace des
configurations (noté CS dans la suite), qui est l’ensemble de toutes les configurations
qu’un système peut adopter. Ce formalisme permet de traduire le problème du mou-
vement de corps dans le monde réel R2 ou R3 en celui d’un point dans un autre espace
CS ⊂ Rn. La dimension de la variété CS est égale au nombre de variables indépendantes
ou degrés de liberté dont la donnée à un instant t décrit entièrement la configuration du
système considéré. Les obstacles dans le monde réel induisent des obstacles dans CS . On
définit CSobstacle ⊂ CS comme l’ensemble des configurations q telles qu’en q le robot
est en collision avec un obstacle de son environnement. Le complémentaire de CSobstacle
est appelé l’espace libre, et noté CS free. Il s’agit de l’ensemble des configurations admis-
sibles de CS . Notons qu’on exclut de CS free les configurations au contact des obstacles,
ce qui implique que CS free est un ouvert de CS .
Muni de ce formalisme, on peut reformuler le problème de la planification de mouve-
ment ainsi : étant donnés CS , CSobstacle et deux configurations qinitial et qfinal appartenant
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à CS free, existe-t-il un chemin reliant qinitial à qfinal, c’est-à-dire une fonction continue
τ : [0, 1]→ CS free telle que τ(0) = qinitial et τ(1) = qfinal ?
Plusieurs planificateurs ont été proposés pour répondre à cette question de manière
exacte, en construisant des représentations explicites de CSobstacle. Des algorithmes de
décomposition en cellules (Schwartz et al., 1987), en diagramme de Voronoi ou graphes
de visibilité (Latombe, 1991) ont été proposés. Le but est de construire un graphe dans
CS free (souvent appelé roadmap en anglais et noté R dans la suite), accessible depuis
tout q ∈ CS free. Ainsi, la recherche d’un chemin entre qinitial et qfinal est ramenée à la re-
cherche d’un chemin dans un graphe. L’algorithme de Canny (Canny, 1988) construitR
de façon plus efficace, sans passer par une décomposition en cellules de CS free, et résout
le problème de la planification de mouvement en un temps simplement exponentiel en la
dimension du problème. Une revue de ces planificateurs est disponible dans (Goodman
& O’Rourke, 2004). Ces approches ont la propriété intéressante d’être exactes : après
leur exécution, dont on peut donner un majorant en temps en fonction de la taille des
données d’entrée, elles renvoient un chemin valide si et seulement s’il en existe un. On
qualifiera cette propriété de complétude.
Le coût algorithmique de ces méthodes les rend inutilisables en pratique sur nombre
de problèmes réels, où la complexité des modèles géométriques ou la dimension des
systèmes considérés rend la taille d’une représentation explicite de CS free trop grosse
pour être calculée ou utilisée sur un ordinateur usuel.
Afin de dépasser les limites de ces méthodes exactes, des planificateurs randomi-
sés ont été développés ces quinze dernières années. Bien qu’ils ne garantissent qu’une
complétude plus faible, qualifiée de probabiliste, leur capacité à résoudre des problèmes
complexes et hautement dimensionnés efficacement les a imposés en planification de
mouvement. Le travail présenté ici s’inscrit pour l’essentiel dans le développement et
l’amélioration de ces méthodes.
2.3 Planificateurs de mouvement par échantillonnage
aléatoire
Le but de cette classe d’algorithmes est de construire un graphe aléatoireR, dont les
sommets sont des configurations libres de collision et dont les arêtes traduisent l’exis-
tence d’un chemin élémentaire (par exemple une ligne droite dans CS) libre de collision
entre deux configurations. On souhaite queR capture la topologie de CS free, c’est-à-dire
qu’à chaque composante connexe de CS free corresponde une et une seule composante
connexe de R. Le principe est de ne pas calculer de représentation explicite de CS free,
mais seulement de valider ou d’invalider certaines configurations à l’aide d’un détecteur
de collisions. On utilise ce détecteur comme une boîte noire afin que l’implémentation
des algorithmes de planification eux-mêmes ne dépende pas des caractéristiques géomé-
triques des systèmes pour lesquels on planifie.
Outre le détecteur de collision, on utilise une méthode locale qui prend en entrée
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deux configurations, et génère un chemin élémentaire qui les relie. Cette méthode est
liée au système considéré. Il peut s’agir d’une simple interpolation en ligne droite dans
CS , si le système peut se déplacer dans toutes les directions. Dans le cas de robots
mobiles à roue par exemple, le robot ne peut pas se déplacer sur le côté sans manœuvrer.
La méthode locale génère alors des trajectoires admissibles pour le système. La suite
de la présentation sur l’échantillonnage fera l’hypothèse qu’on utilise une interpolation
linéaire, la section 2.5 expliquera comment adapter ces algorithmes à d’autres méthodes
locales.
2.3.1 Proababilistic Roadmaps (PRM)
La planification de mouvement par échantillonnage aléatoire été présentée pour la
première fois dans (Kavraki et al., 1996) sous le nom de Probabilistic Roadmaps (noté
PRM dans la suite). L’algorithme PRM procède en deux phases :
1. Dans un premier temps, on génère des configurations aléatoires uniformément
dans CS , qu’on passe au détecteur de collisions. Si une configuration est valide,
on l’ajoute à R. On essaye ensuite de la relier par des lignes droites aux configu-
rations déjà dans R. Si un tel chemin est valide, on ajoute l’arête correspondante
dansR.
2. Afin d’échantillonner plus spécifiquement les passages contraints de CS free, on
échantillonne ensuite des configurations aléatoires dans les voisinages des confi-
gurations de R présumées « difficiles ». La mesure de cette difficulté pour une
configuration q est proportionnelle au nombre de fois qu’on a essayé de relier q à
une autre configuration sans y parvenir.
La deuxième phase de cet algorithme, qui consiste à faire des hypothèses sur la
frontière de la zone visible depuis R et à essayer d’étendre cette frontière en adaptant





Figure 2.2 – Construction de R par l’algorithme PRM. Les obstacles sont représentés
par les zones de couleur grise. Le graphe est composé de deux composantes connexes,
qui devront être reliées pour capturer la topologie de CS free.
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Le but de l’algorithme PRM est de construire R dans un premier temps pour pou-
voir répondre à des requêtes multiples de planification de mouvement dans le même
environnement dans un deuxième temps. La figure 2.2 présente un algorithme PRM en
cours d’exécution. CSobstacle est représenté par les zones grises. CS free ne contient qu’une
seule composante connexe, et R deux, donc l’algorithme n’est pas encore arrivé à une
description satisfaisante de CS free.
2.3.2 Rapidly-Exploring Random Trees (RRT)
Suite au succès des PRM pour planifier des mouvements dans des espaces hautement
dimensionnés, une classe d’algorithmes a donné lieu à d’importantes et fructueuses re-
cherches : les stratégies d’expansion d’arbres aléatoires, présentées à la fois dans (Kuff-
ner & LaValle, 2000) et (Hsu et al., 1999), parmi lesquelles les Rapidly-Exploring Ran-
dom Trees (notés RRT dans la suite). Dans ces algorithmes, R est un arbre, qu’on fait
grossir dans CS free. À chaque itération de l’algorithme, on échantillonne une configura-
tion aléatoire qrand dans CS , on cherche le nœud deR le plus proche de qrand : qnear et on
étend l’arbre aussi loin que possible depuis qnear dans la direction de qrand tout en restant













Figure 2.3 – Une étape d’extension d’un RRT.
L’algorithme 1 présente l’architecture d’un RRT. Une étape d’extension depuis qnear
vers qrand correspond à une expansion deR selon la terminologie utilisée pour les PRM.
Nous utiliserons indifféremment l’un ou l’autre de ces termes dans la suite.
Parce qu’il n’utilise que des extensions aléatoires, au lieu d’un échantillonnage uni-
forme de CS , l’algorithme RRT est mieux adapté que PRM à la planification dans cer-
tains espaces contraints, typiquement aux problèmes de désassemblage mécanique. Les
chapitres suivant s’attarderont sur les différences entre ces deux algorithmes.
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for i = 1 to K do
qrand ← Rand(CS)
qnear ← Nearest(qrand,R)




L’algorithme présenté résout le problème de l’exploration de CS free. Toutefois, il ne
répond pas précisément au problème de la planification de mouvement, c’est-à-dire à la
recherche d’un chemin entre qinitial et qfinal. La méthode la plus simple pour résoudre une
requête de planification en utilisant l’algorithme RRT consiste à faire grossir un arbre
enraciné en qinitial et à vérifier à chaque itération de l’algorithme si on peut relier qnew
à qfinal par un chemin élémentaire. Une approche souvent plus efficace consiste à faire
grossir deux arbres dans CS free enracinés respectivement en qinitial et qfinal, et à vérifier
régulièrement si on peut connecter ces deux arbres entre eux.
2.3.3 Optimisateurs de chemins aléatoires
Les chemins générés par ces algorithmes comportent beaucoup de « détours » à cause
de la randomisation, et nécessitent généralement d’être optimisés avant de pouvoir être
suivis par le système.
L’optimisation la plus courante repose sur une méthode dite de raccourcis, qui consiste
à échantillonner des couples de points sur le chemin et à construire un chemin élémen-
taire les reliant. Si ce chemin élémentaire est plus court - ou moins coûteux, pour une
fonction de coût associée au système - et sans collision, on remplace la partie correspon-
dante du chemin de départ. La figure 2.4 illustre le déroulement d’une telle optimisation.
Cette méthode est assez sommaire, et facile à implémenter. Dans de nombreux cas,
les résultats qu’elle donne sont suffisants. Les résultats expérimentaux présentés dans
les chapitres suivants ont été générés avec cette technique. Récemment, des techniques
plus sophistiquées d’optimisation ont été utilisées en planification de mouvement pour
l’optimisation de trajectoires, par exemple dans (Ratliff et al., 2009). Au prix de calculs
plus compliqués - et souvent plus coûteux - ces méthodes peuvent fournir des solu-
tions mieux optimisées. Un autre axe de recherche récent est l’adaptation des méthodes
aléatoires pour garantir que les chemins générés sont quasi-optimaux. (Karaman & Fraz-
zoli, 2010) présente l’algorithme RRT∗, qui au prix d’une complexité asymptotiquement
équivalente à celle du RRT - à une constante près - converge presque-sûrement vers un
chemin optimal.





Figure 2.4 – Optimisation de chemin basée sur la méthode des raccourcis. Une fois
qu’un chemin aléatoire reliant qinitial à qfinal a été trouvé, on l’optimise en essayant des
raccourcis le long du chemin. Sur la première figure, des pointillés gris représentent
des raccourcis potentiels, dont il reste à vérifier qu’ils sont sans collision. Le premier
raccourci (qui part de qinitial) est valide, mais les deux suivants intersectent les obstacles.
La deuxième figure montre le résultat de plusieurs itérations de cette méthode.
2.4 Complexité des méthodes d’échantillonnage
Les méthodes présentées dans la section précédente ont la propriété d’être complètes
en probabilité. Cela signifie que s’il existe une solution à un problème, la probabilité que
l’algorithme la trouve en un temps inférieur ou égal à t tend vers 1 quand t tend vers
+∞. Cette propriété est plus faible que la complétude classique évoquée précédemment
en ce que le fait que l’algorithme ne trouve pas de solution ne permet pas de décider si
c’est parce qu’il n’en existe pas ou parce qu’on n’a pas attendu suffisamment longtemps.
La complétude probabiliste de PRM a été prouvée dans (Kavraki et al., 1996) et celle
de RRT dans (Kuffner & LaValle, 2000). L’idée dans les deux cas est que la distribution
des configurations de R converge vers une distribution dense dans CS free. Ainsi, si un
chemin existe dans CS free reliant qinitial à qfinal, après suffisamment d’itérations, le chemin
sera approximé arbitrairement près par un chemin dansR et le problème sera résolu.
Peu de résultats existent dans la littérature sur la vitesse de convergence des algo-
rithmes randomisés de planification de mouvement. La section qui suit présente la prin-
cipale formalisation proposée pour modéliser le comportement des algorithmes basés
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Nous reprenons ici une caractérisation de la difficulté à planifier un mouvement en
fonction de paramètres de CS free. Ce formalisme a été présenté dans (Hsu et al., 1999). Il
s’appuie sur la notion de visibilité, critique en planification de mouvement. La région de
visibilité d’une configuration q ∈ CS free est l’ensemble des configurations q′ de CS free
telles que le chemin élémentaire entre q et q′ est sans collision. Pour une description
détaillée de la notion de visibilité en planification de mouvement et sa relation avec la
complexité de la planification de mouvement randomisée, on pourra se référer à (Siméon
et al., 2000).
La difficulté principale à laquelle un planificateur de mouvement peut être confronté
est la présence de passages étroits dans CS free. En effet, lorsque le chemin à trouver passe
par un tel passage, il est nécessaire d’échantillonner des configurations à l’intérieur du
passage pour pouvoir résoudre le problème. Le volume d’un passage étroit étant petit
devant celui de CS , il faut parfois attendre longtemps avant d’échantillonner des confi-
gurations valides à l’intérieur du passage. La figure 2.5 présente un exemple d’espace
de configurations qui comprend un passage étroit. Cet exemple et l’analyse de sa com-
plexité ont été tirés de (Hsu, 2000). Le concept d’espace expansif formalise l’intuition





Figure 2.5 – Espace des configurations à deux dimensions. L’espace libre comprend un
passage étroit (h << L). Planifier un chemin qui passe par le passage étroit est difficile
car il faut générer des échantillons à l’intérieur du passage, qui est de faible volume
comparé à CS .
Notations : Pour tout sous-ensemble S de CS free, µ(S) est le volume de S. On nor-
malise en supposant µ(CS free) = 1. Par ailleurs, pour q ∈ CS free on note V (q) le sous-
ensemble de CS free visible depuis q.
Définition 1. On dira qu’un espace libre CS free est (α, β, ε)-expansif si et seulement si,
pour toute composante connexe F de CS free, on a :
– ∀q ∈ F , µ(V (q)) > ε
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– Pour tout S sous-ensemble connexe de F , l’ensemble
LOOKOUT (S) = {q ∈ S|µ(V (q)\S) ≥ βµ(F\S)}
est de volume µ(LOOKOUT(S))≥ αµ(S).
La première condition traduit le fait que de toute configuration, on puisse voir au
moins une fraction ε de l’espace libre.
En ce qui concerne la deuxième condition, LOOKOUT (S) est le sous-ensemble
de S dont on peut voir une fraction β du complémentaire de S. La condition est que ce
sous-ensemble représente une fraction au moins α du volume de S. Les paramètres α
et β expriment donc le volume relatif des ensembles de points qui peuvent contribuer à
augmenter la taille des zones de visibilité lorsqu’on tire des configurations aléatoires à
ajouter àR.
Ainsi, si on prend pour S la région de visibilité de R à un instant donné, dans un
espace (α, β, ε)-expansif, avec α et β grands, on a beaucoup de chances d’échantillonner
de nouvelles configurations qui augmenteront le volume de la région de visibilité deR.
À l’inverse, des espaces comprenant des passages étroits ne pourront avoir que des
α et β petits. Seule une faible fraction du volume de la zone qui est d’un côté du passage
voit une fraction importante du complémentaire de cette zone à travers le passage.
(Hsu, 2000) énonce et démontre le résultat suivant :
Théorème 2.4.1. On suppose que CS est (α, β, ε)-expansif. Soit γ ∈ ] 0, 1 [ , soit S
un ensemble de configurations, de cardinal 2n avec n = p8 ln(8/εαγ)/εα + 3/β +
2q. Les configurations sont choisies indépendemment et uniformément dans CS free. On
construit le graphe R de sommets ces configurations, en ajoutant des arêtes entre les
configurations visibles l’une depuis l’autre. Alors avec une probabilité au moins 1 − γ,
la topologie deR capture celle de CS free, c’est-à-dire : tout sous-graphe deR constitué
de configurations appartenant à la même composante connexe de CS free est connexe.
La propriété énoncée : « la topologie de R capture celle de CS free » signifie que
s’il existe une solution au problème de planification de mouvement considéré, on l’a
trouvée. La dépendance de n en ln(γ) est intéressante, elle signifie que la probabilité de
ne pas trouver de solution décroît exponentiellement avec le nombre d’itérations d’un
algorithme PRM, par exemple. La dépendance en (α, β) est en O(− ln(α)/α + 1/β)
qui tend vers +∞ quand α ou β tendent vers 0. Les limites de ce résultat sont qu’il est
difficile d’évaluer α, β et ε pour un CS donné, ce qui rend le théorème non effectif.
On peut toutefois donner l’ordre de grandeur de ces paramètres pour l’exemple
simple de la figure 2.5. Ici, les points qui ont la plus faible visibilité sont à l’intérieur
du passage étroit. Ils voient un volume 3Lh, alors que le volume total de CS free est en
Θ(L2), d’où ε ∼ (h/L). Si on considère le carré de gauche, seule une fraction de vo-
lume ∼ Lh voit des points extérieurs au carré, et ces points voient un volume ∼ Lh
du complémentaire du carré. D’où α ∼ h/L et β ∼ h/L. Si on considère le même
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exemple en dimension d, où le passage étroit est contraint dans k directions on trouve
α, β, ε ∼ (h/L)k.
Ce formalisme illustre à quel point les planificateurs de mouvement sont ralentis par
les passage étroits et la dimension de CS .
2.5 Commandabilité en temps petit
Comme mentionné précédemment, certains systèmes robotiques utilisent des mé-
thodes locales différentes d’une interpolation en ligne droite. Un système est dit com-
mandable si pour toute paire de configuration (q1, q2), il peut atteindre q2 en partant de
q1, c’est-à-dire si la méthode locale appelée sur (q1, q2) retourne un chemin. Il est dit
commandable en temps petit si pour tout temps T > 0 fixé, pour tout q, l’ensemble des
configurations accessibles depuis q en un temps inférieur à T forme un voisinage de q.
En termes géométriques, et en supposant de manière naturelle que la vitesse et l’ac-
célération du système sont bornées, cela signifie que pour toute configuration q donnée,
pour tout voisinage V de q, l’ensemble des configurations q′ telles que le chemin élé-






Figure 2.6 – Commandabilité en temps petit d’un système. L’ensemble des configu-
rations q′ accessibles depuis q par des chemins élémentaires inclus dans V forme un
voisinage v de q.
La propriété de commandabilité en temps petit d’un système garantit qu’un chemin τ
quelconque inclus dans CS free peut être approximé par le système en restant dans CS free.
En effet, pour tout point q de τ , il existe un ouvert V ⊂ CS free contenant q (on rappelle
que CS free est ouvert). À V correspond un voisinage v de configurations accessibles
depuis q en restant dans V par la méthode locale du système. L’ensemble de ces v forme
un recouvrement de τ qui est compact, on peut donc en extraire un sous-recouvrement
fini auquel correspond une suite finie de manœuvres qui approximent donc le chemin
sans entrer en collision avec les obstacles.
La conséquence de cette propriété est qu’on peut raisonner en deux temps pour les
systèmes dont la méthode locale n’est pas linéaire :
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Figure 2.7 – Application de la commandabilité en temps petit d’un système. Le chemin
initial (en pointillés gris) est approximé par une trajectoire admissible par le système (en
trait plein noir) sans entrer en collision avec les obstacles.
1. on résout le problème géométrique en utilisant les algorithmes d’échantillonnage
et une méthode locale linéaire,
2. on suit le chemin renvoyé par (1) en restant dans CS free par une succession de
manœuvres admissibles par le système.
Remarque : Ces raisonnements ne sont pas nécessairement valides au voisinage de
points singuliers du système, des adaptations ont été présentées dans la littérature pour
adapter les lois de contrôle aux systèmes singuliers, citons par exemple (Sekhavat &
Laumond, 1998; Vendittelli et al., 2004).
La figure 2.7 illustre cette stratégie en deux temps. Le chemin trouvé par le planifica-
teur est représenté par des pointillés gris. Il est approximé par une trajectoire admissible
par le système (en trait plein noir) en allant itérativement le plus loin possible le long du
chemin initial tout en garantissant l’absence de collision avec les obstacles.
2.6 Limites et adaptations des algorithmes d’échantillon-
nage
Le formalisme des espaces expansifs présenté dans ce chapitre valide l’intuition se-
lon laquelle les passages étroits sont une source de difficulté pour les planificateurs par
échantillonnage. Toutefois, il ne permet pas de détecter la présence de passage dans CS
et donc d’adapter la recherche aléatoire. Le chapitre 4 présente une contribution à ce
sujet.
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2.6.1 Planification pour chaînes fermées et sous contraintes
Une des principales limites des méthodes d’échantillonnages telles qu’on les a pré-
sentées dans ce chapitre est la prise en compte de contraintes inhérentes au système.
Parfois, l’ensemble des configurations valides d’un système forment un sous-ensemble
de CS de volume nul. Les échantillons aléatoires ont alors une probabilité 0 d’être va-
lides. Ce problème a été présenté sous le nom d’échantillonnage pour chaînes fermées.
Une des solutions consiste à paramétrer la sous-variété correspondant aux configura-
tions vérifiant les contraintes, puis à échantillonner l’espace des paramètres. Parfois,
cette sous-variété ne peut pas être paramétrée, ce qui a conduit à l’utilisation de mé-
thodes randomisées pour la génération d’échantillons qui vérifient les contraintes, voir
par exemple (Cortes et al., 2002; Han & Amato, 2000; Yakey et al., 2001).
Plus récemment, un problème similaire a été présenté sous le nom de planification
sous contraintes de tâches. Ce problème apparaît quand des tâches doivent être réalisées
par le robot au cours de la planification, par exemple lors de l’ouverture d’une porte,
ou d’un suivi de trajectoire. La réalisation de ces tâches impose - de même que pour
l’échantillonnage pour les chaînes fermées - que les configurations considérées par les
planificateurs de mouvement appartiennent à des sous-variétés de CS de volume nul. (Si-
meon et al., 2004; Stilman, 2007; Oriolo & Vendittelli, 2009) présentent des adaptations
des planificateurs de mouvement randomisés, adaptés à la planification sous contraintes
de tâches de manipulation. Le chapitre 5 présente une contribution à ce domaine de
recherche, orientée plus spécifiquement vers la robotique humanoïde.
Chapitre 3
Génération de mouvement pour
systèmes anthropomorphes
Les robots humanoïdes, ainsi que les acteurs digitaux, sont des systèmes complexes
et hautement redondants. Leur grand nombre de degrés de liberté leur permet de se
déplacer, en marchant et de résoudre de nombreuses tâches de manipulation : attraper et
déplacer des objets, ouvrir des portes ou des tiroirs, etc.
L’utilisation de ces vastes capacités, qu’on souhaiterait équivalentes aux capacités
physiques du corps humain, sont un défi posé aux planificateurs de mouvement. Comme
nous l’avons évoqué précédemment, la taille des structures utilisées par un planificateur
suit de façon exponentielle le nombre de degrés de liberté du système pour lequel on
planifie. S’ajoutent à ce coût certaines contraintes spécifiques aux systèmes anthropo-
morphes. La formulation des problèmes de planification, bien souvent, ne suit pas celle
du problème canonique du déménageur de piano. On n’attend pas d’un robot humanoïde
qu’il atteigne une certaine configuration, mais plutôt qu’il résolve une tâche, exprimée
dans son espace de travail (et pas dans CS). Par ailleurs, la station debout comme la
locomotion posent des problèmes d’équilibre - statique ou dynamique - qui ne peuvent
généralement pas être résolus par un échantillonnage naïf de CS .
De nombreux outils et formalismes spécifiques ont été développés pour résoudre les
problèmes propres aux systèmes anthropomorphes. Ce chapitre fait le point sur ces ou-
tils. Nous présentons dans un premier temps le formalisme de la cinématique inverse
hiérarchisée, qui répond au besoin de générer un mouvement résolvant une tâche plu-
tôt qu’atteignant une configuration donnée. Ces algorithmes permettent aussi de générer
des postures respectant des contraintes d’équilibre. Dans une deuxième section, nous
présentons un modèle utilisé pour générer des mouvements de marche à l’équilibre dy-
namique. La troisième section présente les possibilités de couplage de la locomotion et
de la manipulation. Tous ces algorithmes ne permettent pas en tant que tel de résoudre
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le problème de l’évitement d’obstacles, nous parlerons ici de génération de mouvement
plutôt que de planification. Une dernière section fait le point sur les adaptations de ces
méthodes à la planification et à l’évitement d’obstacles.
3.1 Résolution de tâches de cinématique inverse hié-
rarchisées
Nous présentons ici rapidement le formalisme classique de la cinématique inverse
avec priorités. La description que nous en faisons ainsi que les algorithmes que nous
avons utilisés sont présentés plus en détail dans (Kanoun, 2009).
3.1.1 Cinématique inverse
La cinématique est l’étude du mouvement des corps sans considérer leur inertie ni
les forces agissant sur eux. Étant donné un système cinématique composé de plusieurs
segments reliés entre eux par des articulations, nous appelerons cinématique directe le
calcul d’une propriété d’un de ces segments à partir des données articulaires, par exemple
sa position. Nous parlerons d’espace des configurations, noté CS pour l’ensemble des
données articulaires et d’espace de la tâche, ou espace de travail, notéWS , pour l’en-
semble dans lequel on exprime le résultat de la cinématique directe, par exemple, pour
la position d’un point en 3 dimensions : R3.
Le problème de la cinématique inverse est de trouver une configuration articulaire
satisfaisant une propriété dans l’espace de travail.
Considérons une structure cinématique à n degrés de libertés, décrite par sa confi-
guration q = (q1, . . . , qn) ∈ CS. Nous représentons une tâche de cinématique inverse
par une fonction différentiable : T : CS → WS , avec WS = Rm pour laquelle on
souhaite trouver q telle que T (q) = 0. On dira que m est la dimension de la tâche.
Les tâches qu’on souhaite exécuter en robotique s’expriment souvent par des fonctions
non-linéaires, dont on ne connaît pas les fonctions réciproques. Afin de résoudre de tels
problèmes, on est amené à utiliser des méthodes numériques.
Supposons que le système se trouve en une configuration q0 telle que T (q0) = c 6=
0, en évaluant la jacobienne de T : J =
∂T
∂q
(q), nous pouvons calculer des petites
variations δq qui tendent à résoudre la tâche. Nous choisissons pour δq la solution du
système linéaire :
Jδq = −λT (q) (3.1)
où λ ∈ R∗+.
Dans la suite, nous noterons δT = −λT (q) : il s’agit de la variation de l’erreur qu’on
souhaite atteindre en appliquant δq.
Quand (n = m) et (λ = 1), l’algorithme qui consiste à itérer 3.1 pour trouver une
approximation d’une racine de T est appelé la méthode de Newton. Dans le cas plus
général présenté ici, nous parlerons de descente de gradient.
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Figure 3.1 – Recherche d’une racine q∗ de T par la méthode de Newton.
Si J est de rang plein et que m ≤ n, il existe des solutions à 3.1. Sous certaines
conditions sur le point de départ q0 et sur la régularité de T , la descente de gradient
converge vers un q∗ satisfaisant T (q∗) = 0. Dans le cas de la méthode de Newton,
lorsque la suite obtenue converge, la convergence est quadratique.
Si m > n, il peut ne pas exister de solution à 3.1. Si en une configuration q, J
est singulière, nous dirons abusivement que q est singulière. La descente de gradient
est alors numériquement instable. Des méthodes ont été présentées dans la littérature
pour résoudre les problèmes d’instabilités numériques, voir par exemple (Nakamura &
Hanafusa, 1986).
3.1.2 Tâches hiérarchisées
Considérons une tâche T1, de dimension m1 < n et de matrice jacobienne J1 et une
deuxième tâche T2 de dimension m2 telle que (m1 +m2 ≤ n) et de matrice jacobienne
J2. On souhaite réaliser T1 et T2, avec T1 prioritaire par rapport à T2. Les solutions de 3.1
pour T1 forment un espace affine de dimension (n−m1). Notons J#1 la pseudo-inverse







−1. Cet espace affine S1 a pour équation :
S1 =
{
δq ∈ Rn|∃z ∈ Rn t.q. δq = J#1 δT1 + (I − J#1 J1)z
}
(3.2)
J#1 δT1 est la solution de moindre norme de 3.1 et (I − J1J#1 ) est le projecteur
sur l’espace linéaire qui porte S1. On peut maintenant exprimer le fait que T1 doit être
réalisée avec une priorité supérieure à T2 en cherchant une solution à 3.1 pour T2 qui
appartienne à S1. En réinjectant la forme des solutions de 3.2 dans 3.1 qu’on résout pour
T2, on obtient :
δT2 − J2J#1 δT1 = J2(I − J#1 J1)z (3.3)
qu’il faut résoudre en z.
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Notons N1 = (I − J#1 J1) et δq1 = J#1 δT1, d’après (Nakamura & Hanafusa, 1986)
la solution de moindre norme de 3.3 s’écrit :




(J2N1)#(δT2 − J2δq1) (3.4)
Le deuxième terme (δq2) correspond à un déplacement pour résoudre T2 dans l’espace
nul de J#1 , donc qui ne contrarie pas la première tâche.
On peut généraliser ce processus à k tâches (T1, . . . , Tk). L’ algorithme 2 présente
les étapes de ce calcul.
Algorithme 2 Solve k prioritized linear equality systems
n← dimension of the kinematic structure
N0 ← In (n× n identity matrix)
δq ← 0
for i = 1 to k do
Compute (Ji, δTi)
Jˆi ← JiNi−1
Ni ← N(i−1) − Jˆi#Jˆi
δqi ← Jˆi# (δTi − Jiδqi−1)
δq ← δq + δqi
end for
La figure 3.2 présente un exemple de résultat d’un algorithme de cinématique in-
verse. Les contraintes à respecter sont l’équilibre statique, et la tâche consiste à amener
la main droite à la position indiquée par le cube rouge.
Figure 3.2 – Réalisation d’une tâche d’atteinte pour la main droite en conservant l’équi-
libre statique, c’est-à-dire, les deux pieds au sol et le centre de masse projeté au centre
de son polygone de sustentation.
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3.2 Marche et équilibre dynamique d’un robot huma-
noïde
La section précédente a présenté un formalisme destiné à tirer parti de la redon-
dance des systèmes anthropomorphes. Une autre caractéristique importante des robots
humanoïdes est leur sous-actionnement. En effet, le contrôle des degrés de liberté non-
articulaires, c’est-à-dire, des six degrés de liberté qui définissent la position et l’orienta-
tion du robot dans le repère du monde, ne peut se faire qu’indirectement, en marchant. La
marche pose le problème de l’équilibre, statique ou dynamique. Cette section présente
un critère géométrique couramment utilisée pour étudier l’équilibre d’un robot : le Zero-
Moment Point. Nous présenterons ensuite une méthode de génération de trajectoires de
marche à l’équilibre dynamique.
3.2.1 Zero-Moment Point (ZMP)
Considérons un système articulé, composé de K corps rigides (Ck)k. On se place
dans le repère du monde. Pour chaque corps Ck, notons mk sa masse, xk la position
de son centre de masse, Ik sa matrice d’inertie, Rk sa matrice de rotation et ωk son
vecteur vitesse de rotation instantanée. Notons aussi m la masse totale du système et xG
la position de son centre de masse.








xk ∧mkx¨k +RkIkω˙k −Rk ((Ikωk) ∧ ωk)
)
Dans le cadre de la marche, les forces appliquées au système sont son poids et les
réactions du sol aux points de contact. Notons (pi)i l’ensemble des points de contact,
(fi)i les forces de contact correspondantes et g l’accélération de la pesanteur. Le torseur









Le principe fondamental de la dynamique stipule que le torseur dynamique du sys-
tème est égal au torseur d’action des forces appliquées au système. Nous nous intéres-
sons à des mouvements de marche sur sol plan et horizontal (dont on note la normale
unitaire n) où le robot n’est en contact avec le sol qu’avec ses pieds. Les mouvements
ne contiennent pas de sauts et sont sans glissements. Les forces de contact du sol sur
les pieds sont dirigées vers le haut. Nous qualifierons ces conditions de conditions de
marche. Sous ces contraintes, l’analyse présentée dans (Wieber, 2002) s’applique et ga-
rantit qu’un mouvement de marche est à l’équilibre si et seulement si le point défini
par :
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mgxG + n ∧R
mg + T.n
se projette verticalement sur le sol à l’intérieur de l’enveloppe convexe des points de
contact (appelée dans la suite le polygone support).
Lorsque cette condition est vérifiée, la projection verticale de ce point sur le sol est
appelée en robotique le Zero Moment Point (noté ZMP dans la suite). Cette notion a été
présentée dans (Vukobratovic´ et al., 1990).
Notons que dans le cas d’une posture statique, c’est-à-dire quand le torseur dyna-
mique est nul, cette condition se réduit au fait que le centre de masse se projette vertica-
lement à l’intérieur du polygone support.
3.2.2 Modèle du « chariot sur une table »
Le ZMP dans sa formulation exacte est difficile à contrôler. Nous présentons ici un
modèle approximatif de robot humanoïde qui conduit à un contrôle simple du ZMP. Il
a été présenté dans (Kajita et al., 2003) sous le nom de « chariot sur une table ». La
structure cinématique du robot humanoïde est approximée par un chariot ponctuel, de
masse celle du robot, se déplaçant sur une table de masse nulle à une hauteur constante
zc. Le pied de la table a la forme du polygone support du robot. Notons (x, y, zc) les
coordonnées du chariot. L’analyse présentée dans (Kajita et al., 2003) donne les coor-








y − zcg y¨
)
(3.5)
La figure 3.3 illustre ce modèle simplifié. Sur cet exemple, le système n’est pas à
l’équilibre statique : le centre de masse du robot n’est pas à la verticale de son polygone
support. Toutefois, une accélération horizontale du centre de masse fait que le ZMP est
bien défini à l’intérieur du polygone support, ce qui garantit un équilibre dynamique.
L’expression simple de l’équation 3.5 permet de contrôler le ZMP via la position
du centre de masse du robot. (Kajita et al., 2003) propose une méthode basée sur la
commande prédictive. Muni d’un contrôleur de ZMP, on peut planifier une trajectoire de
marche à l’équilibre dynamique comme suit :
1. On planifie des empreintes de pas, paramétrées en temps.
2. On construit une trajectoire de ZMP en fonction de ces empreintes pour garantir
l’équilibre dynamique. Pendant les phases de simple support, on fixe le ZMP au
centre du pied de support, pendant les phases de double support, on déplace le
ZMP d’un pied à l’autre.
3. On passe cette trajectoire de ZMP au contrôleur qui génère une trajectoire articu-
laire corps-complet réalisant le mouvement de marche souhaité.
La figure 3.4 présente une suite d’empreintes de pas et la trajectoire planifiée du
ZMP correspondante.





Figure 3.3 – Modèle simplifié du chariot sur une table. Le chariot représente le centre
de masse du robot, qui peut se déplacer librement dans un plan horizontal. Le pied de
la table représente le contact du robot avec le sol. Le système n’est pas à l’équilibre
statique, mais la condition d’équilibre dynamique du ZMP est vérifiée.
Figure 3.4 – Planification du ZMP pour qu’il reste à l’intérieur du polygone support. Les
disques verts représentent une position fixe pendant une phase de simple support, les
lignes rouges représentent le chemin parcouru par le ZMP d’un pied à l’autre pendant
les phases de double support.
3.3 Marche et manipulation
Les méthodes des deux sections précédentes peuvent être couplées pour générer des
mouvements de marche au cours desquels le robot accomplit des tâches de manipula-
tion. Cette section couvre deux types d’approches qu’on trouve dans la littérature. La
première est plus heuristique, et suppose que l’utilisateur enrichisse le modèle du robot
avec de l’information sur les degrés de liberté dédiés à la marche ou à la manipulation,
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respectivement. La seconde est générale.
3.3.1 Décomposition fonctionnelle
(Esteves Jaramillo, 2007) propose de résoudre les problèmes de manipulation pen-
dant la marche au moyen d’une décomposition fonctionnelle des degrés de liberté du
système anthropomorphe. Les degrés de liberté des jambes sont dédiés à la marche,
ceux des bras à la manipulation et ceux du torse à l’adaptabilité. La figure 3.5, tirée de
(Esteves Jaramillo, 2007) illustre ce principe.
Figure 3.5 – Décomposition fonctionnelle d’un système anthropomorphe. L’ensemble
des degrés de liberté du système est décomposé en trois groupes : locomotion, manipu-
lation et adaptabilité. Figures tirées de (Esteves Jaramillo, 2007).
Munie de cette représentation, la planification commence par résoudre le problème
de manipulation avec le haut du corps, puis anime les degrés de liberté liés à la locomo-
tion pour suivre le mouvement.
L’intérêt d’une telle représentation est qu’elle rend la planification de mouvement ra-
pide en réduisant sa complexité algorithmique. Cette simplification a un prix puisqu’elle
ne permet pas de résoudre les problèmes de manipulation où l’ensemble des degrés de
liberté sont nécessaires à la réalisation de la tâche. Ainsi, si le personnage doit attraper
un objet sur le sol, la distinction entre les degrés de liberté utiles à la locomotion et ceux
utiles à la manipulation n’est pas pertinente, car les degrés de liberté des jambes servent
à atteindre l’objet avec la main.
3.3.2 Cinématique inverse généralisée à la marche
(Yoshida et al., 2006) présente une combinaison des algorithmes de cinématique
inverse hiérarchisée et du contrôle du ZMP présenté dans (Kajita et al., 2003). Lors de
la génération d’un mouvement de manipulation qui contient des pas, les tâches de plus
haute priorité sont celles qui concernent l’équilibre dynamique :
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– position du centre de masse,
– position et orientation du pied en vol.
Viennent ensuite les tâches concernant la manipulation.
Figure 3.6 – Cinématique inverse hiérarchisée généralisée à la marche. La réalisation de
la tâche d’atteinte nécessite que le robot fasse un pas. La position de ce pas est décidée de
façon heuristique. Ensuite un même algorithme de résolution de tâches de cinématique
inverse génère le mouvement d’atteinte et garantit l’équilibre dynamique. Figure tirée de
(Yoshida et al., 2006).
La figure 3.6, tirée de (Yoshida et al., 2006) illustre un schéma global de généra-
tion de mouvement de manipulation qui nécessite un pas. La génération de mouvement
comprend :
– une heuristique pour déterminer la position du pas nécessaire à la réalisation de la
tâche,
– la résolution de tâche de cinématique inverse hiérarchisée, qui inclut un contrôleur
de ZMP
Dans (Kanoun et al., 2010), une extension de ce travail propose un placement auto-
matique des empreintes de pas, en intégrant au calcul de cinématique inverse une chaîne
articulaire virtuelle composée des emplacements des empreintes de pas. La figure 3.7
présente un exemple de posture d’atteinte calculée conjointement avec les empreintes de
pas qui y mènent.
26
CHAPITRE 3. GÉNÉRATION DE MOUVEMENT POUR SYSTÈMES
ANTHROPOMORPHES
Figure 3.7 – Calcul automatique des empreintes de pas nécessaires à la réalisation d’une
tâche d’atteinte. Le calcul se fait en intégrant la position des pas comme une chaîne
articulaire virtuelle dans le calcul de cinématique inverse. Figure tirée de (Kanoun et al.,
2010).
3.4 Prise en compte de l’évitement d’obstacles
Les méthodes qu’on vient de présenter n’ont pas été conçues pour planifier des mou-
vements évitant des obstacles. Nous présentons dans cette section quelques adaptations
de ces techniques pour résoudre le problème de planification de mouvement pour un
robot humanoïde.
3.4.1 Navigation
La planification d’un mouvement de marche pour un système anthropomorphe dans
un environnement comprenant des obstacles est un problème intrinsèquement difficile,
en raison des nombreux degrés de liberté du système et de sa complexité géométrique.
Une solution qu’on trouve souvent dans la littérature consiste à ne considérer qu’une
version simplifiée du problème : une boîte englobant le robot se déplaçant dans le plan.
Cette simplification ramène le problème de la navigation d’un robot humanoïde à celui
de la planification pour un système à trois degrés de liberté (x, y, θ).
Une fois qu’on a trouvé un chemin sans collisions pour la boîte englobante, on génère
une animation de marche grâce aux techniques évoquées précédemment. Cette méthode
est utilisée dans (Yoshida et al., 2007) pour la navigation du robot humanoïde HRP-
2 ou encore dans (Pettré et al., 2003) pour planifier la locomotion d’un acteur digital.
(Kanehiro et al., 2004) propose une extension de ces méthodes dans laquelle la forme de
la boîte englobante peut changer pour traduire les attitudes possibles du robot : marche
debout, de côté, accroupie, etc.
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3.4.2 Planification de pas
Une autre simplification possible pour planifier des mouvements de marche consiste
à ne considérer comme degrés de liberté que les positions des empreintes de pas. Le
détecteur de collision valide les emplacements des pas et ne concerne pas le mouvement
corps complet du robot. Cette stratégie a été présentée dans (Chestnutt et al., 2005), ici,
les empreintes de pas sont planifiées à l’aide d’un algorithme A*.
3.4.3 Résolution de contraintes unilatérales par cinématique in-
verse
Plusieurs travaux ont intégré les contraintes d’évitement d’obstacles au formalisme
de la cinématique inverse. Il existe essentiellement deux façons de le faire :
– soit sous forme de champs de potentiel (Khatib et al., 2004), c’est-à-dire une fonc-
tion de q qui tend vers +∞ quand q est presque en collision
– soit en généralisant le formalisme présenté en section 3.1 à des tâches définies par
des inégalités (Kanoun et al., 2009).
Notons que sur la figure 3.7, des tâches d’inégalités ont été ajoutées pour que les em-
preintes de pas évitent un disque vert sur le sol. Le chapitre 5 reviendra sur cette seconde
approche, en la comparant à une utilisation simultanée des méthodes de cinématique
inverse et de l’échantillonnage aléatoire.
3.4.4 Planification sous contraintes
Les travaux mentionnés dans la section 2.6.1 ont récemment été adaptés à la pla-
nification de mouvement pour robots humanoïdes. (Berenson et al., 2011) présente un
formalisme et des algorithmes pour planifier des mouvements pour humanoïdes qui res-
pectent des contraintes de tâches. Le travail présenté en chapitre 5 s’inscrit précisément
dans ce cadre.
3.4.5 Planification au contact
Il convient enfin, paradoxalement dans cette section, de mentionner des travaux qui
planifient des mouvements en collision. Dans certains environnements, un robot huma-
noïde peut tirer parti des obstacles en s’appuyant dessus. Pour attraper un objet sur
une table, par exemple, poser une main sur la table peut étendre l’espace accessible
par l’autre main. (Escande et al., 2009) présente un planificateur qui calcule automati-
quement des points de contacts qui vont aider le robot à réaliser des tâches d’atteinte.
3.5 Outils et logiciels utilisés dans cette thèse
Les algorithmes présentés dans les chapitres suivants ont été développés dans le
cadre du projet Humanoid Path Planner, plateforme de développement logicielle dédiée
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à la planification de mouvement pour robots humanoïdes. Cette plateforme s’appuie sur
le logiciel KineoWorks TM(Laumond, 2006) qui implémente des algorithmes de planifi-
cation de mouvement par échantillonnage. Le paquet logiciel HPP-GIK (pour Genera-
lized Inverse Kinematics), dont une description précise peut être trouvée dans (Kanoun,
2009), implémente les algorithmes de cinématique inverse généralisée présentés en sec-
tion 3.1 ainsi que le contrôle du ZMP présenté en section 3.2. Nos développements
s’appuient sur ces logiciels.
Chapitre 4
Réduction de dimension en
planification de mouvement
Ce chapitre présente un algorithme destiné à accélérer les planificateurs de mou-
vement dans la résolution de problèmes complexes. Le principe est d’utiliser en ligne
les configurations libres de collision générées par le planificateur pour décrire l’espace
libre. Étant donnée cette description, notre méthode accélère la progression du planifi-
cateur dans les directions identifiées comme favorables.
Nous présentons dans un premier temps les motivations de ce travail. Nous exposons
ensuite une courte étude sur le ralentissement des algorithmes de planification de mou-
vement dans les « passages étroits » de CS free, puis la méthode statistique utilisée dans
notre algorithme pour décrire la forme de CS free : l’analyse en composantes principales.
Suivent une description de l’algorithme de planification lui-même et des résultats expé-
rimentaux pour l’évaluer. Nous discutons à la fin du chapitre des limites et du champ
d’application de notre méthode.
4.1 Motivations
Le travail présenté ici a été motivé par la planification de mouvement pour l’anima-
tion graphique. Dans ces problèmes hautement dimensionnés - nous nous intéressons à
la planification corps complet, les planificateurs de mouvement classiques se comportent
raisonnablement bien, mais peuvent être ralentis par la présence de passages étroits.
Toutefois, le fait que le mouvement du corps complet se déroule dans un passage
étroit de CS free ne traduit pas nécessairement la difficulté intrinsèque d’un problème de
planification du point de vue d’un humain, comme nous allons le voir dans l’exemple
suivant.
La figure 4.1 illustre l’exemple d’un personnage qui doit se mettre en position pour
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Problème 1 Problème 2
Problème 3
Figure 4.1 – Trois problèmes de planification de mouvement. Le squelette doit se mettre
en position pour réparer un tuyau. Le premier problème est peu contraint, on ajoute un
obstacle de forme torique pour les problèmes 2 et 3. Dans le problème 3, le bras droit du
squelette est en position dès la position initiale, et le planificateur doit trouver un chemin
sans collision pour mettre le bras gauche en position.
réparer un tuyau. Dans le premier problème, le personnage doit placer ses deux mains
dans un environnement faiblement contraint. Ce problème n’est pas très difficile à ré-
soudre pour un planificateur de mouvement classique. Dans le second problème, le per-
sonnage doit faire passer sa main droite à l’intérieur d’un tore pour se mettre en position.
Ce nouvel obstacle rend la planification beaucoup plus difficile, car le chemin à trouver
passe par un passage étroit de CS free. Le troisième et dernier problème se situe dans
le même environnement que le deuxième, mais cette fois-ci, la main droite est déjà en
position en configuration initiale. La difficulté de ce dernier problème, pour un humain,
est plus ou moins équivalente à celle du premier problème : le personnage doit trouver
un chemin pour son bras gauche dans un espace faiblement contraint. Toutefois, le fait
que la main droite soit en position, et proche d’obstacles, force le planificateur à échan-
tillonner des configurations dans un faible volume autour d’une sous-variété de CS (la
sous-variété correspondant à un bras droit immobile). Cela ralentit les extensions aléa-
toires deR, comme nous allons le quantifier dans la section suivante. Notre travail a été
motivé par cette constatation, et a pour but d’identifier en ligne quand un processus de
planification progresse dans un passage étroit.
Notons que nous souhaitons que cette identification se fasse de façon automatique,
afin de conserver les propriétés de généricité des algorithmes de planification de mouve-
ment. Cela signifie que dans le problème 3, par exemple, nous ne souhaitons pas qu’un
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utilisateur donne au planificateur l’information sur les degrés de liberté à utiliser.
4.2 Complexité locale des méthodes d’expansion aléa-
toire
Le formalisme des espaces expansifs, présenté en section 2.4.1, décrit la complexité
globale des espaces des configurations pour la planification de mouvement randomisée.
Les résultats que nous allons présenter dans cette section visent à illustrer les propriétés
géométriques locales qui ralentissent les planificateurs de mouvement.
Un planificateur de mouvement basé sur l’échantillonnage aléatoire tente de trouver
un chemin dans CS entre une configuration initiale et finale avec aussi peu d’échan-
tillons que possible. Cela signifie qu’un planificateur doit ajouter des arêtes dans R
aussi longues que possible. Plus précisément, on souhaite échantillonner des configu-
rations qui augmentent le plus possible le volume de la zone de visibilité deR.
Soit q une configuration dans CS free. Pour comprendre comment un planificateur de
mouvement va étendre R depuis q, il convient de considérer la zone visible depuis q :
V (q). Si V (q) est également contrainte dans toutes les directions, une étape d’expansion
de R depuis q donnera des résultats satisfaisants : on ajoutera une arête de longueur le
rayon de V (q), ce qui est le mieux qu’on puisse attendre. En revanche, si V (q) a une
forme allongée, on peut dire que q se trouve dans un passage étroit : une expansion
isotrope depuis q sera ralentie en raison de contraintes selon certaines directions, alors
qu’on pourrait progresser rapidement selon d’autres directions.
Ainsi, une bonne description de la complexité locale de CS est donnée par les va-
riances et covariances de V (q) selon les vecteurs d’une base de CS :R peut être étendue
selon les directions de plus grande variance, tandis que les contraintes selon les direc-
tions de faible variance ralentissent le planificateur.
4.2.1 Analyse d’une étape d’expansion à l’intérieur d’un passage
étroit
D’après les remarques précédentes, ce qui caractérise un passage étroit est la forme
allongée des régions visibles depuis les configurations à l’intérieur du passage. Pour
dépasser cette description sommaire et quantifier le ralentissement des algorithmes de
planification de mouvement à l’intérieur de passage, considérons l’exemple à deux di-
mensions représenté en Fig. 4.2. CS free est localement de forme rectangulaire, de lon-
gueur constante égale à 1 et de largeur l tendant vers 0. On considère la configuration
q au centre du rectangle, qu’on s’apprête à étendre. La configuration aléatoire vers la-
quelle on étend q est échantillonnée sur un cercle de centre q et de rayon 1/2. Ainsi,
l’expansion aléatoire depuis q est isotrope et la longueur maximale de l’extension est
1/2.
Nous pouvons calculer explicitement la longueur moyenne d de cette extension. La







Figure 4.2 – Une extension aléatoire à l’intérieur d’un passage étroit. La longueur du
rectangle est fixe et égale à 1. La largeur vaut l qui tend vers 0. Nous nous intéressons à




Figure 4.3 – Longueur moyenne d’une extension dans un passage étroit en fonction de
l’épaisseur du passage.
direction de l’extension aléatoire est paramétrée par θ, par symétrie on ne considère
que les θ ∈ [0, pi/2]. Pour θ ∈ [0, arcsin(l)], d(θ) = 1/2, pour θ ∈ [arcsin(l), pi/2],




= 1pi (arcsin(l)− l log(tan(arcsin(l)/2)))
'l→0 − lpi log(l)
Quand la largeur du rectangle tend vers 0, la longueur moyenne d’une extension
tend vers 0, alors même que q voit des configurations éloignées dans l’une des deux
directions. La figure 4.3 montre l’évolution de d en fonction de l.
Ce calcul simple peut être généralisé en dimension n. Soit q une configuration dans
un passage dont p dimensions sont contraintes et (n−p) sont libres. p est un entier entre
1 et (n − 1). On suppose toujours que la longueur des dimensions libres est constante
égale à 1, et l’épaisseur du passage est l tendant vers 0.
Dans un repère centré en q, les coordonnées hypersphériques (r,θ) d’un point (x1, . . . , xn)
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sont telles que :
x1 = r cos(θ1)
x2 = r sin(θ1) cos(θ2)
...
xn−1 = r sin(θ1) sin(θ2) . . . sin(θn−2) cos(θn−1)
xn = r sin(θ1) sin(θ2) . . . sin(θn−2) sin(θn−1)
Quand on étend q dans une direction θ, on obtient une extension de longueur d(θ).




où J(θ) est la jacobienne du changement de co-
ordonnées hypersphériques : J(θ)dθ = sinn−2(θ1) sinn−3(θ2) . . . sin(θn−2)dθ1 . . . dθn−1.
Par symétrie, on intégrera sur le domaine Ω tel que ∀i ∈ [1, n− 1], 0 ≤ θi ≤ pi/2. Nous








Γ((n+2)/2) , où Γ est la fonction
d’Euler.
Nous traiterons séparément le cas (p = 1), qui est similaire à l’exemple en deux
dimensions présenté au-dessus.
Cas p = 1
Nous utiliserons un lemme qui donne des primitives de sin
n(x)
cos(x) pour n ≥ 0.

























∀n ≥ 0,∀x ∈ [0, pi
2
[, F ′n(x) =
sinn(x)
cos(x)
Démonstration. Le résultat peut être vérifié par récurrence sur n.
Supposons que x1 est contrainte, c’est-à-dire localement x1 ≤ l. Alors d(θ) ne
dépend que de θ1 et sa valeur est donnée par :{
d(θ) = lcos(θ1) si 0 ≤ θ1 ≤ arccos(l),
d(θ) = 1 si arccos(l) ≤ θ1 ≤ pi/2.
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dθ1 = l (Fn−2(arccos(l))− Fn−2(0))
= lFn−2(arccos(l))
'l→0 −l log(l)















pi/2Γ((n − 1)/2)/Γ(n/2). Donc on obtient, quand l
tend vers 0 :
d 'l→0 − 2√
pi
Γ(n/2)
Γ((n− 1)/2) l log(l) (4.1)
Cas p ≥ 2
On suppose que (xn−p+1, . . . , xn) sont contraintes, c’est-à-dire localement x2n−p+1+
· · ·+ x2n ≤ l2. Alors, d(θ) sin(θ1) . . . sin(θ(n−p)) ≤ l. La longueur d(θ) ne dépend que
de (θ1, . . . , θ(n−p)) et sa valeur est donnée par :{
d(θ) = lsin(θ1)... sin(θ(n−p)) si sin(θ1) . . . sin(θ(n−p)) ≥ l,
d(θ) = 1 si sin(θ1) . . . sin(θ(n−p)) ≤ l













n−3(θ1) . . . sinp−2(θ(n−p))dθ1 . . . dθ(n−p)+∫
V sin










n−3(θ1) . . . sinp−2(θ(n−p))
(
sin(θ1) . . . sin(θ(n−p))− l
)
dθ1 . . . dθ(n−p)
)
/S




sinn−3(θ1) . . . sinp−2(θ(n−p))
(
sin(θ1) . . . sin(θ(n−p))− l
)
dθ1 . . . dθ(n−p)| ≤
∫
V





l sinn−3(θ1) . . . sinp−2(θ(n−p))dθ1 . . . dθ(n−p))/S = l
Γ((p− 1)/2)Γ(n/2)
Γ(p/2)Γ((n− 1)/2)
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d’où finalement
d 'l→0 Γ((p− 1)/2)Γ(n/2)Γ(p/2)Γ((n− 1)/2) l (4.2)
Dans tous les cas, d tend vers 0 quand l tend vers 0. Comme on pouvait s’y attendre,
cette convergence est plus rapide quand le nombre de dimensions contraintes augmente.
Le résultat qualitatif important est que le ralentissement des planificateurs de mouvement
à l’intérieur des passages étroits est dû à l’élongation des régions de visibilité, c’est-à-
dire aux différences entres les variances de CS free selon les directions de CS .
La prochaine section présente une méthode statistique classique pour décrire de fa-
çon concise des nuages de points dans des espaces hautement dimensionnés dont les
variances suivant les différentes dimensions varient.
4.3 Analyse en composantes principales (PCA)
L’analyse en composantes principales (notée PCA dans la suite) est un outil statis-
tique de réduction de dimension. Étant donné un ensemble de p points dans un espace
de dimension n, le but de la PCA est de déterminer si ces points peuvent être décrits
par un sous-espace linéaire de dimension inférieure. La PCA a été imaginée par Pearson
(Pearson, 1901), puis développée et formalisée par Hotelling (Hotelling, 1933). (Jolliffe,
2002) en présente une description exhaustive.
Description géométrique. Étant donné un ensemble de p points (e1, . . . , ep) centrés
en 0 dans un espace euclidien de dimension n, on veut trouver la droite ∆ qui approxime
le mieux le nuage de points. Si on choisit comme critère que la somme des d(ei,∆)2
doit être minimale, la droite ∆ est donnée par la direction selon laquelle la variance de
(e1, . . . , ep) est maximale. Soit C la matrice de covariance des (ei). C est symétrique et
semi-définie positive. La variance des (ei) le long d’une droite portée par un vecteur uni-
taire u est donnée par tuCu. Le maximum de cette forme quadratique sous la contrainte
tuu = 1 est donnée par le vecteur propre u1 associé à la plus grande valeur propre de C
λ1. Si on cherche à approximer le nuage de points par un plan, la deuxième direction du
plan est donnée par le vecteur propre u2, orthogonal à u1, correspondant à la deuxième
plus grande valeur propre de C λ2, et ainsi de suite. La figure 4.4 illustre le calcul de la
PCA sur un nuage de dix points en dimension deux.
L’algorithme 3 prend en entrée un ensemble de p points en dimension n et renvoie
les matrices Λ et U contenant respectivement les valeurs propres et vecteurs propres de
la matrice de covariance des points entrés.
4.4 Échantillonage controllé par la PCA
D’après l’étude de la section 4.2, un bon moyen de quantifier la complexité locale
de CS est de décrire la forme des zones visibles depuis les points de CS free. À cette fin,
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Figure 4.4 – Calcul de la PCA sur un nuage de dix points en dimension deux. Les deux
vecteurs propres de la matrice de covariance sont représentés pas les flèches rouges.
Algorithme 3 PCA(Points[n][p])
matrix C
for i = 1 to n do
Cii ← Variance(Points[i])
end for




matrix Λ, matrix U
Λ, U ← EigenSolve(C)
return Λ, U
nous nous appuierons sur les résultats de la PCA sur des points échantillonés dans CS free.
Suivant le paradigme de la planification de mouvement probabiliste, nous n’allons pas
décrire explicitement CS free, mais plutôt utiliser en ligne les configurations libres de
collisions deR obtenues par le planificateur de mouvement.
Étant donné un point de CS free depuis lequel on s’apprête à effectuer une extension
aléatoire, nous supposerons que ses plus proches voisins dansR décrivent correctement
la forme locale de CS free. La PCA calculée sur ces points permettra de déterminer les
directions dans CS selon lesquelles CS free est le plus étendu. Suivant cette description,
on modifiera la direction aléatoire de l’extension pour la faire suivre la forme de CS free.
La figure 4.12 illustre la modification de la direction aléatoire d’une extension sur un
algorithme de type RRT.
Notons que les voisins de qnear dans R qui sont à distance supérieure ou égale à
deux ne sont pas nécessairement visibles depuis qnear. Nous les utiliserons cependant
pour le calcul de la PCA. L’espace qu’on décrit est donc plutôt CS free que V (qnear). On
pourrait n’utiliser que des configurations effectivement visibles depuis qnear, mais cela
nécessiterait plus d’itérations d’échantillonnage classique avant d’utiliser la PCA. En ef-
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Figure 4.5 – Modification de la direction de l’extension aléatoire pour suivre la forme
locale de CS free. Au lieu d’étendre qnear vers qrand, on vise q′rand.
fet, le calcul d’une PCA valide nécessite un nombre minimal de points. Nous discuterons
en détail dans une prochaine section du nombre de points utilisés.
Une étape d’extension contrôlée par la PCA
Soit q une configuration deR qu’on s’apprête à étendre vers une configuration aléa-
toire qrand. On trouve les p plus proches voisins de q dansR par un parcours en largeur,
et on calcule une PCA sur ces points. Notons λ1 > · · · > λn > 0 les valeurs propres de
leur matrice de covariance, et u1, . . . ,un les vecteurs propres correspondants. Dans un






les coordonnées de qrand dans la base propre. Alors,
on transforme la direction aléatoire vers laquelle on étendR ainsi :






Si on note U la matrice de changement de base vers la base propre, on peut écrire
les coordonnées de q′rand dans la base canonique de CS :









Cette transformation rapproche les coordonnées de qrand de celles de q pour les
directions de faibles variances tandis qu’elle laisse les coordonnées correspondant à des
directions de variance élevée inchangées. L’algorithme 4 détaille une étape d’extension
deR contrôlée par la PCA.
En reprenant l’exemple simple de la figure 4.2, nous pouvons montrer les diffé-
rences entre une extension classique et une extension contrôlée par la PCA. La figure
4.6 montre comment une extension isotrope est transformée par la méthode décrite dans
l’algorithme 4 en une ellipsoïde. La partie en rouge et gras indique représente la moitié
de la probabilité pour la position de qrand avant et après utilisation des résultats de la
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Algorithme 4 PCA-Extend(qnear, qrand, T )
vector table Points[n][p]
Points← BreadthFirstSearch(T , qnear, p)
matrix Λ, matrix U
Λ, U ← PCA(Points)
λmax ← max(Λii)









qnew ← RRT-Extend(qnear, qrand)
return qnew
Figure 4.6 – Une extension aléatoire dans un passage étroit. À gauche, un échantillon-
nage isotrope et à droite un échantillonnage adapté par les résultats de la PCA, concentré
suivant la direction du passage. La partie en rouge et gras représente la moitié de la me-
sure du tirage.
PCA. On peut voir que la probabilité se concentre sur les extrémités de l’ellipse quand
on utilise PCA-Extend(). Ainsi, quand localement CS free est plus étroit, la distance
moyenne dont R est étendue ne converge pas vers 0, mais vers une limite strictement
positive.
Les longueurs moyennes respectives d’une extension isotrope et transformée par
PCA-Extend sont représentées en figure 4.7.
4.4.1 Précision du calcul de la PCA
Nous venons de décrire comment la connaissance de la forme locale de CS free per-
mettait d’accélérer les extensions aléatoires à l’intérieur d’un passage étroit. Pour vali-
der notre approche, il reste à évaluer la précision de cette description. Nous calculons la
PCA sur les plus proches voisins dans R d’une configuration de CS free ; deux questions
se posent : combien de voisins sont nécessaires et avec quelle précision la PCA calculée
sur ces points décrit-elle CS free ?
(Zwald & Blanchard, 2005) répond en partie à ces questions. Nous présentons ici
une version simplifiée d’un théorème traitant de la vitesse de convergence de la PCA.
On considère une variable aléatoire X , qui prend ses valeurs dans un espace mesu-
rable X suivant une distribution P . On a accès à p réalisations de X , sur lesquelles on
effectue une PCA. On note C la matrice de covariance de X et Cp la covariance empi-






Figure 4.7 – Longueur moyenne d’une extension aléatoire à l’intérieur d’un passage
étroit en fonction de l’étroitesse du passage. À droite, les deux dimensions sont égale-
ment contraintes, et à gauche, l’épaisseur du passage tend vers 0. Alors que la longueur
moyenne d’une extension de RRT classique (en trait plein rouge) tend vers 0, la longueur
d’une extension contrôlée par la PCA (pointillés bleus) tend vers une limite strictement
positive.
rique : mesurée après p tirages. On s’intéresse au sous-espace de dimension D engendré
par les D vecteurs propres associés aux D plus grandes valeurs propres de C. On note
ce sous-espace SD, et la projection sur ce sous-espace PSD . Son équivalent empirique
(obtenu à partir de Cp) est noté ŜD (respectivement PcSD ).
Les deux résultats présentés dans cette partie concernent :
– la vitesse de convergence de Cp vers C,
– la vitesse de convergence de PcSD vers PSD .
Remarque : Les résultats présentés dans (Zwald & Blanchard, 2005) sont plus gé-
néraux, et considèrent des opérateurs agissant dans un espace de Hilbert. La distance
entre les opérateurs mesurés et réels utilise la norme de Hilbert-Schmidt. Nous sommes
ici toujours en dimension finie et dans la suite, nous ne préciserons donc pas la norme
utilisée dans les théorèmes. Les opérateurs de covariance ou de projection peuvent être
assimilés à leur matrice dans la base canonique de CS .
Le premier résultat est un lemme sur la convergence de la covariance empirique.
Lemme 4.4.1. On suppose qu’il existe M ∈ R tel que pour tout x ∈ X , ||x||2 ≤ M .
Alors, pour tout ξ > 0, avec probabilité supérieure à 1− e−ξ,








La condition de compacité de l’espace dans lequel on tire les points est toujours
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Ce résultat est surtout présenté pour amener le théorème suivant. On donne ici une
borne sur l’erreur faite dans l’estimation du sous-espace engendré par les D vecteurs
propres correspondant aux D plus grandes valeurs propres.
Théorème 4.4.1. On suppose qu’il existe M ∈ R tel que pour tout x ∈ X , ||x||2 ≤M .
Soient SD et ŜD les sous-espaces engendrés par les D premiers vecteurs propres de C,
respectivement Cp, comme définis précédemment. On note λ1 > λ2 > · · · > λn > 0 les
valeurs propres de C, pour D > 0, on pose δD =
1
2










Alors, pour p ≥ B2D, pour tout ξ > 0, avec probabilité supérieure à 1− e−ξ,∣∣∣∣∣∣PcSD − PSD ∣∣∣∣∣∣ ≤ BD√p
Ce résultat appelle deux remarques :




2. plus CS free est étroit, c’est-à-dire plus (λD−λD+1) est élevé, plus les résultats de
la PCA sont précis.
Notons que si l’espaces est également contraint dans toutes les directions (les (λi)
sont proches les uns des autres), la borne du théorème 4.4.1 n’est pas intéressante. Dans
ce cas, il se pourrait que la PCA renvoie des résultats imprécis. Toutefois, il s’agit pré-
cisément des cas où les algorithmes d’échantillonnage classiques fonctionnent correcte-
ment.
Remarque : Une des hypothèses du théorème ci-dessus est que les échantillons sont
indépendants et identiquement distribués. Ce n’est pas le cas des nœuds d’un RRT par
exemple, ça l’est pour des configurations tirées indépendamment et uniformément dans
CS comme lors de la première phase de l’algorithme PRM. Nous présentons néanmoins
ces résultats théoriques pour forger l’intuition sur la vitesse de convergence de la PCA.
Le théorème sera par ailleurs utilisé comme un critère heuristique de convergence dans
l’implémentation de l’échantillonnage contrôlé par la PCA, et ce indépendemment du
fait que le théorème s’applique effectivement ou non. Les prochaines sections décrivent
cette implémentation en détail.
4.4.2 Biais dans les espaces peu contraints
Le théorème 4.4.1 garantit que la PCA donne des résultats précis avec peu de points
dans les passages étroits. En revanche, si CS free est localement peu contraint - ou éga-
lement contraint dans toutes les directions - la description renvoyée par la PCA peut
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se révéler imprécise. Cela pourrait introduire un biais dans un planificateur de mouve-
ment randomisé : si CS free est peu contraint, l’algorithme favorisera les extensions dans
des directions qui ont auparavant été explorées aléatoirement. Ce comportement est for-
tement indésirable pour la raison qu’on perd une des caractéristiques importantes des
algorithmes de type RRT : la convergence de la distribution des nœuds de R vers la
distribution des échantillons.
Pour s’affranchir de ce biais lorsque nous utilisons la PCA sur des algorithmes de
type RRT, nous utilisons à chaque étape d’extension PCA-Extend avec probabilité 1/2
et RRT-Extend avec probabilité 1/2. Ainsi, R converge vers une couverture dense de
CS free tout en progressant plus vite dans les passages étroits.
4.4.3 Estimation automatique du nombre de points nécessaires au
calcul de la PCA
L’algorithme 4 présenté précédemment contient un paramètre p : le nombre de points
à utiliser pour décrire localement CS free. Si on se réfère au théorème 4.4.1, un choix
correct pour ce nombre dépend de plusieurs facteurs : la dimension n de CS , la densité
des points utilisés et la forme locale de CS free, un passage plus étroit demandant moins
de points pour être correctement identifié.
Nous avons implémenté une première version de PCA-RRT où p était fixé arbitrai-
rement à p = k.n pour des k variants entre 2 et 10, réglés par l’utilisateur en fonction
du problème. Il faut en effet choisir p ≥ n + 1 pour que la matrice de covariance des p
points soit de rang plein. Cette solution a donné des résultats satisfaisants mais n’est pas
acceptable du point de vue de la généricité de l’algorithme. Afin de déterminer automa-
tiquement le nombre de points nécessaires à la description locale de CS free, nous avons
choisi d’utiliser la borne du théorème 4.4.1 comme indicateur heuristique de la précision
du résultat de la PCA.
Au lieu de décider à l’avance de p, on commence par calculer une PCA sur (n+ 1)
points, puis on ajoute de nouveaux points un par un, en évaluant à chaque itération la
précision du calcul. Quand le calcul atteint la précision désirée, on utilise les résultats
pour transformer l’échantillon.
À chaque itération, étant donnés les valeurs propres λ = (λ1, . . . , λn) de la matrice
de covariance empirique, le nombre de points p utilisés pour les calculer et la distance
maximale entre deux de ces points r, nous pouvons calculer la borne du théorème 4.4.1
pour tout D entre 1 et (n− 1). Soit fD(λ, p, r) = 4r2√p(λD−λD+1) .
La norme du projecteur sur un sous-espace linéaire de dimension D est
√
D. En
reprenant les notations du théorème 4.4.1, posons δ =
∣∣∣∣∣∣PcSD − PSD ∣∣∣∣∣∣. L’erreur relative
faite lors de l’évaluation de SD est δ/
√
D.
Pour  > 0 donné, si fD(λ, p, r)/
√
D ≤ /1.707 (en choisissant ξ = 1 dans le
théorème 4.4.1), on obtient, avec probabilité au moins 1− e−1, δ/√D ≤ . Dans notre
implémentation, nous avons choisi comme critère de convergence  = 0.1 : s’il existe











0.2 Précision du calcul de la PCA
Figure 4.8 – Convergence de l’estimation d’une borne supérieure de la distance entre le
sous-espace linéaire qui approxime CS free et le sous-espace identifié empiriquement par
la PCA. Le calcul s’arrête lorsque cette estimation passe sous un certain seuil, ce qui est
le cas ici pour cinquante points. Les données sont issues d’une exécution de PCA-RRT
sur le problème présenté en figure 4.1.
D ∈ [1, n − 1] tel que fD(λ, p, r)/
√
D ≤ 0.059, on arrête d’ajouter des points pour
décrire CS free et on utilise les résultats renvoyés par la PCA.
La figure 4.8 montre un exemple de calculs successifs de PCA pour un robot à vingt
degrés de liberté. La condition d’arrêt est atteinte lors du calcul de PCA sur cinquante
points de CS free. Ces données sont issues d’une exécution de l’algorithme PCA-RRT sur
le problème présenté en figure 4.1.
PCA récursive
Le problème de cette méthode est qu’elle nécessite de recalculer une PCA à chaque
fois qu’on désire prendre un point de plus en compte. Heureusement, il existe dans la
littérature des descriptions de PCA incrémentales moins couteuses que la mise à jour de
la matrice de covariance de l’ensemble des points puis sa diagonalisation. L’algorithme
que nous présentons est tiré de (Erdogmus et al., 2004). Il s’agit d’une méthode pour
approximer au rang 1 la mise à jour des valeurs propres et vecteurs propres de la matrice
de covariance en fonction d’un nouveau point à prendre en compte.
On suppose dans la suite que les données sur lesquelles on effectue une PCA sont
centrées, le calcul dans le cas non centré diffère peu. Supposons qu’on a réalisé une PCA
sur k points (xi)i=1..k. On veut mettre à jour ce calcul après la mesure de xk+1. Notons













On a déjà diagonaliséCk, et on souhaite diagonaliserCk+1. NotonsCk = QkΛkQTk ,
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Q est la matrice de changement de base vers la base propre et Λ la matrice diagonale des
valeurs propres de C. Notons enfin yk+1 = QTk xk+1. C’est le nouveau point exprimé
dans la base propre de l’ancienne covariance.
























yk+1yk+1T = V DV T
avec D diagonale et V orthonormale, on obtient :{
Qk+1=QkV
Λk+1= D
La matrice à diagonaliser a une structure particulière : c’est la somme d’une matrice
diagonale et d’une matrice de norme petite devant celle de la matrice diagonale. Le
calcul qui suit montre comment la diagonaliser en faisant des approximations de rang 1
sur yk+1yk+1T .
Analyse de perturbations sur une matrice diagonale On veut diagonaliser (Λ +
ααT ) avec ααT petit devant Λ. On note (Λ + ααT ) = V DV T . Comme la matrice à
diagonaliser est proche de Λ, on pose D = Λ + PΛ et V = I + PV : les valeurs propres
de (Λ +ααT ) sont proches des valeurs propres de Λ et ses vecteurs propres aussi. PΛ et
PV sont petites devant Λ, respectivement I . En développant V DV T , on obtient :
V DV T= (I + PV )(Λ + PΛ)(I + PV )T
=Λ + PΛ +DP TV + PVD + PV ΛP
T
V + PV PΛP
T
Λ
Les termes PV ΛP TΛ et PV PΛP
T
V sont négligeables (ordre 2 en (PV , PΛ)). En iden-
tifiant V DV T = Λ + ααT , on obtient :
ααT = PΛ +DP TV + PVD (4.5)
Par ailleurs, V est orthogonale, ce qui se traduit, pour PV , par (I +PV )(I +PV )T = I .
Le terme PV P TV est négligeable, ce qui donne : PV = −P TV .
On obtient donc les coefficients de PΛ et PV en fonction de α grâce à 4.5. Notons λi
le ième élément diagonal de Λ, et αi la ième coordonnée de α, on a :





(si i 6= j)
(PV )ii= 0
44CHAPITRE 4. RÉDUCTION DE DIMENSION EN PLANIFICATION DE MOUVEMENT
4.5 Complexité
La complexité de l’algorithme à chaque étape d’expansion de R ne dépend que de
deux paramètres : la dimension de CS n et le nombre de points utilisés pour calculer la
PCA p.
Le premier calcul de PCA sur (n + 1) points est fait en O(n3) opérations. Ensuite,
chaque étape de calcul de PCA récursive comprend un calcul de produit de matrices
n × n, donc la complexité totale est O((p − n) × n3). Nous n’avons malheureusement
aucun moyen de prédire la valeur de p, qui dépend de chaque système et de chaque
problème. Nous présenterons dans la prochaine section des résultats expérimentaux qui
inclueront la valeur moyenne de p et les coûts relatifs de calcul de PCA et de détection
de collision.
Remarque : L’algorithme 3 correspond à l’implémentation naïve de la description
mathématique de la PCA, via le calcul de la matrice de covariance des points entrés.
C’est cette implémentation que nous avons utilisée dans les résultats présentés dans la
suite du chapitre. Un meilleur choix pourrait être d’utiliser la décomposition en valeurs
singulières (Singular Value Decomposition ou SVD en anglais) (Wall et al., 2003) de
la matrice de données. Cette solution serait plus robuste numériquement dans le cas
où les plus petites valeurs propres de la matrice de covariance sont proches de 0. De
nombreuses méthodes ont été proposées pour calculer des versions incrémentales de
SVD, par exemple (Bunch & Nielsen, 1978), ou plus récemment (Brand, 2002). Le coût
de la mise à jour d’une SVD quand on ajoute un point est à notre connaissance, toujours
O(n3) si la matrice de données est de rang plein (n) et qu’on désire conserver toutes les
composantes principales, comme c’est le cas dans notre application.
La complexité algorithmique totale serait donc la même que celle présentée ici, si
on désire conserver la version incrémentale de l’algorithme PCA-RRT qui détermine
automatiquement le nombre de points nécessaires. En effet, le coût de la première SVD
sur (n+ 1) points est O(n3), puis la mise à jour des résultats à chaque ajout de point se
fait en O(n3), on a donc toujours un coût total en O((p− n)× n3).
4.6 Résultats expérimentaux
Dans cette section, nous comparons notre méthode d’échantillonage controlée par la
PCA à plusieurs algorithmes randomisés de planification de mouvement.
Toutes les expériences présentées dans cette section ont été réalisées sur un PC Intel
Core 2 Duo 2,13 GHz avec 2 Go de RAM. Chaque méthode a été lancée cent fois sur
chaque problème. Nous présentons les résultats moyens de ces essais. Pour chaque pro-
blème, les configurations initiales et finales définissant le problème sont fixes. Nous rap-
portons le temps de calcul moyen, son écart-type, le nombre d’itérations des algorithmes
testés et le nombre de configurations valides générées (nœuds de R). Nous avons par
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ailleurs indiqué la longueur moyenne des extensions (dans une unité arbitraire), avec
une méthode d’échantillonnage classique et avec l’échantillonnage contrôlé par la PCA.
Pour chaque essai, nous avons arrêté le planificateur après un million d’itérations s’il
n’avait pas trouvé de solution. Nous avons indiqué le pourcentage d’essais infructueux
pour chaque problème. Notons que plus ce pourcentage est haut, plus le temps de cal-
cul moyen mesuré est une sous-estimation du temps de calcul moyen réel (sans jamais
arrêter le planificateur).
L’utilisation la plus évidente de notre méthode est de transformer un algorithme de
planification qui repose uniquement sur des extensions aléatoires de R : l’algorithme
RRT.
4.6.1 Problème de désassemblage mécanique
L’environnement présenté en figure 4.9 est l’arrière d’une voiture. Le système consi-
déré est le tuyau d’échappement, qu’on souhaite démonter. Ce problème est fourni avec
KineoWorksTM. La configuration initiale du robot est en position montée, le planificateur
doit trouver un chemin jusqu’à la position démontée. La planification se déroule dans un
passage étroit de CS free : en position montée, le pot d’échappement ne peut presque pas
bouger. La figure 4.9 illustre le problème et présente un chemin solution.
Figure 4.9 – Problème de désassemblage d’un pot d’échappement. Configurations ini-
tiale et finale et chemin solution.
Le tableau 4.1 présente les résultats moyens des algorithmes RRT et PCA-RRT sur
ce problème. La PCA a utilisé en moyenne 14.5 points pour décrire localement CS free.
L’algorithme PCA-RRT a passé 1% du temps de calcul à calculer la PCA et 93% aux
détections de collisions. Comme la dimension de CS est faible (6), la PCA coûte peu
à chaque itération. Cependant, le gain à utiliser la PCA pour biaiser l’échantillonnage
n’est pas élevé, car la réduction de dimension aide peu dans un espace de dimension 6.
Dans les exemples suivants, nous verrons que la PCA coûte beaucoup plus comparée aux
détections de collisions, mais se traduit par un gain plus important en termes de nombre
d’itérations et de temps de calcul.
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Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne
RRT 7748,3 5241,2 272,239 s 87,855 s 96,5
PCA-RRT 4725,2 3362,2 196,405 s 82,978 s 118,3
Table 4.1 – Résultats expérimentaux pour le problème de désassemblage d’un pot
d’échappement.
4.6.2 Problèmes d’animation graphique
L’algorithme présenté ici a été pensé pour pallier les limitations des algorithmes
randomisés classiques de planification de mouvement. Les problèmes à haute dimension
sont généralement difficiles pour les planificateurs de mouvement en raison du nombre
exponentiel attendu de configurations nécessaires pour décrire CS free. Les problèmes
présentés en figure 4.1 traitent d’un robot possédant un nombre plutôt élevé de degrés
de liberté : il s’agit du haut du corps d’une figure anthropomorphe. Le personnage peut
bouger son torse, sa tête et ses bras, ce qui représente dans le modèle utilisé vingt degrés
de liberté. Le but dans ces problèmes est de se mettre en position pour réparer un tuyau.
Il tient une clé à molette dans sa main gauche et sa main droite doit tenir un écrou. Pour
cela, son bras droit doit passer dans le trou d’un gros obstacle en forme de tore. Le tore
est composé de 1 000 triangles. Les difficultés dans cet environnement proviennent de
l’espace étroit dans lequel le bras droit doit passer, de la dimension totale de CS et des
collisions causées par les mains et la clé à molette. Nous allons considérer les problèmes
présentés en figure 4.1 dans l’ordre suivant :
– D’abord le problème où le bras droit du personnage est déjà en position. Le pla-
nificateur de mouvement doit trouver un chemin autour d’un sous-espace linéaire
de CS qui correspond à un bras droit immobile.
– Ensuite le problème où le personnage doit bouger ses deux bras. La partie la plus
difficile vient du bras droit qui doit suivre le passage étroit constitué par le trou du
tore. Le passage à suivre dans CS free n’est pas linéaire.
De même que pour le problème précédent, nous nous intéressons ici à l’intérêt d’uti-
liser la PCA pour accélérer les extensions aléatoires à l’intérieur d’un passage étroit, et
pas pour trouver l’entrée du passage. Pour tous ces problèmes, nous avons donc choisi
d’enraciner les arbres de recherche dans la configuration finale (les deux mains sont
en position pour réparer le tuyau), c’est-à-dire à l’intérieur du passage étroit. Ainsi, le
planificateur n’a qu’à suivre le passage.
Bras droit positionné
Pour la première famille de problèmes, la main droite est positionnée à l’intérieur du
trou pour les configurations initiales et finales. Le planificateur doit trouver un chemin
pour placer la main gauche. CS free est un petit volume autour d’un sous-espace linéaire
de CS .
4.6. RÉSULTATS EXPÉRIMENTAUX 47
Figure 4.10 – Différents scénarios de difficulté croissante due à l’étroitesse du trou dans
lequel doit passer le bras droit.
Afin d’évaluer comment les avantages à utiliser la PCA dépendent de l’étroitesse des
passages dans CS free, nous avons fait varier la taille du trou dans lequel se trouve la main
droite. Dans la première expérience, nous n’avons pas ajouté le tore. Ensuite, la taille du
trou dans lequel le bras droit doit passer est successivement 24 cm, 16 cm, 12 cm et 8
cm. Les configurations initiales et finales sont les mêmes pour tous ces problèmes. La
figure 4.10 présente les différents environnements, du plus facile au plus contraint.
La figure 4.11 présente un chemin solution pour ce problème. Les résultats des al-
gorithmes RRT et PCA-RRT sont présentés dans les tables 4.2 et 4.3. Le nombre moyen
de points utilisés par la PCA pour décrire CS free localement vaut 31,2. Ce nombre varie
légèrement entre 28,3 pour le problème le plus facile et 32,6 pour le plus difficile. Pour
ces problèmes, le calcul de la PCA représente 80% du temps de calcul total, le reste étant
principalement consacré aux détections de collisions. Ce taux ne varie pas significative-
ment au cours des différents problèmes. L’algorithme PCA-RRT a toujours trouvé une
solution pour tous ces problèmes. L’algorithme RRT classique, en revanche, a souvent
échoué à trouver une solution en moins d’un million d’itérations. Nous avons indiqué
en table 4.2 le taux d’échec de l’algorithme. Rappelons que plus ce taux est haut plus
les temps de calcul et nombre d’itérations moyens mesurés sous-estiment les valeurs
moyennes réelles.
Nous pouvons observer que l’algorithme PCA-RRT est plus efficace que l’algo-
rithme RRT sur chacun des problèmes. Il trouve une solution plus vite, en moins d’ité-
rations, et échoue moins souvent. Une remarque intéressante est que plus le passage
à trouver dans CS est étroit, plus le gain moyen à utiliser la PCA est élevé. La figure
4.12 montre l’évolution du rapport entre la longueur moyenne des extensions dues à un
échantillonnage contrôlé par la PCA et de celles dues à un échantillonnage classique.
Si on se réfère à l’analyse illustrée par la figure 4.4, on doit attendre de ce rapport qu’il
diverge vers +∞ quand l’étroitesse du passage tend vers 0.
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Figure 4.11 – Chemin solution pour la première famille de problèmes. Le personnage
doit bouger son bras gauche pour se mettre en position.
Taille du trou Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne Taux d’échec
Pas de tore 56 446 182,2 123,302 s 455,952 s 1,23 4%
24 cm 240 691 188,7 514,678 s 850,086 s 0,335 20%
16 cm 254 300 166,0 528,041 s 861,391 s 0,255 22%
12 cm 303 732 177,7 686,534 s 1 019,66 s 0,165 23%
8 cm 305 794 164,4 709,301 s 1 010,62 s 0,0836 26%
Table 4.2 – Résultats moyens de l’algorithme RRT sur la première famille de problèmes
de planification pour l’animation graphique.
Taille du trou Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne
Pas de tore 1 104 111,8 4,377 s 3,097 s 50,7
24 cm 2 970 166,6 14,881 s 11,531 s 9,65
16 cm 5 111 200,0 27,795 s 28,418 s 7,72
12 cm 6 588 198,6 34,679 s 42,311 s 5,11
8 cm 11 533 177,9 50,992 s 53,595 s 2,70
Table 4.3 – Résultats moyens de l’algorithme PCA-RRT sur la première famille de pro-
blèmes de planification pour l’animation graphique.
Mouvement des deux bras
L’environnement est le même que pour les problèmes précédents, mais cette fois-ci
le personnage doit placer ses deux mains pour réparer le tuyau. La figure 4.13 présente
un chemin solution pour ce problème.
Nous avons lancé le RRT classique cent fois sur le problème où le bras droit doit
passer par un trou de 24 cm, et il n’a jamais trouvé de solution en moins d’un million
d’itérations. Nous n’avons donc pas pensé qu’il était pertinent de lancer les expériences
sur les environnements plus contraints, comme pour le problème précédent. Les résultats
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Figure 4.12 – Évolution du rapport entre la longueur moyenne d’une extension contrôlée
par la PCA et d’une extension classique de l’algorithme RRT. Quand le trou devient plus
petit, le passage dans CS free devient plus étroit, et le gain à utiliser la PCA s’accroît.
Figure 4.13 – Chemin solution pour la seconde famille de problèmes d’animation gra-
phique. Le personnage doit bouger ses deux bras pour se mettre en position.
moyens des algorithmes RRT et PCA-RRT sont présentés respectivement en tables 4.2
et 4.3. La PCA a utilisé en moyenne 33,2 points pour décrire localement CS free. Son
coût est 70% du temps de calcul total. L’écart type du temps de calcul pour le RRT clas-
sique pour ce problème n’est pas intéressant. Sa faible valeur s’explique par le fait que
l’algorithme a été systématiquement arrêté après le même nombre d’itérations. Pour ce
problème, le rapport entre la longueur moyenne des extensions dues à l’échantillonnage
contrôlé par la PCA et de celles dues à un échantillonnage classique monte jusqu’à 300.
Problème d’animation en environnement industriel
Ce problème nous a été posé par Dassault Aviation dans le cadre du projet ANR-
RNTL PerfRV2. La photographie en figure 4.14 et le modèle 3D correspondant sont
utilisés avec leur accord.
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Taille du trou Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne Taux d’échec
Pas de tore 257 173 306,9 622,947 s 993,628 s 0,43 22%
24 cm 1 000 000 333,7 2 168,174 s 250,409 s 0,058 100%
Table 4.4 – Résultats moyens de l’algorithme RRT sur la seconde famille de problèmes
de planification pour l’animation graphique.
Taille du trou Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne Taux d’échec
Pas de tore 1 901 165,4 8,026 s 5,373 s 27 0%
24 cm 137 982 2 638,9 1 055,062 s 926,660 s 18 18%
Table 4.5 – Résultats moyens de l’algorithme PCA-RRT sur la seconde famille de pro-
blèmes de planification pour l’animation graphique.
Dans ce problème, deux personnages doivent coopérer afin de monter une pièce sur
une soute d’avion. Il est facile pour le personnage du dessus de se mettre en position. En
revanche, le personnage sous la soute évolue dans un environnement très contraint. Le
système considéré ici est constitué des degrés de liberté du haut du corps du personnage
sous la soute. Comme dans les problèmes d’animation précédents, il consiste en 20 de-
grés de liberté. La figure 4.14 expose le problème : à gauche la configuration initiale et
à droite la configuration finale. La figure 4.15 présente un chemin solution.
Les résultats des algorithmes RRT et PCA-RRT sont présentés en tables 4.6 et 4.7.
Comme pour le problème précédent, CS free n’est pas simplement un sous-espace linéaire
de CS . L’utilisation de la PCA se révèle tout de même utile, à cause de la présence
de passages étroits. La PCA a utilisé en moyenne 32,4 points pour décrire localement
CS free. Les calculs de PCA représentent pour ce problème 88% du temps de calcul total.
4.6.3 L’algorithme PRM contrôlé par la PCA
Afin d’étudier plus largement l’utilité de contrôler l’échantillonnage aléatoire par
la PCA en planification de mouvement, nous avons implémenté d’autres planificateurs
que le RRT. L’algorithme PRM tel que décrit dans (Kavraki et al., 1996) comporte deux
phases :
– d’abord un échantillonnage uniforme de CS , au cours duquel on conserve toutes
les configurations libres de collision, qu’on essaye de connecter entre elles,
– puis un échantillonnage adaptatif autour des nœuds déjà obtenus dont on soup-
çonne qu’ils se trouvent à l’intérieur de passages étroits.
L’heuristique proposée dans (Kavraki et al., 1996) pour déterminer si une configu-
ration q se trouve à l’intérieur d’un passage étroit consiste à compter le nombre de fois
où le planificateur a essayé de relier q à une autre configuration sans y parvenir. La
probabilité de choisir q pour une extension aléatoire dans la deuxième phase de l’algo-
rithme est proportionnelle à ce nombre. Nous avons suivi cette heuristique dans notre
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Figure 4.14 – Problème industriel de planification de mouvement pour un acteur digital.
La difficulté principale est de placer les deux mains du personnage sous la soute. La
photographie illustrant le problème et le modèle 3D de la soute sont utilisés avec l’au-
torisation de Dassault Aviation. Le problème nous a été proposé dans le cadre du projet
ANR-RNTL PerfRV2.
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Figure 4.15 – Chemin solution pour le problème de la soute d’avion.
Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne Taux d’échec
870 852 1 424 2 484,212 s 786,087 s 0,0402 72%
Table 4.6 – Résultats moyens de l’algorithme RRT sur le problème industriel de planifi-
cation pour l’animation graphique.
Itérations Nœuds Temps de calcul moyen Écart-type Longueur moyenne Taux d’échec
186 769 2 602 1 406,818 s 868,773 s 1,07 34%
Table 4.7 – Résultats moyens de l’algorithme PCA-RRT sur le problème industriel de
planification pour l’animation graphique.
implémentation de l’algorithme PRM.
L’algorithme PRM a été conçu pour construire un plan de CS free puis répondre à de
multiples requêtes de planification. Nous avons choisi de suivre l’implémentation pro-
posée dans (Hsu et al., 2006) pour l’adapter à des requêtes simples : on itère la première
phase 100 fois, puis la deuxième 200 fois et on recommence, jusqu’à trouver un chemin
entre les configurations initiale et finale.
Le contrôle de l’échantillonnage par la PCA peut se faire durant la deuxième phase.
Lorsqu’un nœud est choisi pour une extension aléatoire, on réalise une PCA sur ses voi-
sins dansR. Si le calcul de la PCA converge, nous utilisons les résultats pour transformer
la direction de l’extension.
Nous présentons les résultats de PRM et PCA-PRM sur le problème du pot d’échap-
pement dans les tables 4.8 et 4.9. Les algorithmes PRM et PCA-PRM ont systématique-
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Itérations Nœuds Temps de calcul moyen Écart-type
11 957 9 423 869,541 s 1 542,159 s
Table 4.8 – Résultats moyens de l’algorithme PRM sur le problème de désassemblage
mécanique.
Itérations Nœuds Temps de calcul moyen Écart-type
7 688 6 973 490,557 s 798,127 s
Table 4.9 – Résultats moyens de l’algorithme PCA-PRM sur le problème de désassem-
blage mécanique.
ment trouvé une solution au problème en moins d’un million d’itérations.
Pour ce problème (comme pour ceux d’animation présentés précédemment), la pre-
mière phase d’échantillonnage uniforme de l’algorithme PRM n’est pas aussi efficace
qu’un algorithme RRT qui ne réalise que des extensions aléatoires. La PCA permet tout
de même d’accélérer la phase d’extension deR.
4.6.4 Iterative Path Planning (IPP) contrôlé par la PCA
Iterative Path Planning (IPP) est un algorithme de planification de mouvement re-
posant sur des stratégies d’expansion d’arbres aléatoires. Il a été présenté dans (Ferre
& Laumond, 2004). Il s’agit de calculer une solution approximative en exécutant l’al-
gorithme RRT tout en autorisant au robot de « pénétrer » dans les obstacles. Ce che-
min est ensuite remodelé itérativement en réduisant la pénétration autorisée et en re-
lançant des RRT. L’idée qui sous-tend cet algorithme est que les premières exécutions
- rapides - de l’algorithme RRT vont servir à trouver les entrées des passages étroits.
Une fois ces entrées trouvées, les RRT avec une faible pénétration vont pouvoir raffi-
ner les solutions approximatives rapidement. Il a été observé que cet algorithme est très
efficace pour résoudre des problèmes de désassemblage mécanique. IPP fait partie du lo-
giciel KineoWorksTM, nous avons donc utilisé son implémentation. Nous avons adapté
l’échantillonnage de la même façon que pour les RRT.
Nous présentons les résultats moyens de IPP et PCA-IPP sur le problème de désas-
semblage du tuyau d’échappement dans les tables 4.10 et 4.11. IPP résout ce problème
plus rapidement que PCA-RRT. Ici, l’heuristique qui consiste à agrandir les passages
étroits est plus efficace que celle qui consiste à linéariser le passage. Il reste intéressant
de coupler les deux heuristiques, ainsi PCA-IPP est légèrement plus rapide que IPP.
Dans les problèmes hautement dimensionnés tels que les problèmes d’animation
présentés précédemment, l’heuristique d’IPP n’est pas toujours aussi efficace. Les tables
4.12 et 4.13 présentent les résultats des algorithmes IPP et PCA-IPP sur le problème
d’animation dans lequel le personnage doit bouger son bras gauche, tandis que son bras
droit se trouve à l’intérieur d’un tore. La version du problème considérée est celle où
le trou du tore a une taille de 24 cm. PCA-IPP a systématiquement trouvé un chemin
solution, on a indiqué dans la table le taux d’échec de IPP.
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Itérations Nœuds Temps de calcul moyen Écart-type
212 42,2 3,543 s 1,731 s
Table 4.10 – Résultats moyens de l’algorithme IPP sur le problème de désassemblage
mécanique.
Itérations Nœuds Temps de calcul moyen Écart-type
185 40,2 3,324 s 1,381 s
Table 4.11 – Résultats moyens de l’algorithme PCA-IPP sur le problème de désassem-
blage mécanique.
Itérations Nœuds Temps de calcul moyen Écart-type Taux d’échec
74 097 357,3 309,634 s 1 135,415 s 2%
Table 4.12 – Résultats moyens de l’algorithme IPP sur le problème d’animation gra-
phique.
Itérations Nœuds Temps de calcul moyen Écart-type
20 134 87,1 67,066 s 111,421 s
Table 4.13 – Résultats moyens de l’algorithme PCA-IPP sur le problème d’animation
graphique.
Dans cet exemple, IPP est plus efficace que RRT. PCA-IPP et PCA-RRT requièrent
quant à eux moins de temps de calcul qu’IPP. On remarque enfin que PCA-IPP est plus
lent que PCA-RRT. Les avantages à utiliser IPP dépendent pour beaucoup de la lon-
gueur des passages étroits à traverser dans CS free. Si un passage est long, comme c’est
le cas ici, de nombreuses configurations échantillonnées à l’intérieur du passage valides
pour une certaine pénétration sont invalidées quand le seuil de pénétration autorisée est
baissé. Cela induit de nombreux calculs inutiles. Si en revanche le passage est ponctuel,
comme pour le problème de désassemblage présenté précédemment, les premiers appels
à l’algorithme RRT peuvent localiser l’entrée du passage, ce qui revient quasiment à la
résolution du problème.
Dans tous les cas, on observe que l’échantillonnage contrôlé par la PCA est plus ef-
ficace que l’échantillonnage classique. La combinaison d’IPP et du contrôle de l’échan-
tillonnage par la PCA n’est toutefois pas systématiquement plus efficace que PCA-RRT.
4.7 Discussion sur le choix de la technique de réduc-
tion de dimension
4.7.1 Méthodes locales non-linéaires
La PCA est une méthode de réduction de dimension globalement linéaire. Étant
donnée une configuration q dans CS free depuis laquelle on s’apprête à effectuer une
extension, la PCA sert à décrire succintement la forme des faisceaux de trajectoires
libres de collision qui partent de q. Si les trajectoires élémentaires (telles que construites
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par la méthode locale utilisée) ne sont pas des lignes droites, il est vain d’essayer de
décrire leur ensemble par la PCA. C’est le cas par exemple pour les robots qui possèdent
des contraintes dynamiques ou non-holonomes comme les voitures. Pour ces systèmes,
la méthode décrite précédemment n’est pas pertinente.
Il existe dans la littérature des méthodes de réduction de dimension non-linéaires
dont l’analyse en composantes principales à noyau (Kernel PCA en anglais, notée KPCA
dans la suite) (Schoelkopf et al., 1997). Étant donné un ensemble de points, la KPCA
réalise une PCA sur une représentation de ces points dans un espace de plus grande di-
mension. Cette technique générique est appelée en apprentissage automatique le « kernel
trick ». Elle est utilisable car le calcul de la PCA ne dépend que du produit scalaire entre
les points d’entrée pris deux à deux. Notons φ la fonction qui permet de passer de CS
à l’espace dans lequel on souhaite réaliser la PCA - il n’est pas nécessaire pour l’algo-
rithme KPCA d’avoir une écriture explicite de φ. Le calcul de la PCA sur l’image de
l’ensemble de points par φ ne dépend que des φ(x).φ(y). Le principe du kernel trick
est d’accéder à ces valeurs via une fonction noyau k, définie ici sur CS2 telle que pour
(x, y) ∈ CS2, φ(x).φ(y) = k(x, y).
Prenons l’exemple d’un robot voiture, dont la méthode locale génère des courbes
de Reeds et Shepp (Reeds & Shepp, 1990). On peut associer une distance d à cette
méthode locale telle que la distance entre deux configurations q1 et q2 d(q1, q2) soit
la longueur de la courbe de Reeds et Shepp qui relie q1 à q2. Étant donnée cette dis-
tance, on peut définir ce que serait le produit scalaire correspondant dans un espace de
plus haute dimension, dans lequel l’image de ces courbes sont des droites : k(q1, q2) =(
d(0, q1)2 + d(0, q2)2 − d(q1, q2)2
)
/2. Nous n’avons pas montré qu’un tel k définis-
sait bien un produit scalaire. Nous l’avons toutefois utilisé pour contrôler l’échantillon-
nage d’un algorithme de planification de mouvement utilisé sur un robot qui décrit des
courbes de Reeds et Shepp. Pour de tels systèmes, KPCA-RRT se comporte mieux que
PCA-RRT. Toutefois, sur ces problèmes à faible dimension - 3 pour une voiture dont
la configuration est décrite par (x, y, θ) - il n’est pas très intéressant d’avoir recours à
des méthodes de réduction de dimension, et dans les exemples que nous avons étudié un
simple RRT était généralement plus efficace qu’à la fois PCA-RRT et KPCA-RRT.
4.7.2 Description non-linéaire de CS free
Dans le travail présenté ici, nous avons choisi d’utiliser la PCA comme technique
de réduction de dimension car elle est facile à implémenter et fournit de bons résultats.
La principale limitation de cette méthode est qu’elle est globalement linéaire. Les sous-
espaces renvoyés par la PCA, qui sont censés décrire CS free dans l’utilisation qu’on en
fait, sont ainsi linéaires et pourraient être de dimension supérieure qu’une sous-variété
non-linéaire approximant correctement CS free.
Il existe dans la littérature des méthodes de réduction de dimension non-linéaires,
parmi lesquelles ISOMAP (Tenenbaum et al., 2000) ou « Locally Linear Embedding »
(Roweis & Saul, 2000). Plusieurs cas de figures peuvent se présenter quand on utilise la
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PCA pour contrôler l’échantillonnage de planificateurs de mouvement :
1. La sous-variété à identifier est effectivement linéaire. C’est le cas dans le problème
d’animation présenté précédemment où le bras droit du personnage est placé cor-
rectement dès la configuration initiale. Dans ce problème, certains degrés de li-
berté ne doivent pas être modifiés (ceux du bras droit), ce qui force le planifica-
teur à échantillonner des configurations sur une intersection d’hyperplans, c’est-à-
dire un sous-espace linéaire de CS . Dans ce cas, il est pertinent d’utiliser la PCA
comme outil de réduction de dimension.
2. La forme locale de CS free n’est pas linéaire, mais lisse. Puisque notre utilisation
de la PCA est locale, nous allons identifier l’espace tangent à la sous-variété qui
approxime CS free. La PCA projette alors les extensions aléatoires dans les direc-
tions tangentes à la sous-variété ce qui accélère la résolution du problème. Les
problèmes d’animation ou de désassemblage mécanique en sont de bonnes illus-
trations. Il pourrait toutefois être intéressant de décrire non-linéairement CS free
pour de l’échantillonnage statique, comme lors de la première phase de l’algo-
rithme PRM.
3. CS free prend un virage à angle droit. Dans ce cas, la direction renvoyée par la
PCA n’aide en rien la résolution du problème. Lorsqu’utilisée avec l’algorithme
RRT, les étapes d’échantillonnage classique garantissent que le planificateur va
échantillonner des configurations après le virage. Une fois que l’arbre de recherche
a passé le virage, les deux directions orthogonales vont être considérées par la
PCA, qui n’en favorisera pas une par rapport à l’autre.
4. CS free a une forme de « T ». L’utilisation de la PCA induit une inertie dans la
direction en ligne droite. Si le chemin à trouver prend le virage à angle droit, on
peut dire que l’utilisation de la PCA ralentit l’algorithme, en ce sens qu’elle va
favoriser l’exploration dans la mauvaise direction.
4.8 Conclusion
Nous avons présenté dans ce chapitre une adaptation des algorithmes randomisés
de planification de mouvement. La méthode statistique utilisée, la PCA, est connue et
largement utilisée dans la littérature, mais pas encore pour contrôler l’échantillonnage
aléatoire en planification de mouvement. Son utilisation et l’analyse de sa validité, dans
ce cadre, sont les contributions de notre travail. Comme espéré, nous avons observé que
la PCA pouvait accélérer la progression des graphes de recherche dans des espaces de
configurations fortement contraints. Nous n’avons pas résolu le problème qui consiste à
trouver l’entrée des passages étroits dans CS free, mais seulement celui de la progression
à l’intérieur de ces passages.
Pour valider notre méthode, nous l’avons utilisée sur des problèmes variés, repré-
sentant différents champs d’application de la planification de mouvement. Un des prin-
cipaux atouts de la technique proposée est qu’elle ne nécessite aucun paramétrage :
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l’algorithme s’adapte automatiquement à la dimension et à la difficulté des problèmes
considérés. La classe de problèmes pour laquelle notre algorithme s’est révélé le plus
utile est l’animation de personnages possédant de nombreux degrés de liberté et évo-





Le chapitre précédent a présenté une méthode pour adapter les algorithmes de pla-
nification aux systèmes hautement dimensionnés. La planification de mouvement appli-
quée aux robots humanoïdes se heurte à une difficulté autre que la grande dimension
de CS : les configurations et chemins qu’on génère doivent respecter des contraintes
d’équilibre, de faisabilité physique ou encore de tâches dans l’espace opérationnel du
robot. La figure 5.1 présente un exemple de tâche de manipulation (un mouvement d’at-
teinte) pendant laquelle on souhaite que le robot conserve son équilibre tout en évitant
les collisions avec les obstacles.
Figure 5.1 – Un mouvement d’atteinte dans un environnement contraint. Le robot réalise
la tâche de manipulation tout en conservant son équilibre.
59
60 CHAPITRE 5. PLANIFICATION DE MOUVEMENT SOUS CONTRAINTES
Ce chapitre présente une méthode originale pour utiliser les algorithmes randomisés
de planification de mouvement conjointement avec des méthodes de cinématique inverse
qui garantissent le respect de contraintes entrées par l’utilisateur, ou la réalisation de
tâches de manipulation.
5.1 Utilisation de la cinématique inverse
Ce travail utilise intensivement le formalisme de cinématique inverse présenté en 3.1
pour résoudre différents types de tâches, parmi lesquelles :
1. l’équilibre statique : Pour un robot humanoïde se tenant sur ses deux jambes,
l’équilibre statique d’une configuration peut être exprimé simplement par une
tâche sur le centre de masse. Au cours d’un mouvement statiquement stable, on
requerra typiquement que les deux pieds ne bougent pas et que le centre de masse
se projette au centre du polygone support du robot dans le plan du sol.
2. la réalisation d’un but : les problèmes de manipulation s’expriment souvent comme
une tâche à réaliser plutôt que comme une configuration à atteindre. Nous présen-
terons en particulier des exemples où le robot doit atteindre un certain point ou
une certaine orientation avec ses mains.
3. l’exploration de CS : comme nous l’expliquerons plus en détail dans les sections
suivantes, nous utilisons des tâches dont la valeur s’exprime dans CS pour implé-
menter des algorithmes d’exploration aléatoire de CS .
5.2 Planification de mouvement corps-complet pour un
robot humanoïde
Cette section présente une adaptation des algorithmes randomisés de planification de
mouvement à la planification de chemins articulaires pour un robot humanoïde. Les algo-
rithmes de cinématique inverse hiérarchisée servent à garantir des propriétés d’équilibre
des mouvements planifiés, tandis que l’architecture globale inspirée des algorithmes de
type RRT permet d’éviter les obstacles.
La conception d’algorithmes de planification de mouvement sous contraintes pose
un problème principal : l’échantillonnage de sous-variétés de CS de dimension inférieure
à CS . Un échantillonnage uniforme de CS , par exemple, génère des configurations va-
lides avec une probabilité nulle. Les algorithmes de cinématique inverse hiérarchisée
présentés dans la section 3.1 servent à pallier ces limites.
Quitte à utiliser des algorithmes de résolution de tâches de cinématique inverse, il
serait possible d’y intégrer des contraintes d’évitement d’obstacles. Cette intégration a
été présentée dans (Kanehiro et al., 2008a; Kanehiro et al., 2008b). Nous présenterons à
la fin de cette section une comparaison entre notre stratégie et la leur.
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5.2.1 Échantillonnage de sous-variétés de CS
Le problème étudié ici est celui de la génération de configurations aléatoires qui ap-
partiennent à une sous-variété donnée de CS . Les sous-variétés considérées sont définies
implicitement comme les solutions d’ensembles de tâches. Nous ne disposons donc pas
d’une paramétrisation des variétés à explorer qui permettrait d’échantillonner directe-
ment l’espace des paramètres.
Afin de générer des configurations aléatoires satisfaisant un ensemble de tâches
passé en entrée, nous utilisons les algorithmes de cinématique inverse présentés dans
la section 3.1. La méthode de planification de mouvement randomisée qui consiste à
générer des configurations uniformément distribuées dans CS puis à vérifier que ces
configurations appartiennent à CS free devient donc :
1. Générer une configuration q dans CS avec une loi de probabilité uniforme,
2. Projeter q pour satisfaire les tâches T , on note p(T, q) le projeté de q sur la sous-
variété vérifiant T .
3. Vérifier que p(T, q) est libre de collision.
Les problèmes de manipulation pour robots humanoïdes sont souvent posés comme
des tâches à résoudre dansWS plutôt que des configurations à atteindre dans CS . Cette
méthode permet de se ramener à la seconde forme en échantillonnant la sous-variété so-
lution de la tâche but jusqu’à générer suffisament de configurations finales. La figure 5.2
présente quatre configurations libres de collisions, générées aléatoirement, qui satisfont
des contraintes d’équilibre et une tâche d’atteinte de la main droite.
Figure 5.2 – Échantillonnage de sous-variété de CS . Les contraintes à vérifier sont :
les positions des pieds, la position du centre de masse et la position de la main droite.
CS est échantillonné uniformément, chaque échantillon est ensuite projeté sur la sous-
variété qui vérifie les contraintes grâce aux outils de cinématique inverse, puis passé au
détecteur de collisions.
On peut adapter les algorithmes de planification en appliquant cette méthode à toutes
les configurations générées aléatoirement. Nous avons remarqué qu’il était plus efficace
de réécrire les méthodes d’extension pour y intégrer les algorithmes de cinématique
inverse. C’est ce que présente la prochaine section.
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5.2.2 Extensions sous contraintes dans CS
Afin d’adapter efficacement les algorithmes de type RRT à l’exploration de sous-
variétés contraintes de CS , nous avons choisi d’implémenter spécifiquement une mé-
thode d’extension sous contraintes dans CS . Partant d’une configuration qnear qui res-
pecte un ensemble de contraintes C, on désire se rapprocher autant que possible d’une
configuration tirée au hasard dans CS : qrand, tout en restant sur la sous-variété V vérifiant
C. Pour ce faire, nous utilisons les algorithmes de cinématique inverse avec priorités.
Définissons la tâche T (q0)config, dite de configuration, indexée par une configuration q0
par :
∀q ∈ CS, T (q0)config(q) = (q − q0)
En ajoutant cette tâche à la plus faible priorité dans la pile des contraintes et tâches,
on génère, grâce aux algorithmes de cinématique inverse avec priorités, la solution locale




Lors d’une extension sous contraintes dans CS , nous utilisons cette tâche avec comme
configuration cible, les configurations qu’un algorithme RRT classique aurait ajoutées à
R. Chaque configuration résultat de la cinématique inverse est ensuite passée au détec-
teur de collisions, ainsi que les chemins élémentaires dans CS reliant les configurations
entre elles. Les figures 5.3 et 5.4 présentent une comparaison entre une étape d’extension
d’un RRT classique et une étape d’extension sous contraintes.
L’algorithme 5 présente le pseudo-code correspondant à une étape d’extension sous
contraintes. La fonction LocalPlanner.Solve() correspond à un appel aux algo-






Figure 5.3 – Une étape d’extension de l’algorithme RRT-Connect
5.2.3 Optimisation de posture
Comme lors de l’utilisation d’algorithmes de planification classiques, les chemins
résultats, générés aléatoirement, doivent être optimisés. Le critère à optimiser dépend
du système considéré. En robotique humanoïde, on souhaite généralement que le mou-
vement final semble « réaliste » ou « naturel », pour une définition satisfaisante de ces
notions.






Figure 5.4 – Une étape d’extension sous contraintes
Algorithme 5 Constrained-Connect(R, qnear, qrand)
Tasks.Initialize(Constraints)
Tasks.Add(ConfigurationTask)
∆q ← ε.(qrand − qnear)/||(qrand − qnear)||
qtarget ← qnear + ∆q
qcurrent ← qnear
State← Progressing
while State = Progressing do
ConfigurationTask.SetTarget(qtarget)
qnew ← LocalPlanner.Solve(Tasks, qcurrent)
if qnew 6= qcurrent
and CollisionCheck(qnew) = OK
and CollisionCheckEdge(qcurrent, qnew) = OK




if qtarget 6= qrand then








Dans l’algorithme présenté ici, la configuration finale du chemin solution a été géné-
rée aléatoirement, et pas entrée par un utilisateur. Pour que le mouvement semble naturel,
il est donc important d’optimiser non seulement le chemin solution, mais aussi la pos-
ture finale atteinte par l’algorithme de planification. Notons que nous n’optimisons une
configuration finale qu’après l’avoir atteinte plutôt que d’optimiser les configurations fi-
nales dès qu’elles sont générées, ce afin d’éviter des calculs inutiles, l’optimisation de
posture étant l’étape la plus coûteuse de notre processus de planification, comme nous
l’observerons dans la partie expérimentale de cette section.
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L’optimisation de posture se déroule comme suit : partant d’une configuration finale
valide et sans collision, et étant donnée une fonction objectif à minimiser, le planificateur
génère des déplacements élémentaires aléatoires qui minimisent la fonction objectif tout
en vérifiant les contraintes (y compris la contrainte définissant les configurations finales).
On trouve ainsi un chemin sans collision entièrement inclus dans la sous-variété but.
Dans les exemples présentés ici, le critère qu’on a choisi d’optimiser est la distance à une
configuration de référence dans CS . La figure 5.5 présente les étapes d’une optimisation
de posture. Les contraintes appliquées au robot sont l’équilibre statique (deux pieds au
sol, centre de masse projeté au milieu du polygone support) et la tâche de but qui consiste
à placer la main droite sur la boîte violette posée sur la table. Les configurations générées
sont de plus en plus naturelles.
Figure 5.5 – Étapes d’une procédure d’optimisation de posture. Toutes les configurations
sont sans collision, respectent les contraintes d’équilibre et la tâche sur la position de la
main. De gauche à droite, les configurations sont de plus en plus naturelles.
Le nouveau chemin solution est la concaténation du premier chemin solution et du
chemin d’optimisation de la posture finale. On peut ensuite optimiser ce chemin solu-
tion avec les méthodes classiques d’optimisation de trajectoires de la planification de
mouvement randomisée.
5.2.4 Architecture globale de l’algorithme
Maintenant que nous avons présenté les différentes étapes de la planification de mou-
vement sous contraintes, résumons l’architecture globale qui permet de résoudre un pro-
blème de planification.
Étant donnée une pile de tâche qu’on souhaite résoudre,
1. On génère plusieurs configurations finales libres de collision qui résolvent les
tâches,
2. On lance un algorithme RRT, utilisant la fonction Constrained-Connect()
pour générer les nouvelles configurations aléatoires.
3. Quand un chemin a été trouvé entre la configuration initiale et une configuration
finale, on optimise cette dernière,
4. On optimise la concaténation du chemin aléatoire solution et du chemin d’optimi-
sation de posture.
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5.3 Comparaison avec une méthode locale d’évitement
d’obstacles
Cette section présente des résultats expérimentaux obtenus en simulation avec le mo-
dèle de robot HRP-2. Nous avons comparé en détails notre algorithme avec la méthode
locale d’évitement de collisions présentée dans (Kanehiro et al., 2008a). Nous avons
choisi de présenter des comparaisons de ces méthodes sur deux exemples publiés de
tâches d’atteinte de la main.
Le premier exemple est un mouvement où les deux pieds sont au sol, le robot hu-
manoïde doit atteindre un objet situé sous une table. Le second est un mouvement plus
compliqué, le robot se tient sur un seul pied et doit passer son bras droit à travers un
large obstacle torique. Des obstacles gênent aussi les mouvements du bras gauche et de
la jambe en suspension.
Notre algorithme utilise les planificateurs de mouvement et les détecteurs de colli-
sion de KineoWorks. Toutes les simulations ont été réalisées sur un PC Intel Core 2 Duo
2,13 GHz avec 2 Go de RAM. Les temps de calculs présentés dans (Kanehiro et al.,
2008a; Kanehiro et al., 2008b) ont été obtenus sur la même machine, ce qui rend les
comparaisons de temps de calculs pertinentes. Pour chaque problème, nous avons lancé
le planificateur dix fois, cela comprend la génération de configurations finales, la plani-
fication aléatoire, l’optimisation de posture et l’optimisation de chemin. Nous indiquons
le temps moyen pris par chacune de ces étapes, ainsi que les coûts relatifs de la détection
de collision et de la résolution de cinématique inverse.
5.3.1 Scénario « Table » à double support
La figure 5.6 présente un chemin solution pour le problème consistant à atteindre un
point sous une table avec la main droite. Une expérience identique a été présentée dans
(Kanehiro et al., 2008a). La méthode locale présentée dans (Kanehiro et al., 2008a)
calcule un pas d’optimisation en 100 ms pour ce problème. Sur le robot HRP-2, en choi-
sissant le réglage qui consiste à donner des consignes de configuration toutes les 50 ms,
cette méthode tourne à une demi-fois le temps réel. La trajectoire planifiée finalement
dure 14 s, donc le temps de planification est de 28 s.
La table 5.1 présente les résultats de notre planificateur sur ce scénario. Le temps
de calcul total, comprenant planification et optimisation, s’élève à 25,6 s. Notons que
l’optimisation - de posture puis de trajectoire - est l’étape la plus consommatrice de
temps de calcul. La planification proprement dite - génération de configurations finales
puis de chemin - ne dure que 4,3 s. Toutefois, il est indispensable d’optimiser les résultats
d’un algorithme de planification randomisés pour pouvoir utiliser le chemin résultat.
La méthode locale présentée dans (Kanehiro et al., 2008a) ne nécessite pas de post-
optimisation, donc c’est bien 25,6 s qui doivent être comparées au 28 s de (Kanehiro
et al., 2008a).
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Figure 5.6 – Chemin solution pour une tâche d’atteinte de la main droite, tout en évitant







281 4 017 16 181 5 096
Coût de la cinématique inverse Coût du détecteur de collision
1,25% 86 %
Table 5.1 – Temps de calcul du planificateur sur le scénario « Table » en ms.
5.3.2 Scénario « Tore » à simple support
Figure 5.7 – Chemin solution pour une tâche d’atteinte de la main droite, tout en évitant
les obstacles, et particulièrement le tore dans lequel doit passer la main.
La figure 5.7 présente un chemin solution pour une tâche d’atteinte plus difficile. Le
robot tient en équilibre sur son pied droit et doit atteindre avec sa main gauche un point
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à l’intérieur d’un obstacle de forme torique. Ce problème a été présenté dans (Kanehiro
et al., 2008b). Il s’agit d’un problème très coûteux à résoudre pour une méthode locale
d’évitement d’obstacle en raison de la proximité et de la complexité des obstacles.
Le calcul d’un mouvement solution avec les modèles précis du robot et de l’envi-
ronnement prend 1,47 s par pas d’optimisation. La raison de ce coût est le nombre élevé
(' 3000) de contraintes induites par l’évitement d’obstacle. Les auteurs de (Kanehiro
et al., 2008b) proposent de résoudre le même problème en utilisant des modèles simpli-
fiés de la géométrie du robot et de son environnement, ce qui ramène le temps de calcul
à 50 ms par pas d’optimisation (pour 375 contraintes). La trajectoire générée dure 77 s.








1 689 27 965 40 479 23 851
Coût de la cinématique inverse Coût du détecteur de collision
9,19% 84 %
Table 5.2 – Temps de calcul du planificateur sur le scénario « Tore » en ms.
La table 5.2 présente les temps de calcul de notre planificateur sur ce scénario. Le
temps de calcul total moyen est 94,0 s et le temps de planification 29,7 s. Encore une
fois, l’essentiel du temps de calcul est utilisé pour l’optimisation de la posture finale et
du chemin solution. La résolution de cinématique inverse coûte comparativement plus
pour ce scénario, sans doute parce que la contrainte d’équilibre statique est plus difficile
à résoudre avec un seul pied de support.
5.3.3 Comment prendre en compte l’évitement d’obstacle ?
Il est difficile de pousser plus loin la comparaison entre une méthode locale d’évite-
ment d’obstacles et notre planificateur car ils ne sont pas prévus pour la même utilisation.
La méthode locale peut être utilisée comme contrôleur tandis que le planificateur n’est
utile que pour calculer des trajectoires hors ligne.
Toutefois, les deux exemples présentés ici peuvent donner une intuition de l’utilité
de chacune des méthodes. L’intégration des contraintes d’évitement d’obstacles à la ci-
nématique inverse permet de générer des mouvements plus réalistes que les algorithmes
randomisés, qui génèrent des mouvements inutiles à la réalisation de la tâche but. Pour
la résolution de problèmes simples, c’est-à-dire, où les calculs de collision ne sont pas
coûteux, il est préférable d’utiliser de telles méthodes. En revanche, quand l’environ-
nement est complexe, le paradigme de la planification de mouvement randomisée - qui
utilise le détecteur de collisions comme un boîte noire plutôt que d’essayer de représen-
ter explicitement CS free - est pertinent et permet des résolutions beaucoup plus rapides.
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5.4 Résultats expérimentaux
La section précédente s’est attachée à présenter une comparaison des performances
de notre planificateur avec une méthode locale d’évitement d’obstacles. Nous présentons
ici les résultats de notre planificateur sur différents problèmes de manipulation, pour
lesquels les contraintes ne sont pas toujours les mêmes.
5.4.1 Mouvements d’atteinte
La tâche à résoudre ici est l’atteinte d’un point donné par la main droite du robot.
Atteinte d’objets sur une étagère
Dans ce premier exemple, nous avons placé l’objet à atteindre sur des étagères, à
différentes hauteurs allant de 27 cm à 147 cm. Ce sont approximativement les limites de
l’espace accessible pour le robot HRP-2. La figure 5.8 présente l’environnement et des
postures solutions.
Figure 5.8 – Atteintes d’objets sur des étagères à différentes hauteurs.
La table 5.3 présente les résultats moyens de notre planificateur sur ce problème.
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Hauteur Moyenne Min Max
27 cm Planification 34 486 8 037 89 711
Optimisation 129 221 47 050 196 376
57 cm Planification 41 999 5 800 155 887
Optimisation 82 226 33 743 154 072
87 cm Planification 27 677 9 638 85 286
Optimisation 29 208 11 979 64 375
117 cm Planification 41 878 9 809 103 139
Optimisation 54 405 15 967 91 405
147 cm Planification 52 911 16 389 119 458
Optimisation 75 530 24 242 146 713
Table 5.3 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’atteinte d’un objet sur une étagère.
Atteinte d’objets dans un tiroir
La tâche d’atteinte présentée ici est plus complexe. Il s’agit d’atteindre un objet
dans un tiroir, à deux hauteurs différentes : 56 cm et 91 cm. L’objet est placé 10 cm
à l’intérieur du tiroir. Étant donnée la chaîne cinématique du robot HRP-2, très peu
de configurations résolvent cette tâche sans entrer en collision avec le tiroir lui-même.
Le problème est présenté en figure 5.9, et les résultats expérimentaux moyens de notre
planificateur sont présentés en table 5.4.
Figure 5.9 – Atteintes d’objets dans un tiroir à différentes hauteurs.
5.4.2 Manipulation d’objets en translation
La tâche consiste ici à attraper la poignée de l’objet à manipuler et à déplacer l’ob-
jet de 50 cm. Pendant la manipulation de l’objet en translation, une contrainte pour
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Hauteur Moyenne Min Max
56 cm Planification 147 526 35 574 472 305
Optimisation 151 734 83 671 216 723
91 cm Planification 160 084 22 048 603 694
Optimisation 208 544 114 579 284 482
Table 5.4 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’atteinte d’un objet dans un tiroir.
que la main du robot reste sur une droite donnée de l’espace de travail est ajoutée aux
contraintes d’équilibre.
Pour ces problèmes, on ne définit pas de configuration finale, mais la condition im-
plicite pour que le problème soit résolu est que l’objet se déplace d’au moins 50 cm.
L’absence de configuration finale empêche de faire croître des arbres aléatoires enraci-
nés en le but, ce qui ralentit la planification. Les temps présentés comprennent la plani-
fication du mouvement d’atteinte jusqu’à la poignée de l’objet à manipuler, ainsi que la
manipulation proprement dite.
Ouverture d’une fenêtre coulissante
Le problème est présenté en figure 5.10 et les résultats moyens de notre planificateur
en table 5.5. La poignée de la fenêtre à ouvrir est située à 140cm au dessus du sol.
Figure 5.10 – Ouverture d’une fenêtre coulissante.
Ouverture d’un tiroir
Le problème est présenté en figure 5.11 et les résultats moyens de notre planificateur
en table 5.6. La poignée du tiroir est située à 94 cm au dessus du sol.
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Hauteur Moyenne Min Max
140 cm Planification 36 458 9 477 98 604
Optimisation 23 341 9 474 43 381
Table 5.5 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’ouverture de fenêtre coulissante.
Figure 5.11 – Ouverture d’un tiroir.
Hauteur Moyenne Min Max
94 cm Planification 164 258 34 778 344 251
Optimisation 185 850 64 525 271 092
Table 5.6 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’ouverture de tiroir.
5.4.3 Manipulation d’objets en rotation
Comme pour les objets en translation, le succès de la planification est défini implici-
tement, il s’agit d’ouvrir les objets à manipuler d’au moins 45˚. Ici aussi, le mouvement
à planifier comprend le geste d’atteinte jusqu’à la poignée de l’objet et le mouvement
d’ouverture. Ces deux chemins sont ensuite optimisés.
Ouverture de porte
Le problème est présenté en figure 5.12 et les résultats moyens de notre planificateur
en table 5.7. La poignée de la porte est située à une hauteur de 100 cm.
Ouverture d’une fenêtre
Le problème est présenté en figure 5.13 et les résultats moyens de notre planificateur
en table 5.8. La poignée est située à une hauteur de 140 cm, un obstacle a été placé sous
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Figure 5.12 – Ouverture d’une porte.
Hauteur Moyenne Min Max
100 cm Planification 157 653 33 949 629 271
Optimisation 22 163 10 637 46 158
Table 5.7 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’ouverture de porte.
la fenêtre, sa profondeur est de 20 cm et sa hauteur de 110 cm.
Figure 5.13 – Ouverture d’une fenêtre.
5.5 Conclusion
Nous avons présenté dans ce chapitre une méthode efficace pour utiliser les planifi-
cateurs de mouvement randomisés dans des problèmes sous contraintes. La génération
de configurations respectant les contraintes est réalisée à l’aide de méthodes de ciné-
matique inverse avec priorités. Nous avons comparé notre approche avec une technique
5.5. CONCLUSION 73
Hauteur Moyenne Min Max
140 cm Planification 127 059 29 805 343 035
Optimisation 60 361 34 740 99 222
Table 5.8 – Temps de calcul (ms) pour la planification et l’optimisation d’un mouvement
d’ouverture de porte.
consistant à intégrer l’évitement d’obstacle à la résolution des tâches de cinématique
inverse. L’utilisation des planificateurs de mouvement randomisés permet de résoudre
plus efficacement les problèmes à géométrie complexe.
Notre approche ressemble à celles présentées dans (Stilman, 2007) et (Berenson
et al., 2009). Toutefois, le formalisme de cinématique inverse avec priorités que nous




Planification de marche et
manipulation
Le chapitre précédent a présenté un algorithme de planification corps-complet pour
les problèmes où le polygone support du robot humanoïde est fixe. Au début du mouve-
ment, le robot se tient sur ses deux pieds, ou sur un seul, et ses points de contact avec le
sol ne changent pas durant le mouvement planifié.
Cette façon de procéder ne rend évidemment pas compte de toutes les facultés d’un
robot humanoïde, qui peut se déplacer, en marchant, pour réaliser les tâches de mani-
pulation souhaitées. La littérature présente de nombreuses méthodes pour planifier des
mouvements de marche pour robot humanoïde. Le problème est souvent résolu sans
prendre en compte de façon exacte l’évitement d’obstacles par ce qu’on appelle des gé-
nérateurs de cycles de marche ou walk pattern generator. L’entrée de tels algorithme
peut être des empreintes de pas au sol, ou une trajectoire à suivre pour le centre de
masse du robot et leur sortie est une trajectoire articulaire corps-complet qui respecte
des contraintes d’équilibre dynamique. Ces algorithmes supposent généralement que le
robot commence et termine son mouvement de locomotion en une posture de référence
qui correspond à la station debout chez l’humain. Pour le robot HRP-2, on parle de pos-
ture demi-assise, en effet, on choisit de garder les jambes du robot légèrement fléchies
dans cette configuration de référence pour éviter les singularités apparaissant sur des
tâches liées à la marche quand les jambes sont tendues.
Nous allons présenter brièvement dans une première section l’utilisation découplée
de ces algorithmes avec le planificateur présenté dans le chapitre précédent. Dans un
deuxième temps, nous présenterons une méthode plus puissante de planification de mou-
vements de manipulation nécessitant de marcher pendant la résolution de la tâche.
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6.1 Découplage de la locomotion et de la manipulation
Figure 6.1 – Mouvement de marche puis corps-complet pour atteindre un objet sous une
table.
Étant muni :
– d’un planificateur pour la navigation du robot - c’est-à-dire planifiant une tra-
jectoire sans collision pour une boîte englobant le robot et ses mouvements de
balancement générés dûs à la marche,
– d’un pattern generator,
– du planificateur corps-complet présenté dans le chapitre précédent,
on peut proposer une architecture simple pour résoudre nombre de problèmes usuels
nécessitant marche puis mouvement corps-complet :
1. On échantillonne des configurations à proximité de l’objet à manipuler comme
décrit dans le chapitre précédent, jusqu’à trouver au moins une configuration finale
qfinal résolvant la tâche de manipulation.
2. On génère la configuration du robot telle que le robot est dans sa posture de réfé-
rence demi-assise et son polygone support est celui de la configuration finale qui
résout la tâche : q(half-sitting)final .
3. On résout le problème de navigation qui consiste à aller de la configuration initiale
à q(half-sitting)final .
4. On anime le chemin solution à l’aide du pattern generator.
5. On résout le problème de planification corps-complet qui consiste à aller de q(half-sitting)final
à qfinal.
6. On concatène les chemins solutions de (4) et (5).
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Figure 6.2 – Mouvement de marche puis corps-complet pour ouvrir une porte.
Les figures 6.1 et 6.2 présentent des exemples de chemins solutions générés par cette
architecture pour des tâches d’atteinte d’un objet sous une table et d’ouverture de porte.
Le planificateur de locomotion utilisé pour ces exemples est décrit dans (Yoshida et al.,
2007) et a été développé antérieurement au travail présenté ici.
6.2 Transformation d’un chemin corps complet en une
trajectoire de marche
Le découplage présenté dans la section précédente, s’il est simple à mettre en œuvre,
ne permet pas de résoudre les problèmes où le mouvement de marche doit s’accompa-
gner de mouvements du haut du corps. Dans l’environnement présenté en figure 6.3, par
exemple, le robot est obligé de lever les bras pour pouvoir passer entre les deux chaises
en marchant. Une technique de planification de trajectoire de marche qui utilise une boîte
englobante comme modèle du robot ne peut pas trouver de solution.
Nous proposons dans ce chapitre un planificateur corps-complet qui réalise des trajec-
toires de marche. Notons qu’on se restreint pour la génération de la marche aux mouve-
ments qui satisfont le modèle simplifié de « chariot sur une table » présenté en section
3.2.2, c’est-à-dire qu’on ne peut générer que des trajectoires où le centre de masse du
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Figure 6.3 – Chemin sans collision pour un robot humanoïde glissant sur le sol. Les
contraintes appliquées le long du chemin concernent : (i) les positions relatives des pieds,
(ii) la position du centre de masse, (iii) la verticalité du bassin.
robot reste à hauteur constante.
L’extension des techniques du chapitre précédent à la génération de trajectoire corps-
complet incluant la marche peut se faire de différentes façons. On peut par exemple
échantillonner les positions des empreintes de pas, comme présenté dans (Perrin et al.,
2011), chaque pas correspond à une extension d’un algorithme de type RRT∗, et des
détections de collision valident le mouvement des jambes au cours de ces pas. Cette
technique ne permet pas de planifier un mouvement de marche dans lequel le haut du
corps nécessite aussi de la planification pour l’évitement d’obstacle.
Une autre stratégie, présentée dans (Pettré et al., 2003) pour des acteurs digitaux et uti-
lisée dans (Yoshida et al., 2005) sur le robot humanoïde HRP-2 commence par planifier
un mouvement pour un cylindre qui englobe les jambes du personnage puis à déformer
la trajectoire des articulations du haut du corps localement si des collisions sont pré-
sentes lors de l’animation corps-complet de la trajectoire de marche. La limite de cette
approche est qu’à la suite de la planification, il n’existe pas de garantie formelle que le
chemin pourra être déformé en une trajectoire admissible par le système.
Dans ce chapitre, nous présentons une approche inspirée de (Pettré et al., 2003), en deux
temps. Dans un premier temps, on planifie le chemin corps-complet, sans collision, d’un
robot glissant sur le sol, dont les deux pieds ont toujours la même position relative. Ce
chemin est ensuite approximé avec une précision arbitraire par un contrôleur de marche
dynamique qui utilise le modèle du chariot sur une table. La contribution de cette ap-
proche est la garantie formelle qu’à la suite de la planification pour le robot glissant, on
pourra trouver une trajectoire de marche sans collision et à l’équilibre dynamique.
6.2.1 Trajectoire à l’équilibre statique
À l’aide des outils présentés dans le chapitre précédent, on planifie une trajectoire corps-
complet pour un robot qui glisse sur le sol. Toutes les configurations échantillonnées
vérifient des contraintes d’équilibre statique :
– les deux pieds sont à plat au sol,
– le centre de masse se projette verticalement au centre du polygone support.
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On requiert de plus que le robot humanoïde respecte des contraintes qui permettent d’uti-
liser le modèle simplifié de chariot sur une table :
– le centre de masse reste à une hauteur constante,
– le bassin du robot reste vertical.
Notons que les valeurs de toutes ces contraintes peuvent être exprimées dans le référen-
tiel du robot, donc les degrés de liberté non-articulaires du robot sont susceptibles de
changer le long du chemin planifié.
La figure 6.3 présente un exemple de trajectoire pour le robot HRP-2 glissant sur le
sol tout en respectant ces contraintes. L’évitement d’obstacle est obtenu par l’utilisation
d’un algorithme RRT.
6.2.2 Existence d’une trajectoire de marche dynamiquement stable
La démonstration qu’une trajectoire de robot glissant obtenue dans la section précédente
peut être approximée par une trajectoire de marche à l’équilibre dynamique utilise les
raisonnements présentés en section 2.5 sur la contrôlabilité en temps petit.
Notations : Soit C l’ensemble des contraintes :
1. Le pied gauche du robot est au sol, et sa position relativement au bassin du robot
est identique à celle en position demi-assise.
2. Le pied droit du robot est au sol, et sa position relativement au bassin du robot est
identique à celle en position demi-assise.
3. Le centre de masse du robot se projette au centre du polygone support.
4. Le centre de masse du robot est à une hauteur zc.
5. Le bassin du robot a une orientation verticale.
SoitM la sous-variété de CS constituée des configurations respectant C .
Théorème 6.2.1. Soit q ∈ M non singulière. Soit V un voisinage de q dans CS . L’en-
semble des configurations accessibles depuis q par une trajectoire à l’équilibre dyna-
mique en restant dans V forme un voisinage de q dansM .
Ce résultat a pour conséquence la possibilité d’appliquer la méthode présentée en section
2.5. Après avoir planifié un chemin sans collision pour le robot glissant, on pourra l’ap-
proximer par une trajectoire de marche dynamique sans collision elle aussi. La section
suivante détaillera l’algorithme effectif de génération de la trajectoire de marche.
Démonstration :
Ce théorème est valide dans le cadre des hypothèses utilisées dans le modèle de chariot
sur une table, c’est-à-dire qu’on considère un robot de masse ponctuelle, se déplaçant à
hauteur constante. Les bras sont considérés comme ayant une masse négligeable donc
n’influent pas sur l’équilibre du robot, on peut donc utiliser une méthode locale linéaire
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pour les degrés de liberté des bras. En revanche, les degrés de liberté des jambes ainsi
que ceux qui positionnent le bassin dans l’espace (position assimilée à celle du centre de
masse du robot) ne sont pas contrôlables par une interpolation linéaire. Ils doivent suivre
un mouvement de marche à l’équilibre dynamique.
La démonstration du théorème 6.2.1 se fait en plusieurs étapes. Commençons par mon-
trer qu’on peut suivre un chemin du robot glissant par une trajectoire de marche à l’équi-
libre dynamique en écartant arbitrairement peu le centre de masse de sa trajectoire ini-
tiale. Nous repérerons le robot dans le repère du monde à l’aide de la position de son
centre de masse. En suivant le modèle de chariot sur une table, on requiert que la hau-
teur du centre de masse reste constante, ainsi que les rotations globales du robot autour
des axes (x) et (y). Finalement, trois degrés de liberté non-articulaires servent à définir
la position et l’orientation du robot dans le repère du monde : (x, y, θ) où x et y défi-
nissent la position horizontale de son centre de masse et θ l’angle de la rotation du robot
autour de l’axe (z).
Mouvement de marche sur place. Commençons par montrer qu’on peut exécuter
un mouvement de marche sur place à l’équilibre dynamique. Les équations qui régissent
le mouvement du ZMP dans le plan horizontal en fonction du mouvement du centre de
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(6.1)
Où (px, py) est la position horizontale du ZMP et (x, y) celle du centre de masse. Dans





Avant de pouvoir lever un pied sans tomber, on doit faire passer le ZMP sous l’autre
pied. Si on considère que le robot est orienté vers l’axe x, seule la composante y du
ZMP nous intéresse. On garde donc les composantes en x du centre de masse et du ZMP
constantes à zéro.
On souhaite réaliser le mouvement en bougeant arbitrairement peu le centre de masse.
Soit  > 0 fixé quelconque, on impose pour tout t > 0, |y(t)| ≤ . Notons L la distance
entre la projection du centre du robot au sol et le centre d’un pied. On souhaite faire
osciller py(t) entre −L et L. Dans toute cette démonstration, on fera l’hypothèse que
les pieds du robot sont rectangulaires, orientés parallèlement au robot, de longueur l1 et
de largeur l2. Si les pieds ne sont pas rectangulaires, la démonstration peut être adaptée
en considérant un rectangle inclus dans la surface de contact entre un pied et le sol. La
démonstration n’est pas valide si cette surface de contact est nulle, par exemple pour un
contact ponctuel.
L’idée est d’utiliser la forme de 6.1, pour appliquer un facteur d’échelle entre les oscil-
lations du centre de masse et celles du ZMP. Par exemple pour ω ∈ R∗+, si on applique





) sin(ωt). L’amplitude des oscillations
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). Pour ω = ω0
√
L
 − 1, on obtient bien
des oscillations de py entre −L et L.
Si on part d’une configuration statique à (t = 0) et qu’on désire commencer un mou-
vement de marche sur place, on ne peut pas appliquer directement la consigne y(t) =
 sin(ωt) car elle génère une discontinuité de la vitesse du centre de masse à (t = 0).
Pour remédier à cette discontinuité, on passe par un régime transitoire entre (t = 0) et
(t = T1).
Soit f : [0, T1]→ [0, 1] de classe C∞ croissante telle que f(0) = 0, f˙(0) = 0, f(T1) =
1, f˙(T1) = 0 et f¨(T1) = 0. On peut construire explicitement f en utilisant un polynôme
de degré 4. On exige de plus que pour tout t ∈ [0, T1], |2f˙(t) ωω20 | ≤
l2
4 et |f¨(t)/ω20| ≤
l2
4 . On peut garantir ces conditions en choisissant T1 suffisamment grand. Considérons
maintenant le mouvement de centre de masse suivant :
y(t) =
{
f(t) sin(ωt) si t ∈ [0, T1]
 sin(ωt) si t ≥ T1
On peut vérifier que y est C2 sur R+, de dérivée 0 en t = 0. Quand t ≥ T1, on est
dans le cas du régime permanent présenté au dessus, donc py oscille entre −L et L, ce
qui permet la marche sur place. Il reste à vérifier que pour t ∈ [0, T1], py(t) défini par
les équations 6.1 reste bien à l’intérieur du polygone support. Le calcul des dérivées
successives de y(t) donne :












Pour tout t ∈ [0, T1], f(t)(1 + ωω0 2) sin(ωt) est compris entre −L et L. D’après les
hypothèses sur les dérivées de f , on a donc py(t) compris entre −L− l2/2 et L+ l2/2,
ce qui garantit que le ZMP reste dans le polygone support.
La figure 6.4 présente un exemple de mouvement du centre de masse selon l’axe y et le
mouvement du ZMP correspondant.
On peut passer du régime permanent de marche sur place à une configuration statique en
appliquant un régime transitoire symétrique destiné à atténuer graduellement l’amplitude
des oscillations du centre de masse sans provoquer de discontinuité de vitesse de la
commande.
Suivi d’une trajectoire (x, y, θ). Les trajectoires du paragraphe précédent peuvent
être adaptées pour effectuer un mouvement de marche sur place en (x0, y0, θ0). Nous
entendons par là que le centre de masse du robot en configuration statique est en (x0, y0),
et que le robot est tourné d’un angle θ0. Ainsi le centre du pied gauche du robot est en
footl(x0, y0, θ0) = ((x0 − L sin(θ0), y0 + L cos(θ0)) et le centre du pied droit est en
footr(x0, y0, θ0) = (x0 + L sin(θ0), y0 − L cos(θ0)). Notons c0(x0, y0, θ0) : R+ →
R2 le mouvement du centre de masse correspondant :











Figure 6.4 – Mouvement du centre de masse selon l’axe y. Le centre de masse reste dans
l’intervalle [−, ] tandis qu’en régime permanent (t ≥ T1), le ZMP oscille entre les
centres des deux pieds.
c0(x0, y0, θ0)(t) =
(
x0 −  sin(θ0) sin(ωt)
y0 +  cos(θ0) sin(ωt)
)
Ce mouvement s’écarte de la position (x0, y0) de , et fait passer le ZMP successivement
sous les centres des deux pieds. Notons zmp0 la trajectoire de ZMP correspondante :
zmp0(x0, y0, θ0)(t) =
 x0 − (1 + ( ωω0)2) sin(θ0) sin(ωt)







Nous pouvons maintenant décrire le mouvement du centre de masse et des pieds du robot
pour aller d’une configuration qi = (0, 0, 0) à qf = (xf , yf , θf ). On considère comme
acquis le mécanisme de régime transitoire destiné à initialiser la marche sur place. À
(t = 0), le robot est en train de marcher sur place, son ZMP et son centre de masse sont
en (0, 0), en train de se déplacer vers le pied gauche.
Soit f : [0, T ]→ [0, 1] de classeC∞, croissante telle que f(0) = 0, f˙(0) = 0, f¨(0) = 0,
f(T ) = 1, f˙(T ) = 0 et f¨(T ) = 0. On peut construire une telle f explicitement par un
polynôme de degré 5. On impose de plus des limites sur les dérivées de f : pour tout
t ∈ [0, T ],
1
ω20
(|xf |+ |yf |)|f¨(t)| < min(l1/6, l2/4)
2ω
ω20
|θf ||f˙(t)| < l1/6

ω20








Comme précédemment, on peut garantir ces bornes en choisissant T suffisamment grand,
c’est-à-dire, quitte à ralentir l’exécution de la trajectoire.
La trajectoire fCS(t) = f(t)(qf − qi) va de qi à qf de 0 à T , sans sortir du segment
[qi, qf ]. Le mouvement du centre de masse destiné à suivre cette trajectoire en marchant
s’écrit :
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c(t) = c0(fCS(t)) =
(
f(t)xf −  sin(f(t)θf ) sin(ωt)
f(t)yf +  cos(f(t)θf ) sin(ωt)
)
Notons que les conditions imposées aux bornes sur les dérivées première et deuxième de
f garantissent la continuité de la consigne en vitesse du centre de masse et la continuité
de la position du ZMP en 0.
La trajectoire qu’on souhaite obtenir pour le ZMP le long de la trajectoire est :
zmpdes(t) = zmp0(fCS(t)) =
 f(t)xf − (1 + ( ωω0)2) sin(f(t)θf ) sin(ωt)





) cos(f(t)θf ) sin(ωt)

(6.2)
C’est celle qui fait passer le ZMP sous les centres des pieds en déplaçant les pieds comme
suit : pour n ∈ N, à t(n)l = (2n+1/2)piω , le ZMP est sous le pied gauche, on déplace le pied




ω , le ZMP est sous le pied droit, on
déplace le pied gauche en footl(fCS(t+ pi/ω)).
Notons zmpreal(t) la trajectoire réelle du ZMP calculée à partir du mouvement du centre
de masse c(t). Le calcul des dérivées successives de c(t) donne l’erreur entre zmpdes(t)
et zmpreal(t) :

































est orienté dans la direction du robot. L’er-
reur suivant ce vecteur est inférieure à l1/2. De même dans la direction orthogonale au
robot, l’erreur est inférieure à l2/2. Donc pour tout n ∈ N, au temps t(n)l , le ZMP se
projette bien sous le pied gauche et au temps t(n)r sous le pied droit. Durant les phases
de double support, le ZMP se projette entre les deux pieds. Toutes ces propriétés ga-
rantissent l’équilibre dynamique du mouvement de marche planifié, tout en gardant le
centre de masse à une distance inférieure à  du segment [qi, qf ].
Arrivé en qf , une consigne continue du centre de masse permet de continuer en une
marche sur place, puis le régime transitoire présenté précédement permet de revenir à
une configuration statique.
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Degrés de liberté des jambes. Le paragraphe précédent a montré qu’on pouvait
réaliser un mouvement de marche en déplaçant arbitrairement peu le centre de masse du
chemin pour le robot glissant. Il reste à quantifier le déplacement des degrés de liberté
des jambes en fonction de la taille des pas et de la trajectoire du bassin souhaitée : Lors
d’un mouvement de marche, les mouvements des jambes sont obtenus par la résolution
de tâches de cinématique inverse qui définissent la position et l’orientation des pieds.
Pour une configuration du bassin donnée, la tâche qui s’applique aux degrés de liberté
d’une jambe est définie par six équations qui fixent la position et l’orientation du pied.
Notons qwaist la configuration du bassin (position et orientation), qfoot la configuration
du pied désirée, et qleg la configuration articulaire de la jambe considérée. qleg est définie
par six paramètres dans le cas qui nous intéresse (jambe d’un robot humanoïde). Notons
Tk la fonction qui définit la tâche, Tk : R6×R6×R6 → R6, Tk(qwaist, qfoot, qleg) = 0.
Tk s’écrit comme une somme de fonctions trigonométriques, et est donc de classe C∞.
Soit q(0) ∈M. Par hypothèse, en q(0), les tâches définissant les positions et orientations







Le théorème des fonctions implicites s’applique donc et garantit que :
il existe des ouverts U ⊂ R12 et V ⊂ R6 et φ : U → V tels que :
– (q(0)waist, q
(0)
foot) ∈ U et q(0)leg ∈ V ,
– ∀(qwaist, qfoot) ∈ U, Tk(qwaist, qfoot, φ(qwaist, qfoot)) = 0,
– φ est de classe C∞.
La continuité de φ implique que pour  donné quelconque, il existe un ouvert U ′ conte-
nant (q(0)waist, q
(0)
foot) et contenu dansU tel que pour tout (qwaist, qfoot) ∈ U ′, |φ(qwaist, qfoot)−
q
(0)
leg | < . Soit U ′waist ⊂ R6 et U ′foot ⊂ R6 des produits d’intervalles ouverts conte-
nant respectivement q(0)waist et q
(0)
foot, tels que U
′
waist × U ′foot ⊂ U ′. Pour les configura-
tions deM, il existe une bijection foot entre la configuration du bassin du robot et la
configuration d’un des pieds. Soit U ′′ une boule ouverte contenant q(0)waist inclue dans
U ′waist ∩ foot−1(U ′foot). Soit hmax la hauteur maximale d’une configuration du pied
dans U ′foot. Pour toute configuration q ∈ M telle que quand le robot est en q, son bas-
sin est dans une configuration de U ′′, le suivi du chemin [q(0), q] par des pas de hauteur
inférieure à hmax générera des configurations de jambes à distance au plus  de q
(0)
leg .
Conclusion de la preuve. Soit q(0) une configuration de M et  > 0 donné quel-
conque. Soit U ′′l et U
′′
r des boules ouvertes de R6 obtenues par le paragraphe précédent
pour les jambes gauche et droite respectivement. Soit V l’ensemble des configurations
q ∈M telles que :
– les degrés de liberté non-articulaires sont dans U ′′l ∩ U ′′r ,
– les degrés de liberté non-articulaires sont à distance au plus  de ceux de q(0),
– les degrés de liberté du haut du corps en q sont à distance au plus  de ceux en q(0).
V forme un voisinage de q(0) dansM. Pour toute configuration q ∈ V , les mouvements
du centre de masse et des jambes correspondant à une trajectoire de marche de q(0) à q
comme décrits au-dessus, couplés à une interpolation linéaire des degrés de liberté du
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haut du corps, génèrent une trajectoire de marche à distance au plus k. de q(0) , où k
est une constante dépendant du nombre de degrés de liberté du robot. Ceci conclut la
preuve.
Remarque : Le contrôle présenté dans cette preuve peut générer des trajectoires très
longues en temps, en raison des états transitoires au début et à la fin de la locomotion.
Dans l’implémetation réelle, on a choisi de générer les mouvements du centre de masse
par un contrôleur prédictif de ZMP, comme présenté dans (Kajita et al., 2003). Nous
avons observé expérimentalement que l’amplitude des oscillations du centre de masse
décroissait quand la fréquence des pas augmentait.
6.2.3 Animation du chemin du « robot glissant »
La démonstration de la section précédente a inspiré notre algorithme pour animer le
chemin du robot glissant en une trajectoire de marche à l’équilibre dynamique.
On commence par placer les empreintes de pas qui correspondent à la marche nominale
du robot - ici HRP-2 - le long du chemin du robot glissant. L’animation se fait en utilisant
le mécanisme présenté dans (Yoshida et al., 2006) qui inclut le contrôle du ZMP du robot
humanoïde dans la résolution de tâches de cinématique inverse hiérarchisée. À ce stade,
les tâches appliquées au robot sont donc, par ordre de priorité décroissant :
1. Position et orientation du pied en vol,
2. Position horizontale du centre de masse,
3. Hauteur du bassin du robot,
4. Verticalité du bassin du robot,
5. Tâche de configuration vers le chemin du robot glissant.
Les tâches (1) et (2) génèrent une marche à l’équilibre dynamique, les tâches (3) et (4)
assurent que le modèle simplifié de « chariot sur une table » est vérifié. La tâche (5), qui
n’est pas nécessairement résolue, sert à approximer le chemin initialement planifié.
Parce que la tâche (5) est en plus faible priorité, elle n’est pas toujours résolue. Des
collisions peuvent donc apparaître lors de l’animation du chemin du robot glissant en
trajectoire de marche. Des collisions apparaissent si l’animation dynamique s’écarte trop
du chemin pour le robot glissant. Si c’est le cas, il faut approximer plus finement le
chemin initial, en utilisant la propriétés de contrôlabilité en temps petit énoncée dans la
section précédente. La mise en œuvre de cette approximation suit celle présentée dans
(Laumond et al., 1994) pour les robots mobiles.
Si le chemin animé présente des collisions avec l’environnement, on coupe le chemin en
deux sous-chemins, qu’on anime récursivement. Quand les chemins à animer sont trop
courts pour les paramètres de marche nominale du robot, on accélère les pas. Comme
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présenté dans la démonstration de la section précédente, la trajectoire de marche dyna-
mique pour des pas de plus en plus courts et de plus en plus rapides approxime arbitrai-
rement près le chemin du robot glissant.
L’algorithme 6 présente le pseudo-code correspondant au passage d’un chemin p pour le
robot glissant à une trajectoire de marche dynamique.















La fonction ComputeFootprints() utilise la longueur du chemin p passé en argu-
ment pour déterminer s’il faut accélérer les pas, c’est-à-dire les oscillations du bassin
du robot. La fonction Animate() est un appel aux algorithmes de cinématique inverse
incluant la génération de trajectoires du centre de masse pour satisfaire les critères de
stabilité dynamique liés au ZMP.
6.3 Résultats expérimentaux
Les résultats présenté ici ont été obtenus sur un PC Intel Core 2 Duo 2,13 GHz avec 2 Go
de RAM. Pour chaque exemple, les temps de calculs des algorithmes de planification
aléatoires sont la moyenne de cinquante exécutions de l’algorithme.
6.3.1 Passage entre deux chaises
L’environnement des figures 6.3 et 6.5 a été présenté dans (El Khoury et al., 2011).
Les auteurs ont résolu le problème de planification en utilisant une méthode de boîte
englobante, ce qui contraint le robot à passer entre les chaises en marchant sur le côté.
Notre planificateur est capable de résoudre ce problème en générant une marche en avant,
ce qui peut être nécessaire si le robot doit utiliser la vision pendant la locomotion, par
exemple. La première phase de planification consomme 29,6 s de temps de calcul en
moyenne, et l’animation du chemin 66,5 s.
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Figure 6.5 – Le robot HRP-2 qui passe entre deux chaises en marchant.
Figure 6.6 – Trajectoire horizontale du bassin du robot pendant la locomotion. Quand le
robot est proche des obstacles, l’amplitude des oscillations diminue.
La figure 6.6 montre la trajectoire horizontale du bassin du robot pendant la locomotion.
Cette trajectoire approxime celle du centre de masse. On peut observer la décroissance de
l’amplitude des oscillations lors du passage entre les chaises. Ce mouvement a été validé
sur une plateforme réelle. Pour fluidifier les mouvements du robot réel, une fois la suite
de trajectoires de marche obtenue, on a concaténé toutes les empreintes de pas, ainsi que
leurs paramètres temporels, pour générer une unique trajectoire de marche dynamique.
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On a ensuite validé cette nouvelle trajectoire dans un détecteur de collisions.
6.3.2 Marche dans un environnement encombré
L’environnement présenté en figure 6.7 a été inspiré par les problèmes d’animation gra-
phique. Le robot doit trouver un chemin sans collision au milieu de nombreux obstacles
qui flottent dans les airs. La première étape de planification prend 184,3 s en moyenne,
et l’animation du chemin en trajectoire dynamiquement stable 339,5 s. La figure 6.8
présente la trajectoire horizontale du bassin du robot pendant la locomotion.
Figure 6.7 – Trajectoire de marche solution dans un environnement encombré. Le robot
marche au milieu d’obstacles flottant dans les airs.
Figure 6.8 – Trajectoire horizontale du bassin du robot pendant la locomotion.
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6.3.3 Planification d’un geste d’atteinte
Le problème présenté en figure 6.9 reprend le formalisme du chapitre précédent. Le but
est défini implicitement par une tâche d’atteinte à réaliser par le robot. La configuration
finale a été générée automatiquement, puis on a lancé le planificateur. La première étape
de planification prend 83,0 s en moyenne, et l’animation du chemin 90,1 s. La figure
6.10 présente la trajectoire horizontale du bassin du robot pendant la locomotion.
Figure 6.9 – Trajectoire solution pour un geste d’atteinte. Le but est défini implicitement
par une tâche de cinématique inverse sur la main droite du robot.
Figure 6.10 – Trajectoire horizontale du bassin du robot pendant la locomotion.
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6.4 Conclusion et limites
6.4.1 Contribution
Dans ce chapitre, nous avons présenté une méthode originale pour généraliser les mé-
thodes de planification corps-complet du chapitre précédent. Le planificateur présenté
fonctionne en deux temps : une phase de planification puis une phase de placement des
pas et d’animation dynamique. Le fait que la phase d’animation converge est garantie
par une propriété de commandabilité en temps petit dont on a fait la démonstration sous
les hypothèse du modèle « chariot sur une table ».
6.4.2 Limites
Une des limites de cette méthode est due à l’expression des contraintes pendant la phase
de planification. Le fait qu’on projette les pieds au sol ne permet pas de planifier des
mouvements de marche qui enjambent des obstacles. Il s’agit pourtant d’une caractéris-
tique utile des robots humanoïdes, la poursuite de ce travail consistera en l’intégration
de cette possibilité.
L’autre principale limite est dûe à l’utilisation du modèle simplifié du « chariot sur une
table ». Le fait qu’on limite le robot à des mouvements pendant lesquels son centre de
masse reste à hauteur constante ne traduit pas toute les possibilités d’un robot huma-
noïde, et ne permet pas de se baisser pour passer en marchant sous des obstacles, par
exemple. (Kanehiro et al., 2004) présente le couplage de plusieurs stratégies de marche,




Les deux chapitres précédents ont présenté des algorithmes de planification corps com-
plet pour résoudre des tâches simples, en utilisant la marche ou non. Par tâches simples
nous entendons qu’elles s’expriment comme une pile de tâches exprimables dans le for-
malisme de la cinématique inverse présenté en section 3.1.
Certains problèmes de manipulation de la vie quotidienne ne s’inscrivent pas dans le
formalisme de la section 3.1. Le passage d’une porte, par exemple, qui sera le problème
canonique étudié dans ce chapitre, consiste en une suite de tâches élémentaires : (i) aller
jusqu’à la porte, (ii) attraper la poignée, (iii) ouvrir la porte, etc. La planification globale
du passage d’une porte ne peut cependant pas être résolue en mettant bout-à-bout les
solutions à ces problèmes. En effet, la présence d’obstacles sur le chemin de la porte ou
du robot - pendant la tâche (iii) - peut influencer la posture que doit adopter le robot au
moment de la tâche d’atteinte de la poignée (ii).
Ce chapitre présente une contribution destinée à planifier des mouvements de manipu-
lation complexes, par exemple le passage d’une porte, de façon efficace. Plutôt que de
s’attaquer au problème de la manipulation sous sa forme générale, nous choisissons ici
de présenter un modèle de représentation simplifiée de l’information propre aux objets
manipulés. Nous appellerons cette information la « documentation d’un objet ».
7.1 Documentation d’un objet
La documentation d’un objet est la formalisation de l’information utilisable par un pla-
nificateur de mouvement pour simplifier un problème de manipulation à contraintes va-
riables.
Formellement, nous représentons cette documentation comme un graphe, dont chaque
nœud représente une contrainte, et les arêtes représentent la possibilité de passer d’une
91
92 CHAPITRE 7. MANIPULATION D’OBJETS DOCUMENTÉS













Figure 7.1 – Documentation d’une porte : graphe des contraintes appliquées au robot
lors du passage d’une porte en utilisant ses deux mains.
À chacun des nœuds de ce graphe correspond une ou plusieurs contraintes ou tâches de
cinématique inverse. La figure 7.2 présente des exemples de configurations qui résolvent
chacune des tâches de la documentation d’une porte. Dans toutes ces configurations, les
algorithmes de cinématique inverse garantissent, outre les tâches définies par la docu-
mentation de l’objet, des contraintes d’équilibre statique.
7.2 Adaptation des planificateurs randomisés
Un certain nombre d’adaptations sont nécessaires pour utiliser la documentation d’un
objet en planification de mouvement. Nous les présentons dans cette section.
7.2.1 Représentation du système
On planifie le mouvement d’un système comprenant le robot humanoïde et un objet
manipulé. L’état, ou la configuration du système est entièrement décrite par la donnée :
– des degrés de liberté du robot,
– des degrés de liberté de l’objet manipulé,
– d’un degré de liberté supplémentaire, à valeurs discrètes, qui indique quel type de
contrainte s’applique au robot humanoïde.
Par exemple, pour la documentation d’une porte présentée en figure 7.1, ce dernier degré
de liberté peut prendre quatre différentes valeurs, chacune correspondant à un nœud du
graphe.
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(a) (b)
(c) (d)
Figure 7.2 – Exemples de contraintes appliquées à un robot humanoïde lors du passage
d’une porte. Les états du système (robot,porte) respectifs sont : (a) « Ne tient pas la
porte » ; (b) « Tient la porte avec la main droite » ; (c) « Tient la porte avec les deux
mains » ; (d) « Tient la porte avec la main gauche ».
Du point de vue de l’implémentation, dès qu’un objet configuration est créé ou modifié,
le projecteur correspondant à la valeur de ce degré de liberté supplémentaire est appelé
sur les degrés de liberté du robot humanoïde.
7.2.2 Interpolation entre deux configurations
Nous venons de présenter une représentation du système (robot,objet) qui comprend
une information sur le lien entre le robot et l’objet en chaque configuration. Avec cette
représentation, il existe des couples de configurations (q1, q2) tels qu’il n’existe pas de
chemin élémentaire entre q1 et q2. Deux causes peuvent empêcher de créer un chemin
élémentaire entre deux configurations :
1. Si la connexion entre deux configurations n’est pas autorisée par la documentation
de l’objet. Par exemple, sur la figure 7.1, on ne peut pas passer directement d’une
configuration où le robot tient la porte de la main droite à une configuration où il
tient la porte de la main gauche.
2. L’objet manipulé ne peut pas se déplacer si le robot ne l’a pas en main. L’échan-
tillonnage aléatoire de configurations du système va générer différentes valeurs
pour les degrés de liberté de l’objet manipulé. Toutefois, une configuration dans
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laquelle le robot ne tient pas l’objet ne peut pas être reliée à une autre configuration
dans laquelle l’objet s’est déplacé.
Quand un chemin élémentaire n’existe pas entre deux configurations, la méthode locale
ne renvoie rien. Cela ne change pas la structure des algorithmes de planification.
Quand il existe un chemin élémentaire entre deux configurations pour lesquelles le degré
de liberté supplémentaire varie, la contrainte à appliquer le long du chemin est la plus
faible des deux contraintes aux bouts du chemin. Par exemple, si on va d’une configu-
ration q1 dans laquelle le robot ne tient pas la porte à une configuration q2 où il la tient
dans la main droite, le chemin élémentaire entre q1 et q2 est constitué de configurations
où le robot ne tient pas la porte.
7.2.3 Distance
Un algorithme RRT est sensible à la métrique utilisée dans CS . L’opérateur distance,
qui sert à choisir les configurations qu’on étend, doit refléter la probabilité que le che-
min élémentaire entre deux configurations valides soit valide aussi. Jusqu’ici, cette vali-
dité ne concernait que la détection de collision. Comme notre représentation du système
(robot,objet) n’autorise pas tous les chemins élémentaires possibles, l’opérateur distance
qu’on utilise doit être modifié. Si, pour (q1, q2) ∈ CS2, il n’existe pas de chemin élémen-
taire entre q1 et q2, pour une des deux raisons évoquées dans le paragraphe précédent,
on pose d(q1, q2) = +∞.
7.2.4 Adaptation de l’échantillonnage
Comme dit précédemment, une contrainte sur le système (robot, objet) est formellement
une sous-variété ou une famille de sous-variété de CS . Passer d’une contrainte à une
autre requiert d’échantillonner une configuration à l’intersection de telles sous-variétés.
Toujours en suivant l’exemple de l’ouverture d’une porte, pour passer d’une configura-
tion q1 dans laquelle le robot ne tient pas la porte à une configuration q2 dans laquelle
le robot tient la porte avec la main droite, le planificateur doit générer une configuration
intermédiaire qi dans laquelle le robot tient la porte, et la porte a la même configuration
que dans q1. La probabilité d’échantillonner une telle configuration est 0. Pour résoudre
ce problème, nous utilisons un échantillonnage adapté.
Quand une configuration q est présente dans R, on échantillonne spécifiquement les
intersections de la sous-variété correspondant à la contrainte appliquée à q avec celles
correspondant aux autres contraintes accessibles depuis q.
7.3 Représentation du robot humanoïde
Une simplification courante dans la littérature pour la planification de marche d’un robot
humanoïde consiste à ne considérer qu’une boîte englobant le robot lors de la détection
de collision. Au lieu de planifier pour tous les degrés de liberté en même temps, on
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planifie le mouvement de cette boîte dans le plan, en se ramenant ainsi à la planification
pour un système à trois degrés de liberté (x, y, θ) et en simplifiant les calculs du détecteur
de collision.
Le formalisme des objets documentés se prête à cette simplification. Il faut cependant
réécrire les contraintes de cinématique inverse pour pouvoir les appliquer à une boîte et
non plus au robot humanoïde. Nous le faisons ici, en approximant l’espace accessible
par les mains du robot par des sphères, et en projetant les degrés de liberté de la boîte
pour que la poignée de la porte se trouve à l’intérieur d’une de ces sphères quand la
contrainte l’impose.
La figure 7.3 reprend les exemples de contraintes de la figure 7.2 en les appliquant à un
modèle de boîte englobante.
Figure 7.3 – Différentes contraintes de la documentation d’une porte appliquées à un
modèle simplifié du robot humanoïde : une boîte englobant ses mouvements lorsqu’il
marche. On approxime l’espace de travail de chacune des mains du robot par une sphère,
représentée en pointillés rouges sur cette figure.
7.4 Animation du chemin résultat
Muni d’une documentation d’un objet, on peut planifier un chemin de passage d’une
porte, soit par un modèle de boîte englobante, soit par un robot humanoïde qui glisse sur
le sol. La figure 7.4 présente un exemple de chemin solution pour la boîte englobante.
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Figure 7.4 – Chemin solution pour le passage d’une porte par une boîte englobante.
Une fois qu’un tel chemin a été trouvé, il reste à l’animer par un mouvement de marche
dynamique. Si on a planifié un chemin corps-complet pour le robot humanoïde qui glisse
sur le sol, on peut l’animer avec l’algorithme présenté dans le chapitre 6. Si on a planifié
un chemin pour la boîte englobante, on calcule les empreintes de pas correspondantes
et on génère une trajectoire de marche à l’équilibre dynamique qui réalise les tâches de
manipulation correspondant à la valeur du degré de liberté supplémentaire.
Les approximations et heuristiques que constituent la taille de la boîte englobante et
les sphères qui approximent les espaces de travail du robot n’apportent pas de garantie
formelle que le chemin de la boîte pourra être animé en une trajectoire corps-complet
du robot humanoïde. En revanche, si on a planifié une trajectoire corps-complet de robot
glissant, l’analyse du chapitre 6 garantit qu’on pourra l’animer en une trajectoire de
marche à l’équilibre dynamique.
7.5 Résultats expérimentaux
Cette section présente des résultats expérimentaux de notre planificateur utilisé sur le
robot humanoïde Partner de ToyotaTMet sur le robot HRP-2. La contribution de ce tra-
vail est la formalisation de la documentation des objets, nous ne nous sommes donc
pas concentrés sur l’évaluation précise de cette méthode en termes de temps de calcul.
Pour tous les exemples présentés dans cette section, la planification du mouvement de
boîte englobante sur un PC Intel Core 2 Duo 2,13 GHz avec 2 Go de RAM a pris entre
quelques dizaines de secondes et quelques minutes. Notons que l’animation du chemin
obtenu utilise des méthodes de cinématique inverse qui tournent en temps réel sur le
robot, donc le temps de calcul pour cette deuxième étape n’est pas limitant.
7.5. RÉSULTATS EXPÉRIMENTAUX 97
7.5.1 Passage d’une porte
La figure 7.5 présente l’animation du chemin pour la boîte englobante présenté en figure
7.4.
Figure 7.5 – Trajectoire de marche à l’équilibre dynamique pour le robot Partner qui
passe une porte.
La figure 7.6 présente le même problème, dans lequel la planification est compliquée par
la présence d’une chaise qui empêche l’ouverture de la porte en grand.
7.5.2 Passage d’une porte en n’utilisant qu’une seule main
Dans cet exemple, le robot tient un objet dans sa main gauche. Nous avons modifié la
documentation de la porte pour n’autoriser que les prises de la porte par la main droite.
La nouvelle documentation de la porte est présentée en figure 7.7.
La figure 7.8 présente un chemin solution pour le passage de porte en n’utilisant qu’une
seule main. Le robot est obligé d’ouvrir la porte, de la lâcher, de passer de l’autre côté
puis de fermer la porte.
7.5.3 Passage d’une porte coulissante
Dans cet exemple, la documentation de la porte est toujours celle présentée en figure 7.1,
mais le degré de liberté de la porte est en translation et non pas en rotation. Un chemin
solution à ce problème est présenté en figure 7.9.
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Figure 7.6 – Trajectoire de marche à l’équilibre dynamique pour le robot Partner qui













Figure 7.7 – Documentation d’une porte : graphe des contraintes appliquées au robot
lors du passage d’une porte en utilisant ses deux mains.
7.6 Conclusion et perspectives
7.6.1 Contribution
Dans ce chapitre, nous avons proposé un formalisme pour la planification de tâches de
manipulation complexes. Par complexe, nous entendons que la tâche ne peut pas être
exprimée comme une unique pile de tâches de cinématique inverse. La représentation du
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Figure 7.8 – Passage d’une porte en n’utilisant que la main droite.
Figure 7.9 – Passage d’une porte coulissante.
système (robot,objet) proposée permet de planifier des mouvements au cours desquels
les contraintes appliquées au robot varient.
Nous avons illustré ce formalisme par plusieurs exemples d’ouvertures de portes, com-
prenant des documentations différentes.
7.6.2 Perspectives
Ce travail a été réalisé en partant du point de vue de la planification de mouvement,
et en formalisant les informations dont un algorithme de planification a besoin pour
réaliser des mouvements au cours desquels les contraintes varient. La limite principale
de cette présentation est qu’elle nécessite qu’un utilisateur définisse la documentation
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de chaque objet, voire de chaque problème, comme dans l’exemple où le robot a la
main gauche inutilisable. Ce travail pourrait être automatisé et généralisé en utilisant
des descriptions fonctionnelles des objets, ainsi que des capacités de manipulation des




Le travail présenté dans cette thèse propose quelques contributions à la planification de
mouvement randomisée pour les systèmes hautement dimensionnés que sont les acteurs
digitaux et les robots humanoïdes.
Ces quinze dernières années, le paradigme simplificateur de la recherche aléatoire de
chemins a permis à la planification de mouvement de considérer des systèmes de plus en
plus complexes, que ce soit du point de vue géométrique ou cinématique. Notre travail
a consisté à choisir des outils pour rendre plus efficace cette recherche, moins aléatoire
souvent, en essayant de conserver ses propriétés de généricité. Les outils en question
proviennent de domaines divers : techniques statistiques de réduction de dimension, ci-
nématique inverse généralisée, propriétés de commandabilité.
Plus précisément, nos contributions portent sur :
– l’accélération des méthodes d’échantillonnage dans les espaces très contraints par
l’utilisation de la réduction de dimension linéaire,
– l’utilisation de méthodes de cinématique inverse pour la planification sous contraintes
en robotique humanoïde,
– la planification de trajectoires de marche sans collision, ainsi que les propriétés de
commandabilité en temps petit des robots humanoïdes,
– une représentation des objets manipulables qui permet la réalisation de tâches de ma-
nipulation complexes, dépassant le formalisme usuel de la cinématique inverse.
8.2 Perspectives
Certaines des expériences présentées dans cette thèse ont été validées sur une plateforme
réelle. Toutefois, la principale perspective de ce travail est la meilleure intégration des
méthodes développées dans un système robotique. Les sorties de nos algorithmes pour
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l’instant sont des suites de configurations, décrivant de façon plus ou moins fine une
trajectoire sans collision à même de résoudre une tâche passée en entrée. Il ne s’agit pas
de l’information la plus pertinente lors de l’intégration sur un robot.
En effet, la mise en pratique des algorithmes de planification nécessite souvent la prise
en compte d’erreurs, qu’elles soient liées à la perception du monde ou à l’exécution
d’action par le robot. Ces erreurs peuvent être rattrapées au niveau de la planification
ou au niveau du contrôle, en fonction de l’influence qu’elles ont sur la réalisation de la
tâche.
La réalisation d’un geste d’atteinte vers une poignée de porte, par exemple utilisera pro-
bablement une boucle d’asservissement visuel, qui peut être implémentée au niveau du
contrôleur du robot, plutôt que du planificateur. Le calcul exact du mouvement articulaire
complet du robot lors de la planification est inutile, et ne correspond pas au mouvement
exécuté. À l’inverse, une erreur dans la localisation d’un robot humanoïde pendant la
locomotion peut nécessiter un appel aux algorithmes de planification pour calculer une
nouvelle trajectoire de marche sans collision.
La planification doit donc bien générer des ordres à passer au contrôleur, mais ces ordres
ne sont pas nécessairement des positions articulaires, ils peuvent consister en des tâches,
de saisie, de posture, d’asservissement visuel, etc. Un couplage plus efficace entre pla-
nification et contrôle est indispensable pour intégrer sur des robots réels les méthodes
puissantes de planification présentées ici.
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