In this paper, we provide a regularization method for finding a solution of Noor's variational inequality problem induced by a hemicontinuous monotone operator. Moreover, such a solution is related to the set of zero of inverse strongly monotone mappings. Consequently, since we do not assume the strong monotonicity of the considered operator, our results are general and extend some well-known results in the literature.
Introduction and preliminaries
It is well known that the variational inequalities theory, which was introduced by Hartman and Stampacchia [] in early s, provides the most natural, direct, simple, unified and efficient framework for a general treatment of a wide class of linear and nonlinear problems. Of course, it has been extended and generalized in several directions.
Let H be a real Hilbert space with inner product ·, · and norm · . An important and useful generalization of variational inequality problem is called the general variational inequality introduced by Noor [] in , which is a problem of finding u * ∈ H with
for all v ∈ H with g(v) ∈ K , where K is a nonempty closed convex subset of H and A, g : H → H are mappings. It is known that a class of nonsymmetric and odd-order obstacle, unilateral and moving boundary value problems arising in pure and applied sciences can be studied in the unified framework of general variational inequality (.), see [-] and the references therein. However, it is worth knowing that to guarantee the existence and uniqueness of a solution of the problem (.), one has to impose some conditions on the operator A and g (see [] for an example in a more general case). Indeed, it has been shown that if A fails to be Lipschitz continuous or strongly monotone, then the solution set of the problem (.), which will be denoted by GVI K (A, g), may be empty. http://www.fixedpointtheoryandapplications.com/content/2012/1/169
On the other hand, for a nonempty subset K of H, recall that a mapping T : K → H is said to be nonexpansive if Tx -Ty ≤ x -y for all x, y ∈ K . For a mapping T : K → H, an element x ∈ K is called a fixed point of T if x = Tx. Here, we will denote the set of all fixed points of the mapping T by F(T). It is well known that the problem of finding the fixed point sets for the class of nonexpansive mappings is the subject of current interest in nonlinear functional analysis. A large number of mathematicians are interested in this field, one may see some important results in [-]. Moreover, it is well known that there are some relations between the fixed point problems and many types of variational inequality problems. Hence, of course, it is natural to consider a unified approach to these two different problems (see [, -] for examples).
A mapping A : K → H is said to be λ-inverse strongly monotone if there exists λ >  such that
For a mapping A :
Remark . It is easy to see that any -inverse strongly monotone mapping is a nonexpansive mapping. Moreover, if T is a nonexpansive mapping, then it is well known that (I -T) is   -inverse strongly monotone mapping (see [, ] ). Also, let us notice that the problem of finding an element of F(T) is equivalent to the problem of finding an element of x ∈ S (I-T) . These mean that the problem of finding zeros of the inverse strongly monotone mappings contains the problem of finding fixed points of nonexpansive mappings as a special case. Let A : H → H be a mapping and A i : K → H be λ i -inverse strongly monotone mapping for each i = , , . . . , N . In this paper, we present a method for finding a solution of the problem (.), which is related to the solution sets of those inverse strongly monotone mappings as follows: find u * ∈ H with g(u
denotes a set of solutions of the problem (.). problem and the set S, which has been studied by many authors (see [-] for examples).
We need the following concepts in order to prove our results. Throughout this paper, we let R and N stand for the set of real numbers and the set of natural numbers, respectively. Let
() hemicontinuous in the first variable u if, for any fixed v ∈ K ,
Recall that the equilibrium problem for a bifunction F :
Considering the problem (.), the following are very useful. 
for all x, y ∈ K , where I is the identity operator on K .
Remark . It is well known that if
T : K → H is a k-strictly pseudocontrative mapping, then the mapping A := I -T is a ( -k  )-inverse strongly monotone. Conversely, if A : K → H is a λ-inverse strongly monotone with λ ∈ (,   ], then T := I -A is ( -λ)-strictly pseudocontractive mapping (see []).
Lemma . [] Let K be a nonempty closed convex subset of a Hilbert space H and T :
K → H be a k-strictly pseudocontractive mapping. Then I -T is demiclosed at zero, that is, whenever {x n } is a sequence in K such that {x n } converges weakly to x ∈ K and {(I -T)(x n )} converges strongly to , we have (I -T)(x) = .
From now on, the symbols ' ' and '→' stand for 'weak convergence' and 'strong convergence' , respectively. = . Then a n →  as n → ∞.
Lemma . Let H be a real Hilbert space and {x

Regularization
Through this paper, we will denote by R and N the set of all real numbers and the set of natural numbers, respectively. Let H be a real Hilbert space and K be a closed convex subset of H. Let A : H → H and A i : K → H be mappings, where i = , , . . . , N . For each α ∈ (, ), we now construct a regularization solution u α for the problem (.). In fact, we have to solve the following general variational inequality problem:
for all v ∈ H with g(v) ∈ K , where μ ∈ (, ) is a fixed real number. 
Theorem . Let K be a closed convex subset of a real Hilbert space H and g : H → H be a mapping such that K ⊂ g(H). Let
for all α, β ∈ (, ).
Proof Put I = {, , . . . , N}. Firstly, due to the definition of an inverse strongly monotone mapping, we may always assume that λ i ∈ (,
Note that since g is an affine continuous mapping, we have
is a closed convex subset of H. Moreover, it is easy to see that F  and F i are mono-
Now, let α ∈ (, ) be a given real number. We construct a function
() Observe that the problem (.) is equivalent to the problem of finding u α ∈ g - (K) such that 
Consequently, by using the monotonicity of F  and F i , we see that (.), (.) and (.) imply
Hence, we have
. This implies
for all y ∈ GVI K (A, g, S). Thus, {g(u α )} is a bounded subset of K . Consequently, the set of weak limit points as α →  of the net (g(u α )), denoted by ω w (g(u α )), is nonempty. This allows us to pick z ∈ ω w (g(u α )) and a null sequence {α k } in the interval (, ) such that {g(u α k )} weakly converges to z as k → ∞. Notice that since K is closed and convex, we know that K is weakly closed, and so z ∈ K . Consequently, since K ⊂ g(H), we let u * ∈ H be such that z = g(u * ). Now, we claim that u * ∈ GVI K (A, g, S). To prove this claim, we divide the proof into two steps:
Step : We show that g(u * ) ∈ S. Observe that F  (y, u α k ) ≥  for each y ∈ GVI K (A, g, S) and k ∈ N . Thus, by (.) and the monotonicity of F  , we see that
for any y ∈ GVI K (A, g, S) and k ∈ N . Let j ∈ I be given. Pick y ∈ GVI K (A, g, S). Since A i is a λ i -inverse strongly monotone mapping for each i ∈ I, in view of (.), we have
On the other hand, we know that the mapping T j := I -A j is strictly pseudocontractive for each j ∈ I, and hence by Lemma ., we have A j = I -T j is demiclosed at zero. It follows that A j (g(u * )) = . This means g(u * ) ∈ S j . Consequently, since j ∈ I is arbitrary chosen, we conclude that g(u * ) ∈ N i= S i . This proves Step .
Step : We show that u * ∈ GVI K (A, g). From the monotonic property of F α and (.), we have
for all v ∈ g - (K). Since the operator A i is a Lipschitzian mapping for each i ∈ I, it follows that F i is a bounded mapping for each i ∈ I. Thus, letting k → ∞, since α k →  + and
Consequently, in view of Lemma .(), Step  is proved. Hence, from Steps  and , we conclude that u * ∈ GVI K (A, g, S) as required.
Next, we observe that the sequence {g(u α k )} actually converges strongly to g(u * ). In fact, by using the lower semi-continuity of the norm, we know that
Then it is straightforward from Lemma . that the weak convergence to g(u * ) of {g(u α k )} implies the strong convergence to g(u * ) of {g(u α k )}. Moreover, in view of (.), we see that
Now, we show that
To do so, let {g(u α j )} ⊂ (g(u α )), where {α j }, be any null sequence in the interval (, ). By following the lines of proof as above (passing to a subsequence if necessary), we know that http://www.fixedpointtheoryandapplications.com/content/2012/1/169
as j → ∞. Moreover, from (.) and (.), we have g(ũ) = g(u * ) . Consequently, since the function g(·) is a lower semicontinuous function and GVI K (A, g, S) is a closed convex subset of H, it follows from (.) that u * =ũ. This implies that g(u * ) is the strong limit of the net (g(u α )) as α →  + .
() Let α, β ∈ (, ) and u α , u β be the solutions of the problem (.) associated with α and β, respectively. Without loss of generality, we assume that α < β. For each i ∈ I, we know that F  and F i are monotone mappings. Then by applying (.), we have
that is,
Notice that
since  < α < β. Using this one together with (.), we have
where θ = sup{ g(u α ) : α ∈ (, )}. Consequently, by using the boundedness of F i , we have
Finally, by applying Lagrange's mean-value theorem to a function which is defined on [, +∞) by t → t -μ , we see that
where M = max{θ  , μM  }. This completes the proof.
Remark . As a special case of Theorem ., if g is the identity operator on H, then we recover a recent result presented by Kim and Buong [] . http://www.fixedpointtheoryandapplications.com/content/2012/1/169
Main results
In this section, we provide a regularization inertial proximal point algorithm for finding a solution of the problem (.). In fact, starting with an element z  ∈ H such that g(z  ) ∈ K , we consider the following processes: 
for all u, v ∈ g - (K). Then there exists a unique element u
Proof Assume that g is an ξ -expanding mapping. Then, for any u, v ∈ g - (K), we see that
This means F (z,c,α) is ξ ( + cα)-strongly monotone. Consequently, by Lemma .(), the proof is completed. Now, we provide some sufficient conditions for the convergence of the regularization inertial proximal point algorithm (.). (c) lim inf n→∞ c n α n > , then the sequence {g(z n )} defined by (.) converges strongly to an element g(u * ) ∈ H for some u * ∈ GVI K (A, g, S).
Thus we have
and so
Hence we have
for any v ∈ H with g(v) ∈ K and n ∈ N , where
By the similar argument, it follows from (.) that This gives
for each n ∈ N . Thus, using Theorem .(), we have
where
