A sample of 506 patients from various hospitals in Peshawar was examined to determine significant socio-economic and physical risk factors of Myocardial Infarction (heart attack). The factors examined were smoking (S), hypertension (H), cholesterol (C), diabetes (D), family history (F), residence (R), own a house (OH), number of dependents (ND), household income (I), obesity and lack of exercise (E). The response variable MI was binary. Therefore, logistic regression was applied (using GLIM and SPSS packages) to analyze the data and to select a parsimonious model. Logistic regression models have been obtained indicating significant risk factors for both sexes, for males and for females separately. The best-selected model for both sexes is of factors S, F, D, H and C. The best-selected model for males is of factors CIFH, S, H, D, C and F, while the best-selected model for females is of factors D, H, C and F.
Introduction
More people are at risk now a day to Myocardial Infarction (MI) than previously thought, particularly in developing world. More than 50 percent of deaths and disability from heart disease and strokes, which together kill more than 12 million people worldwide each year. Major risk factors for MI are high blood pressure, high cholesterol, obesity and smoking, World Health Organization (WHO) says. WHO estimates that 25 percent more healthy life years will be lost to cardiovascular disease globally by 2020? The brunt of this increase will be borne by developing countries.
Verna Rose (1999) showed that women had a higher short-term mortality rate after myocardial infarction than men, but only when the myocardial infarction occurs before the age of 75 years. This was his conclusion based on analysis of data from 384,878 patients enrolled in the National Registry of Myocardial Infarction from June 1994 through January 1998. Both before and after adjustment for medical history, admission data, type of treatment, time to hospital arrival and hospital characteristics, the risk of hospital mortality was higher in women than in men up to the age of 75 years. He showed that the risk of death in women increased 7 percent for every five years of younger age. The investigators believe that younger women who have had a myocardial infarction are in a high-risk group deserving special study.
Our country is also a developing one. To see the effects of these risk factors on MI in N.W. F. P., we have carried out this study based on data obtained from various hospitals in Peshawar.
Methods and Materials
A sample of 506 patients collected from different hospitals in Peshawar was examined for MI to investigate the risk factors of myocardial infarction (a binary response variable) like smoking, hypertension, cholesterol, diabetes, family history, residence, own a house, number of dependents, household income and lack of exercise etc. The same person collected the data on 506 patients in order to avoid bias. The appropriate technique, used for model selection, in the case of binary response variable is logistic regression. Here we consider general linear models in which the outcome variables are measured on a binary scale. The logistic regression model was first suggested by Berkson (1944) , who showed how the model could be fitted using iterative weighted least squares. Logistic regression is now widely used in medical research since many studies involve two-category response variables. The logistic regression model can be written as
for a single explanatory variable X, the above model takes the form
Like classical regression models, inferences can be drawn for the logistic regression. The main contribution in this case was that of Wald (1943) who provided general asymptotic results for maximum likelihood estimator. It follows that parameter estimators in the logistic regression models have largesample normal distributions due to maximum likelihood estimation and its large sample properties. Thus, a large sample 100(1-α)% confidence interval for parameter of the logistic regression model has the form ) ( ψ has the same limiting null distribution in large samples (Wald,1943) . This is called a Wald statistic. When ψ has a single element, this chi-squared statistic with one degree of freedom is the square of the ratio of the parameter estimate to its estimated standard error, that is Stepwise procedures were applied, using SPSS and GLIM packages, to select a final model. Stepwise procedures are sequential in the sense that they assume a current model and look to add to, or delete terms one at a time from that model, see Benedetti and Brown (1978) , Goodman (1971) .
A variety of methods for arriving at an appropriate initial model are available from which to begin the search for a well-fitting model. One of the suggested methods is that given by Brown (1976) . It is most famous and simple technique for obtaining an initial model. Brown suggested two tests to look the importance of each possible term. These are tests of marginal association and a test of partial association. We applied Brown method to select an initial model for the backward elimination procedure. The variable used to determine an initial model are S, I, F, D, H, C, R and ND. Different factors for initial model, which were either partially or marginally significant at different stages (at 5% level of significance), were obtained. The significant factors both at marginal and partial tests are S, F, D, I, H and C. As far as the interactions of explanatory variables are concerned, the only four factors interactions, which were significant partially or marginally are IFHC and IFDC respectively. 
Backward elimination procedure
The best model is obtained in four steps automatically using SPSS package. The model selected through SPSS is with factor S, H, C, F and D. This model contains the main effects only. Thus the significant risk factors for MI are smoking, hypertension, cholesterol level, family history of patients and diabetes. Other factors turned out to be insignificant. 
Model fitting for males and females
We have also investigated the effect of these factors on MI for males and females separately. Using SPSS package for backward elimination process, we obtained a model for males with factors CIFH, S, H, D, C and F. Again, the same factors turned out to be significant for MI but one interaction term CIFH appeared in the model. That is, these factors have a joint effect on the occurrence of MI. We fit this model to have parameters estimates along with standard errors given in Table 3 . 
Models for females
We also consider selecting an appropriate model for females through backward elimination process, using SPSS package. The final model with factors H, C, D and F has been selected in five steps. The important risk factors for MI in this case are hypertension, cholesterol, diabetes and family history of patient. We noted that the smoking factor has been ignored which is obvious. Out of female patients, only one female was smoker. So smoking has no significant effect on MI. Table 4 contains information about variables in the models, estimated coefficients, their standard errors and significance of the coefficients. 
Conclusion
The purpose of this study was to determine the significant risk factors of Myocardial infarction (MI). A total of 506 patients were examined and their personal and medical data were taken. For each patient, the phenomena of myocardial infarction was studied in relation to different risk factors, namely, smoking, diabetes, hypertension, cholesterol, income, family history of patients for MI, number of dependents, obesity etc. Other variables under consideration were sex, residence and own a house. Out of the total of 506 patients, 323 were male and 183 were female patients. Of 323 male patients, the number of MI patients were 212 and 111 patients had no MI. Of female patients, 88 had MI and 95 patients had no MI. Thus, we can conclude that males are more likely to have MI than females.
The response variable in this study was myocardial infarction, a binary variable taking the value 1 for the patient who had MI and 0 otherwise. As the response variable was binary, therefore, logistic regression was applied to the data for all the patients. Brown procedure was used to have an initial model. Backward elimination method resulted into a logistic regression model containing variables S, H, F, C, and D. This indicated that smoking, hypertension, family history of the patient, cholesterol and diabetes were important factors for MI. Residence (R) and number of dependents (ND) and income variables turned out to be insignificant for MI.
Separate logistic regression models were also fitted for each sex using the same backward elimination method. For males, we got the final model with variables S, F, D, H, C and ICFH. Thus, smoking, hypertension, family history of MI, diabetes, cholesterol and income were important risk factors for MI. The model also indicates that there is a joint effect of four factors, namely, income, cholesterol, family history of the patient and hypertension. For females, the model selected is with variables F, C, H and D. The model showed that family history of patient, cholesterol, hypertension and diabetes were important risk factors for MI.
