Methods for inferring average causal effects have traditionally relied on two key assumptions:
INTRODUCTION
Statistical methods for inferring average causal effects in a population of units have traditionally assumed (i) that the outcome of one unit cannot be influenced by an intervention received by another, also known as the no-interference assumption (Cox, 1958 , Rubin, 1974 ; and (ii) that units can be organized into non-overlapping groups, blocks or clusters such that outcomes of units in separate groups are independent and the number of groups grows with sample size. Only fairly recently has causal inference literature formally considered settings where assumption (i) does not necessarily hold (Sobel, ing a unit's set of interfering units to be a small set defined by spacial proximity or network ties, as well as severely limiting the degree of outcome dependence in order to facilitate inference. A separate strand of work has primarily focused on detection of specific forms of spillover effects in the context of an experimental design in which the intervention assignment process is known to the analyst (Aronow, 2012 , Bowers et al, 2012 , Athey et al, 2016 . In much of this work, outcome dependence across units can be left fairly arbitrary, therefore relaxing (ii), without compromising validity of randomization tests for spillover effects. Similar methods for non-experimental data, such as observational studies, are not currently available.
Another area of research which has recently received increased interest in the interference literature concerns the task of effect decomposition of the spillover effect of an intervention on an outcome known to spread over a given network into so-called contagion and infectiousness compo- Shpitser et al, 2017) . In this latter strand of work, it is typically assumed that interference and outcome dependence occur only within non-overlapping groups, and that the number of independent groups is large.
We refer the reader to Tchetgen Tchetgen and VanderWeele (2012), VanderWeele et al (2014) and Halloran et al (2016) for extensive overviews of the fast growing literature on interference and spillover effects.
An important gap remains in the current literature: no general approach exists which can be used to facilitate the evaluation of spillover effects on a single network in settings where treatment outcome relationships are confounded, unit interference may be due not only to immediate network ties but also from indirect connections (friend of a friend, and so on) in a network, and non-trivial dependence between outcomes may exist for units connected via long range indirect relationships in a network.
The current paper aims to fill this important gap in the literature. Specifically, in this paper, the outcome experienced by a given unit could in principle be influenced by an intervention received by a unit with whom no direct network tie exists, provided there is a path of connected units linking the two. Furthermore, the approach developed in this paper respects a fundamental feature of outcomes measured on a network, by allowing for an association of outcomes for any two units connected by a path on the network. Although network causal effects are shown to in principle be nonparametrically identified by a network version of the g-formula (Robins, 1986) under standard assumptions of consistency and no unmeasured confounding adapted to the network setting, statistical inference is however intractable given the single realization of data observed on the network and lack of partial interference assumption. Nonetheless, progress is made by an assumption that network data admit a representation as a graphical model corresponding to chain graphs (Lauritzen and Richardson, 2002) . This graphical representation of network data generalizes that introduced in Shpitser et al (2017) for the purpose of interrogating causal effects under partial interference and it is particularly fruitful in the setting of a single network as it implies, under fairly mild positivity conditions, that the outcomes observed on the network may be viewed as a single realization of a certain conditional Markov random field (MRF); and that the set of confounders likewise constitute a single realization of an MRF. By leveraging the local Markov property associated with the resulting chain graph which we encode in non-lattice versions of Besag's auto-models (Besag, 1974) , we develop a certain Gibbs sampling algorithm which we call the auto-g-computation algorithm as a general approach to evaluate network effects such as direct and spillover effects. Furthermore, we describe corresponding statistical techniques to draw inference which appropriately account for interference and complex outcome dependence across the network. Auto-g-computation may be viewed as a network generalization of Robins' well-known g-computation algorithm previously described for causal inference under no-interference and i.i.d data (Robins, 1986) . We also note that while MRFs have a longstanding history as models for network data starting with Besag (1974) (see also Kolaczyk (2009) for a textbook treatment and summary of this literature), a general chain graph representation of network data appears not to have previously been used in the context of interference and this paper appears to be the first instance of their use in conjunction with g-computation in a formal counterfactual framework for inferring causal effects from observational network data. Ogburn et al (2017) have recently proposed in parallel to this work, an alternative approach for evaluating causal effects on a single realization of a network, which is based on traditional causal directed acyclic graphs (DAG) and their algebraic representation as causal structural equation models. As discussed in Lauritzen and Richardson (2002) , such alternative representation as a DAG will generally be incompatible with our chain graph representation and therefore the respective contribution of these two manuscripts present little to no overlap.
The remainder of this paper is organized as followed. In Section 2 we present notation used throughout. In Section 3 we review notions of direct and spillover effects which arise in the presence of interference. In this same section, we review sufficient conditions for identification of network causal effects by a network version of the g-formula, assuming the knowledge of the observed data distribution, or (alternatively) infinitely many realizations from this distribution. We then argue that the network g-formula cannot be empirically identified nonparametrically in more realistic settings where a single realization of the network is observed. To remedy this difficulty, we leverage information encoding network ties (which we assume is both available and accurate) to obtain a chain graph representation of observed variables for units of the network. This chain graph is then shown to induce conditional independences which allow versions of coding and pseudo maximum likelihood estimators due to Besag (1974) to be used to make inferences about the parameters of the joint distribution of the observed data sample. These estimators are described in Section 4, for parametric auto-models of Besag (1974) . The resulting parametrization is then used to make inferences about network causal effects via a specialized Gibbs sampling algorithm we have called the auto-g-computation algorithm, also described in Section 4. In Section 5, we describe results from a simulation study evaluating the performance of the proposed approach. Finally, in Section 6, we offer some concluding remarks and directions for future research.
NOTATION AND DEFINITIONS

Preliminaries
Suppose one has observed data on a population of N interconnected units. Specifically, for each i ∈ 
Following Sobel (2006) and Hudgens and Halloran (2008) , we refer to A as an intervention, treatment or allocation program, to distinguish it from the individual treatment A i . Furthermore, for n = 1, 2, . . . , we define A(n) as the set of vectors of possible treatment allocations of length n; for 
Notation for the random variable Y i (a) makes explicit the possibility of the potential outcome for unit i depending on treatment values of other units, that is the possibility of interference.
The standard no-interference assumption (Cox, 1958; Rubin, 1974) In contrast to existing approaches, our approach allows full rather than partial interference in settings where treatments are also not necessarily randomly assigned. The assumptions that we make can be separated into two parts: network versions of standard causal inference assumptions, given below, and independence restrictions placed on the observed data distribution which can be described by a graphical model, described in more detail later.
We assume that for each a ∈ A(N ) the vector of potential outcomes Y(a) is a single realization of a random field. In addition to treatment and outcome data, we suppose that one has also
, where L i denotes pretreatment covariates for unit i. For identification purposes, we take advantage of a network version of the conditional ignorability assumption about treatment allocation which is analogous to the standard assumption often made in causal inference settings; specifically, we assume that:
This assumption basically states that all relevant information used in generating the treatment allocation whether by a researcher in an experiment or by "nature" in an observational setting, is contained in L. Network ignorability can be enforced in an experimental design where treatment allocation is under the researcher's control. On the other hand, the assumption cannot be ensured to hold in an observational study since treatment allocation is no longer under experimental control, in which case credibility of the assumption depends crucially on subject matter grounds.
Equation (2) simplifies to the standard assumption of no unmeasured confounding in the case of no interference and i.i.d. unit data, in which case
. Finally, we make the following positivity assumption at the network treatment allocation level:
Network causal effects
We will consider a variety of network causal effects that are expressed in terms of unit potential 
The second definition gives the average spillover causal effect experienced by unit i upon setting the unit's treatment inactive, while changing the treatment of other units from inactive to a −i :
Similar to Hudgens and Halloran (2008) these effects can be averaged over a hypothetical allocation regime π i (a −i ; α) indexed by α to obtain allocation-specific unit average direct and spillover effects
tively. One may further average over the units in the network to obtain allocation-specific network average direct and spillover effects
, respectively. These quantities can further be used to obtain other related network effects such as average total and overall effects at the unit or network level analogous to Hudgens and Halloran (2008) and Tchetgen Tchetgen and VanderWeele (2012).
Identification of these effects follow from identification of ψ i (a) for each i = 1, ..., N. In fact, under assumptions (1)- (3) , it is straightforward to show that ψ i (a) is given by a network version of
is the density of l, and may be interpreted as integral when appropriate.
Although ψ i (a) can be expressed as the functional β i (a) of the observed data law, β i (a) cannot be identified nonparametrically from a single realization (Y, A, L) drawn from this law without imposing additional assumptions. In the absence of interference, it is standard to rely on the additional assumption that (
, in which case the above gformula reduces to the standard g-formula
is nonparametrically identified (Robins, 1986 ). Since we consider a sample of interconnected units in a network, the i.i.d. assumption is unrealistic. Below, we consider assumptions on the observed data law that are much weaker, but still allow inferences about network effects to be made.
We first introduce a convenient representation of E (Y i |A = a, L = l), and describe a corresponding Gibbs sampling algorithm which could in principle be used to compute the network g-formula under the unrealistic assumption that the observed data law is known. First, note that
Suppose that one has available the conditional densities (also referred to as Gibbs factors)
.., N, and that it is straightforward to sample from these densities. Then, evaluation of the above formula for β i (a) can be achieved with the following Gibbs sampling algorithm.
Gibbs Sampler I:
The sequence
forms a Markov chain, which under appropriate regularity conditions converges to the stationary distribution f (Y|a, L) × f (L) (Liu, 2002) . Specifically, we assume M is an integer larger than the number of transitions necessary for the appropriate Markov chain to reach equilibrium from the starting state. Thus, for sufficiently large m * and K,
works causal effects can be computed. This approach to evaluating the g-formula is the network analogue of Monte Carlo sampling approaches to evaluating functionals arising from the gcomputation algorithm in the sequentially ignorable model, see for instance Westreich et al (2012) .
Unfortunately these factors are not identified from a single realization of the observed data law, without additional assumptions. In the following section we describe additional assumptions which will imply identification.
A GRAPHICAL STATISTICAL MODEL FOR NETWORK DATA
To motivate our approach, we introduce a representation for network data proposed by Shpitser and Tchetgen Tchetgen (2017) and based on chain graphs. A chain graph (CG) (Lauritzen, 1996) is a mixed graph containing undirected (−) and directed (→) edges with the property that it is impossible to add orientations to undirected edges in such a way as to create a directed cycle. A chain graph without undirected edges is called a directed acyclic graph (DAG).
A statistical model associated with a CG G with a vertex set O is a set of densities that obey the following two level factorization:
where B(G) is the partition of vertices in G into blocks, or sets of connected components via undirected edges, and pa G (B) is the set {W | W → B ∈ B exists in G}. This outer factorization resembles the Markov factorization of DAG models. Furthermore, each factor p(B | pa G (B)) obeys the following inner factorization, which is a clique factorization for a conditional Markov random field:
where Z(pa G (B)) is a normalizing function which ensures a valid conditional density, C(G) is a set of maximal pairwise connected components (cliques) in an undirected graph G, φ C (C) is a mapping from values of C to real numbers, and G a B∪pa G (B)) is an undirected graph with vertices B ∪ pa G (B) and an edge between any pair in pa G (B) and any pair in B ∪ pa G (B) adjacent in G.
A density p(O) that obeys the two level factorization given by (4) and (5) with respect to a CG G is said to be Markov relative to G. This factorization implies a number of Markov properties relating conditional independences in p(O) and missing edges in G. Conversely, these Markov properties imply the factorization under an appropriate version of the Hammersley-Clifford theorem, which does not hold for all densities, but does hold for wide classes of densities, which includes positive densities. Special cases of these Markov properties are described further below.
Details can be found in (Lauritzen, 1996) .
A chain graph representation of network data
Observed data distributions entailed by causal models of a DAG do not necessarily yield a good representation of network data. This is because DAGs impose an ordering on variables that is natural in temporally ordered longitudinal studies but not necessarily in network settings. As we now show the Markov property associated with CGs accommodates both dependences associated with causal or temporal orderings of variables, but also symmetric associations induced by the network.
Let E denote the set of neighboring pairs of units in the network; that is (i, j) ∈ E only if units i and j are directly connected on the network. We represent data O drawn from a joint distribution associated with a network with adjacencies E as a CG G E in which each variable corresponds to a vertex, and directed and undirected edges of G E are defined as follows. For each pair of units (i, j) ∈ E, variables L i and L j are connected by an undirected edge in G E . We use an undirected edge to represent the fact that L i and L j are associated, but this association is not in general due to unobserved common causes, nor as the variables are contemporaneous can they be ordered temporally or causally (Shpitser and Tchetgen Tchetgen, 2017) . Vertices for A i and A j , and Y i and Y j are likewise connected by an undirected edge in G E if and only if (i, j) ∈ E. Furthermore, for each (i, j) ∈ E, a directed edge connects L i to both A i and A j encoding the fact that covariates of a given unit may be direct causes of the unit's treatment but also of the neighbor treatments, We will assume the observed data distribution on O associated with our network causal model is Markov relative to the CG constructed from unit connections in a network via the above two level factorization (Lauritzen, 1996) . This implies the observed data distribution obeys certain conditional independence restrictions that one might intuitively expect to hold in a network, and which serve as the basis of the proposed approach. Let N i denote the set of neighbors of unit i, i.e. N i = {j : (i, j) ∈ E}, and let O i = {O j , j ∈ N i } denote data observed on all neighbors of unit i. Given a CG G E with associated network adjacencies E, the following conditional independences follow by the global Markov property associated with CGs (Lauritzen, 1996) :
In words, equation (6) states that the outcome of a given unit can be screened-off (i.e. made independent) from the variables of all non-neighboring units by conditioning on the unit's treatment and covariates as well as on all data observed on its neighboring units, where the neighborhood
assumption, coupled with a sparse network structure leads to extensive dimension reduction of the model specification for Y|A, L. In particular, the conditional density of
Conditional auto-models
Suppose that instead of (3), the following stronger positivity condition holds:
Since (6) 
where κ (a, l) = y exp {U (y; a, l)} , and U (y; a, l) is a conditional energy function which can be decomposed into a sum of terms called conditional clique potentials, with a term for every maximal clique in the graph G a E . Conditional clique potentials offer a natural way to specify a CMRF using only terms that depend on a small set of variables. Specifically,
where C i are all maximal cliques of G a E that involve Y i .
Gibbs densities specified as in (9) is a rich class of densities, and are often regularized in practice by setting to zero conditional clique potentials for cliques of size greater than a pre-specified cutoff. This type of regularization corresponds to setting higher order interactions terms to zero in log-linear models. For instance, closely following Besag (1974) , one may introduce conditions (a)
only cliques c ∈ C of size one or two have non-zero potential functions U c , and (b) the conditional probabilities in (9) have an exponential family form. Under these additional conditions, given a, l, the energy function takes the form
for some functions G i (·; a, l) and coefficients θ ij (a, l) . Note that in order to be consistent with local Markov conditions (6) and (7) , G i (·; a, l) can only depend on {(a s , l s ) : s ∈ N j } , while because of symmetry θ ij (a, l) can depend at most on {(a s , l s ) : s ∈ N j ∩ N i }. Following Besag (1974), we call the resulting class of models conditional auto-models.
Conditions (7) and (8) imply that L is an MRF; standard Hammersley-Clifford theorem further implies that the joint density of L can be written as
where ν = l exp {W (l )}, and W (l) is an energy function which can be decomposed as a sum over cliques in the induced undirected graph (G E ) L . Analogous to the conditional auto-model described above, we restrict attention to densities of L of the form:
for some functions H k,i (L k,i ) and coefficients ρ k,s,i , ω k,s,i,j . Note that ρ k,s,i encodes the association between covariate L k,i and covariate L s,i observed on unit i, while ω k,s,i,j captures the association between L k,i observed on unit i and L s,j observed on unit j.
Parametric specifications of auto-models
A prominent auto-regression model for binary outcomes is the so-called auto-logistic regression first proposed by Besag (1974) . Note that as (a, l) is likely to be high dimensional, identification and inference about G i and θ ij requires one to further restrict heterogeneity by specifying simple low dimensional parametric models for these functions of the form: auto-Gaussian model may be specified as followed: Auto-model density of L is specified similarly. For example, fix parameters in (10)
where v i,j is a user-specified weight which satisfies j v i,j = 1. For L k binary, one might take
corresponding to a Gaussian auto-model for L k,i |L \k,i = 0, L −i = 0. As before, model parameters
.., τ p ) are shared across units in the network.
Coding estimators of auto-models
Suppose that one has specified auto-models for Y and L as in the previous section with unknown parameters τ Y and τ L respectively. To estimate these parameters, one could in principle attempt to maximize the corresponding joint likelihood function. However, such task is well-known to be computationally daunting as it requires a normalization step which involves evaluating a high dimensional sum or integral which, outside relatively simple auto-Gaussian models is generally not available in closed form. For example, to evaluate the conditional likelihood of Y|A, L for binary Y requires evaluating a sum of 2 N terms in order to compute κ (A, L) . Fortunately, less computationally intensive strategies for estimating auto-models exist including pseudo-likelihood estimation and so called-coding estimators (Besag, 1974) , which may be adopted here. We first consider coding-type estimators, mainly because unlike pseudo-likelihood estimation, standard asymptotic theory applies. To describe these estimators in more detail requires additional definitions.
We define a stable set or independent set S (G E ) of G E as a set of units (i, j) in G E such that no vertex in O i is adjacent to a vertex in O j . That is j ∈ N i for all i, j ∈ S (G E ). The size of a stable set is the number of units it contains. A maximal stable set is a stable set such that no unit in G E can be added without violating the independence condition. A maximum stable set S max (G E ) is a maximal stable set of largest possible size for G E . This size is called the stable number or independence number of G E , which we denote n 1,N = n 1 (G E ). A maximum stable set is not necessarily unique in a given graph, and finding one such set and enumerating them all is challenging but a well-studied problem of computer science. In fact, enumerating all maximum stable sets is a well-known NP-complete problem. Nevertheless, both exact and approximate algorithms exist that are computationally more efficient than an exhaustive search. Exact algorithms which identify all maximum stable sets were described in Robson (1986 
denote the collection of all (approximate) maximum stable sets for G E .
The Markov property associated with G E implies that outcomes of units within such sets are mutually conditionally independent given their Markov blankets. This implies the (partial) conditional likelihood function which only involves units in the stable set factorizes, suggesting that tools from maximum likelihood estimation may apply. In the Appendix, we establish that this is in fact the case, in the sense that under certain regularity conditions, coding maximum likelihood estimators of τ based on maximum stable sets are consistent and asymptotically normal (CAN). Consider the coding likelihood functions for τ Y and τ L based on a (approximate) stable
The estimators 
Note that by the information equality, Γ n 1,N and Ω n 1,N can be replaced by the standardized (by n 1,N ) negative second derivate matrix of corresponding coding log likelihood functions. Note also that condition n 1,N → ∞ as N → ∞ essentially rules out the presence of an ever-growing hub on the network as it expands with N , thus ensuring that there is no small set of units in which majority of connections are concentrated asymptotically. Suppose that each unit on a network of size N is connected to no more than C max < N, then according to Brooks' Theorem, the stable number n 1,N satisfies the inequalities (Brooks, 1941) :
This implies that in a network of bounded degree, n 1,N = O (N ) is guaranteed to be of the same order as the size of the network; however n 1,N may grow at substantially slower rates (n 1,N = o(N )) if C max is unbounded.
Pseudo-likelihood estimation
Note that because L i is likely multivariate, further computational simplification can be achieved
in equation (12) . This substitution is computationally more efficient as it obviates the need to evaluate a multivariate integral in order to normalize the joint law of L i . Let τ denote the estimator which maximizes the log of the resulting modified coding likelihood function L *
It is straightforward using the proof of Result 1 to establish that its covariance may be approximated by the sandwich formula Φ
As later illustrated in extensive simulation studies, coding estimators can be inefficient, since the partial conditional likelihood function associated with coding estimators disregards contributions of units i ∈ S max (G E ) . Substantial information may be recovered by combining multiple coding estimators each obtained from a separate approximate maximum stable set, however accounting for dependence between the different estimators can be challenging.
Pseudo-likelihood (PL) estimation offers a simple alternative approach which is potentially more efficient than either approach described above. PL estimators maximize the log-PLs
Denote corresponding estimatorsτ Y andτ L , which are shown to be consistent in the Appendix.
There however is generally no guarantee that their asymptotic distribution follows a Gaussian distribution due to complex dependence between units on the network prohibiting application of the central limit theorem. As a consequence, for inference, we recommend using the parametric bootstrap, whereby algorithm Gibbs sampler I of Section 2.2 may be used to generate multiple bootstrap samples from the observed data likelihood evaluated at (τ Y ,τ L ) , which in turn can be used to obtain a bootstrap distribution for (τ Y ,τ L ) and corresponding inferences such as bootstrap quantile confidence intervals.
AUTO-G-COMPUTATION
We now return to the main goal of the paper, which is to obtain valid inferences about β i (a) . The auto-G-computation algorithm entails evaluating
are generated by Gibbs Sampler I algorithm under posited auto-models with esti-
In either case, the parametric bootstrap may be used in conjunction with Gibbs Sampler I in order to generate the corresponding bootstrap distribution of estimators of β i (a) conditional on either β i (a) orβ i (a). Alternatively, a less computationally intensive approach first generates i (a) : j may be used to obtain standard errors for β i (a), and corresponding Wald type or quantile-based confidence intervals for direct and spillover causal effects.
SIMULATION STUDY
We performed an extensive simulation study to evaluate the performance of the proposed methods on networks of varying density and size. Specifically, we investigated the properties of the codingtype and pseudo-likelihood estimators of unknown parameters τ Y and τ L indexing the joint observed data likelihood. Additionally, we evaluated the performance of proposed estimators of the network
, as well as for the direct effect DE(α), and the spillover effect SE(α), where α is a specified treatment allocation law described below.
We simulated three networks of size 800 with varying densities: low (each node has either 2, 3, or 4 neighbors), medium (each node has either 5, 6, or 7 neighbors), and high (each node has either 8, 9, or 10 neighbors). For reference, a depiction of the low density network of size 800 is given in Figure 2 . Additionally, we simulated low density networks of size 400, 1,000, and 2,000.
The network graphs were all simulated in Wolfram Mathematica 10 (Wolfram, 2015) using the RandomGraph function. For each network, we obtained an (approximate) maximum stable set.
The stable sets for the 800 node networks were of size n 1,low = 375, n 1,med = 275, n 1,high = 224.
For units i = 1, ..., N , we generated using Gibbs Sampler I a vector of binary confounders {L 1i , L 2i , L 3i }, a binary treatment assignment A i , and a binary outcome Y i from the following auto-models consistent with the chain graph induced by the simulated network: Figure 2 : Network of size 800 with low density τ A = {γ 0 , ..., γ 7 }, and τ Y = {β 0 , ..., β 9 }. We evaluated network average direct and spillover effects via the Gibbs Sampler I algorithm under true parameter values τ Y and τ L and a treatment allocation, α given by a binomial distribution with event probability equal to 0.7. All parameter values are summarized in Table 1 . We generated S = 1, 000 simulations of the chain graph for each of the 4 simulated network structures. For each simulation s, data were generated by running the Gibbs sampler I algorithm 4, 000 times with the first 1, 000 iterations as burn-in. Additionally, we thinned the chain by retaining every third realization to reduce autocorrelation. Simulation results for the various density networks of size 800 are summarized in Tables 2 and 3 for the following parameters: the network average counterfactual β(α), the network average direct effect, and the network average spillover effect. Both coding and pseudo-likelihood estimators had small bias in estimating β(α) regardless of network density (absolute bias < 0.01). Coverage of the coding estimator ranged between 94% and 95.5%. Biases were also small for both spillover and direct effects: the bias slightly increased with network density, but still stayed below an absolute bias of 0.02. Coverage of coding-based confidence intervals for direct effects ranged from 94.2%
to 95.1%, while the coverage for spillover effects decreased slightly with network density from 93.3% to 91.6%. It is important to note that as the network structure changes with network size and density, the corresponding estimated parameters likewise vary and therefore it is not necessarily straightforward to compare performance of the methodology across network structure. 
CONCLUSION
We have described a new approach for evaluating causal effects on a network of connected units.
Our methodology relies on the crucial assumption that accurate information on network ties between observed units is available to the analyst, which may not always be the case in practice. In fact, as our inferences condition on the observed network structure, bias may ensue if information about the network is incomplete, and therefore omits to account for all existing ties. In future work, we plan to further develop our methods to appropriately account for uncertainty about the underlying network structure.
Another limitation of the proposed approach is that it relies heavily on parametric assumptions and as a result may be open to bias due to model mis-specification. Although this limitation also applies to standard g-computation for i.i.d settings which nevertheless has gained prominence in epidemiology (Taubman, 2009 , Robins et al, 2004 , Daniel et al, 2011 , our parametric auto-models which are inherently non-i.i.d may be substantially more complex, as they must appropriately account both for outcome and covariate dependence, as well as for interference. Developing appropriate goodness-of-fit tests for auto-models is clearly a priority for future research. In addition, to further alleviate concerns about modeling bias, we plan in future work to extend semiparametric models such as structural nested models to the network context. Such developments may offer a real opportunity for more robust inference about network causal effects.
Supplemental Materials
Auto-G-Computation of Causal Effects on a Network
Throughout, we assume that we observe a vector of Random Fields (
Graphs (CG) G E associated with an increasing sequence of networks E N , with distribution uniquely specified by the parametric model for its Gibbs factors f (Y i |∂ i ; τ Y ) where
denote the kth order neighborhood of unit i, defined as followed:
are not neighbors. The size of a k-stable set is the number of units it contains. A maximal k-stable set is a k-stable set such that no unit in G E can be added without violating the independence condition. A maximum k-stable set
is a maximal k-stable set of largest possible size for G E . This size is called the k-stable number of
the collection of all (approximate) maximum k-stable sets for G E .
The unknown parameter τ Y is in the interior of a compact
We make the following assumptions:
Regularity conditions:
Suppose that 1. S (G E ) is a 1-stable set.
2. S (G E ) can be partitioned into K 4-stable subsets S k (G E ) : k = 1, ..., K such that S (G E ) = K k=1 S k (G E ) . Let n (k) denote the number of units in S k (G E ) and n = k n (k) denote the total number of units in S (G E ) . We further assume that there is a k 0 such that:
(a) lim inf E n (k 0 ) /n > 0 and lim inf E n/N > 0.
where
Consistency of the coding maximum likelihood estimator then follows by assumption 1-4 and 
As the variables D i are centered, bounded and independent conditionally on ∂ i : i ∈ S k 0 (G E ) , one may apply a central limit theorem for non-iid bounded variable (Breiman, 1992) . Under assumptions 5 and 6, it follows thatV n (τ Y ,τ Y ) + Ω n (τ Y ) → P 0 p×p , proving the result.
Proofs of consistency of coding and pseudo maximum likelihood estimators of τ L , as well as asymptotic normality of coding estimator of τ L follow along the same lines as above, upon substituting ∂ i = {L j : j ∈ N i } , and replacing Assumption 2 with the assumption that S (G E ) can be partitioned into K 2-stable subsets S k (G E ) : k = 1, ..., K such that S (G E ) = Additional simulation results 
