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Abstract
Historically, the price of genomic data collection has been the limiting factor in 
understanding and applying genomics to the mammalian species. The 
introduction of high-throughput data collection platforms has changed this, 
reducing the cost of collecting genomic data (human sequencing nearing the 
$1000 mark) and enabling a range of applications, from providing disease risk 
assessments to identifying desirable genetic traits in livestock. However, due to 
the complexities of genomic analysis, putting these genomic applications into 
the public sector is difficult. Analysis of mammalian genomic data requires 
high performance computing (HPC) systems, large amounts of storage and 
specialized algorithms. As research is carried out by biology 
specialists/geneticists, these personnel must be trained in the use of HPC which 
adds to the difficulty of analysis. 
A study of genomic studies show that the limiting factor in understanding 
mammalian genetics no longer lies in the cost of data collection but in the 
manpower and computing resources required to analyse and interpret genomic 
data. These limitations are clearly seen when moving genetic applications from 
the academic to public sector. This leads to the following basic questions: How 
can genomics data be analysed and manipulated by biology (non-computing) 
specialists? How can the cost and turn-around time of genomic analysis be 
reduced? The aim of this research is to develop easy-to-use applications 
targeted to biology (non-computing) specialists and to devise service and cloud 
computing frameworks to reduce the turn-around time and cost of analysis. 
To achieve this aim, I have carried out the study of and developed three 
software applications which simplify analysis at various genetic levels from 
individual genes to whole genome populations. The first application, called 
EXP-PAC is able to compare genes under different experimental conditions. 
HPC is utilized to improve the accuracy of data pre-processing. The second 
application is a HPC enabled system analysis workflow, called SAWF, devised 
to investigate interactions of genes across independently collected datasets. 
The final application, called mpiProgressive, identifies genetic variation that 
xv
exists between two or more genomes. This application incorporates sequence 
compression algorithms to enable processing on distributed low memory 
systems such as the Blue Gene P. 
By incorporating high performance computing into the utilized applications I 
reduced the time taken to process data. It is well known that HPC requires 
powerful and expensive computational hardware, data storage, advanced 
middleware and sophisticated distributed discipline oriented applications. My 
studies demonstrated that the process of managing HPC resources requires in-
depth system administration skills, for which many specialist scientists should 
not be prepared for. Furthermore, due to their high initial purchase price and 
maintenance costs, HPC resources are only affordable by rich institutions. 
Even so, these resources are shared by many users, which usually leads to long 
waiting times for execution of their applications. Clouds promise to relieve the 
pressure through affordable, scalable (required when analysing millions of 
genomes), and on-demand HPC resources that can provide users faster 
turnaround times on their experiments. 
Since there was no guarantee that clouds would provide all they had promised, 
I carried out one of the first HPC on the cloud studies to determine if the cloud 
could support genomic data processing. This study investigated the 
performance of communication bound and embarrassingly parallel applications 
on clusters, public IaaS clouds and private IaaS clouds. Results found that 
clouds provided on-demand resources with performance comparable to HPC 
clusters for a fraction of the cost, however clouds suffered from large data 
transfer delays and HPC cloud setup difficulties. In response I proposed a 
unified cloud framework that simplifies cloud service development and makes 
HPC cloud computing available to non-computing specialists. Through this 
framework, users can easily deploy and expose HPC scientific applications in 
public/private clouds as services. Each of these SaaS cloud services is such that 
it abstracts both the complex deployment activities and the tedious command 
line execution style of HPC scientific applications into just a web-form for 
scientists to comfortably perform computational research in the clouds.
A prototype of the proposed cloud framework, called Uncinus, was developed 
and three case studies were carried out. These case studies show how the 
xvi
software applications I developed can be exposed as services and run using 
cloud resources. In the first case study, a cloud image containing a general 
purpose web server and EXP-PAC is published and run. This case study 
demonstrated how Uncinus exposes IaaS virtual machines and software as 
services. In the second case study, each component of SAWF was published 
and exposed as a software service. SAWF services were then orchestrated as a 
workflow demonstrating the power of the Uncinus resource allocation 
algorithm. In the third case study, mpiProgressive was published, exposed as a 
software service and then deployed over hundreds of cores. Performance 
results were collected and compared to similar results collected on a Blue Gene 
P, demonstrating the scalability of cloud software. 
There is a pressing need to reduce the cost of genomic analysis. I have made 
significant contributions to this goal through the development of genomic 
analysis software, SaaS cloud framework and the Uncinus research cloud. 
Through the design and implementation of software I have simplified the 
analysis process. Through Uncinus I reduced the cost of analysis and turn-
around time by applying affordable, scalable and on-demand computing to 
genomic analysis applications. It is through this union of bioinformatics 
algorithms and cloud computing resources, as developed and presented in this 
thesis, that genomics at a clinical scale can be approached. 
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C H A P T E R  1  
Introduction
Cloud and service computing has started to change the way how research in 
science, in particular biology and medicine, and engineering is being carried 
out. Researchers that have taken advantage of this technology can process 
larger amounts of data and speed up discovery. One area which can take 
advantage of these computing technologies is mammalian genomics. 
Mammalian genomics has the potential to greatly benefit the public on a global 
scale through integration into a number of areas including farming and health. 
For over a decade the dairy industry has utilized genomics to identify desirable 
genetic traits in livestock [1]. Selective breeding based on genomic testing has 
allowed for a gradual increase in milk production [2]. Similarly, for the 
healthcare industry the use of genomics to supplement existing medical records 
represents a significant advance in patient treatment [3]. By understanding a 
patient at a genomic level it is possible to personalize medicine dosage and 
better combat long term illnesses. However, due to the time and cost of DNA 
sequencing and analysis, these genomic applications have historically remained 
a largely academic pursuit. 
Over the last decade, large strides have been made in simplifying and therefore 
reducing the time and cost of genomic data collection. To put things into 
perspective the first draft of the human genome was released in 2000; at a cost 
of 1 billion dollars, it took over 10 years to sequence the first human genome. 
Current sequencing machines can generate the same data in 1 week at a cost of 
$6,000 dollars. On the other hand, analysis methodologies have not seen such a 
dramatic improvement and still require large amounts of compute resources 
and experts to analyse and interpret collected data. In short, the cost of 
computing resources and analysis now outstrips the cost of data collection. To 
support the many potential applications of genomics, there is a need to reduce 
the cost of mammalian genomic analysis.  
Applied genomics is limited by the cost and complexity of analysis, which 
requires large amounts of computational resources to analyse data and biology 
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specialists to interpret results. Computational requirements of genomic analysis 
can exceed the resources in commercial computing solutions, for example 
analysis of sequence data requires large amounts of memory. The need for 
specialized hardware limits the type of analysis that can be carried out. In 
addition, researchers analysing data need to understand genomic as well as 
having an operational understanding of HPC and distributed systems.  
Currently, genomic analysis software falls into two categories; distributed 
software which is command line driven and sequential software which are 
often exposed through graphical interfaces. By developing novel software 
applications rather than using pre-existing applications, I was able to further 
simplify and reduce the time taken to perform genomic analysis. An 
application for gene profiling called Expression Package (EXP-PAC) [4] 
utilized graphical interfaces and presented results in a way understood by 
biologists. Other applications I devised were System Analysis Workflow 
(SAWF) and MpiProgressive [5]  which were able to reduce the time taken to 
carry out genomic analysis through the application of HPC. These applications 
were demonstrated via case studies which supported applied genomics; EXP-
PAC for selective breeding of dairy cows and, SAWF and mpiProgressive for 
drug discovery. 
The SAWF and mpiProgressive applications, described above, made use of 
high performance computing (HPC) to improve turn-around time of analysis. 
Currently, HPC is provided through distributed computing platforms such as 
clusters and grids. High performance computer clusters and grids offer users 
the required; huge capacity storage, powerful hardware and advanced 
middleware needed to run these sophisticated discipline oriented applications. 
However, since these distributed systems have a high initial and maintenance 
costs, they are only affordable by rich institutions (research centres, 
universities, and industry). These complex computers require supporting staff 
to maintain, administrate and deploy software and updates, contributing to the 
ongoing cost of running a cluster. Furthermore, these resources are shared by 
many users, which usually leads to long waiting times for execution of 
software. Genomic applications such as personalized genomics, which require 
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quick analysis, are unachievable when faced with shared resources with long 
job queues.
Therefore, a limiting factor in supporting the analysis of mammalian genomes 
is the expensive computational resource requirements. How can the cost of 
procuring computing resources for genomic analysis be reduced? On-
demand computing, provided through clouds, can reduce the cost of computing 
resources. However the complexities of HPC on the cloud, means that 
specialized personnel now require both genetics and cloud computing 
backgrounds. How can cloud computing resources be manipulated by 
biology (non-computing) specialists? One solution is through hiding 
complexities of clouds and their deployment, through the development of cloud 
services based on a service and cloud computing framework. To further the 
aim of reducing the cost of mammalian genomics analysis the following 
goals are proposed; the development of service and cloud computing 
framework, and the exposure of my software applications as a service to 
reduce the turn-around time and cost of analysis.
To keep up with growing computational requirements of mammalian genomic 
analysis, cloud computing has been utilized as a source of cheap computing 
resources provided on demand. Through the provision of computing resources 
as a service it is possible to obtain the required resources without significant 
investment. Genomic analysis can take advantage of the scalable nature of 
cloud to improve the turn-around time of analysis. Recently, some public cloud 
vendors including the Amazon Elastic Compute Cloud (Amazon EC2) have 
provided computer instances, which are specifically designed for running HPC 
applications [6]. EC2 [7] is an excellent example of an Infrastructure as a 
Service (IaaS) cloud. Another response has been provided in the form of 
Platform as a Service (PaaS) clouds. Examples of PaaS clouds include 
Microsoft's Azure [8], Google's AppEngine [9] and Deakin’s HPCynergy [10].
Thus, through cloud computing, business and researchers now have access on 
demand to high performance computing facilities that they need with a very 
flexible pay-as-you-go pricing method. HPC clouds give users the opportunity 
to test and run their parallel applications in the cloud at a price and 
performance level that can leverage their budgets and computation 
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requirements. Furthermore, it also provides the ability to scale on-demand as 
the users’ requirements change, accelerating the analysis of genomic data. 
Users pay for the resources they use (often allocated in hour blocks) avoiding 
initial and maintenance fees and reducing the cost of computational resources. 
However, while cloud computing can provide large amounts of IT resources at 
a cheap cost, due to the cost and time overheads in learning how to prepare the 
cloud as an execution environment, clouds are not suited for scientific research 
as yet.
To utilize Infrastructure as a Service (IaaS) clouds users are required to 
undergo a time consuming cloud setup process. Users must setup a cluster, 
installing middleware and software applications, on virtual hardware. Platform 
as a Service (PaaS) clouds are aimed at software developers instead of 
researchers, providing services to develop and execute applications. Deploying 
software on these clouds in complicated due to limitations in supported 
programming languages. In addition, existing software applications cannot take 
full advantage of the on-demand nature of the cloud; software must be 
developed with scalability in mind. Thus, cloud users must also be system 
administrators and/or software developers. The need to perform time 
consuming management activities slows down the process of scientific 
discipline discovery. In addition to the issues surrounding HPC deployment on 
clouds, cloud performance has also been criticised. Common criticism include; 
the network interconnects in clouds not being fast enough to support 
communication-bound HPC applications and the overhead of virtualized 
resources negatively affecting performance. 
In response to the criticisms regarding the performance of running HPC 
applications on the cloud [10] I carried out a feasibility study to determine the 
potential of utilizing IaaS clouds to support genomic analysis. In this study 
[11], two applications: communication-bound and computation-bound were 
tested on public clouds, private clouds and compute clusters. This was one of 
the first studies which compared clouds to HPC clusters and investigated the 
performance of high performance compute instances offered by Amazon. 
While it was found that performance of cloud systems could match compute 
clusters, concerns were raised in the areas of data transfer and usability. In the 
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worst case scenario, transfer of data to the cloud took significantly longer than 
transfer to local machines, problematic considering the large size of genomic 
data. Usability of the cloud suffered from; simplified virtual machine indexing 
and template discovery, lack of template documentation and the need to setup 
HPC middleware and applications. Thus, if the setup, deployment and 
execution process was simplified and automated then HPC clouds could form 
an environment that would directly and efficiently get non-computing 
specialists involved in running computationally demanding applications 
providing genomic analysis. 
The area of eResearch provides an insight into how to approach the usability 
issues in clouds. Successful eReseach applications utilize web interfaces for 
access, abstract computing procedures (compilation, execution, etc.) and frame 
applications as questions presented in a language understood by the researcher. 
These approaches are incorporated into SaaS clouds, through the efforts of 
cloud service providers which build and expose software as a service. These 
providers operate as companies attracted to high profit, large market areas such 
as business and accounting. The investment required to develop services for 
specialized research areas (with a limited market) is not attractive for service 
providers looking to make a profit. Therefore, the solution is to devise a 
research cloud which enables researchers to take the role of cloud developer. 
This cloud solution was investigated through development of a research cloud 
framework. 
I proposed a research cloud framework in response to the problems presented 
above. This framework was designed to sit on top of an IaaS cloud, and 
consists of a cloud interface layer, broker layer and graphical interface layer. 
Through each layer, services are provided which resolve issues identified by 
the feasibility study described above. The cloud interface layer incorporates 
compression algorithms to reduce the time taken to transfer large amounts of 
genomic data to and from the cloud. The broker layer implements services to 
automate the cluster creation and application deployment procedure, 
simplifying the use of HPC on the cloud. A cloud built using this framework is 
required to offer the user services to turn applications into SaaS cloud services 
with minimal interaction. Each of these resulting SaaS cloud services needs to 
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be such that they abstract both the complex deployment activities and the 
tedious command line execution style of HPC scientific applications into just a 
web-form for scientists to comfortably perform computational research in the 
clouds.
I implemented this framework in the form of Uncinus, a prototype research 
cloud capable of supporting the deployment of cloud software and virtual 
machine services. Compared to other research clouds, Uncinus in unique in 
that it utilizes a central broker for service publication and implements an 
attribute based scheduling algorithm. Through text parsing and scheduling 
algorithms Uncinus automates applications deployment, exposure and 
execution of published software, as a service. Using this cloud platform, users 
without a high performance computing and cloud computing background can 
publish applications, run applications and retrieve results. In this way, it 
becomes possible to utilize the cloud to run HPC applications without the need 
to setup and administer it. 
In order to demonstrate how Uncinus could be used to simplify cloud service 
deployment and execution, case studies were carried out in which the software 
applications I developed (EXP-PAC, SAWF and mpiProgressive) were 
published to Uncinus. Through these case studies, the success of Uncinus as a 
cloud environment for carrying out biology and medical research is measured. 
Three criteria, usability, flexibility and performance, were selected as key 
requirements for researchers carrying out scientific research. Uncinus had to 
appeal to a wide range of users (from users with no HPC/cloud computing 
background to cloud specialists), be compatible with a range of computer 
resources, and achieve performance comparable to current HPC solutions. 
These goals were achieved with Uncinus demonstrating; simplified 
deployment procedures, control over the composition of services and 
performance results showing improvements in the time it takes to deliver 
analysis’ results. 
This thesis shows that, adoption of genomic applications in the public sector 
will be made possible through combination of cheap high throughput genomics 
data collection platforms and high performance computing (HPC) 
technologies. Development of software applications to support genomic 
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research, exposed through web interfaces and incorporating HPC, served as a 
starting point for my research. However, as software applications became more 
complex and performance became more important, usability was sacrificed. 
The relationship between complexity and usability signified the need for a 
framework to support the deployment and execution of software. At the same 
time I recognised that the need for large amounts of computational resources is 
a limiting factor in determining what analysis can be performed. To support 
large scale genomic analysis, there was a need for on-demand computing 
provided through the cloud. To allow biology/medical driven applications to 
take advantage of this great technology I proposed a framework that hides 
complex and time consuming operations, setting up a cluster, installing 
applications and middleware, and exposing applications as services. Through 
Uncinus, a proof of concept of the framework, I reduced the cost of analysis 
and turn-around time by applying affordable, scalable and on-demand 
computing to genomic analysis applications. Case studies show how 
bioinformatics algorithms and cloud computing resources can be combined to 
enable a wide range of genomic applications. 
The rest of the thesis is divided as follows.
Chapter 2 presents a literature review covering key concepts in genomics and 
distributed computing. This chapter identifies areas of weakness, and proposes 
answers through the development of easy-to-use genomic software and a SaaS 
cloud computing framework. 
Chapter 3 presents the three software applications I developed to carry out 
genomic analysis. This chapter highlights; improvements compared to current 
bioinformatics software, and the successes and difficulties in making this 
software accessible to biologists with minimal computing backgrounds. 
Chapter 4 addresses criticism in performing HPC on the cloud through 
performance benchmarks and cost analysis. This chapter debunks previous 
criticisms, profiles distribution methodologies and identifies issues that exist 
when utilizing HPC in the cloud. 
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Chapter 5 presents a framework for publishing cloud resources and cloud 
applications. This chapter fixes issues previously identified when developing 
easy-to-use applications for genomic analysis and when utilizing HPC on the 
cloud.
Chapter 6 presents Uncinus, an implementation of the framework. Workflows 
are provided which show how users can access cloud resources and deploy 
software as a service through web interfaces. 
Chapter 7 consists of case studies demonstrating how software can be 
published, exposed, deployed and executed on the Uncinus research cloud. 
This chapter validates my cloud framework, presenting case studies which 
demonstrate a simplified cloud deployment process.  
Finally, in Chapter 8 a conclusion of the work carried out, an analysis of 
achieved results and future work is presented. 
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C H A P T E R  2  
Literature Review 
In 2009, as part of my research into cloud computing, a study into high 
performance computing (HPC) on clouds was carried out. The goal was to take 
advantage of the provision of services on demand to improve turnaround times 
of executed applications, and to better support users (in particular those who 
have no computing background). The outcomes of this initial study were 
presented in [10] and [11]. Since then, a number of researchers [12, 13] began 
to support the use of cloud and service computing, in particular high 
performance computing on clouds, to speed up discovery. This is accomplished 
by providing huge availability of resources, offering services on demand and 
dramatically lowering the costs of storage and computation through pay to use 
services. One area of science that can take advantage of cloud and service 
computing is mammalian genomics. 
Integration of mammalian genomics into modern society will allow for 
improvements to be made in a range of areas including farming and medicine. 
Already genomics is being utilized by the dairy industry [14] to improve 
selective breeding in order to increase the milk yield of cows [15]. While 
academic studies that have successfully applied genomics to improve diagnosis 
and treatment of cancer [16], genetic screening of a tumour cell-line can 
identify cancer sub-types, each having different characteristics and treatment 
methods [17]. Other genomic applications include personalized genomics 
which is based around the integration of genomics into a clinical setting. 
Currently, a few companies offer personalized genomics testing to the public. 
Tests which identify gene variants called SNPs (Single Nucleotide 
Polymorphisms) are offered by 23andMe [18]. SNPs are used to provide risk 
estimates for diseases as well as ancestry analyses. Knome [19] and Complete 
Genomics [20] provide full genome sequencing and interpretation for 
consumers [21].  
To support these genomic applications an understanding of mammalian 
genomics is necessary. This process of finding genes and identifying their 
function is known as gene discovery. To carry out gene discovery a 
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combination of lab techniques and computational algorithms must be used. 
Due to the cost and global significance of gene discovery, these research 
studies are often funded by governments. The first major gene discovery 
project was the human genome project. Since then, a number of gene discovery 
projects have been completed; examples include the 1000 Genomes Project 
[22] which aimed to build a refined human genome map which can be used to 
find associations between gene and disease and the Million Veterans Project 
[23] which seeks to identify genes that are linked to military-related illnesses, 
such as post-traumatic stress disorder. 
Genomic applications are made possible by combing discovery with analysis. 
Results from gene discovery studies are incorporated into a range of software 
applications. The process in which software is utilized depends on the genetic 
application. This literature review investigates how these genomic applications 
are carried out, focusing on the technology and techniques used to analyse 
genomic data. The complexity of analysis, when combined with the size of 
collected data, highlights the need for computational resources provided 
through distributed computers. These expensive computers can process the big 
data generated by biological experiments, yet at the same time are difficult for 
biologists to use. For this reason, a review of distributed computing platforms 
(clusters, grids and clouds) and their role in genomic analysis is carried out. 
This review identifies the benefits and problems with current computing 
solutions and highlights the potential of on-demand computing, provided 
through the cloud, to reduce the cost of mammalian genomics.  
Following from the review of distributed computing is an investigation into 
available cloud solutions, some of which make available HPC resources. 
Problems that occur when running HPC applications on the cloud are also 
examined though a review of cloud studies. These studies reveal usability and 
performance problems when running communication bound HPC applications 
on the cloud. Despite known issues, the ability to access HPC resources 
cheaply and on-demand is of interest to the bioinformatics community, as seen 
in the increased support for bioinformatics software on the cloud. A solution to 
these issues is proposed through a model to support mammalian genomics 
applications such as personalized medicine. The goal of this model is the 
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development of easy-to-use genomic software and a SaaS research cloud 
supporting HPC, in order to addresses usability and performance. 
2.1. Genomic Analysis Methods and Software 
The first step in carrying out any genomic study (discovery or analysis) is 
collecting data. The principals of genomic data collection have remained 
unchanged since the 1980’s. Based on an understanding of complementary 
nature of nucleotide bases (interactions between adenine-thymine and guanine-
cytosine), cheap data collection has been made possible through 
miniaturisation and automation of biological procedures, replacing human 
labour with laboratory robots. Microarrays and sequencers are the most 
common platforms for collecting genomic data; each has their own advantages 
of and disadvantages.
Once data is collected and stored, it must be analysed. The procedures carried 
out on genomic data are complex and therefore require the use of computers. 
Collected data must undergo a multi-step analysis process to extract 
information that can be put to use. The procedures carried out depend on the 
platform. Raw microarray data (images) must be normalized before being 
analysed [24]. Fragments of sequence data must be aligned using a reference 
genome before genes can be extracted. A number of software applications exist 
which implement these algorithms. Many of these software applications are 
written for Linux; however software is also available for Windows and Mac. In 
addition, due to the size of data and complexity of analysis, some software 
applications are designed for super computing resources. This improves the run 
time of analysis, but adds to the difficultly of software use. 
2.1.1. Microarray Analysis 
Microarrays are used for gene profiling, able to examine the presence 
(expression levels) of thousands of pre-specified genes. These platforms are 
cheap to construct and process (data collected in hours), and thus well suited to 
collect data from large populations or over long periods of time. For these 
reasons, microarrays has found use in a number of areas, including breeding of 
cattle, risk estimates for diseases as well as ancestry analyses. Storing this data 
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is a trivial manner as each array is small (on average 25MB); however as 
experiments often consist of many arrays, some form of indexing system needs 
to be utilized.
The raw data of microarray experiments is contained in image files. In order to 
analyse this data, these images must first be normalized (corrected for visual 
errors and human variation). Various techniques exist to normalize data, 
including; standardizing intensity, construction of artificial reference arrays 
and quantile normalization [25, 26]. The choice of pre-processing algorithms 
and techniques has a significant impact on results.  
Once the pre-processing step is completed, analysis can be carried out. 
Clustering is the most common method for extracting genes [27]. This 
technique is useful when trying to identify a set of genes which are responsible 
for a disease or trait. Gene Set Enrichment Analysis (GSEA) is another method 
that can be applied to normalized gene expression data [28]. This method can 
determine if a pre-defined set of genes is statistically relevant to an array of 
gene expression data. GSEA is often used in conjunction with clustering; 
where clustering is first used to find a set of genes related to the trait/disease of 
interest. If GSEA finds evidence of the gene set, there is a high likelihood of 
the trait/disease. 
2.1.1.1 Normalization 
Most microarray experiments involve comparison of gene expression over 
multiple arrays. However variation between these arrays makes these 
comparisons difficult. Normalization across arrays can be done to standardize 
data allowing for advanced comparison techniques to be used. However 
normalization must be used carefully as to remove human variation and retain 
natural variation. Natural variations stems from genetic; experimental and 
environmental differences which must be extracted. Human variation is 
introduced during sample preparation, during the manufacturing of the arrays 
and during the processing of arrays (labelling, hybridization and scanning) and 
therefore must be removed.  
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To minimise human variation array normalization is commonly utilized. 
Common methods of array normalization include: standardizing intensity, 
construction of artificial reference arrays and quantile normalization [25, 26]. 
x Standardizing intensity over multiple arrays is one of the easiest 
methods of array normalization; this method is often inadequate as the 
variation introduced during array processing is often not linear. 
x Another method involves constructing an artificial reference array (by 
averaging all arrays in the experiment). By plotting this reference array 
against the original data it is possible to find non-linear artefacts. 
x Quantile normalization is another popular alternative which is based on 
transforming each array-specific distribution of intensities so they have 
the same values at specified quantiles, for example centering arrays on 
their mediums. Quantile normalization is most appropriate when genes 
are believed to be unaltered across conditions.
A number of algorithms exist which apply the normalization techniques 
described above to microarray gene expression data. Examples include; RMA 
[26], MAS5 [29], GCRMA [30] and PLIER [31]. These algorithms are 
implemented as part of the bio-conductor library [32]. Output is usually a tab-
delimited gene expression matrix file (see Fig 1), where rows represent genes 
and columns represent samples. The first row of this file format (red) describes 
the experiment and samples while the following row has an identifier (purple) 
that represents a gene in the first column followed by relevant sample 
information (black). To use these normalization algorithms, a programming 
background and knowledge of the R statistical language is required. The need 
to write scripts to carry out this analysis limits their use by pure 
biologists/geneticists. Additionally, since R doesn’t support parallelism these 
algorithms are slow as they are executed sequentially. 
Fig 1. Gene Expression Matrix File Format 
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2.1.1.2 Clustering Analysis 
Once data has been normalized, analysis can be carried out; one of the most 
often utilized techniques is clustering [27]. Clustering is applied to gene 
expression data in order to represent distances between genome profiles in a 
clear and precise way and to identify sub-groups in this complex data. There 
are two methods of clustering: hierarchical and non-hierarchical. Hierarchical 
clustering seeks to group objects into hierarchy of clusters. While non-
hierarchical clustering (k-means) seeks to group objects into clusters of their 
closest mean.  
Fig 2. Output of the Cluster Program 
Programs to perform clustering can be accessed on a range of platforms; two 
examples include Cluster and Expression Profiler. Cluster [27] is a program 
developed for Windows which supports both hierarchical clustering and k-
means clustering. Output of the Cluster program is a text file consisting of 
rows and columns reordered based on the clustering result (see Fig 2). 
Expression Profiler [33], a collaborative project hosted by the European 
Bioinformatics Institute (EBI), is a collection of components exposed through a 
web interface. Through the web interface users store data, a Data Upload 
component allowing users to upload data or select published datasets from 
public data repositories (such as arrayExpress [34]). Components also exist for 
gene expression data processing algorithms such as hierarchical clustering, k-
means clustering and visualization.  
While clustering algorithms can be carried out simply through these 
applications, the results mean little by themselves. Additional analysis must be 
carried out which requires the use of other algorithms. Incorporating a series of 
software applications into a single environment/workflow can simplify the 
analysis process. 
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2.1.1.3 Gene Set Enrichment Analysis 
Gene Set Enrichment Analysis [28] is a method of microarray analysis which 
can take advantage of the gene lists discovered through clustering. To carry out 
this analysis, a gene expression dataset and a list of key genes are required. 
During the gene set enrichment process, genes in the dataset are ranked in 
order of differential expression.
From the amount of genes in the dataset and list, an up-step and down-step 
value is calculated. Using the up-step and down-step values, a running value is 
calculated for each ranked gene. At first the running value is set to 0, but this 
changes as listed genes are compared to the ranked dataset. If a ranked gene is 
in the gene list, the running score is incremented by the up-step value. If the 
ranked gene is not in the list, the running score is decreased by the down-step 
value. The gene set enrichment score is the highest running value. Datasets 
with high gene set enrichment values share highly expressed genes. 
This method has been implemented as an application called GSEA which is 
written in java as well as through the R programming language [35]. 
Implementation of GSEA allows usage by pure biologists and programmers. 
However, like clustering the results mean little by themselves. Incorporation of 
GSEA into a workflow/environment would simplify the microarray analysis 
process.
2.1.2. Sequence Analysis 
Sequence data is a representation of the complete DNA sequence in which 
genes are derived from. This data is collected using machines called 
sequencers. Through DNA sequences, a researcher has a lot of flexibility in 
analysis. For instance, like microarrays it is possible to identify gene variants 
(SNPs) and measure gene expression (RNAseq) without the need to pre-select 
probes. DNA is stored in a text based format called FASTA [36], in which 
each base is represented by one of four letters (A, T, C or G). The size of this 
data depends on the complexity of the organism, flu viruses are small (~5 MB) 
while human genomes are very large (~3.2 GB). Likewise the time taken to 
collect the sequence data is determined by the organism size. Modern 
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sequencers, such as the Illumina HiSeq [37], can sequence a Human genome in 
a week. 
Current sequencing technology is based on shotgun sequencing which breaks 
up DNA into small fragments which have to be put together using computers. 
The software used to reassemble the scanned DNA fragments are called 
sequence assemblers. The algorithms used in these applications are often 
heavily memory intensive and based on pair-wise comparisons that do not 
scale when faced with many genomes [5]. Only once a sequence has been 
aligned can analysis be carried out. Common analysis techniques include; gene 
extraction, function prediction and function alignment. Most of these 
applications are distributed and can utilize super computing platforms. 
2.1.2.1 Assembly Algorithms 
Sequence assembly algorithms aim to turn sequence fragments into a whole 
genome [38]. There are two main types of assembly algorithms available, de-
novo and mapping. Which algorithm to use depends on the organism being 
analysed. De-novo assembly is used when working with an organism for the 
first time, where the sequence is not known. These algorithms merge collected 
fragments together to generate a complete sequence. Mapping algorithms are 
used when working with well-known organisms and thus rely on a previously 
collected genome (called a reference genome). Genomic applications such as 
personalized genomics and selective breeding of dairy cows would utilize these 
mapping algorithms as humans and cows are organisms which have been 
sequenced before. 
Mapping algorithms are faster than their do-novo counter parts; however they 
still require the large amounts of computing hardware to run. In these 
algorithms, fragments are assembled over a reference genome. By organising 
fragments based on shared overlap a whole genetic sequence can be collected. 
There are a number of software applications (written for distributed computers) 
which implement this mapping approach. The most commonly used mapping 
algorithms include the Burrows-Wheeler Aligner and Bowtie. The Burrows-
Wheeler Aligner [39] reduces the size of the reference genome using word 
substitution techniques. Bowtie [40] extends the Burrows-Wheeler Aligner 
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approach with dynamic programming to handle gaps introduced from genetic 
variation between fragment and reference. 
Due to the large amount of data that is processed using these software 
applications, they are optimised for HPC platforms. As most platforms are 
Linux based, for users to execute these applications, they must be compiled 
and executed through a command line. Developers forgo graphical 
environments for simplified software deployment and to maintain 
compatibility with supercomputing resources. Biologist/geneticists will need to 
be trained in order to utilize these platforms (deployment and execution). 
2.1.2.2 Gene Discovery 
Once sequence data has been assembled, genes can be extracted. This 
operation, also known as annotation, involves finding areas of the genome 
which code for proteins. It is possible to identify regions that code for genes by 
finding areas between a start (ATG, etc.) and stop codon (TAG, TAA, TGA, 
etc.). Software to identify genes from a sequence includes ESTScan [41] and 
EST-PAC [42]. 
Function prediction can be carried out on genes that have been extracted from 
the full sequence. One method of identifying gene function is through the 
prediction of protein structure. Simulation software such as NAMD [43] can 
model proteins derived from genes taken from the genomic sequence. During 
this process, NAMD utilizes distributed computing resources. Output from the 
NAMD program is then compared with known protein data; genes with similar 
structure often sharing similar functionality. 
Gene function can also be derived by comparing the sequence, using 
applications called sequence aligners. BLAST (Basic Local Alignment Search 
Tool) [44] is the most commonly used alignment software. BLAST searches 
are based on three steps: compiling a list of high scoring hits, searching the 
database for hits, and scanning hits. A basic BLAST search uses data stored in 
a simple text based format called FASTA. FASTA databases for different 
species can be downloaded from the NCBI ftp server. A distributed version of 
this algorithm (mpiBLAST) is also available; this version works by 
fragmenting databases and duplicating input data across many compute 
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resources. Other algorithms include; MUSCLE [45] which uses a tree based 
algorithm to find similar sequences and progressiveMauve [46] which makes 
use of spaced seeds to take genetic variation into account.
These alignment applications have advantages and disadvantages; mpiBLAST 
scales very well, however the accuracy of BLAST is limited by the content of 
the database. MUSCLE and progressiveMauve can be more accurate as they 
align to full sequences; however they are slow - run sequentially - and do not 
scale well - as each genome must be compared to one another. 
2.1.3. Conclusion
Once biological data has been obtained through the genomics data collection 
platforms, data processing is required. There are many approaches depending 
on the type of data and biological question that the researcher wants to exploit. 
Microarrays must be statistically analysed and then scanned against lists of 
genes to determine if the array meets a known profile. For sequence data, 
initial analysis requires fragments of sequence data (generated by shotgun 
method) be re-constructed. It is from this complete sequence can genes and 
their functions be extracted. 
Software applications exist to analyse genomic data collected from 
microarrays. Microarray applications for pre-processing are mainly command-
line based. Most of the commonly used algorithms are only available through 
the bio-conductor library which requires knowledge of the R scripting 
language to utilize. Exposing these pre-processing algorithms through web 
interfaces could reduce the programming requirements of microarray 
normalization. Microarray analysis applications are better developed; 
clustering and GSEA algorithms can be accessed through graphical interfaces. 
There is room to extend current microarray methods to take advantage of 
distributed computing, but there are disadvantages to this, as seen in sequence 
applications.  
The algorithms applied to assemble and analyse genomic sequences are more 
complex and thus many software applications are written for distributed 
computers. The advantage is that these algorithms take less time to run 
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assuming supercomputing resources are available. Researchers that wish to 
analyse sequence data must be trained in command line operation (Linux 
operation systems) and use of supercomputing resources. If genomics moves 
into the public sector, computational and training requirements will be 
multiplied. There is a need to devise easy-to-use software which takes 
advantage of distributed computing platforms. In the following section I 
investigate the types of distributed systems currently used to carry out genomic 
analysis. The goal is to identify the best way of providing computational 
resources for big gene discovery studies and genomic applications.  
2.2. Distributed Computing 
Genomic data must be analysed to obtain usable information for medical 
diagnosis. While microarray analysis (see section 2.1.1) can be performed on 
using off-the-shelf machines, performing sequence assembly and analysis (see 
section 2.1.2) on these machines are computationally infeasible. There are 
three methods for improving performance of computers; make them faster 
(through improvement of CPU’s), make them smarter (through development of 
better algorithms) or make them work together (through distributed of work). 
It is this third approach that has been applied to genomic sequence analysis 
software, as described in section 2.1.2. These software applications make use 
of distributed computers to provide the computational resources necessary to 
analyse genomic data quickly. Clusters and grids are the distributed systems 
most often applied to genomics; these systems focus on providing users with 
best performance. However this has been at the cost of usability, where 
software is command line driven and no longer utilizes the graphical interfaces 
which simplify execution. In turn, these systems require the support of 
administrative staff to deploy software and resolve user’s issues. 
However as data gets cheaper and larger amounts of data are generated, 
requirements of distributed and parallel systems have started to change. 
Scalability, storage and cost are key requirements for analysing big (genomic) 
data. Cloud computing provides these features at expense of performance. 
However, unlike clusters and grids, support is not provided. Users must 
administrate their own resources, deploying and setting up HPC middleware. 
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Lack of support puts more demand on the researcher; for clouds to support 
mammalian genomics, usability must be comparable to clusters and grids. In 
this section I describe clusters, grids and clouds, highlighting the advantages 
and disadvantages of each platform.  
2.2.1. Clusters
A cluster computer consists of many computers connected to each other 
usually using a local high speed network. Compared to traditional single 
machine supercomputers, clusters are cheaper, scalable and fault tolerant. By 
pooling resources and splitting tasks between machines the time taken to 
processing data is reduced. Currently the use of middleware is the preferred 
approach taken to construct clusters. Middleware which runs below the 
computers application layer can provide the functionality required to 
implement distributed computing transparently and reliably. 
Message Passing Interface (MPI) [47] is a popular middleware which is 
implemented as a code library which allows efficient parallel programs to be 
written for distributed memory systems. A MPI implementation provides four 
basic features; communicator, point to point, defined/derived data types and 
collected communication. Communicators ensure that messages are sent and 
received in the proper order, avoiding unintentional message passing. Point to 
Point communication provides functions to send and receive blocking and non-
blocking messages. MPI defines a number of variables such as integers, 
floating point and strings however a user can also derive data types allowing 
custom variable types to be shared between computers. Collected information 
provides co-ordinate communication between processes. MPI is implemented 
in a number of languages including ANSI-C, FORTRAN, python and java. 
Hardware implementations of MPI exist, where message passing code is 
embedded into processors which are tightly coupled to memory [48]. Hardware 
implementations of MPI are faster than their software counterparts, however 
they are difficult to update.
To construct a modern cluster, middleware is applied to all computers making 
up the cluster. One of these computers is defined as a head node, which serves 
as the access point by users (see Fig 3). The head node is responsible for a 
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range of tasks including network management, job submission and control, and 
scheduling. The head node provides storage for users to deploy applications 
and store input and output data. Additionally, the head node provides a 
scheduler; this software service manages the distribution of work over 
available compute nodes. Users accessing the cluster first deploy their 
application on the head node. A script must be written consisting of the number 
of resources required and the application commands to be carried out. This 
script is submitted to the scheduler to be run as a job. The scheduler checks the 
amount of available resources, if the job can be fulfilled it is sent to compute 
nodes, if not the job must wait in queue until enough resources are obtained.
Fig 3. Cluster Hardware Layout 
While clusters bring considerable power to genomic analysis, there are a 
number of issues that need to be taken into account. Firstly clusters are 
expensive; the initial cost of a cluster can range from between $100,000 for a 
30 node cluster to $1,000,000 for a petascale system [49]. These machines 
require large amounts of power to run nodes in addition to any cooling 
systems. Further adding to the cost of clouds is the need for maintenance and 
administrative staff. Supporting staff spend time administering the system and 
supporting users, this includes; deploying and updating software, resolving 
account and security issues, and resolving job deployment issues. Because 
these systems are expensive they are often shared, this means that researchers 
carrying out large studies must wait in queues until enough resources are made 
available. If more resources are required then what is available, the cluster 
must be upgraded, by adding more nodes, this adds to the cost of operating a 
cluster. 
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2.2.2. Grids
Like a cluster, a grid [50] consists of many different computers and hardware 
resources connected to a network; however a grid can share resources over 
private network, public network or even the internet. Grids allow for high 
performance computing to be done using resources that are separated by large 
distances. The advantage of a grid is that local resources are supported by 
external resources, allowing for users to potentially avoid queues and for larger 
studies to be carried out. 
Grid architecture is complex; issues such as resource management and 
scheduling of geographically distributed resources owned by different 
organizations with different usage policies (access rights, etc.), cost models and 
varying load and availability patterns ensures that grid development is a 
challenging and complex undertaking [51]. In order to simplify grid 
development, toolkits containing grid software libraries and middleware are 
used. There are many different toolkits that allow easy implementation of a 
grid, commonly used toolkits include; Globus [52] and GRIDbus [53].
The Globus toolkit is a software infrastructure that allows heterogeneous 
computing resources to be accessed as a single machine. It consists of a 
number of modules which defines an interface to low-level services, such as 
communications, security, data access and meta-computing directory. The 
communication module defines five basic abstractions; nodes, contexts, 
threads, communication links and remote service requests. The security module 
implements password, Unix RSH, and Secure Socket Layer authentication 
methods. The data access module defines primitives that provide remote access 
to parallel file systems. The meta-computing directory defines a single unified 
access mechanism for configuration, performance and application specific 
information about the underlying system. 
The GridBus toolkit is cluster and grid middleware technology for 
development of service-orientated computing. It provides a number of tools to 
support eResearch1 applications. These include; visual grid application tools 
1 eResearch refers to the use of information technology to support existing and new forms of 
research. The main features of eResearch applications are; they support collaborative, use 
grid computing technologies, and are data intensive. 
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for creation of distribution applications, a cluster and grid scheduler, a web 
service directory, a grid accounting service, Gridscape for creation of dynamic 
and interactive test-bed portals, G-monitor a portal for web-based management 
of grid applications execution and GridSim a toolkit for performance 
evaluation.
Users can join a grid, sharing tools and infrastructure with similar users in 
order to encourage collaboration. Grids are often formed using cluster 
resources and therefore, are just as expensive as clusters. Issues such as the 
initial purchase cost, maintenance and power consumption are shared between 
these forms of distributed systems. However, compared to clusters, grids can 
access computers across the world. This allows more flexibility in available 
resources, reducing (but not eliminating) the time spent waiting in queues. In 
return, the grid must manage access to these resources which could belong to a 
range of different users and have different access requirements. Like in 
clusters, these grid resources must be administered by supporting staff. User 
support is more difficult, compared to clusters, as issues may occur across 
multiple organisational boundaries. 
An example of the grid applied to bio-medical research is caBIG, a cancer 
biomedical informatics grid [54]. CaBig is a system which provides tools and 
services to further cancer research; middleware and runtime environment is 
provided using the Globus toolkit. The caBIG consists of two parts; caGRID 
[55] which provides the infrastructure and generic services and caCORE [56] 
which provides the building blocks to create caGRID compatible software 
services. The benefits of the caBIG grid are as follows; simplified access to 
resources through software services, mechanisms to support development of 
software services, access to a wide range of resources. The disadvantages 
include; the cost of constructing a grid and the complexity of administration 
and user support.
2.2.3. Clouds
Cloud computing [57] is a form of computing which aims to provide access to 
computational resources in an on demand and in a transparent way similar to 
that of the power grid. Clouds are unique in that they leverage virtualization 
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technology to provide computational resources to users. Through 
virtualization, a cloud can better utilize resources, as multiple virtual machines 
can be deployed on the same computing resource without the user knowing. 
However, users have to wait for their virtual machines to be deployed. The 
NIST definition of cloud computing [57] is composed of three service models, 
and four deployment models (see Fig 4).  
Fig 4. NIST Definition of Cloud Computing 
The three service models used in clouds are infrastructure as a service (IaaS), 
platform as a service (PaaS) and software as a service (SaaS). 
x IaaS is the delivery of hardware resources as a service. The 
fundamental resources provided by this layer are used by cloud 
platforms and software. Users are granted access to cloud 
infrastructure through virtual machines. Examples of IaaS clouds 
include Amazon EC2 [58] and OpenStack [59]. 
x PaaS aim to build services on IaaS clouds supporting cloud application 
deployment. Most cloud platforms consist of a high-level language and 
a well-defined Application Programming Interface. Users of a cloud 
platform are developers; implementing, deploying and configuring 
cloud applications. Examples of PaaS clouds include Google App 
Engine [9] and Microsoft Azure [60]. 
x SaaS exposes applications designed to run on a cloud as services. It 
eliminates the need to install or run applications on the customer’s 
computer and is often cheaper than buying a full software licence. 
Examples include specialized scientific software (Thermo Fisher’s 
Laboratory Information Management System [61]), accounting 
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software (FinancialForce@SalesForce [62]) and word processing 
software (Google Docs). 
Who uses these clouds is defined by the deployment model. There are four 
deployment models; public clouds, private clouds, community clouds and 
hybrid clouds. Public clouds can be accessed by anyone, allowing users to rent 
resources such as computational time or storage as necessary. Private clouds 
are used exclusively by an organisation, the organisational natures of these 
clouds allow for a specific service level agreement (SLA) to be made to ensure 
availability and security. Community clouds are used by a group of users that 
have shared concerns; commonly users of community clouds have a shared 
mission statement which has specific security and policy requirements. The last 
model, hybrid clouds, combines cloud resources from two or more deployment 
models (public, private and/or community clouds) to accomplish a user’s goal. 
When using clouds as a form of distributed computing additional steps must be 
carried out; this depends on the service model. At the IaaS level, this involves 
construction of a virtual cluster, compilation and deployment of distributed 
software. These tasks were previously the job of system administrators and are 
beyond the scope of most researchers. PaaS are aimed at developers, HPC is 
provided to users through a development environment and the automation of 
resource deployment. The problem of this approach is the user has limited 
access to development tools and programming languages, thereby limiting the 
scientific applications that can be deployed. At the SaaS level the user is able 
to access HPC applications through graphical interfaces. These applications 
allow users to interact with the cloud without skills in network administration 
or software development; however the user is reliant on what cloud services 
have been made available. In specialist research areas such as gene expression 
profiling and drug discovery, such software services would have expensive 
licenses or be not readily available. 
2.2.4. Conclusion
Clusters and grids are the distributed systems that are prominently used to 
analyse genomic data. These systems allow for high levels of performance but 
are expensive to purchase and maintain. Each of these distributed platforms 
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abstract complexity from the user to simplify execution of software. Clusters 
make use of a single point of access (a head node) in which users can deploy 
and execute (through a scheduler) applications. Grids extend this concept 
through the development of software services. These software services expose 
applications through web interfaces thereby simplifying access to the grid. 
On the other hand, clouds are systems that trade performance for scalability 
and cost. Through clouds, users are able to access large amounts of storage and 
computational resources. Thus, instead of purchasing and constantly upgrading 
computer resources, users can access resources on demand for an hourly fee. 
Clouds can also provide storage, which is charged in terms of GBs per month. 
For this reason, in cases where computational and storage requirements 
fluctuate, clouds are cheaper to utilize. The main downside of clouds is that 
they are complex systems which are difficult to use (through the same could be 
said of clusters and grids). When using IaaS clouds, the user must become the 
system administrator, allocating resources, deploying applications and setting 
up virtualized resources for HPC. However, clusters and grids rely on 
supporting staff to carry out these administrative tasks on behalf of the user. 
While this makes things easier for the users, the cost of employing these 
supporting staff contributes to the expensive of a cluster or grid. 
HPC clouds could be a viable platform for carrying out genomic analysis, as 
they provide a mixture of scalability, performance, storage and cost. However, 
these HPC clouds are difficult for users who do not have administration and 
programming skills to set-up and access. This is problematic for the cloud as 
genomic analysis is often carried out by non-computing/cloud specialists. For 
this reason, SaaS which is simpler to access has been predicted as a key growth 
area in clouds [63]. Additionally there are number of cloud specific problems 
such as: virtualization, security, legal issues such as data and software 
ownership, and the different standards between clouds (which make changing 
cloud providers difficult). 
In order for clouds to be used by genomic researchers, abstraction must be 
provided similar to that of clusters and grids. In clouds, the necessity of this 
abstraction is seen through the push from IaaS to SaaS. Cloud solutions 
provide resources (computation/storage), platform and software as services. 
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Through a review of common cloud solutions I identify the features provided 
by each cloud service level, and the methodologies to access these services. 
2.3. Cloud Solutions 
While cloud solutions fall into the three services levels as defined by the NIST 
definition (see section 2.2.3), implementation differs depending on the 
provider. Only by understanding the cloud services made available by different 
providers, can clouds be utilized by genomic researchers. This process is made 
more complicated due to the lack of standardization between the big cloud 
providers (Amazon, Google, Microsoft, etc.). This section describes available 
solutions for each cloud service level. Focus is placed on introducing the 
concepts and terminology used by cloud providers. 
2.3.1. Infrastructure as a Service Solutions 
Currently Amazon’s elastic cloud model [7] represents the current pinnacle of 
Infrastructure as a Service (IaaS) cloud computing. This model provides robust 
data storage with access to scalable compute resources. Based on the Amazon 
model a number of open source implementations have been developed 
including Eucalyptus [64] and Openstack [59]. 
2.3.1.1 Amazon Elastic Compute Cloud 
The Amazon Elastic Compute cloud, also known as EC2, allows users to rent 
computers on which to run their own software applications [7]. In order to 
make use of EC2, a user must have an Amazon account linked to a credit card. 
Verification of the Amazon Elastic Cloud account is done through phone. This 
allows for users to take advantage of the key feature of Amazon’s cloud, its 
elasticity. The EC2 cloud allows users to purchase more resources (storage and 
computation) as they need them. Computational resources, also referred to as 
instances, must be purchased in blocks of one hour; users are charged per hour 
for each virtual machine they deploy. Storage is purchased in blocks of GBs 
per month and I/O requests. Additionally, users are also charged for 
transferring data to and from the cloud. Users are billed for their cloud usage at 
the end of each month. 
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As financial operations are involved in the process of using EC2, each Amazon 
EC2 account is protected using a number of special credentials. To access 
Amazon EC2 through an API, access keys are required. Access keys are based 
on the concept of symmetric key cryptography, each account having an Access 
Key ID which is the public key, and Secret Access Key which is the private 
key, associated with it. Another form of credential is Amazon EC2 Key Pairs, 
which ensures that only the user has access to the instance they purchased. 
Finally, Security Groups can be linked to an Amazon EC2 account. These 
groups act as firewalls, protecting your instances from network traffic. 
From a secure account, users can utilize the Amazon cloud using Amazon 
Machine Images (AMI). Users can either create an AMI or modify an existing 
AMI. Tools are available for creating a machine image on a local machine. The 
Amazon EC2 AMI Toolkit [65] is designed for the Linux operating systems 
and integrates directly into the shell. The tool kit provides eight commands 
which allow users to create bundles from a hard drive, unbundle pre-existing 
images, upload AMI’s, download AMI’s, delete uploaded AMI’s and modify 
the running location of an Amazon Machine Image. Alternatively, Amazon 
provides a repository of AMI which can be deployed and modified. The 
Amazon EC2 cloud provides storage for new or modified AMI through a 
service called the Elastic Block Store. The Elastic Block Store also stores 
common bioinformatics databases and data from the 1000 Genome Project. 
Once an AMI has been selected, users can request cloud resources. Amazon 
provides a web based interface to start and manage AMI’s. Amazon provides 
different hardware configurations (possible cloud instance types) which 
includes; standard, high memory, high CPU and cluster compute. To request a 
cloud resource, users select their AMI, the instance type, key pair, security 
group and Elastic Block Storage. When an instance of a cloud image is started, 
using the web interface, a virtualization request is sent to an Amazon server. 
The virtualization used by Amazon is based on Xen hypervisor technology [66] 
which provides a layer between the native OS and the hardware, allowing 
multiple operating systems to run on a single server. Limited control over 
where the cloud instance runs is given to the user. User can specify a region; 
however the cloud instance may be distributed across any piece of hardware in 
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the selected region. This can provide some form of reliability but this is not 
guaranteed.
Once an AMI is started it is possible to access the cloud virtual machine 
through a terminal or in the case of Window based images, the remote desktop 
application. From this point onwards the operation of the cloud computer is 
exactly like a local desktop computer. Installing software on the Amazon 
Cloud Image follows standard operation system procedures; on a Windows 
image this is usually through executables and on a Linux image through 
tarballs (administrator permission required).  
The Amazon Elastic Compute Cloud allows users to access computational and 
storage resources when required. Amazon supports cluster compute instances, 
which have high speed interconnects, making them ideal of carrying out HPC. 
The methodologies to access these services are investigated in a cloud 
feasibility study presented in Chapter 4. Additionally, the Amazon EC2 cloud 
serves as the starting point to the framework presented in Chapter 5 and is 
utilized in the case studies presented in chapter 7. 
2.3.1.2 Eucalyptus/Ubuntu Private Cloud 
The Ubuntu private cloud [67] provides similar services to, and is compatible 
with, Amazon EC2. Using this cloud, users can create their own cloud 
computer using computer hardware connected through a network. A minimum 
of two nodes (see Fig 5) is required in order to set up an Ubuntu cloud, one a 
cloud server and one cloud node. A cloud server stores and initializes virtual 
machine images and data belonging to users. A cloud node is used to provide 
storage space and computation power for these machine images. Additional 
cloud nodes can be added to improve the storage and computational power of 
the cloud. Users can remotely connect to the cloud server and start an instance 
of any operating system image stored on it. 
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Fig 5. Architecture of an Ubuntu Cloud
Behind this simplified model lies a collection of web services provided through 
Eucalyptus [64]. The key components are: the Node Controller, the cluster 
controller, the storage controller (Walrus) and the cloud controller (see Fig 6). 
x The Node Controller is responsible for controlling the execution, 
inspection, and termination of Virtual Machine instances on the host 
where it runs. 
x The Cluster Controller gathers information about and schedules Virtual 
Machine execution on specific node controllers and manages a virtual 
instance network. 
x The Storage Controller (Walrus) is an input/output storage service that 
implements Amazon’s Elastic Block Store, providing a mechanism for 
storing and accessing virtual machine images and user data. 
x The Cloud Controller is the entry-point into the cloud for users and 
administrators. It implements a web based interface (mirroring 
Amazons) which allows users to query node managers for information 
about resources, makes high-level scheduling decisions, and 
implements them by making requests to cluster controllers. Special 
Credentials (Access Keys, Key Pairs and Security Groups) are also 
provided through the Cloud Controller.
L I T E R A T U R E  R E V I E W  
47
Fig 6. Relationship of Services Provided by Eucalyptus 
Eucalyptus allows users to setup a private IaaS cloud for computation. As 
services are similar to Amazon, applications can be developed which take 
advantage of this. By abstracting the procedures to access the resources 
provided by Amazon-like clouds, it is possible to develop flexible services that 
do not lock the user to a single service provider. This concept will be utilized 
in the framework presented in Chapter 5 and the case studies presented in 
chapter 7. 
2.3.1.3 OpenStack/Nebula One 
OpenStack [59] is another cloud with implements the Amazon model. This 
cloud provides a number of components which correspond to Amazon EC2 
services (see Fig 7). For example, the OpenStack Dashboard is equivalent to 
the web interface provided by Amazon EC2, serving as an access point to the 
cloud by a remote user. The OpenStack Block Storage is equivalent to the 
Amazon Elastic Block Store, allowing users to store virtual hard drives and 
images. The OpenStack Image Service, on the other hand, provides the similar 
cataloguing functionality of cloud images.
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Access to the dashboard requires the use of the OpenStack Identity Service to 
provide a common authentication system across the cloud operating system. It 
supports multiple forms of authentication including standard username and 
password credentials and Amazon Web Services style login. Through the 
dashboard users can access cloud images, which are first deployed using the 
OpenStack Compute service. OpenStack Compute manages the deployment of 
virtual machine resources, a number of virtualization technologies (Xen, etc.) 
are available as well as bare metal and high-performance computing (HPC) 
configurations. Other OpenStack services include the OpenStack Storage 
service which provides scalable redundant storage of objects and files and 
OpenStack Networking which manages networks and IP addresses, allowing 
for dedicated static IPs or DHCP.
Fig 7. Relationship of Services Provided by OpenStack 
OpenStack is also available as a commercial private cloud solution called 
Nebula One [68]. Nebula One uses a modified version of the OpenStack open 
source cloud framework, which is installed on x86 servers. Like the Ubuntu 
Private Cloud, the heart of the system is a Cloud Controller which can manage 
and orchestrate services on up to 20 nodes. 
OpenStack/Nebula One allows users to setup a private IaaS cloud for 
computation and storage. Services provided by OpenStack are similar to the 
Amazon EC2 cloud and Eucalyptus. By building applications which abstract 
access to these services, it is possible devise cloud software which gives the 
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user flexibility in selection of providers. This concept will be utilized in the 
framework presented in Chapter 5 and the case studies presented in chapter 7. 
2.3.2. Platform as a Service Solutions 
For PaaS clouds, Microsoft [8] and Google [9] are considered the main players, 
each providing different PaaS implementations. Research at Deakin University 
in the area of cloud and service computing has resulted in the development of a 
PaaS cloud solution called HPCynergy which runs on a combination of 
physical and virtualized HPC cluster nodes. Software for genomic sequence 
analysis (see section 2.1.2.2) has been deployed successfully on HPCynergy. 
2.3.2.1 Microsoft Azure 
Microsoft provides a Platform as a Service (PaaS) based cloud called Microsoft 
Azure [8]. This cloud provides a platform for running and developing 
Windows compatible software and storing data through the Internet. Azure 
software developments toolkits are provided for the Visual Studio 
environment. Through the Azure toolkits users can develop cloud applications 
in C# and Visual Basic. Visual Studio also provides the ability to debug, 
deploy and administrate Azure applications. Real-time debugging of Azure 
applications can be done while running on the cloud. Deployment of Azure 
applications is automated through Visual Studio. Administration tools are also 
provided to view the state of uploaded Azure applications. 
The architecture of Windows Azure has three parts, the compute service, the 
storage service and the fabric.  
The compute service is responsible for running applications. This service is 
designed to support applications that are accessed by many users 
simultaneously. This is achieved by allowing each Azure application to run 
multiple instances, each running a Window Server virtual machine. Users can 
interact with the compute service through a web interface specifying how many 
instances of the application need to be created.
The storage service is used to store data used in applications. Data is stored as 
one of three data types; blobs, tables or queues. Blobs contain binary data that 
may have metadata associated with it, for example; tables contain a group of 
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entities that are associated with properties; and queues are used to store 
requests for computational intensive tasks. Data stored by Microsoft Azure is 
replicated three times in order to provide fault tolerance. 
The fabric provides a common way to manage and monitor applications that 
use this cloud platform. Machines are divided into two categories, those that 
run fabric agents and those that run fabric controllers. Fabric agents are the 
machines in which computation is performed; a majority of systems in Azure 
are fabric agents. The fabric controller manages all of the fabric agents; this 
includes computers, switches and load balancers. The fabric controller is able 
to monitor all running applications, for example, giving it an up-to-the-minute 
picture of what’s happening in the fabric. It manages operating systems, taking 
care of things like patching the version of Windows Server that runs in 
Windows Azure VMs. It also decides on which agents should new applications 
run, choosing physical servers to optimize hardware utilization. 
Security of the Windows Azure platform is multi-layered, providing security at 
the access layer as well as the application layer. Azure provides basic security 
through the Windows live ID login system. In addition, Azure applications can 
determine whether a user is allowed access based on tokens written in Security 
Assertion Markup Language (SAML). Tokens are created by the Security 
Token Service (STS) and contain information about the user. Applications 
compare the received token to a list of digital certificates and will only allow a 
trusted user access. 
Microsoft Azure supports the development of cloud based windows 
applications. The PaaS cloud is able to automatically deploy services on fabric 
nodes, simplifying access to cloud resources. Similar scheduling mechanisms 
will be incorporated into the framework presented in Chapter 5 and 
implemented in Chapter 6. 
2.3.2.2 Google App Engine 
Google provides a PaaS based cloud called App Engine [9]. This cloud allows 
users to develop and scale applications built using Python or Java. Due to the 
lack of a relational database for data storage, most web applications cannot run 
on the Google App Engine without modification.
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The App Engine cloud is a complex framework consisting of many services. 
The development platform is provided through a dynamic scalable runtime 
which supports a number of programming languages. Currently supported 
languages are Java, Python and Django, a python based framework for web 
development. 
Users can make use of a number of development tools to simplify development 
of their applications. Google Gears is a browser extension that allows 
developers to create web applications that run offline; Google Gadgets consists 
of a number of services that can be integrated into App Engine projects and, 
the Google Web Toolkit, a Java software development framework for writing 
AJAX applications. Storage is provided through Google’s DataStore, a non-
relational database which makes use of distribution to provide scalable data 
storage. Security is provided through the Google Accounts Service which 
provides a secure login system. Google Account usernames and passwords are 
compatible with Google’s other web services (YouTube, G-mail, Google 
Groups, etc.)
Administration tools are also provided by the Google App Engine. These tools 
are provided through the web interface called the Admin Console.  The console 
provides real time measurement of application traffic (requests over time), 
application quotas, and a list of any errors that users have received and is 
integrated with a subversion system allowing users to store and deploy 
different versions of their applications. 
Users of Google’s App Engine get a limited amount of free cloud usage. The 
free quota includes 1.3 million application requests, 1GB of outgoing and 
incoming bandwidth and 6.5 CPU hours which are refreshed every day. Other 
Google services such as Google DataStore and Mail also have daily limits. 
Once an application has hit the usage limit it is possible to purchase additional 
resources at a small cost.  
Google App Engine supports the development of web based services. 
Mechanisms are provided to store data and administer developed services; 
however the porting of services is limited by the supported programming 
languages (Java, Python and Django). Google App Engine demonstrates a need 
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to support the deployment of software services, yet as most bioinformatics 
applications are written in java, C++, R and OpenMPI (see section 2.1) there is 
a need to support these programming languages. Service development will be 
further investigated in the cloud framework presented in Chapter 5. 
2.3.2.3 HPCynergy/West-lin
HPCynergy [10] is a PaaS cloud which provides users with an HPC oriented 
environment where computing resources (from data storage to complete cluster 
environments) are accessible as on-demand, easy-to-use services. Compared to 
the solutions of Google and Microsoft, HPCynergy is focused on supporting 
scientific research by providing clusters and workflows as services. 
Fig 8. Relationship of Services Provided by HPCynergy 
As seen in Fig 8, HPCynergy is designed as a collection of services (core, 
management and client). Core Services consist of a dynamic broker and 
registry for service discovery, and a workflow manager and service evaluator 
for service execution. On top of the Core Services are the HPCynergy 
Management Services which consists of security, SLA resolution and Audit. 
The security service provides users with congeniality, integrity and 
authentication. The SLA resolution service settles disputes and carries out any 
penalty/compensation agreements outlined in Service level agreements. The 
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Audit service monitors all interactions with all services and ensures that clients 
pay for what they use. The HPCynergy Client Services allowing users to access 
a range of resources (including clusters, software and workflows) through web 
interfaces. 
HPCynergy resources are provided by an experimental cluster called West-lin. 
This cluster is comprised of both physical and virtualized nodes. In terms of 
hardware, the cluster has been constructed using 20 servers, each with two 
quad-core Xeon processors. Of these 20 servers, 10 have VMware vSphere 
[69] installed thus allowing them to run virtual machines instead of a single 
operating system. Subsequently, 20 virtual machines (each with 6 virtual cores) 
have been created thus (theoretically) forming a 30 node cluster. All nodes 
(virtual and physical) run the CentOS operating system and have Sun Grid 
Engine and Ganglia installed. 
Like other IaaS clouds, West-lin supports virtualization. However usage differs 
when compared to the Amazon-like IaaS clouds described in section 2.3.1. 
Instead of allowing users to deploy virtual machines to nodes, the focus is put 
on using virtualization to gain more efficiency from the cluster. Virtual 
machines can be migrated/rearranged so that busy virtual machines can be 
dedicated to whole physical systems while idle virtual machines can be 
consolidated to single physical nodes. There is no focus on clients being able to 
create and maintain their own virtual machines. 
HPCynergy supports the publication and selection of infrastructure and 
software resources. These resources are made available through a dynamic 
broker that can keep track of service availability. The use of a dynamic broker 
for storing and sharing service information will be incorporated into the 
framework presented in Chapter 5 and implemented in Chapter 6. West-lin will 
be utilized in the case studies presented in Chapters 4 and 7. 
2.3.3. Software as a Service Solutions 
SaaS clouds are platforms which host and deliver a multitude of software 
services to users. SaaS solutions are often built around the concept of users 
accessing a repository of services. Users are given the ability to develop 
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services through PaaS which can in turn be accessed through the service 
repository. Services accessed through the repository make use of IaaS to scale 
on demand. In this way, users can access software on the cloud without a 
programming or administrative background. 
An example of a SaaS cloud is SalesForce [70]; through this cloud users can 
access a repository of business orientated software services (the AppExchange 
Marketplace). To help users develop services, Salesforce provides a platform 
for development called force.com. This integrated PaaS cloud solution supports 
point and click development and a number of programming languages, 
including python and java; developed services are hosted on salesforce.com's 
infrastructure. Salesforce provides additional business orientated services, such 
as tools for keeping track of sales and customer service. Other SaaS clouds 
include CloudSwitch [71] (a private SaaS cloud which can deploy and run 
multi-tiered applications) and Oracle CRM [72] (a SaaS cloud which provides 
solutions for business and a range of industries but doesn’t allows for public 
development). All of these providers focus on SaaS solutions in the area of 
business.
To the best of my knowledge there is no Software as a Service cloud solution 
aimed at providing applications for genomics or scientific research. The closet 
available SaaS solution for computational biology is a platform for workflow 
execution called Galaxy [73]. Galaxy provides repositories of software which 
can be accessed as a service, but it is not a cloud. Few applications in Galaxy 
take advantage of IaaS cloud scaling; instead most are hosted on external 
servers. In terms of cloud enabled software services, providers must build these 
applications from the ground up (see section 2.5). This results in a wide range 
of isolated services which are difficult to discover and access. By combining 
aspects of IaaS and PaaS clouds, a solution can be devised to support services 
for genomics or scientific research. 
2.3.4. Conclusion
Clouds are diverse, each using different architectures and providing different 
services. Infrastructure as a Service (IaaS) providers allow users access to their 
hardware through the creation of virtual machines. The Amazon EC2 cloud is 
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the good example of infrastructure provided as a service. Many open source 
IaaS solutions have implemented an Amazon-like architecture. Microsoft and 
Google provide Platform as a Service (PaaS) clouds requiring users to develop 
dedicated software on the specific platforms. These clouds are focused on 
developers, limiting the audience of these resources. Currently, there is a shift 
in users and companies moving towards proving cloud resources through SaaS. 
The resulting SaaS clouds are easier to use, and thus more profitable. 
Current Software as a Service clouds are mainly business orientated, I am 
unaware of any solution dedicated to supporting scientific services. To provide 
gene discovery and analysis as a service, there is a clear need to provide a SaaS 
cloud solution. Such a cloud will need to fulfil the requirements of the software 
applications described in section 2.1, and as such will need to support HPC. 
Few clouds provide support for HPC, the ones that do operate at an IaaS level, 
for example Amazon EC2. However, cloud platforms have been criticized; the 
performance of clouds when running HPC applications cannot compare to 
traditional clusters. In the following section I investigate the problems in 
utilizing HPC of the cloud, focusing on usability and performance.  
2.4. HPC Cloud Current Problems  
There are many advantages in using cloud computing for scientific research, in 
particular for execution of HPC applications. For bioinformatics, running 
sequence alignment on the cloud (on a once per experiment basis) represents 
significant savings. Despite the increased range of cloud compatible 
bioinformatics software (see section 2.5), adoption of on-demand computing 
has been slow. Reasons for this slow adoption include usability (the difficulties 
in utilizing the cloud for HPC) and performance (the variability of the cloud 
due to virtualization and network infrastructure) [74]. 
2.4.1. Usability
The difficulty of using cloud resources for HPC is a major contributor to the 
slow adoption of cloud technologies in research. To utilize the cloud for HPC, 
a user must be aware of the procedures to setup and administrate a cluster (see 
section 2.2.3). As IaaS clouds resources are provided at the server level, they 
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must be modified to support distributed applications; middleware must be 
installed on each virtual server and distributed software must be deployed. 
Depending on the research problem, users must also be aware of cloud security 
issues stemming from network and virtualization vulnerabilities. These 
administrative tasks are time consuming and out of the scope of most 
researchers.  
This is supported by the Magellan report on cloud computing for science [75] 
released by the US Department of Energy which identifies issues in applying 
cloud computing to support research. This report found that cloud introduced 
new complexities for users. In particular, users were not prepared for the 
amount of flexibility given over their virtual machines. Many of the problems 
faced by cloud users were centred on Linux administrative tasks. Many HPC 
users had little to no system administration experience and required help 
deploying software. Security credentials were another issue where user 
required help generating the cryptographic tokens to access their resources. 
Lastly, challenges were encountered when managing data and ensuring 
workflows could take advantage of the scalability of the cloud. These issues 
were overcome with the help of supporting staff; however, as cases must be 
handled individually, this is not a cost-effective support model. 
These usability issues are also present in clusters and grids. These systems 
must be supported by staff which can carry out Linux administrative tasks (see 
section 2.2). Attempts have been made to simplify the usage of distributed 
systems. Work by Hobbs et.al [76] proposes the use of services to provide ease 
of programming and use, reliability, availability through proper reaction to 
unpredictable changes and transparency. These concepts are currently 
incorporated into SaaS clouds, but have not been applied to HPC clouds. The 
development of SaaS HPC clouds can simplify the deployment procedures 
undertaken by researchers 
When using HPC clouds in an enterprise setting, different usability 
requirements must be met. According to the work of Rimal, B. et al. [77] 
enterprise is focused on three key issues; security, interoperability and Quality 
of Service (QoS). Security in enterprise is concerned with the protection and 
ownership of data due to the use of shared resources. Interoperability is the 
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development of mechanism that allows for applications and data to be moved 
between different cloud providers. Finally, QoS is the agreements made 
between the organisation and cloud provider about the performance, 
availability and service quality (security, reliability, dependability etc.). By 
providing these features, enterprises maintain high levels of usability. These 
issues can be applied to research, in particular the concept of interoperability. 
By providing compatibility between clouds resources, it is possible to improve 
the cost and turnaround time of analysis. 
2.4.2. Performance 
A number of studies have investigated the performance of cloud computers. 
These studies give varying results, some for and some against, the use of 
clouds for HPC. A study by Napper and Bientinesi [78] runs the LINPACK 
benchmark (which calculates the floating point operations performed per 
second) on Amazon Extra-Large instances (in both the Standard and High-
CPU categories). Results indicate that these Amazon instances are not yet 
mature enough for HPC computations. Suggestions are made to offer better 
interconnects or nodes provisioned with more physical memory. Amazon’s 
Cluster Compute instances address both of these issues, with 10 GB 
interconnects and 28 GB of ram per instance. Amazon constructed a cluster of 
880 cluster compute instances for a total of 7040 cores. A LINPACK 
benchmark was run on this virtual cluster, results ranking the Amazon EC2 
cluster 231 on the TOP500 super computer list [6]. These benchmark results 
show the potential of cloud computing for carrying out HPC.
Other studies carried out bring up the price of virtualization. A study by W. 
Guohui and T. S. E. Ng [79] investigated the network interconnect of EC2. An 
application called CPUtest was used to measure processor sharing, Round-trip 
Delay Time, Transmission Control Protocol (TCP)/User Datagram Protocol 
(UDP) throughput and packet loss. Observed results show abnormally large 
packet delay variations between cloud instances. Unstable TCP/UDP 
throughput was also seen, caused by end host virtualization. The effects of 
virtualization on HPC clouds were further studied by work performed at 
Indiana University. This study measured the virtualization overhead of Xen 
and Eucalyptus through three practical applications (matrix multiplication, k-
L I T E R A T U R E  R E V I E W  
58
means clustering and the concurrent wave equation solver). Results showed a 
moderate-to-high virtualization overhead when running Message Passing 
Interface (MPI) applications [80]. 
More recently, work by R. Expósito et al. [81] investigated the performance of 
Amazon EC2 cluster compute instances, focusing on communication and 
scalability. Three benchmarks were carried out in this study; the Intel MPI 
Benchmarks to test point-to-point data transfer, the NAS Parallel Benchmarks 
(NPB) to test the impact of para-virtualized networks on the scalability of 
representative parallel codes and the NPB Multi-Zone (NPB-MZ) suite in order 
to determine whether a hybrid parallel programming model could overcome 
the current Amazon EC2 network limitations. Analysis of benchmark results 
found the scalability of HPC applications on public cloud infrastructures relies 
heavily on communication (both on the network fabric and support in the 
virtualization layer). The Amazon Cluster Computer instances were found to 
provide more computational power and slightly better point-to-point 
communication performance. However as these Cluster Compute instances do 
not provide proper I/O virtualization support, the use of standard EC2 instances 
scale better and are generally more cost effective. 
2.4.3. Conclusion
Usability is one of the major issues in utilizing clouds for HPC. Most 
researchers currently using HPC are familiar with administered resources. In 
these systems, setup and deployment are handled by system administrators. In 
the cloud model, these supporting staff has been minimised and user must 
administer their own resources. As described in the Magellan report, this leads 
to a number of issues in the areas of deployment, security and resource 
management. Due to these issues, supporting staff are required; however this is 
not cost effective. While clouds can improve the use of resources, this need for 
system administrators increases the cost of utilizing clouds for research. 
Enterprise focuses on usability at an organizational level through three key 
requirements, security, interoperability and QoS. While all of these concepts 
can be applied to research, interoperability should be a key usability 
requirement. However due to the lack of standards between cloud providers, 
interoperability is still not present in a majority of clouds. 
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The main performance criticisms are supposedly addressed by Amazon’s HPC 
cluster compute instances. These instances have 10 Gb Ethernet interconnect 
and more physical memory. Performance results for these new cloud instances 
range from supportive to dismissive. One of the best cases made for using HPC 
computing clouds is Amazon EC2’s ranking on the TOP500 super computer 
list [6]. On the other hand, results from R. Expósito et al. [81] indicate that the 
cloud instances making up this virtual cluster still suffer from communication 
issues. 
In conclusion, usability is an issue for users accessing clouds. Even with 
experience in HPC clusters, users had trouble with administrative tasks and 
required the help of support staff. These usability issues could be addressed 
through the creation of a HPC enabled Software as a Service cloud. In terms of 
performance, options are split, both for and against the cloud for HPC. This 
indicates that further performance testing is required focusing on how the 
Compute Cluster instances operate in a practical setting. If performance issues 
could be clarified and addressed, Amazon EC2 and similar clouds (Eucalyptus, 
OpenStack) could provide a source of resources of the proposed HPC SaaS 
cloud.
2.5. Bioinformatics Cloud Software Services 
Despite the criticisms made against HPC on the cloud, significant cost savings 
have enticed users with large scientific problems to the cloud. The simplest 
method for users to access cloud resources is through software as a service. 
Software services combine software and hardware; the deployment and 
execution of the software exposed through a graphical interface. Because no 
computing resources are accessed directly, these software services are easier to 
use.
While any software could run on IaaS clouds, of interest are the ones that are 
available as services. In the area of genomics, software services that utilize the 
cloud to perform scalable analysis are isolated services, built from the ground 
up. Without a SaaS platform, development of these applications are time 
consuming and often repetitive. The following applications describe well-
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known cloud services, accessed through graphical interfaces and built to utilize 
on-demand cloud resources. 
2.5.1. Galaxy Plugins 
Galaxy [73] is a data integration, data analysis and data publishing platform as 
well as a scientific workflow engine for computational biology. Galaxy users 
can share and publish analysis software as services, exposing software through 
web forms defined using a XML like language. Galaxy users without 
programming experience can then access these published applications, 
specifying parameters through a web form. While a majority of developed 
services are hosted on external servers and only exposed through Galaxy, some 
services incorporate cloud resources. 
A recent paper by A. Wong and A. Goscinski [82] presents a Galaxy plugin 
allowing users to create and terminate HPC clusters on Amazon EC2. This 
plugin relies on virtual machine images with the required bioinformatics 
application already installed. Using the cluster creation tool, users can select 
from a list of AMI and amount of resources they required. The default image 
contains mpiBLAST and NAMD. Once the virtual machine image has been 
deployed, application deployed on the AMI can be accessed through Galaxy 
interfaces.
Recent work from the University of Chicago [83] deploys a bioinformatics 
workflow across local and Amazon EC2 resources. Combining the features of 
Galaxy and Globus allow for a robust research cloud that supports automated 
GUI generation, software sharing and workflow deployment. During workflow 
deployment, data was transferred through a web interface and resources 
selected manually through creation of a topology file. Using this plugin, an R 
script to carry out microarray analysis was deployed to a small Amazon EC2 
instance. 
2.5.2. MpiBlast on HPCynergy 
An mpiBLAST service was also made available through the HPCynergy PaaS 
cloud [84]. This service required that compute resources were published to the 
dynamic broker service. Through the dynamic broker, the states of available 
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compute resources were able to be monitored. Resources were provided 
through West-lin allowing for virtualized and non-virtualized resources to be 
specified. MpiBLAST is then published to HPCynergy as a software service, 
along with a Mouse database. These resources and mpiBLAST application is 
made available through a web interface. 
Invocation of mpiBLAST through the HPCynergy interface requires the 
specification of a number of processes, an input file containing required search 
sequences, and the name of a preformatted (gene) database to perform the 
search on. MpiBLAST makes use of the number of process to fragment the 
selected database. Through this interface, 3200 unknown sequences were 
identified using mpiBLAST over 10 cluster nodes. Performance results 
indicated a linear execution, ideal to take advantage of scalable cloud 
resources.
2.5.3. Crossbow 
Crossbow [85] is a scalable application for genome sequencing aimed at 
performing alignment between the small fragments produced by current 
generation sequencing machines. A combination of Bowtie (see section 
2.1.2.2) and SOAPsnp (a tool for identifying variations that exist between 
fragments and a reference genome) are used to perform alignment and SNP 
detection for multiple whole-human datasets per day. 
Crossbow has been integrated into Amazon EC2 using a map and reduce 
strategy [86]. A graphical interface (see Fig 9) allows users to deploy 
Crossbow on the Amazon EC2 cloud. This interface requires user provide their 
AWS key to access their Amazon Account, input any optional arguments 
accepted by Crossbow and select the number of type of cloud instances they 
wish to use.
The operation of Bowtie is shown in Fig 10, where a virtual cluster is first 
created on the Amazon EC2 cloud. Sequence fragments are then uploaded 
from the user’s desktop to Amazon storage (S3). Next crossbow code is 
uploaded to the master/head node, compiled and run. Output data is 
compressed and sent back to the user.  
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Fig 9. Crossbow Service Interface 
Fig 10. Crossbow Cloud Workflow 
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2.5.4. Myrna
Myrna [13] is a cloud-scale software for analysing RNA-seq data. It aligns 
sequence data, normalizes and carries out statistical modelling in a single 
computational pipeline. Like Crossbow, it runs on Amazon EC2 using a map 
reduce strategy. During execution, each step in the Myrna pipeline is mapped 
and reduced. A map stage takes a stream of input data, analyses and returns 
results in the form of a stream. A sort/shuffle phase is carried out that bins and 
sorts data according to data similarity. Lastly, the reduce stage performs 
computation on data which is similar.  
Fig 11. Myrna Service Interface 
Myrna can be accessed as a service through a web interface provided on the 
official site (see Fig 11). Execution of Myrna as a service first creates a virtual 
cluster on Amazon EC2 before deploying and executing Myrna. As a service, 
the Myrna service has been used to analyse 1.1 billion sequence fragments. 
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Using 41 EC2 nodes (1 master and 40 workers) this analysis took 1 hour and 
38 minutes to complete. The total cost of this computation was $77.60; the cost 
for 41 compute nodes was $65.60 with an additional cost of $12 to transfer 
data.
2.5.5. Conclusion
A number of bioinformatics cloud software services are available. These 
services allow users to take advantage of scalability and the cloud without 
understanding cloud architecture. Through these services, users can access 
HPC clouds without needing to carry out the time consuming task of setting up 
middleware to create a virtual cluster in the cloud. However, this is only 
possible because of researchers with skills in genomics, HPC computing, 
programming and cloud computing. The combination of required skills mean 
that these services are difficult to develop. 
Currently the bioinformatics software service area is dominated with 
individual, isolated applications. There is no platform for hosting and accessing 
cloud SaaS. This makes the discovery of new services complicated; in addition 
there is considerable overlap in the cloud software services being made 
available (for example the many deployments of mpiBLAST). There is a need 
to simplify the development and provide discovery of cloud software services. 
2.6. Conclusion 
To facilitate genomic analysis of the mammalian species, genomic data 
collection platforms, data analysis software and computing resources are 
required. Despite improvements to data collection platforms, analysis is still 
very time consuming and costly. The literature review has defined three areas 
in which improvements could reduce the cost and time of genomic analysis; 
Genomic software development, SaaS cloud framework and SaaS case studies. 
Genomic software development focuses on reducing the cost of genomic 
analysis through the development of software. Developed software will fill the 
holes identified through the review of analysis methodologies and software 
(see section 2.1). The goal is to improve the algorithms used to analyse 
genomic data and reduce the need for specialized staff. Software can be 
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developed that utilize novel approaches to analyse data, for example 
microarray normalization algorithms could be written to take advantage of 
distributed computing platforms. While the need for multidisciplinary staff 
could be reduced through the development of software services which are 
accessed through graphical interfaces. Through these services, biologists will 
not be required to learn command line or programming languages, thus 
simplifying the analysis procedure. 
The SaaS cloud framework focuses on reducing the cost of genomic analysis 
by utilizing cheap computing resources. Currently expensive clusters and grids 
are used to process genomic data. Cloud computing could be used as a 
potential source of cheap resources; however when using clouds for HPC, 
users encounter usability and performance issues (as described in section 2.4). 
The SaaS cloud framework will need to provide HPC, Storage and Security to 
address aspects of genomic analysis (see Table 1). These features must be 
provided at the Software as a Service (SaaS) level to address usability 
concerns, the devised cloud enabling researchers to take the role of cloud 
developer.
 Data Collection Data Pre-processing & 
Analysis Software 
Data Storage 
HPC
Storage
Security 
Table 1. Contributions to Genomic Applications by Field 
Implementation of the SaaS cloud framework will reduce the cost of genomic 
analysis through a combination of software services and cheap computing 
resources. By utilizing the derived SaaS cloud in conjunction with the genomic 
software I developed, I provide a combination of performance and usability. 
Resources are provided through the IaaS layer, while genomic software is 
exposed as cloud services though the SaaS layer. Case studies are carried out 
which validates the SaaS approach to carrying out genomic analysis. The 
requirements of researchers carrying out genomic analysis are examined 
through three criteria (usability, interoperability and performance).  
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Fig 12. Personal Genomics Workflow 
In conclusion, I propose the development of genomic software algorithms and 
the adoption of cloud computing to reduce the cost of genomic analysis. The 
approach taken to carry out this research is seen in Fig 12. Through the 
development of novel algorithms, it would be possible to improve performance 
and usability, while clouds could be used as a cheap form of computational 
resources. Through the development and implementation of a framework built 
upon an IaaS cloud, researchers can deploy software as services which take 
advantage of cloud resources. In this manner I support genomic analysis of the 
mammalian species. 
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C H A P T E R  3  
Applications for Mammalian Comparative 
Analysis
Analysis of mammalian genomics is carried out using complex software 
applications and specialized hardware. In order to utilize these software 
applications and hardware, a background in genetics and computing is 
required. Users must be trained in the use of high performance computing 
and/or analysis procedures. One way to reduce the cost of carrying out 
mammalian genomic analysis is by reducing the knowledge required to carry 
out analysis.  
Fig 13. Areas to Support Mammalian Comparative Analysis 
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I proposed the development of software to address the usability and 
performance issues seen in current analysis applications (see section 2.1). By 
developing easy-to-use software which separates the computing procedures 
(compilation, execution, etc.) from analysis, it is possible to reduce the 
computing knowledge required to execute HPC software. Devised software 
focuses on supporting three levels of genomic analysis (see Fig 13); Gene 
Expression, Gene Interaction and Population Genomics. Gene Expression 
applications will expose normalization methods through graphical interfaces 
and take advantage of distributed computing. Gene Interaction applications 
will focus on flexibility, providing users with great control over their analysis 
process. Population Genetic applications will focus on performance, as large 
amounts of genomes will need to be analysed, this tool will incorporate HPC. 
The first developed easy-to-use software for mammalian comparative analysis 
was Expression Package (EXP-PAC). EXP-PAC was a web portal developed 
to facilitate genomic expression analysis. This web portal provides database 
enabled microarray storage and analysis capabilities. Through EXP-PAC, it 
becomes possible to investigate the expression of genes across difference 
species and experimental conditions.
Despite the power and simplicity of EXP-PAC, investigation of individual 
gene expression profiles would not be sufficient to accurately predict complex 
traits, such as the diseases. In response a modular workflow called SWAF was 
developed which provided users the flexibility to study gene interactions. 
SAWF provides users with a range of analysis methods including correlation 
and network extraction. Scalable distributed correlation algorithms use 
distributed computers to generate large amounts of gene interaction data. 
Recently completed gene discovery studies are focused on sequencing large 
populations and observing genetic differences to better understand the effects 
genomics has on traits (phenotypes) [22]. Analysing the data from these studies 
will require efficient algorithms and HPC to process data quickly. In response, 
the mpiProgressive aligner was developed to find evolutionary differences 
between two or more sequences. This requires comparisons made between 
each genome, a process which requires a large amount of memory. 
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MpiProgressive utilizes compression and reduction algorithms to reduce the 
amount of memory required. 
3.1. EXP-PAC: Comparative Gene Expression 
Analysis
Gene expression comparative analysis is often used to shed light on the 
function of biological systems. While individual gene expression experiments 
can be stored as flat files, management of many experiments can be difficult. In 
response a web portal software called EXP-PAC has been developed to counter 
the increasing problem of storing genomic data, by serving as both a data 
repository and data analysis platform. 
Through storage and archiving of genetic data, a web based portal has a 
number of benefits during analysis. Re-investigation of previous experimental 
data can highlight and validate results. For researchers collecting data in the 
field, such a tool allows data storage and analysis to be performed remotely 
from light weight and mobile terminals. Finally, a web portal approach 
simplifies corroborations between researchers of different institutions, also 
allowing the integration and comparison of statistical results. 
3.1.1. System Overview 
EXP-PAC is built upon the previously released sequence annotation 
application EST-PAC [42]. Combining sequence and gene expression analysis 
in one platform (EXP-PAC) allows for high level investigation of biological 
systems (see Fig 14). For example it is possible to perform cross-specific 
queries and analyse expressed genes families at an evolutionary level. This 
web portal was developed using PHP, R and mySQL to provide an interface to 
analyse gene expression data. Genomic data is uploaded into mySQL databases 
for storage and some analysis is performed through the integration of R [35], 
for example the normalization of expression data. Sequence data is analysed 
using integrated software, which include; BLAST [44], ESTScan2 [41] and 
HMM [87]. 
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Fig 14. EXP-PAC System Diagram 
A web interface is provided to allow users to search data stored in EXP-PAC, 
hiding the complexities of the database language. Stored gene expression data 
can be filtered and genes matching the specified query are displayed in a report 
format. EXP-PAC is compatible with most modern web browsers (Firefox, 
Internet Explorer and Safari). Compared to other applications supporting 
microarray analysis, as a web portal, EXP-PAC provides mechanisms for 
corroboration and sharing data. EXP-PAC also provides normalization through 
web interfaces, by incorporating bio-conductor and the R statistical language, 
thereby demonstrating how complex algorithms can be hidden behind web 
interfaces. 
3.1.2. EXP-PAC Design
EXP-PAC is designed to facilitate a three step gene expression workflow (see 
Table 2). This begins with the collection and annotation of gene expression 
data. Depending on the type of data collected additional signal processing may 
be required. Finally, data analysis is performed which can include; clustering 
algorithms and fold change analysis. 
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Data Collection Signal Processing Data Analysis 
Data Upload Normalization Database Filters 
Annotation Distribution Viewer Cascading Queries  
Array Grouping  Probe Visualization  
Report Customization  Gene List Creation 
  Data Export 
Table 2. Features of EXP-PAC 
Development of EXP-PAC started by writing and exposing a number of data 
storage and annotation upload mechanisms. In this way, support for common 
gene expression file formats (MAGE-tab [88], SOFT [89], CEL and RNAseq) 
using simple web interfaces was provided. Scripts were also written to annotate 
uploaded data, for text based file formats (SOFT and MAGE-tab); this was 
built into file upload, but separate web forms had to be provided for other 
formats. Unlike other microarray applications, EXP-PAC allows for easy 
conversion between MAGE-tab and SOFT format. If RNAseq data is 
uploaded, EXP-PAC is capable of translating sequence data to the easier 
understood common gene symbols (through EST-tagging functionality). As far 
as I am aware, this functionality is not supported by other microarray 
applications. 
Scripts for describing meta-data were built around the stored data; these web 
based scripts allowed users to devise experiment specific search controls and 
modify result output. Through a web form, users could sort microarray data 
into groups, in which the average expression levels can be queried. Controls 
were provided to customize result output; users are able to set the colours and 
position of gene expression data when being visualized as graphs. Through the 
incorporation of meta-data, EXP-PAC allows users to customise their analysis. 
Compared to other applications which provide a set method to analyse data, 
EXP-PAC gives the user flexibility in the analysis approach. 
Depending on the data uploaded a normalization step may be required. A 
number of methods (including RMA [26], MAS5 [29], GCRMA [30] and 
PLIER [31]) were provided by exposing R scripts through web interfaces. This 
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simplifies the procedure to carry out microarray normalization. These 
normalization algorithms trade between accuracy and precision [90], but by 
generating and comparing the results from different normalized datasets, EXP-
PAC improves the accuracy of analysis. To speed up this process, HPC was 
built into normalization. By specifying a compute cluster with R deployed, 
normalization could be done in batch mode. Compared to single node 
normalization, in which R scripts are executed sequentially, multi node 
processing allows R scripts to be run as a computationally bound application 
on a computer cluster via a scheduler (see Fig 15). 
Fig 15. Normalisation by Consensus 
A viewer for examining the distribution of normalized gene expression data 
was also written. This tool, unique to EXP-PAC, performs a binary log 
operation on each gene expression value in an array and then separates the 
logged data into discrete intervals depending on the intensity levels. 
Visualizing the number of data points in each discrete interval as a bar results 
in a positively skewed line. Plotting multiple arrays normalized against each 
other should result in similar curves, allowing users to validate the effects of 
normalization on the uploaded data. When used in conjunction with HPC 
normalization, users can select the best normalized dataset for further analysis. 
Once data has been annotated and processed, data filtering can be performed. 
Unlike other analysis methods, such as clustering (see section 2.1.1.2), which 
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gives users minimal control over the formation of gene groups, EXP-PAC 
provides flexible analysis by allowing the user to define database filters 
accessible through simple web controls. These filters aim to reduce the amount 
of data through specification of gene function, gene symbol or change in 
expression levels. Tab-delimited statistical data can be linked to uploaded gene 
expression data and be filtered using the same web interface. Another feature 
unique to EXP-PAC is cross-species (X-species) analysis, which allows users 
to query across species or experiments. This analysis method utilizes Gene 
Symbol, UniGene2 or BLAST results to build a map of orthologous genes. 
Users can perform cascading queries on top of this mapping process, 
specifying additional database filters for each selected experiment, returning 
genes with similar function which in addition have annotation or expression 
patterns that fit a user defined set of criteria. 
Results are returned, in real time, as a list of genes that have fulfilled the user’s 
criteria. EXP-PAC allows these reports to be shared with other users, along 
with the experimental data, allowing for collaboration between researchers in 
the lab and the field. A script allows for the expression levels of each gene to 
be displayed and visualized as a box graph along with any related annotation 
and statistical data. Results can be downloaded or stored in EXP-PAC as Probe 
ID or Gene Symbol lists for future analysis. 
3.1.3. Contributions to Biology Through the use of EXP-
PAC
EXP-PAC supports the normalization and analysis of gene expression data 
through customizable web interfaces. This benefits researchers by simplifying 
and centralizing the methods to carry out gene expression analysis into a single 
web platform. Additionally, as normalization methods are exposed through 
web forms, users do not have to develop R scripts, simplifying the process of 
normalization. By incorporating HPC into normalization algorithms, EXP-PAC 
is able to improve the accuracy of microarray data extending the time taken to 
process data without directly accessing the HPC cluster. 
2 A database of genes grouped into clusters of similarity allowing for genes with similar 
functions to be found in organisms such as humans, mice, rats, zebrafish, and cattle. 
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EXP-PAC has made contributions not only to the development of applications 
but also to genomics. It was used to study linked genes to processes that occur 
during lactation, improving the understanding of mammalian genomics (see 
Appendix A.1.1). Compared to other software applications for gene expression 
analysis, EXP-PAC supports the entire microarray analysis process. Through 
the unique ability to compare species and experiments, researchers can better 
utilize repositories of published microarray data; as a validation method (cross-
species, same condition comparisons), improve sample size (combined control 
groups), or improve the success of clinical trials (understanding the genetic 
differences between different animal models and humans). 
3.1.4. Conclusion
The EXP-PAC software application provides researchers with a simple way to 
manage and analyse gene expression data. This tool supports the management 
and analysis of the large amounts of data generated by high-throughput gene 
expression platforms. Through the integration of database management 
systems, gene expression data is indexed and made searchable. 
EXP-PAC, by providing the ability to query across different experiments and 
apply data filters, allows users compare published and new experiments. This 
functionality can be used to improve the accuracy of gene expression 
comparative analysis, validating results using previously published gene 
expression datasets. By combing EST-tagging and gene expression in one 
platform, RXP-PAC allows RNAseq data to be queried in much the same way. 
Tab delimited statistical data and R scripts can also be integrated into EXP-
PAC, allowing support for new and specialized statistical methods of gene 
expression or sequence analysis.
Through EXP-PAC I envision a web-based environment where users can 
interact, process data, share and compare results. Features provided by EXP-
PAC include; HPC normalization, database filtering and real time report 
generation. The results of analysis can be shared between users, which can be 
fed back into currently running experiments. Thus, EXP-PAC enables the 
development of analysis strategies integrating multiple experimental platforms 
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in different species and provides an online workbench for comparative gene 
expression analysis. 
3.2. SAWF: System Biology Analysis 
While EXP-PAC was successfully able to provide microarray normalization 
and gene expression analysis to users without a programming background, 
analysis was limited to examining changes of individual genes. The type of 
individual genes analysis provided by EXP-PAC cannot accurately predict 
complex traits, such as diseases. These complex traits can arise from 
interactions among multiple genes and reactions to environmental factors. The 
investigation of these interactions is the study of system biology. A number of 
modules were developed to further advanced analysis of gene expression data. 
From these modules, a workflow called SAWF was developed to find any 
interactions that exist between genes.  
3.2.1. System Overview 
A mammalian organism is a complex system of study that consists of many 
complex gene interactions. Isolating the interactions that exist supporting a 
process, such as milk immunology, from millions of possible interactions is a 
time consuming process which generates many gigabytes of data. To find 
interactions across species, I devised a series of software modules which 
implement advanced forms of gene expression analysis. They are as follows: 
x Data Annotation – A C++ script which annotates gene expression 
microarray data. Normalized gene expression data must be described as 
a matrix (see section 2.1.1.1). Probe identifiers are converted to gene 
symbols through a series of database queries performed using online or 
local data repositories. 
x GSEA – A php script which implements the Gene Set Enrichment 
Analysis method as described in section 2.1.1.3. 
x GSEA p-value – A php script which runs a set of randomised GSEA 
jobs and lists enrichment scores and the amount of hits. From this data 
it is possible to identify the p-value for gene set enrichment scores (the 
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probability of obtaining a gene set enrichment score entirely by 
chance).
x Pivot – Written in C++, this module applies an offset to time series 
matrix formatted data. This operation is used to compare gene 
expression data which was generated in response (for example sickness 
due to an environmental effect). 
x Pearson’s Co-efficient – A distributed implementation of the Pearson’s 
correlation algorithm using C++/MPI. The module is designed for 
analysing gene expression data accepting the gene expression matrix 
file format. Computationally bound, this application breaks gene 
expression data into pieces for nodes to process. Data is streamed from 
the head node, one line at a time, thus this module has a small memory 
footprint. Output is a tab delimited file consisting of two probe IDs and 
a Pearson’s Co-efficient measuring the strength of their interaction. 
x Network Map – Written in C++, this module can score gene interaction 
scores based on the amount of times two or more genes show similar 
interactions. Designed to accept the output from the Pearson’s module, 
interactions that share genes and have a similar correlation value are 
grouped together. 
3.2.2. SAWF Workflow Design 
By combining the modules defined in section 3.2.1, it is possible to build 
workflows to carry out complex analysis. The SAWF workflow (see Fig 16) is 
one such example, which aims to find interactions across species. The devised 
distributed workflow extracts gene lists from normalized microarray gene 
expression data. Gene Set Enrichment Analysis is then applied to isolate data 
points which share genetic similarity. If an enriched gene set meets the 
enrichment score and p-value criteria, distributed correlation algorithms are 
applied to build network maps. Gene interactions are extracted using the 
network maps and given a score based on how often two or more genes show 
similar interactions. The procedure taken by the workflow is detailed in 
Appendix A.1.2.1. 
A P P L I C A T I O N S  F O R  M A M M A L I A N  C O M P A R A T I V E  A N A L Y S I S  
77
Fig 16. Workflow for Finding Gene Interaction in Loosely Coupled 
Biological Systems 
Since the SAWF workflow was implemented as a set of individual modules, 
each module could be developed with specific requirements, for instance the 
use of HPC. The correlation module used HPC to speed up the time consuming 
task of finding gene interactions. This module was also designed to be memory 
efficient, as standard implementations of the Pearson algorithm [35] could not 
handle the amount of genomic data in a human. This modular approach also 
gave users control over how and where to carry out analysis. HPC enabled 
modules which processed large amounts of data could be run on distributed 
systems, while quick modules could be run on stand-alone servers. On the 
other hand, deployment and execution of the workflow is made more difficult 
as there are many ways to setup the workflow and carry out analysis. 
3.2.3. Contributions to Biology Through the use of SAWF 
SAWF provides users with applications to analyse gene expression data. By 
implementing these applications in the form of standalone modules, a degree of 
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flexible is achieved. This benefits researchers that understand the procedures to 
analyse microarray data, allowing them to build workflows. To handle human 
gene expression datasets, some modules had to be specifically written, for 
instance the correlation module utilized HPC to improve the turn-around time 
of analysis and data streaming to reduce memory requirements. 
SAWF has made contributions not only to the development of applications but 
also to genomics. It was used to better understand the presence of anti-
inflammation genes in blood after digestion of dairy products (see Appendix 
A.1.2). Compared to other applications supporting system biology, which focus 
on gene interactions, the SAWF workflow allows for investigation of the 
environment. This is made possible through unique modules which incorporate 
time into networks. By visualizing how groups of genes change expression 
over time, unique interactions can be identified.
3.2.4. Conclusion
A System Analysis Workflow (SAWF) was devised to investigate interactions 
of genes between independently collected datasets. This is a unique solution, as 
most system biology applications focus on interactions in a single dataset. 
SAWF is able to link datasets through a combination of Gene Set Enrichment 
Analysis and correlation algorithms. This method allows a user to take gene 
lists (such as those generated by EXP-PAC) and generate groups of 
interactions. 
Implementation of this workflow consisted of a number of independent 
modules which can be used to answer various biological questions. Compared 
to other applications, breaking the workflow into modules provides users with 
more control over the analysis process. On the other hand, as workflow 
orchestration is not provided by SAWF, each application must be deployed and 
executed separately. Through SAWF I provide users with a toolkit to carry out 
a range of analysis tasks. Further work is required to address workflow 
usability and automation of HPC platforms. 
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3.3. mpiProgressive: Population analysis 
MpiProgressive is a distributed sequence alignment applications (see section 
2.1.2.2) designed to measure the variation that exists between genomes. This 
application was designed specifically to analyse data being generated by large 
gene discovery projects such as the 1000 genome project.  
MpiProgressive can be considered a variant of the progressiveMauve [46] 
alignment software, as it makes use of the spaced seed method and extend 
method described by A. Darling, et al. [91]. However, while the original 
progressiveMauve algorithm is ideal for analysing population diversity as 
genome rearrangements are taken into account during alignment, it is both 
computation and memory intensive. MpiProgressive incorporates sequence 
data compression and distributes aspects of the progressiveMauve algorithm to 
take advantage of HPC hardware. 
3.3.1. System Overview 
Initial work adapting the progressiveMauve algorithm required an 
understanding of the alignment method and the time taken to complete each 
step. The operation of original progressiveMauve algorithm is seen in Fig 17. 
Fig 17 : The Operation of the ProgressiveMauve Algorithm 
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ProgressiveMauve begins by loading sequence data, stored in FASTA format, 
into memory. The average sequence length is used to find the optimal k-mer 
length. Mauve makes use of this k-mer size to create a spaced seed mask. 
Spaced seed masks are patterns which indicate locations where genetic 
mutations are allowed. Spaced seeds are used to locate k-mers which are not 
continuous; this is necessary when looking for genome re-arrangements. A 
family of spaced seeds can be used to improve the accuracy of the k-mer list. A 
k-mer list is then sorted so that matching sequences are next to each other. 
Once the sorted mer list has been generated, k-mers which exist in two or more 
sequences (known as seeds) are extracted. Each seed is extended in both 
directions until no further seeds are found, creating longer segments called 
anchors or local co-linear blocks. Depending on the amount of sequence 
covered by the anchors, each sequence is given a distance value (a percentage 
of how closely related two sequences are). 
The alignment stage utilizes MUSCLE (see section 2.1.2.1) to anchor un-
aligned sequences with similar distance values to each other. To speed up 
alignment, sum-of-pair greedy breakpoint elimination values are used to 
validate the accuracy of alignment. 
Finally, a Hidden Markov Model is used to remove bias in areas containing 
differential gene content. The model makes predictions of pairwise homology. 
Regions found to be unrelated are removed from the final alignment. 
Fig 18 : Runtime of the ProgressiveMauve Algorithm 
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The performance of the original ProgressiveMauve algorithm (see Fig 18) was 
first investigated through a number of benchmarks. Steps were broken up to 
four areas; setup (loading sequence data into memory), build scaffold 
(generating and extending seeds), alignment (creating a guide tree and calling 
MUSCLE) and HMM (operations involving the Hidden Markov Model). 
Results found that the anchoring and alignment steps were the most time 
consuming, with the anchoring step the most memory intensive. These results 
will later be compared to those from mpiProgressive (the distributed variant). 
3.3.2. mpiProgressive Design 
The mpiProgressive software application, written in C++ and openMPI, was 
specifically designed for distributed computers with limited memory per node. 
Therefore, implementation of the distributed software application focused on 
improving the performance of the anchoring step; the second most time 
consuming and most memory intensive step. The progressiveMauve algorithm 
was redesigned to take advantage of distributed resources using a modified 
master and slave approach (see Fig 19). In this approach, upon command from 
the master node, each slave has the possibility to become a specialized worker 
designed to store and perform operation on specific data types (k-mers, sorted 
k-mers, local co-linear blocks, etc.).  
Fig 19 : The MPIprogressive Communication Mechanism  
Using the mpiProgressive communication model, construction of k-mer’s and 
the seed and extend method was rewritten in a distributed manner. 
Constructing k-mers and seeds became a computationally bound operation, 
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while k-mer sorting became a computationally bound operation. The steps 
taken by mpiProgressive are as follows; 
1) Retrieve command line arguments. 
2) Get filenames from command line and load all FASTA files into 
memory. As data is loaded into RAM it is converted into binary where 
G = 00, C = 01, A = 10 and T = 11. 
3) Determine the number of bases in each sequence. This is used to 
calculate the ideal k-mer size, given by the following equation; 
ܯܧܴ௦௜௭௘ ൌ ڿሺሺݏ݁ݍ݈݁݊݃ݐ݄ሻȀ ሺʹሻሻȀͳǤͷۀ
When processing more than one file, the average k-mer size is utilized 
instead. This is the average MERsize of all sequences, given by the 
following equation. 
ܣݒ݃ܯܧܴௌ௜௭௘ ൌ අ ෍ ܯܧܴݏ݅ݖ݁௡
௡௢ௗ௘௦
௡ୀ଴
݊݋݀݁ݏۀ൘ ඉ
4) Calculate the ideal distribution (X base pairs) of sequence data based on 
the sum of base pairs and the amount of slave nodes.  
5) Distribute X base pairs of sequence data to each slave node. Each slave 
node generates k-mers using the sequence data. 
6) Find the distribution (min, max, standard distribution) of generated k-
mers. 
7) Assign a distribution to each slave node and sort k-mers, transferring k-
mers to nodes which match the distribution. Duplicate k-mers are 
eliminated. 
8) Identify k-mers that appear in 2 or more sequences. This is used to 
calculate a percentage of similarity. 
9) Construct a guide tree using the percentage of overlap.
10) Traverse the tree to determine which sequences to align. 
11) Terminate the program. 
MpiProgressive was executed on the BlueGene P using 64 computational 
nodes (256 cores). Run times using 2, 4, 6, 8, 16 and 24 genomes were 
measured (see Table 3). Comparing the run time between the original 
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progressiveMauve algorithm and the mpiProgressive implementation, a 
speedup of 2.8 is achieved. Furthermore, the outputs of the two algorithms 
were manually compared and it was found that the generated k-mers were 
identical, these results demonstrate that the mpiProgressive methodology 
reduced the alignment run time with no trade off in accuracy. 
#genomes E. coli/Shigella S.pneumoniae 
run time [s] k-mers run time [s] k-mers 
2 84.06 10,020,773 14.32 4,084,686 
4 158.48 19,921,809 34.65 8,539,454 
6 229.62 30,118,466 48.58 12,838,812 
8 313.78 40,307,489 62.52 17,070,882 
16 646.91 81,663,419 - - 
24 929.32 114,205,647 - - 
Table 3. Runtime and Number of k-Mers in the Scaffold  
3.3.3. Contributions to Biology Through the use of 
mpiProgressive
MpiProgressive provides users with the ability to identify variations in genetic 
populations. It is specifically designed for highly distributed, low memory 
systems. By compressing sequences into binary and reducing the number of k-
mers, mpiProgressive minimizes the amount of memory required to generate a 
scaffold. This in turn, allows mpiProgressive to align large numbers of 
sequences. This benefits researchers looking to accurately measure the amount 
of genetic diversity in a population. 
MpiProgressive has made contributions not only to the development of 
applications but also to genomics. It was used to investigate anti-biotic 
resistant bacteria strains to understand how bacteria evolve (see Appendix 
A.1.3). Compared to other sequence aligners, mpiProgressive makes use of 
spaced seeding, allowing it to find the exact location of evolutionary change in 
sequence data. 
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3.3.4. Conclusion
MpiProgressive was designed to meet hardware requirements and system 
command limitations of the BlueGene P, a super computer developed 
specifically for life-science applications. By applying sequence compression 
and k-mer elimination, the memory footprint of mpiProgressive is reduced. 
Compared to the original progressiveMauve algorithm, mpiProgressive can 
distribute analysis over hundreds of cores. 
Through mpiProgressive I provide users with an application to accurately 
measure the genetic diversity in a population. While distributing the spaced 
seed algorithm allowed for improvements in turn-around time, users face 
difficulties in deploying and running this software. While this application could 
be exposed through graphical interfaces, they were difficult to build due to 
limited control and access to the hardware (lack of administration rights). 
Further work is required to address usability of mpiProgressive on HPC 
platforms. 
3.4. Conclusion 
EXP-PAC, SAWF and mpiProgressive were developed to support analysis of 
mammalian genomics, from individual genes to population interactions. The 
aim was to simplify the analysis process through the development of easy-to-
use and high performance provider software. However, the process to develop 
and expose mammalian genomic analysis requires significant time and effort. 
There is no single method of abstraction; interfaces must be developed 
individually depending on the hardware and problem. 
EXP-PAC was the most successful in terms of usability, supporting 
collaboration and abstracting computational procedures. EXP-PAC 
(Expression Package) supported real time communication and sharing of data. 
Additionally, it was able to expose common microarray and sequence 
annotation workflows through a web interface, thereby simplifying the 
previously command-line/script-based microarray analysis process. 
Additionally, through an optional software configuration process, HPC could 
be incorporated into normalization algorithms without changing the analysis 
A P P L I C A T I O N S  F O R  M A M M A L I A N  C O M P A R A T I V E  A N A L Y S I S  
85
procedure. This HPC normalization method was based on applying multiple 
algorithms to the same set of data, and is computationally bound.  
However as software became more complicated; incorporating graphical 
interfaces became more difficult. SAWF was implemented as a workflow, 
consisting of six different modules. Unlike EXP-PAC which provides an order 
to analysis, SAWF could be used in different ways depending on the order of 
modules. This customization made this software harder to abstract as interfaces 
need to be devised for each possible analysis method. Additionally, each 
module had different hardware requirements. HPC was utilized as part of the 
correlation module; as the distribution methodology based on splitting the 
input dataset, execution was computationally bound.  
The abstraction of computational procedures was also difficult in cases where 
shared computing resources were utilized. This was due to having less control 
over the hardware. This is seen in the case of mpiProgressive, which was 
designed to be run on the BlueGene P. MpiProgressive utilized a combination 
of computational and communication bound approaches. Generation of k-mers 
was communication bound, while sorting k-mers requires extensive 
communication. Access to the BlueGene P was granted through a head node, 
through which users compile software and submit HPC jobs from the 
command line. Due to limited control over the system, building software as a 
developer was made more difficult.  
I claim that an answer to these usability issues lies in the use of cloud and 
service computing. By utilizing IaaS clouds, operating system level control is 
given to the developer. In addition, on-demand computing provided through 
the cloud can be utilized in cases where hardware requirements cannot be met. 
These are clear advantages to developers; however the procedures to develop, 
deploy and execute software on IaaS clouds are more complicated compared to 
clusters and girds (see section 2.4.1). Furthermore results from performance 
studies are both for and against using the cloud for HPC (see section 2.4.2). 
Before adapting my devised applications to clouds there is a need to study 
cloud performance and usability. 
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C H A P T E R  4  
Cloud Feasibility Study 
High performance computing resources are necessary when analysing large 
amounts of genomic data. For this reason, the use of cloud computing in 
supporting genomic analysis of the mammalian species is of interest to 
researchers. On-demand computing offered through the cloud can provide 
computing resources needed to run genomic analysis software. In addition, the 
pay-as-you-go paradigm reduces the cost of high performance computing 
resources. Finally, the scalable nature of clouds can be utilized to obtain the 
quantity of resources need to move data analysis from research to a real world 
setting. However, before clouds can be integrated into mammalian genomic 
applications, it is necessary to understand the advantages, limitations and 
process of deploying software on the cloud. 
While studies have been carried out to understand performance and usability 
issues that occur when utilizing clouds for HPC (see section 2.4), results have 
been contradictory. Some performance studies indicate problems when running 
communication bound applications on the cloud; on the other hand the 
LINPACK result from the Amazon EC2 cluster instances place this computer 
on the top 500 list. The reliance on profiling tools or LINPACK for testing has 
been criticized as not measuring the key requirements of big data studies, thus 
the EC2 Cluster Compute offering needs to be studied through practical 
applications. In addition, cloud setup and cost of running scientific applications 
on the cloud has not been addressed. In response to these issues, I carried out a 
performance benchmark, solving real life problems across a number of 
computing platforms. 
For my benchmark I choose to run a computation bound application and a 
communication bound application, as most bioinformatics software (including 
the ones I developed) fall into or between these two categories. A variant of the 
SAWF workflow (see section 3.2) was chosen as a computation bound 
application. GADGET, an astrophysics simulation application, fulfilled the 
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requirements of the communication bound application. GADGET was used3 as 
none of the applications I developed utilized a pure communication bound 
deployment methodology. The time taken to deploy and execute these 
applications was measured over a range of resources, including clusters, and 
private and public clouds. Using these results, the effects of network speed and 
virtualization on HPC optimized clouds was investigated. The financial cost of 
executing applications on the cloud is also measured and examined next to 
performance results. By studying how bioinformatics and physics applications 
perform, a realistic case can be made for or against the use of cloud computing 
for scientific research. 
4.1. Tested Applications 
To investigate the feasibility of running HPC applications on HPCynergy and 
other clouds, two practical applications were tested. The first application is an 
embarrassingly parallel system biology pipeline developed at Deakin 
University (Section 4.1.1). The second application is called GADGET; a 
communication bound N-body physic simulation (Section 4.1.2). 
4.1.1. System Biology Pipeline 
Collecting large amounts of genomic data has a number of important 
implications in cancer treatment and medicine, in particular through 
personalized cancer treatments. These treatments rely on first identifying 
cancer subtypes which can be found or diagnosed by building system models 
[92], which show the interaction of genes in a biological system. Building a 
system model is an n × n problem, given a list of N genes; N correlations are 
required for each gene. This workflow consists of many steps including; 
normalization and filtering of data, statistically correlating genes and then 
visualizing these results in a network diagram. 
The system network workflow presented in Fig 20 makes use of data 
representing the amount of activated genes, also known as gene expression, in 
3 While I was aware of other communication bound genomic tools I wished to use an 
application that was purely communication driven. GADGET spends much more time 
transferring particles compared to NAMD (see section 2.1.2.2) which on top of 
communication focuses on calculating structure orientated aspects; that disturbs the pure 
communication model. 
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a biological sample. In order to find accurate relationships between genes, 
collecting both trait exhibiting and control expression data is necessary. 
Collecting this gene expression data involves multiple observations of genes in 
the biological system of interest. During this observation process human error 
can be introduced through uneven handling or scanning of samples. 
Normalization removes this bias by removing background noise from signal 
intensities and standardizing data so that distribution remains the same. 
Normalized data is then filtered, reducing the problem set by selecting genes 
with large variation. Correlation algorithms are then used to find the 
relationships between genes; common algorithms include Pearson’s coefficient 
or Spearman’s rho. 
Fig 20. A Common System Network Workflow. 
This system biology workflow has been implemented using a combination of R 
[35] and C++. In this implementation cDNA array gene expression data is first 
normalized using a cross channel, quantile-quantile approach. For two 
observations (X1 and X2), rank the genes of each observation in descending 
order of expression. Then assign expression values to genes so that X1[rank] 
equals X2[rank]. In this way the highest entry in X1 is the highest entry in X2 
and so on. This quantile method ensures that the distributions have the same 
statistical properties. Mirrored data across observations is then used to correct 
for background error. Given two observations of the same normalized gene 
( ଵ݃and ݃ଶ) find their absolute difference (ABSdif).
݂݀݅ ൌ  ଵ݃ െ ݃ଶ
ܣܤ݂ܵ݀݅ ൌ ඥ݂݀݅ଶ
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Next find the average noise level by visualizing the distribution of logged 
normalized intensities. Noise will show up as a low value peak in a bimodal 
distribution (see Fig 21). To find the average level of noise in the sample, 
unlog the peak value.
Fig 21. Distribution of Normalized cDNA Data
If the difference between the same genes is equal to or less than the average 
noise level make ଵ݃and ݃ଶ equal to the average expression level of 
observations (avgOBS). 
ܽݒܱ݃ܤܵ ൌ ଵ݃൅݃ଶ݊
ܽݒܱ݃ܤܵ ൌ ݃ଵ ൌ ݃ଶ
Filtering was then used to find the most significant genes in this experiment. 
Significant genes should show an average change in gene expression between 
the two periods of interest. The simplest way to find these genes is to calculate 
the fold change between these groups. This equation is given below, where 
avgControl and avgTrait are the average expression level of genes in each 
sample group and nControlOBS and nTraitOBS are the number of observations 
in each group. Once calculated the fold change is used as a filtering threshold 
determining the level of variation in each sample. 
ܨ݋݈݀ܥ݄ܽ݊݃݁ ൌ ሺ ܽݒ݃ܶݎܽ݅ݐ݊ܶݎܽ݅ݐܱܤܵሻȀሺ
ܽݒ݃ܥ݋݊ݐݎ݋݈
݊ܥ݋݊ݐݎ݋݈ܱܤܵሻ
The Pearson’s correlation algorithm was used to find the correlation of filtered 
genes. Implementation of this algorithm used the single data multiple process 
approach which allowed data and processes to be distributed across multiple 
cores and nodes. Data was output in Simple Interaction Format (SIF), a tab 
delimited text format used to store network data (see Fig 22). Once the 
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correlated gene data has been collected it is visualized as a network. Programs 
such as Cytoscape [93] can create networks using SIF data. 
Fig 22. An Example of the Simple Interaction Format 
Testing of this implemented workflow was achieved using gene expression 
data collected before and during the Tammar Wallaby lactation period. Eight 
observations taken over this lactation period were normalized using the 
quantile-quantile method described above. After normalization, all genes that 
showed less than 3 fold variation during lactation were removed. Remaining 
genes were then correlated using Pearson’s R. Genes which were strongly 
correlated and had few connections were visualized (see Fig 23). 
Fig 23. Network of Genes Expressed During Tammar Wallaby Lactation 
C L O U D  F E A S I B I L I T Y  S T U D Y  
91
4.1.2. GADGET: N-Body Simulation 
Like bioinformatics, physics also contains many computational intensive 
problems. Particle accelerators such as synchrotrons and the Large Hadron 
Collider (LHC) generate large amounts of data. The LHC smashes bundles of 
Quarks (the smallest known particles at this time) together close to the speed of 
light in the hopes to find evidence for the existence of several theoretical 
particles, such as the Higgs boson and those predicted by Super Symmetry 
[94]. During these experiments terabytes of data are collected using multiple 
sensors which then must be verified by comparisons to particle simulations 
based on current theories [95]. 
Fig 24. N-body Space to Processor Mapping
The implementation of particle simulations, also known as N-body simulations, 
is diverse. A common implementation method (called physical mesh) maps 
compute nodes to physical space [96]. As particles move and collide in 
simulated space, particle data is also distributed to the node which simulates 
that space. This transfer of particles between nodes is facilitated by message 
passing. Because communication is a key requirement it is common for logical 
space to be ordered in a similar way to physical space (see Fig 24). By 
ensuring communication is between physically close nodes, communication 
speed is made as fast as possible. How this mapping is accomplished depends 
on the hardware and N-body algorithm used. 
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A simulation of two disk galaxies colliding with each other was run as an 
example of a physics application. This simulation was facilitated by an 
astrophysics application called GADGET [97] which is designed to simulate 
collision-less simulations and smoothed particle hydrodynamics on massively 
parallel computers. GADGET uses a combination of a physical mesh and tree 
based algorithms to simulate large range and small range particle interactions. 
To calculate the dynamics of collision less components (dark matter, stars in 
galaxies, etc.) a large number of physics algorithms are used. These equations 
are beyond the scope of this document, instead focus has been put on 
describing the operation of the physical mesh decomposition and tree based 
algorithm. 
Fig 25. 3D Representations of the Peano–Hilbert Curve 
Before each simulation step, physical mesh data decomposition is used to 
break the simulation area into pieces. To achieve equal load balancing, Gadget 
makes use of the Peano–Hilbert curve to map 3D space onto a one dimensional 
curve. The Peano–Hilbert curve (see Fig 25) is a space-filling curve variant 
which visits every point of a square grid. Once calculated, this curve is cut into 
pieces that define the individual domains. Once the problem state has been 
reduced, it is distributed to multiple processors. Because this decomposition 
step occurs after every simulation step, load on processors are balanced. 
In order to simulate the movement of galaxies the gravitational forces 
operating on close range particles need to be calculated. Calculation of force 
can be simplified by treating groups of similar particles as a single entity. In 
this way it is possible to summarize gravitational interactions between particles 
using a single force value. This force is calculated by adding together the mass 
of all particles in an area. While this method is quick, it is only accurate when 
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particles are far away and will not work when particles are close. The accuracy 
of this method can be improved through sub-division of the starting area. 
GADGET implements the above method using a tree algorithm. In this tree the 
root contains the complete simulated space given by data decomposition and 
each node contains a subset of this simulated space. The need to progress down 
the tree is determined by calculating the gravitational force between particles. 
This equation is given below, where ܯ is particle mass, ݎ is particle distance, ݈
is particle extension and G is the gravitational constant.
ܩܯ
ݎଶ ൬
݈
ݎ൰
ଶ
൑ ݔȁܽȁ
If the calculated force value is less than or equal to the product of total 
acceleration in the last time step |a| and a tolerance parameter x, continue down 
the tree. If this expression does not hold true, then the calculated gravitational 
force value is accurate and the progression is stopped.  
The colliding galaxy simulation was run for a total of 10 simulation time-steps, 
simulating the position of particles at 0.025 intervals. Snapshots of particles 
were written out as binary files every 0.1 simulation time-steps, some of which 
have been visualized using R (see Fig 26). 
Fig 26. Visualization of Two Disk Galaxies Colliding 
4.2. Benchmarked Platforms 
Two physical clusters and three clouds were used during the benchmark study. 
Naming conventions of the machines are as follows; each cluster is referred to 
by network interface (InfiniBand Cluster, Ethernet Cluster) and each cloud is 
referred to by the cloud management interface (vSphere [69], Amazon, 
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HPCynergy). In terms of hardware, these computer platforms were chosen to 
be as similar as possible to each other; when possible utilizing the same High 
Performance Cloud Computing hardware. Of the five systems described below, 
vSphere and the InfiniBand cluster run on subsets of the Deakin Cluster 
(described in section 2.3.2.3), while the Ethernet and Amazon machines use 
their own dedicated hardware.
Despite the large effort taken to minimize hardware differences, the Ethernet 
and some Amazon instances differ in the amount of cores per processor. 
Because of this variation, each process was mapped to a single core and when 
possible a single node. To validate the mapping process CPU usage was 
monitored during data collection, for example a duel core system with a single 
process would be using 50% capacity. This methodology was chosen as it is 
similar to that used by the clouds, in that virtual machines are mapped to 
physical hardware. 
Name Amazon 
(Cluster 
Instance) 
Amazon 
(Large 
Instance) 
Amazon 
(Small 
Instance) 
vSphere 
Cloud 
InfiniBand 
Cluster
(2.33Ghz) 
Ethernet 
Cluster
(1.6Ghz) 
HPCynergy 
Nodes 8 17 17 10 10 4 20 
Hypervisor Modified 
Xen: HVM 
Modified 
Xen:
Paravirtual 
Modified 
Xen:
Paravirtual 
VMware None None VMware 
Platform 64-bit 
CentOS
64-bit 
Ubuntu
9.10 
64-bit 
Ubuntu
9.10 
64-bit 
Ubuntu
9.10 
64-bit 
CentOS
64-bit 
Ubuntu
9.10 
64-bit 
CentOS
Hard Disk Elastic
Block Store 
Elastic
Block Store 
Elastic
Block Store 
Separate 
Drives
Shared
Drive 
Separate 
Drives
Shared
Drive 
CPU 2 x Intel 
quad-core 
Nehalem 
(2.93GHz) 
2 x 2007 
Xeon
equivalent  
(2.2 GHz) 
2007 Xeon 
equivalent  
(1.1Ghz – 
1.6 GHz) 
2.33 Ghz 
Intel Duel 
Core
2.33 GHz 
Intel Quad 
Core Duo 
1.6 GHz 
Intel Duel 
Core
Virtual
Hexa-cores 
(2.33 GHz) 
RAM 23GB 7.5GB 1.7GB 2GB 8GB 2GB 8GB 
Network 10Gb
Ethernet 
High I/O Low I/O 10Gb 
InfiniBand 
10Gb
InfiniBand 
1Gb
Ethernet 
10Gb
InfiniBand 
Interface Web-based 
console. 
SSH. 
Web-based 
console. 
SSH. 
Web-based 
console. 
SSH. 
Web-
based
console. 
Remote 
Display. 
SSH 
SSH. SSH. Web 
Interface 
Table 4. List of Computer Platforms Broken Down by Specifications. 
The InfiniBand cluster used in this benchmark consists of the physical nodes 
on the Deakin Cluster. This cluster is a bare-metal system consisting of 10 
nodes each with an Intel Quad Core Duo processor running at 2.33 GHz. Each 
node utilizes 8 GB of RAM and runs a 64-bit version of CentOS. As a cluster 
dedicated to HPC, nodes are connected using 10 GB InfiniBand and a 
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mounted4 network drive allows users to easily setup MPI applications. In terms 
of CPU speed and RAM, this cluster is equivalent to the documented 
specification of the large Amazon Instance but differs by having a faster 
network interconnect. 
The Ethernet cluster used in this benchmark is also devoid of virtualization and 
is equivalent to the documented specification of the small Amazon instance. 
This four node cluster was constructed using Intel Duel Core computers 
running at 1.6 GHz each with 2 GB of RAM. A 32-bit version of Ubuntu 9.10 
was used as the OS. Compute nodes were connected by a low I/O Ethernet 
network (1 Gb/sec). 
Three Amazon instance types were tested; small, large and cluster. It has been 
documented that Amazon uses a modified version of Xen as the hypervisor 
[66]. In each case the Amazon Elastic Block Store (an Amazon service which 
provides persistence storage of virtual hard-drives) was used to store the state 
of the deployed virtual machines. Each instance type differed in CPU, RAM 
and network I/O. Amazon measures the performance of CPUs in Amazon 
Compute Units (ACUs), this is equivalent to an Intel Xeon chip. Each Amazon 
small compute instance contains 1 ACU and 1.7 GB ram. Connection between 
Amazon small instances is documented as low I/O [98].  
The large instances contain a duel core CPU (each with 2 ACU of power) and 
7.5 GB of RAM. Connection between Amazon large instances is documented 
as high I/O [99]. The Amazon Cluster Compute Instances is the best defined, 
these machines contain two Intel Nehalem quad-core CPU running at 2.98 
GHz and 26 GB of RAM [98]. Connection between cluster instances uses a 10 
GB Ethernet connection. The small and large instance types were used to setup 
a 17 node cluster however the allocation of the Cluster Compute Instance was 
capped at 8 nodes. 
The second cloud used in this benchmark was based on VMware virtualization 
technology. This private cloud runs on the physical nodes of the Deakin 
4Testing has been on the Deakin cluster directly and (later) through HPCynergy. This is to assess the claim that using 
middleware with high levels of abstraction result in clusters being unusable due to poor performance.
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Cluster. A ten node virtual cluster was deployed through this VMware cloud, 
each with duel core processors running at 2.33Ghz. A 10 GB InfiniBand 
network was used to provide inter-node communication. VMware vSphere is 
used as the management software providing the ability to create, deploy and 
access virtual machines. 
The final cloud used in this benchmark was HPCynergy (see Section 2.3.2). 
This cloud platform exposed the whole Deakin Cluster through the underlying 
CaaS infrastructure. A total of seventeen compute nodes were utilized through 
HPCynergy, each node containing a hexa-core processor running at 2.33 GHz5.
A 10 GB InfiniBand network provided inter-node communication. 
Specifications of all platforms used in the benchmark tests are summarized in 
Table 4.
4.3. Setting up the Clouds: Methodology 
Setting up computer resources for HPC is time consuming task and often 
serves to interrupt research. While the Ethernet and InfiniBand clusters used in 
these benchmarks could be used once code had been compiled, the Amazon 
and vSphere clouds required modification to enable HPC. The HPCynergy 
cloud solution aims to reduce setup time by exposing systems that have 
middleware already setup. The modification scope has been defined by both 
the application and cloud infrastructure.
4.3.1. General Setup 
Before benchmarking could occur, each cloud required a number of steps to be 
carried out, including; (i) transferring data and source code, (ii) configuring the 
dynamic linker, (iii) compiling source code and any dependencies, (iv) 
configuring the sshd client, (v) generating public and private keys, (vi) passing 
public keys to all nodes and (vii) creating a machineFile for MPI. 
In addition to the above steps, each cloud had limitations that required 
additional setup time. The vSphere system did not contain any VM templates 
thus installation of the Ubuntu OS was required before operation. While all 
5Only virtual nodes were utilized during the benchmark to enable comparisons between HPCynergy and the vSphere 
VMware cloud.
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Amazon E2C instances used in these benchmarks did not have common 
utilities such as the g++ compiler, the g77 compiler, vim or zip, setting up 
these applications required additional time. Once each system was setup, 
transfer of benchmark specific data and compilation of necessary software was 
required. 
4.3.2. System Biology Pipeline 
A number of programs were used during the bioinformatics benchmark; 
filtering and normalization was performed using C++ and correlation utilized 
the R runtime environment (see Section 4.3.2). The data and source code was 
zipped and transferred through the scp utility, once on the target machines, the 
source code was then configured and compiled. The InifiniBand cluster made 
used of a shared drive and therefore compilation was only required once. 
Fig 27. Total Setup Time of the 8 Node System Biology Benchmark 
Setup of both the Amazon and vSphere cloud systems was simplified through 
use of virtualization; a template containing the necessary software and data was 
created and then cloned. The Ethernet cluster made use of separate drives but 
because each node was homogeneous could make use copied binaries. Fig 27 
shows the necessary setup times for each platform; these times are based on 
best case scenarios and do not take into account problems occurring during 
compilation.  
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4.3.3. GADGET: Communication Bound N-body Simulation 
The physics application GADGET (Section 4.3.3) required a large number of 
dependencies. These dependencies are as follows;
x OpenMPI for distribution of GADGET across nodes, 
x GSL a general scienti_c library for C++, 
x FFTW an MPI implementation of the Fourier transformation, and 
x HD5F a binary output format. 
Like in the bioinformatics setup, data and source code was zipped and 
transferred through the SecureCopy (scp) utility from a local machine. 
Dependencies were compiled from source code on each target machine and 
GADGET was setup for HD5F output and FFTW double floating point 
support. 
Fig 28. Total Setup Time of the 17 Node Physics Benchmark. 
Reported setup time (see Fig 28) is based on best case scenario and was further 
minimized by use of cloning or shared drives. Despite these advantages each 
cloud system required on average 7 hours to setup, while the cluster setup time 
was less than an hour.  
4.3.4. HPCynergy Features and Setup
When setting up HPCynergy for benchmarking, setup time was minimized due 
to its unique interface. Like other clouds, HPCynergy monitors and acts as a 
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broker to linked (physical and virtual) hardware. However instead of hiding the 
state and specification of hardware from the users, the opposite approach is 
taken. Users are informed of the software and underling (virtual) hardware 
specifications of each machine. This allows jobs to be optimized to the CPU 
architecture as well as minimizing the need to install specific libraries.  
Fig 29. Total Setup Time of the HPCynergy System. 
When compared to other clouds (see Fig 29) the HPCynergy solution has a 
reduced setup time. This is due to a web interface which allows users to search 
for a cluster that contains enough resources to support their job. Once a user 
has selected a cluster, minimal user requirements are used to configure an 
underlying scheduler - such as the number of required nodes. On submission of 
a job, a user provides only a bash script that oversees the whole cluster job 
(workflow) and any data files they wish to upload. While compilation of 
application level software is sometimes necessary, cluster middleware is 
already set-up (for example, schedulers and libraries such as OpenMPI). The 
advantage of this method is that a user has only to configure and start their 
applications. 
4.4. Benchmarking
Comparisons made between collected results highlight the advantages and 
weaknesses of utilizing specific cloud platforms for high performance 
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scientific computing. HPCynergy addresses many of these weaknesses (see 
Section 2.3.2.3 and 2.5.2) through a combination of Web services and easy-to-
use Web forms, but benchmarking is necessary to prove that the HPC cloud 
platform is feasible in regards to performance. To test performance, the system 
biology pipeline (Section 4.1.1) and GADGET application (Section 4.1.2) were 
run on a number of commercial cloud solutions, dedicated clusters, as well as 
(virtual) nodes discovered and used via HPCynergy. 
4.4.1. Bioinformatics Benchmark
Performance of the system biology pipeline (described in Section 4.3.2) was 
recorded from five machines, the small and large Amazon virtual clusters, the 
private vSphere cloud, the Ethernet cluster and the InfiniBand cluster. As 
stated in Section 4.2, the Ethernet cluster is equivalent to the Amazon small 
instance and the InfiniBand cluster comparable to the Amazon large cluster and 
vSphere cloud.
Once setup according to the methodology specified in Section 4.3 the state of 
the virtual machine was saved as an Amazon Machine Image (AMI). Creation 
of this AMI allowed easy scaling of the bioinformatics application through 
virtual machine cloning. Access to each machine used in this benchmark was 
achieved remotely through an SSH client. Only one process was run on each 
node in order to minimize overhead of any other OS processes. Performance 
results for each machine were measured up to four nodes, each test was run 
three times in order to ensure the validity of results. 
As seen in Fig 30, the results from all platforms show a linear increase of 
performance to available resources; this is expected as most of the system 
network workflow is embarrassingly parallel. The physical machines had the 
best overall performance, followed by Amazon, HPCynergy and vSphere. 
When compared to physical hardware, the vSphere cloud shows a noticeable 
increase in required computational time. It is likely that this increase is due to 
virtualization overhead, in which part of the CPU is constantly being delegated 
to simulate the specified environment. HPCynergy, which uses the same 
hypervisor, incurs a smaller overhead then the vSphere interface. On average 
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HPCynergy performance results were 5% faster than vSphere. This saving can 
be significant when running large-scale distributed applications. In this 
scenario, utilizing the HPCynergy solution simplifies submission of HPC 
applications while reducing performance overhead. 
Fig 30. System Biology Benchmark Results 
This virtualization overhead leads to an interesting relationship where the 
smaller a job is, the closer cloud performance will match physical hardware 
performance. These results also highlight that different hypervisors and cloud 
service implementations also affect performance. Performance of Amazon 
which uses a modified Xen hypervisor is very close to physical hardware, 
while the vSphere cloud which makes use of VMware virtualization suffered 
the most overhead. 
4.4.2. Physics Benchmark 
As in the bioinformatics example many cloud architectures were compared, 
each running similar virtualized hardware. The platforms utilized in this 
application study were the small, large and cluster Amazon E2C clouds, the 
private vSphere cloud and an InifiniBand cluster. Benchmarking made use of 
full machine capacity, tests running on up to 17 nodes. Each Amazon machine 
was based on template AMI created during the setup process and started via the 
Elastic Block Store. Access to each machine used in this benchmark was 
achieved through an SSH client. To view the effect of network speed, only one 
GADGET process was run on each node. Each point was run three times in 
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order to ensure the validity of results. The results from this GADGET 
benchmark study can be seen in Fig 31. 
Fig 31. Particles Simulation Benchmark Results 
The physical hardware results represent the ideal performance of this study, a 
near constant computational decrease as more compute nodes are added. The 
vSphere cloud, which runs on the same hardware, shows this relationship but 
with a similar offset as seen in bioinformatics study (Section 4.4.1). 
Performance of the Amazon EC2 cloud varies depending on the instance type 
chosen. Both the small and large EC2 cloud instances show an increase in 
computation time as more nodes are added. The small instance shows a sharp 
computational increase at 2 nodes and achieves the best performance at 3 
nodes. The large instance with higher I/O shows a similar early computational 
spike before achieving the best performance at 5 nodes. This relationship is an 
indication of a communication bottleneck, where each node is spending more 
time communicating then processing. 
Amazon recently added a Cluster Compute Instance which has been optimized 
for running computation heavy applications. The performance of this instance 
shows a decrease in execution time mirroring other high speed clusters. 
However this optimal performance is dependent on allocating cluster instances 
at the same time. Because of this requirement the user loses one of the biggest 
draws to the cloud, the ability to elastically scale their applications. 
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HPCynergy show a similar decreasing trend to the other cluster utilizing high 
speed networks. When compared to the vSphere cloud, an average 
performance improvement of 16% is observed. The simple interface of 
HPCynergy allows for this improved performance, but it is not streamlined 
enough match the performance of the physical hardware. 
Unlike the system biology problem presented in Section 4.1.1, this N-body 
algorithm requires communication between nodes. Collected results from 
Amazon show that performance is not necessarily linked to amount of 
machines used. When running communication based applications, it is 
important that load is balanced between nodes and that communication is 
minimized. If each node is communicating more than it is processing, the 
computation time increases as resources are added. Cloud computers resources 
are highly distributed and performance of communication heavy applications 
can vary depending on the network architecture and the location of machines 
that have been allocated to the user. 
4.5. Usability
Benchmarking (see Section 4.4) has shown that the performance of public and 
private IaaS clouds can match HPC clusters; however usability must also be 
addressed. A number of known issues exist (see Section 2.4.1) regarding 
usability of clouds. In particular, the administration of cloud resources and 
HPC applications is beyond the scope of most researchers. This results in 
difficulties in the areas of software deployment, security and resource 
management. 
Accessing and running an application on cloud resources requires an 
understanding of computer systems and the target application. To deploy an 
application on an Amazon-like cloud the following operations must be carried 
out;
1) Launch the Instance (assuming a Linux/Unix instance) 
a. Choose an Amazon Machine Image (AMI), which contains all 
the information needed to create a new computer instance. 
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b. Create or select a key pair (a security credential), which will be 
used by the user to securely connect to the instance after it is 
running.
c. Create or select a security group, which defines firewall rules 
for the instance. 
d. Launch the specified number of instances using the selected 
AMI.
2) Connect to instance
a. From a Linux/Unix host, use the SSH (secure shell) command 
to connect to the Linux/Unix instance.
b. Install software, if they are not already available, in the instance. 
c. Transfer any files, which are required for the applications to the 
instance. 
d. Run the applications. 
e. Transfer any files back to the host if necessary. 
3) Terminate instance  
a. In the Management Console, locate the instance(s) in the list of 
instances on the Instances page. 
b. Confirm to terminate the instance(s). 
If non-persistent storage is utilized, the above steps must be performed for each 
application an end-user wishes to run. 
In an IaaS cloud environment, users are presented with a set of virtual servers 
(cloud instances) and are then required to put the servers together to form the 
HPC facilities they need to run their software on. Tasks such as system 
construction, software deployment and system management that were 
previously handled by network administrators now need to be performed by the 
discipline researcher. These tasks require a HPC computing background not 
common in specialized researchers. Even if the user has been trained in 
network administration, the time taken to construct virtual clusters could be 
better spent solving research problems. 
In short, setting up a cloud for HPC is time consuming and thus costs users 
money. Common problems I encountered when constructing these virtual 
clusters included; missing configuration augments, missing library 
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dependencies and compiler version specific code. When these problems 
occurred compilation had to start over. When utilizing AMI from public 
repositories additional time has to be spent to patch security holes. Cloud 
images needed to be scanned for viruses and often required updates to plug 
security holes. The difficulties that can occur during setup can add a 
considerable delay to any analysis being carried out. This often means that the 
user is paying for cloud resources that are not running analysis. 
Fig 32. Total Data Transfer Time 
Once resources were setup, users can transfer their datasets and carry out their 
analysis. Here it was found that data transfer was also a usability issue which 
was exacerbated by the physical distance between local resources (Melbourne, 
Australia) and the Amazon EC2 resources (North America region). In this 
feasibility study, data transfer to public clouds was on average 25 times slower 
compared to local private clouds and clusters (see Fig 32). The size of data was 
also a problem as this not only increased the transfer time, by it was subject to 
an upload/download charge. While compression algorithms can minimise this 
cost, depending on the size of data and speed of connection, sometimes it may 
cost less to restart analysis from scratch.  
When moving HPC to the cloud, these usability issues must be addressed. One 
potential method is though the development of a framework which abstracts 
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IaaS clouds, automating the tasks of a system administrator and incorporating 
security and compression into data storage and transfer operations.
4.6. Public Cloud Cost Investigation 
One of the big draws to the cloud is hardware scalability. Running a single 
machine for 5 hours costs the same as running 5 machines for 1 hour. 
Theoretically this means the cost running an application should be the same 
regardless of time; however this may not be the case. Fig 33 presents the cost 
per execution time of the Amazon instances run during the benchmark. 
Fig 33. Comparison of Cost and Execution Time of the EC2 Cloud. 
In terms of cost, the embarrassingly parallel bioinformatics application was the 
most efficient. While originally under-performing, the expected cost 
stabilization does occur in both the Small and Large Amazon instances at 5 
nodes. Results from the physics benchmark did not show this trend. Running 
GADGET on the Small Amazon instance was wasteful, performance 
decreasing with each dollar spent. The large and cluster instances showed 
performance improvements with cost, the cluster instance scaling more 
consistently.
In conclusion, embarrassingly parallel applications are well suited to the pay-
on-demand cloud model. Results show that execution time can decrease while 
maintaining the same total cost. Communication bound applications are not as 
cost efficient. Collected results show inconsistent performance per node and 
inconsistent cost-performance ratios. The main problem when utilizing the 
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cloud for communication bound HPC applications is this performance 
unpredictability. Even the cluster instance, which showed the most consistent 
improvements did not show any hint of eventual cost stabilization. 
4.7. Conclusion  
The results presented in this chapter show that even standard public and more 
private clouds can achieve performance similar to that of dedicated HPC 
clusters depending on the class of problem. When running embarrassingly 
parallel (EP) applications a near linear speed up is achievable and the results 
are comparable to those achieved on a cluster. These EP applications could 
take full advantage of cloud scalability, reducing execution time yet paying the 
same cost for resources. Communication bound applications, only achieved 
cluster like results when running on HPC enabled clouds such as Amazon’s 
EC2 cluster compute instances. However, despite using the same hardware, 
some clouds performed better than others when running HPC applications.
By comparing performance results of clouds and clusters, it was possible to 
identify the best cloud for running HPC applications. Results found that 
virtualization overhead existed in cloud platforms, the effects of this overhead 
is related to the type of hypervisor used. Xen seems to have minimal 
performance effect on computation while VMware is noticeable. When 
running communication bound applications performance results vary. On the 
clouds with slow network speeds the N-body application achieved maximum 
performance at 5 nodes and then required compute time steadily increased due 
to communication overhead. The two clouds with HPC hardware (Amazon 
Cluster Compute instance, HPCynergy and VMware) showed the same 
decreasing performance trend as the InfiniBand Cluster. These performance 
results indicate that communication bound applications should be run only on 
clouds which provide high speed interconnect. 
Benchmarking showed that transferring data to public clouds was a major 
issue. Compared to local clouds and clusters, public clouds increased data 
transfer time by a factor of 25. This is problematic as the scientific applications 
in the area of mammalian genomics can make use and generate gigabytes of 
experimental data. At first glance the large transfer times are merely an artefact 
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of the physical distance between cloud storage and user terminal. However 
collected data transfer results show significant variation between Amazon 
Cloud instances. This indicates that differences in cloud interconnects is also a 
concern, cloud storage and cloud instances often being separated. It is hoped 
that the adoption of faster broadband technologies should remove much of this 
data transfer delay. 
While some known performance issues (see section 2.4.2) have been resolved, 
cloud setup is difficult and time consuming. A user must construct a virtual 
cluster and install analysis software. This setup process often starts through 
modifying of a pre-existing template. Templates can be difficult to utilize as 
they are often not documented, missing common dependencies (compilers, text 
editors, etc.) and may have a range of security access setups. Combined with 
the time consuming process of software development (see Chapter 3), may 
explain the limited number of applications taking advantage of cloud 
technology. Pure discipline specialists lack of interest and preparation to 
deploy cloud applications, to encourage development there is a need to 
simplify HPC cloud setup, and support the development of applications 
exposed as services. 
Cloud computing has been shown to contain the features necessary to support 
large scale HPC applications. However the complexity of virtual cluster setup 
and application deployment, mean these cloud resources are not accessible by a 
large amount of researchers. Taking full advantage of cloud features such as 
scalability is difficult using existing interfaces. This is due to management and 
setup of cloud resources currently being performed on a node by node basis. In 
order to make clouds a better platform for carrying out genomic analysis a 
framework is required. This framework must simplify access to the cloud and 
support the development of easy-to-use applications as described in Chapter 3. 
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C H A P T E R  5  
Cloud Application Deployment Framework
While cloud computing alleviates the costs of procuring required IT resources, 
the cost and time of learning how to prepare a HPC cloud and applications 
remains a problem (see section 4.3). Currently, most HPC clouds are IaaS 
clouds enhanced to support HPC. In general, HPC cloud users are presented 
with a set of virtual servers and are then required to put the servers together to 
form the HPC environments that satisfy their application requirements. Thus, if 
discipline specialists want to use HPC clouds for scientific discovery, they 
must also become the system administrators and computer specialists 
performing time consuming resource management and software configuration. 
Once the cloud has been setup and configured, users must access resources 
though a primitive command line. In the case of Amazon EC2 and Amazon-
like IaaS6 clouds, access to resources also requires security keys which must be 
generated and managed for each cloud instance (see section 4.5). Complicated 
access procedures further add to the difficulty of utilizing cloud resources for 
HPC. Once resources have been accessed, users must begin the process of 
exposing these applications through graphical interfaces (detailed in chapter 3). 
As a result, a significant amount of time is spent in accessing and deploying 
software on the HPC cloud instead of conducting research on it. 
To form a cloud environment for biologists carrying out genomic research and 
analysis there is a need to fulfil the following criteria. First, such a cloud 
environment should be accessible by current and future researchers. Therefore 
operations to deploy and run applications must be similar (or better than) 
current cluster solutions. Second, this cloud environment needs to be able to 
support the development of services which can analyse large amounts of 
genomic data. Therefore this cloud environment should allow for flexibility in 
the types of resources that are used to make up a service. Lastly, this cloud 
environment must provide answers to problems in an efficient manner. In other 
6 An Amazon-like cloud mimics the Amazon EC2 cloud architecture, providing similar 
functionality such as object storage and compute access. These clouds are compatible with 
the Amazon API, and can be accessed programmatically. Examples of Amazon-like clouds 
include Eucalyptus and OpenStack. 
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words, this cloud environment should be able to demonstrate performance 
matching current cluster solutions. Features which support these criteria could 
be provided through SaaS clouds supporting HPC. At this time, the only cloud 
service provider that has promised to provide a SaaS based HPC cloud is SGI 
Cyclone [100]. This HPC cloud addresses performance; however it has not 
addressed the issue of ease of access in exposing applications as services. 
In order to fulfil the above criteria there is a need to provide high level HPC 
application abstraction in the form of cloud services [10, 101]. In response, I 
have devised a framework for application deployment on IaaS clouds. This 
framework draws on concepts from web services (in particular the use of a 
centralized broker) to design a cloud environment in which users can share 
virtual machine and software as services. Additionally, this framework 
proposes the automation of common procedures undertaken when utilizing 
cloud resources and exposing software as services. Through the framework, the 
cost and time of learning how to prepare a HPC cloud and applications is 
reduced. 
5.1. Web Service Framework 
In order to make IaaS clouds accessible to domain researchers, there is a need 
to build additional layers of abstraction to hide their operation. In particular, 
the setup of virtual clusters and deployment of applications is both difficult and 
time consuming and should be the main focus of any enhancements. While 
virtual machine setup is a cloud specific problem, service deployment has been 
studied in grids via web services. In the web service model, applications are 
component based and exposed to users as services, users can find available 
services through a directory [102].
The basic web service framework consists of three components; a 
communication protocol, an interface definition language and a service 
directory, which interact to create an environment for exposing applications as 
services. These components are described as follows;  
1. A communication protocol: This protocol defines syntax, semantics, 
and order of messages exchanged between peers. This is provided 
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through the Simple Object Access Protocol (SOAP). SOAP leverages 
XML to structure messages and Internet protocols such as HTTP, 
SMTP, FTP or Telnet as a message carrier. 
2. An interface definition language: This language specifies structural and 
deployment information in an implementation neutral fashion. This is 
often provided through the use of Web Services Description Language 
(WSDL). WSDL allows a service provider to define their service as 
services as collections of network endpoints, or ports. 
3. A service directory: To allow users to find services, this is usually 
provided through a centralized application broker. This is often 
provided through the Universal Description, Discovery and Integration 
protocol (UDDI). Through UDDI users access information about the 
provider, industrial categorizations, and service usage. 
In terms of web service deployment, a paper by Delaitre et al. presents a 
method of deploying legacy applications as web services [103]. Generated web 
services assume that the required software is already available running on a 
native compute server. Exposure of these compute servers make use of a 
resource layer which acts as a broker and a client, which allows end-users to 
start web services from either a command line or web interface. A paper by 
P.Diego et al. addresses deployment of MPI applications as web services [104]. 
The presented method maps MPI commands to web services. When deploying 
legacy MPI applications, MPI communication is replaced by SOAP messages. 
The resulting code must then be wrapped into a java class and an interface 
extracted. While this approach allows HPC applications to be exposed as a 
service, performance suffers due to SOAP messages having a higher overhead 
then the MPI counterparts. 
The technologies deployed by web services allow users to gain access to 
already existing applications, but do little to simplify the deployment process. 
Cloud computers, which are aimed at supporting scientific computing, require 
a more simplified and streamlined process to enable data processing; ideally 
there must be automation of the system administration and application 
deployment process. However, due to the lack of standards in software 
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development it is difficult to derive application and installation operations from 
a compiled binary or even source code.  
To achieve the final goal of automated application deployment on IaaS clouds 
the following steps are proposed here. First, investigate how applications are 
deployed on IaaS clouds. Secondly, identify methods that will support users 
when performing IaaS cloud deployment. Lastly, devise a framework to 
automate the application deployment and publication process. 
5.2. Deployment and Exposure of Applications on 
IaaS Clouds 
The success of Amazon as an IaaS cloud provider has led to the development 
of clouds (OpenStack, Eucalyptus, etc.) that provide similar functionality. By 
utilizing clouds based around the Amazon model, deployment and exposure of 
applications can be standardized. The steps required to deploy an application to 
Amazon (see section 4.5) are the same for Amazon-like clouds. 
The most utilized operations during IaaS application deployment can be broken 
up into four categories; cloud security, resource allocation, application 
deployment and data transfer (see Table 5.). When deploying HPC 
applications, operations in these categories must be repeated for each 
computational node utilized. For this reason, steps such as installation and data 
transfer (particular in large data scenarios) can greatly increase the time spent 
to utilize cloud resources. In addition, a user wishing to provide services 
through the cloud (a service provider) is required to provide a further layer of 
abstraction on top of the IaaS cloud, exposing the deployed cloud application 
through a graphical interface. 
Cloud Security Creating security keys and groups
Application Deployment Installing software applications
Data Transfer Transfer files to and from the cloud
Resource Allocation Launch and terminate instances  
Table 5. Most utilized operations during IaaS application deployment. 
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Once software has been deployed on the cloud, it is possible to expose it as a 
service. Software services can be discovered and utilized by a larger audience, 
but require further development. To turn a deployed cloud application into a 
service, a software API, graphical interface and service publication method 
must be implemented (see Table 6). A software API defines the instructions 
used to run the application. A graphical interface allows users to execute and 
pass application arguments to the API. While a service publication method 
allows for users to find and store the cloud application, API and interface; this 
functionality is often provided through a broker. 
Software API Allows execution of the cloud application. 
Graphical Interface Allows users to communicate with the API. 
Service Publication Store and allows users to find the service. 
Table 6. Components required for SaaS development. 
By implementing services which automate repetitive steps, it is possible to 
build a framework for configuring cloud resources for HPC and deploying 
software as a service. Such a framework can have significant impact on time 
required of service providers and end users, as deployment information is 
stored and re-used. This relationship is seen in the equation below; 
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Where TS is the time saved, U is the number of users that deploy the system, N
is a set containing the amount of virtual machines (nodes in the case of HPC 
clouds) in each system and ADT is a set containing the application deployment 
time for each system. In a discipline orientated cloud, where certain algorithms 
are commonly used for data pre-processing and analysis (i.e. microarray and 
sequence analysis), the potential savings are quite large. 
5.3. Methods for IaaS Cloud Application 
Deployment
As described in the previous section, utilizing IaaS clouds to run applications 
can be a time consuming task. The deployment process consists of a number 
steps which must be repeated for each application that is run (see Table 5). To 
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access IaaS clouds; users must manage cloud security credentials, select and 
allocate resources. To use IaaS cloud resources, users must deploy 
applications, compress and transfer data. Exposing the deployed cloud 
application as a service can simplify future access to the cloud, however this 
requires additional components be built (see Table 6). Graphical interfaces 
must be designed to provide access to the deployed application, and 
applications must be stored and hosted for future use. 
In order to make clouds suitable for genomic analysis and research, a number 
of methods are proposed which allow for users to publish virtual machines and 
applications to IaaS clouds. These methods are broken up into two categories; 
those that support utilization of cloud computing and those that support 
development of cloud services. 
5.3.1. Methods Supporting Cloud Computing 
Methods supporting cloud computing, aim to reduce the complexity of utilizing 
IaaS clouds for research. Focus is placed on automating the common steps 
undertaken when utilizing and deploying applications on IaaS clouds. Four 
methods are proposed: 1) Management of cloud credentials, 2) Automation of 
resource selection/allocation, 3) Automation of secure data transfer and 4) 
Automation of application deployment. 
5.3.1.1 Cloud Security Management 
To access cloud resources, users must provide cloud credentials to request 
resources from a cloud provider and a key pair to access each individual virtual 
machine instances (see section 4.5). While the process to access cloud 
resources on an individual level can be handled by a user versed in system 
administration, but of no interest to a discipline specialist, difficulties occur 
when utilizing many clouds (hybrid clouds) or many virtual machine instances 
(common in HPC cloud computing). In these scenarios, a mechanism to 
generate and manage these cloud security resources is required.
Cloud credentials are provided to the user on behalf of the cloud provider, 
often consisting of an Access Key ID and a Secret Key. Different users will 
have varied access to cloud providers, and thus a registration process is 
required. By linking cloud credentials to a user account, a pool of available 
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resources is constructed. Through the use of multiple credentials, it is possible 
for a user to be allocated cloud resources from many different cloud providers 
to construct hybrid HPC clouds.
In Amazon-like clouds, key pairs encrypt and decrypt login information used 
to access virtual machines [58]. During the allocation process these key pairs 
must be generated and linked to a cloud resource. To limit access to allocated 
virtual machine resources, unique keys should be used to protect each virtual 
machine instance. To support the use of multiple keys by a single user, a key 
management system is proposed. This key management system should 
generate unique keys, store keys and link keys to a user and virtual machine 
instance. Users should be able to query the key management system to gain 
access to their cloud resources. Due to the importance of the data stored in the 
key management system, data should be encrypted and a digital signature is 
required to access stored data. 
5.3.1.2 Automated Resource Selection/Allocation 
To utilize cloud resources, a user must select and request resources from a 
cloud provider. The type of resources selected can have a large effect on the 
time and cost of running HPC applications in the cloud (see section 4.4). Once 
resources have been selected, cloud resources must be allocated and configured 
to enable HPC applications. When applied to HPC clouds, this process is made 
more complicated by the amount of resources that must be allocated and 
eventually terminated. The automation of this selection and allocation process 
can simplify access to HPC cloud resources. 
In the automated selection method, resources from available cloud providers 
exist as a pool as defined in section 5.3.1.1. In addition to the pool of 
resources, the requirements of each application to be deployed are known. The 
major requirements of an application are; number of CPUs, amount of RAM 
and network speed. By comparing application requirements with the similar 
specifications of available cloud resources, it is possible to find the resources 
that best match the problem. Such a method can be extended to take into 
account the cost of cloud computing. By specifying the amounts of funds 
available, resources can be selected that meet a user’s budget constraints. 
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Automating the resource allocation process requires that the selected resources 
be made available by the cloud provider. Allocation and de-allocation of cloud 
resources requires communication between the user and cloud provider/s. This 
communication can be done programmatically with the cloud credentials stored 
by each user account (as described in section 5.3.1.1). Allocation requires 
selected resource information with the amount of resources required be passed 
to the cloud provider. Termination requires a cloud instance ID, an identifier 
which is linked to a running virtual machine, to be passed to the cloud provider 
along with a terminate message. In the case of HPC clouds, which consist of 
many instances, it is necessary to store all instance ID’s as a single job, in this 
way it becomes possible to launch and terminate cluster instances. 
5.3.1.3 Automated Secure Data Transfer 
To support application deployment and execution, data must be transferred 
between the user and cloud. When analysing for example mammalian data, this 
is a time consuming process due to the size of data and the potential distance 
between the user and cloud provider. The time taken to transfer genomic data 
can be reduced through specialized compression algorithms. The approach 
taken depends on the type of genomic data being transferred; for example, 
sequence data which consists of 4 bases can be replaced by the 2-bit binary 
equivalent alphabet (see section 3.3.1). This data can be further reduced if 
reference data exists on the cloud. By transferring only SNPs and re-
constructing the genome data on the cloud it is possible (on average) to achieve 
a 99.5% compression rate [105]. 
Due to the potential privacy concerns that exist when dealing with mammalian 
data, there must be mechanisms in place to ensure this data is protected. Data 
transfer must incorporate encryption; the suggested approach would be to 
utilize a combination of symmetrical key and asymmetrical key encryption, 
and hashing. In this method, a hash of the data is used to ensure data has not 
been modified during transit. Symmetrical key encryption is used to encrypt 
large genomic data, while asymmetrical key encryption is used to protect 
symmetrical keys and hashed data. By applying the sender’s private key to the 
hashed data, a digital signature is created to validate the identity of the user. 
C L O U D  A P P L I C A T I O N  D E P L O Y M E N T  F R A M E W O R K  
117
5.3.1.4 Automated Application Deployment 
In order to enable software as a service development by non-computing 
researchers, there is need to automate aspects of the HPC application 
deployment. Supporting this application deployment process requires at least 
two levels of abstraction: (i) low-level deployment that consists of methods to 
install and configure a HPC application in a virtual machine and (ii) high-level 
deployment that consists of methods to save an image of the pre-configured 
virtual machine and construct an API of the HPC application that together form 
a deployable unit.
Low-level deployment focuses on automating the installation and configuration 
of any software application on any computer system. The most common 
approach taken to automate low-level deployment is seen in package 
management systems such as the Advanced Packaging Tool (APT) for the 
Debian GNU/Linux distribution and its variants [106]. These tools automate 
the retrieval, configuration and installation of software, either from binary files 
or by compiling source code. However, such methods are focused on single 
machines and are not designed for remote installation on HPC clusters. To 
enable automated deployment of HPC applications on clouds requires; 
automated resource selection (see section 5.3.1.2) and secure access to remote 
resources (see section 5.3.1.3). 
High-level deployment focuses on automating virtual machine construction 
and configuration. Methods encapsulate a HPC application into a virtual 
machine image and an API of the HPC application; this forms a deployable 
unit that can be exposed and easily accessed by users as a SaaS cloud service. 
To support high level deployment in the cloud, there is a need for tools that can 
setup a HPC execution environment consisting of software library 
dependencies, compilers, schedulers and HPC middleware in a virtual machine 
environment. Compatibility with low-level deployment allows for services to 
be built from the virtual machine level, with software configured and deployed 
on top of standard virtual machine templates. 
5.3.2. Methods Supporting Cloud Service Development 
Methods supporting cloud service development, aim to reduce the complexity 
of exposing applications deployed on IaaS clouds. Focus is placed on defining 
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the methods to support sharing of cloud resources and service, and generating 
the interfaces necessary to expose and utilize applications deployed on IaaS 
clouds. To this end, two methods are proposed: 1) Automatic Interface 
Generation, and 2) Storage of Application Deployment Information. 
5.3.2.1 Automated Interface Generation 
To turn deployed applications and virtual machines into services, they need to 
be exposed through a graphical interface. The development of interfaces allows 
for the abstraction of both the application deployment and the command line 
execution style of HPC cloud applications. In order to simplify this process, a 
mechanism is required to automatically transform any HPC application, IaaS 
cloud execution ready, into an easy-to-use service to be executed in Software 
as a Service (SaaS) clouds. 
In the method, each application is described by a set of attributes and their 
associated values. The three major attributes of an exposed application service 
are: (i) the location of the virtual machine image where a targeted HPC 
application has been properly installed and configured, (ii) input and output 
parameters for the HPC application, and (iii) service invocation information, 
e.g. a SaaS cloud service, which was selected by the user and information on 
how to invoke it.  Using the application attributes described above, an interface 
can be derived. Application parameters can be used to form the controls to 
specify input and collect results. Though these controls, users must be able to 
upload data and invoke services. Uploading and downloading data makes use 
of the virtual machine location, while invoke services requires execution 
scripts, taken from the service invocation information. 
5.3.2.2 Storage of Application/Resource Deployment Information 
Combining the automation of application deployment (see section 5.3.1.4) and 
automation of interface generation (see section 5.3.2.1) allows for the 
construction of HPC application services. To enable sharing of HPC 
application services between researchers, this framework requires the 
construction of a HPC application services registry. Each HPC application 
service is proposed to be published and stored in such a manner that their 
discovery and selection are easy. This implies that the invocation information 
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and at least two attributes of an application service, its host location (SaaS 
cloud) and its web form, must be published. 
To enable publication of resources and applications, development of an 
application broker is proposed. Through the use of a broker, users have access 
to service discovery and selection operations. By storing application 
information in this broker, it is possible to build a repository of common 
analysis processes and workflows. This repository can have significant impact 
on time required of service providers and end users, as deployment information 
is stored and re-used. Depending on the type of service published to the 
registry, different attributes are required. Publication of resources requires the 
location (DNS), and cloud access information (SSH keys, location and file 
system layout). Publication of applications requires the input/output details of 
the application, invocation information and hardware requirements (OS, RAM, 
CPU, network, etc.). 
5.4. IaaS Application Deployment Framework 
To develop methods supporting cloud computing and cloud service application 
development, a cloud framework is proposed that allows end-users to deploy 
applications and access cloud resources. In the framework, layers of 
abstraction are built upon IaaS cloud resources to minimise the computing 
knowledge required by science discipline researchers when accessing and 
using the cloud. Through these layers, the automation of the major steps to 
deploy and expose applications on the cloud (identified in section 5.2) is made 
possible.
5.4.1. Framework Overview 
To support deployment of (HPC) applications a number of services are 
required. These services range from secure data transfer to cloud resource 
allocation. Services can be broken up into interacting layers, similar to the 
basic web service framework (see section 5.1). The proposed cloud framework 
(see Fig 34) sits on top of an IaaS cloud and consists of a Cloud Interface 
Service layer, an Application Broker Service layer and a Graphical Interface 
layer.
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Sitting directly above the IaaS cloud is the Cloud Interface Services layer. This 
layer facilitates communication between the user and cloud, proving the ability 
to request computing resources from the cloud and securely transfer data 
between the local machine and the cloud. An Application Broker sits above the 
Cloud Interface Service and stores deployment information published by the 
service provider. Through this layer, application service providers publish 
information regarding the access specifications of virtual machines and 
application inputs and deployment procedures. Finally, through a Graphical 
Interface layer, the application broker exposes published services to end-users.  
Fig 34 : IaaS Cloud Deployment Framework 
5.4.2. Framework Services 
Each layer of the cloud framework provides specific functionality to the user 
which combined can simplify the deployment and exposures of applications on 
IaaS clouds. Presented below is a breakdown of the types of services and 
methods presented by each layer. 
The Application broker must provide the features to store application 
deployment information. As per the method described in section 5.3.2.2, 
storage of virtual machine and cloud software as a service is provided in this 
layer. Access to these services is provided through graphical interfaces; 
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interfaces for stored software services are constructed through the automated 
interface generation method. To utilize stored virtual machines, security 
management is also provided through the broker. Users accessing the broker 
store the security keys for each IaaS cloud/resource they wish to access. These 
security details are passed to the Cloud Interface Services layer when 
deploying and executing services (app invocation). 
The Cloud Interface Services layer must provide the features to communicate 
with IaaS clouds providers in order to obtain compute resources. These 
features are utilized when a user requests a service via the broker (app 
invocation). During this app invocation process, cloud security credentials and 
application deployment information are received from the Application broker. 
Based on the deployment information, resources must be selected and 
configured. Supporting this process are the methods for automating secure data 
transfer, resource selection and application deployment. 
The Infrastructure as a Service layer provides the resources to execute services 
stored by the broker. To support application broker layer functionality, on-
demand storage and compute resources must be provided through the IaaS 
layer. To support Cloud Interface Service layer functionality, programmable 
access to these cloud resources must be provided. This allows for the methods 
for resource selection (described in section 5.3.1.2) and application deployment 
(described in section 5.3.1.4) to be constructed. 
5.4.3. Framework Operation 
In the proposed framework, when a user wants to conduct a scientific 
discovery by executing HPC applications on clouds, the user first contacts the 
Application Broker. The outcome of the service discovery and the user’s 
preference of the HPC application service for the targeted HPC application can 
lead to two different scenarios to the user.  
In the first scenario, in particular in the case of a discipline researcher who 
does not have programming and system administration skills, the HPC 
application service of user’s interest is found. Upon selection of the cloud 
service, resources are selected and the application deployment service sets up 
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and configures the cloud. While this is happening, the automated interface 
generation service constructs a user friendly discipline specific interface for the 
requested HPC application service. Access to the cloud service is conducted 
through the generated interface. 
In the second scenario, the HPC application service of user’s interest is not 
found. The user, who has a programming and system administration skills, 
would have to deploy a new targeted HPC application in an IaaS cloud. The 
proposed Automated Application Deployment method (see 5.3.1.4) can 
automate parts of this process. The outcome of this process would be either a 
virtual machine image which contains a copy of the properly installed and 
configured HPC application or a software service (consisting of input/output, 
invocation information and hardware requirements) which can be deployed on 
a virtual machine. At this stage, the cloud service is published to the 
application broker and is stored for future use (see 5.3.2.2). In the next stage, 
the user can employ the Automated Resource Selection (see 5.3.1.2) and 
Automated Interface Generation (see 5.3.2.1) methods to automate the 
formation of a HPC Application Service exposing the corresponding HPC 
application. The HPC Application Service is abstracted by a virtual machine 
image and a user friendly discipline specific interface and allows the user to 
easily access the targeted HPC application in a SaaS cloud. 
5.5. Conclusion 
Through cloud services, users take advantage of cheap, scalable computation 
resources and reduce the computational knowledge required to deploy cloud 
software and carry out mammalian genomic analysis. For non-computing 
specialists the simplest and natural way is to carry out an analysis using 
services. However, the process to deploy and turn cloud applications into 
services is a time consuming one, consisting of many different steps. These 
steps include: selection of resources, management of cloud security credentials, 
development of interfaces and development of application API. Carrying out 
these steps, when deploying and exposing software as a service, is beyond the 
scope of most non-computing researchers and is a limiting factor in who can 
utilize the cloud. 
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In response to the complex procedures undertaken by discipline specialists in 
using HPC clouds, a number of methods were proposed that aim to simplify 
the use of clouds and the exposure of cloud applications as services. To reduce 
the difficulty of building, deploying and exposing cloud applications as 
services, a method for automation of interface generation is proposed. In this 
method, interfaces are generated from a list of service inputs and outputs, 
simplifying access to HPC software. To achieve service flexibility, a method 
for storing deployment information of software and hardware resources is 
proposed. This storage method utilizes a service registry to support publication 
and discovery of services. In order to improve and simplify the use of IaaS 
clouds for running HPC applications, a method of resource selection is 
proposed that finds the optimal number of computing resources and configures 
their use. 
To support these methods, I devised a cloud framework consisting of many 
layers, from which users can deploy resources and applications. When a cloud 
resource or application is invoked through the framework, the Cloud Interface 
Services layer communicates with a compatible IaaS cloud. The Resource 
Deployment service is used to deploy and customize applications and virtual 
machines on IaaS clouds. The Secure Data Transfer service moves data (source 
code, experimental data, etc.) from the user’s local machine to the cloud, 
providing a fast and protected transfer service through compression and 
encryption algorithms. Combining these services allows applications to be 
deployed as services and run on demand.
In conclusion, the cloud framework presented in this chapter describes the 
services and methods necessary to simplify the deployment of (HPC) 
applications on IaaS clouds. Implementation of this framework requires the 
presented layers be broken into individual services and the formalization of 
methods into algorithms. Implementation of these services and methods, as a 
cloud environment, will reduce the computing knowledge required to configure 
a virtual cluster, deploy HPC applications and manage large amounts of 
resources.
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C H A P T E R  6  
Uncinus: Prototype Research Cloud 
Implementation of the cloud application deployment framework requires each 
layer (see section 5.4) to be translated into services. In the implementation 
presented in this chapter, each layer consists of two libraries that implement the 
required services. The cloud interface services layer consists of a library to 
securely transfer data and a library to request and access cloud resources. The 
application broker layer consists of a library to store resource/application 
deployment information and a library to expose deployed software as services.
In addition to the services implemented in each layer, the methods introduced 
by the framework (see section 5.3) were formalized as algorithms. Supporting 
cloud computing are algorithms for attribute based resource selection and 
workflow orchestration. Supporting cloud service development are algorithms 
which automate the documentation of AMI’s and exposure of virtual machines 
through web interfaces. These implemented services and algorithms were 
combined to make Uncinus, a prototype research cloud for deploying HPC 
applications.  
Uncinus is designed to be a co-operative environment which provides the 
ability for users to share applications and resources. Access and management 
of cloud resources is simplified through the implementation of a cloud resource 
allocator. Uncinus also simplifies application deployment and exposure 
through: automated resource selection, secure data transfer and GUI generation 
services. Depending on the computing expertise of the user, Uncinus provides 
two different approaches to access the cloud. A user with no knowledge of 
cloud or HPC computing can select an appropriate service from previously 
published services. A user with programming and system administration skills 
can construct services, and access the cloud directly through SSH terminals. 
Through these two scenarios Uncinus provides users with varying amounts of 
control over deployed services. 
The rest of this chapter is structured as follows; 
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Section 6.1 presents an overview of Uncinus and the Cloud Deployment 
Middleware libraries. Through these libraries, the requirements of the 
framework described in section 5.4 are fulfilled. 
Section 6.2 describes the implementation of each library and the algorithms 
that provide support for cloud computing and service deployment. 
Section 6.3 presents the workflows that are accessed by the user. Diagrams 
show the messages passed between the services contained in each library. 
6.1. Cloud Deployment Environment 
Uncinus is a web based environment which supports a modular approach to 
deploying applications on IaaS clouds. Services which enable automated 
application deployment and job submission are provided through 
implementation of the framework presented in section 5.4. Uncinus is designed 
to be hosted on a Linux server and requires the following software. 
x mySQL: An open source relational database management system. 
x Apache: An open source http server for a number of platforms. 
x php: A web server-side programming language. 
x euca2ools: A command line tool designed to communicate with 
Amazon-like clouds (EC2, OpenStack, etc.)  [64]. 
Fig 35. Uncinus Server Overview 
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Deployment of Uncinus on a Linux server is shown in Fig 35. Both end-users 
and developers access Uncinus through a series of web pages (HTML/PHP) 
hosted by an APACHE server. Through these web pages, users can access 
services to publish applications and request compute resources. To provide 
these services, Uncinus interacts with a mySQL database (to store user 
credentials and service deployment information) and Euca2ools (to interact 
with Amazon like clouds). Through euca2ools, users can access the Amazon 
Web Service API and thereby request cloud resources. Once cloud resources 
are deployed SSH is used to interact directly with virtual machines. 
Users accessing Uncinus for the first time must create a user account. Through 
this account creation process, a user provides a unique username, password and 
cloud provider account details. For security reasons, cloud provider account 
details must be provided in the form of access and secret keys (see section 
2.3.1). Once logged in, users can access the components that make up Uncinus 
(mySQL DBMS, cloud middleware and Euca2ools) through graphical 
interfaces, shown in Fig 36. The mySQL database is used to store end-user 
credentials and information about deployed applications/resources. Cloud 
Deployment Middleware (see section 6.1.1) sits above the IaaS cloud and 
provides a number of services including; secure data transfer, cloud resource 
allocation, HPC environment setup, job submission systems and automated 
application deployment. Communication between the middleware services and 
the cloud is performed through Euca2ools.  
The services provided by the Uncinus Cloud Deployment Middleware fall into 
the Application Broker layer and Cloud Interface Services layer of the Cloud 
Application Deployment Framework (see Fig 36). The Application Broker 
consists of the Application to Interface Parser and AMI/App Deployment 
Recorder; these services write data to the mySQL DBMS. While the Cloud 
Interface Services consist of the Secure Data Transfer and Cloud Resource 
Allocation services, these services interact with the IaaS cloud via Euca2ools. 
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Fig 36. Uncinus Software Overview 
The Application Broker allows an application service provider to publish 
Amazon Machine Images (AMI) or Applications. To publish an AMI a 
machine image identifier, username and working directories need to be 
provided. When publishing applications, the operating system in which the 
application will run, installation instructions, any required installation files, a 
list of input arguments and output controls need to be provided. The AMI/App 
Deployment Recorder stores this data in a mySQL database on behalf of the 
application service provider. The Argument to Interface Parser service 
translates the input arguments recorded by the broker into equivalent web 
controls allowing for dynamic interface generation. End-users accessing the 
Uncinus system can select from the published AMIs and Application to 
customize their cloud deployment. 
Cloud Interface Services communicate with Amazon EC2 to provide cloud 
resources to the user. When a user starts a cloud job, the Cloud Resource 
Allocator module creates the necessary private keys and security groups before 
requesting resources from Amazon EC2. Once the Cloud Resource Allocator 
can successfully access the virtual machine, the Secure Data Transfer module 
is used to deploy application to the virtual machine instance. 
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6.1.1. Uncinus Cloud Deployment Middleware 
The Uncinus Cloud Deployment Middleware provides functions to assist in the 
usage of Amazon-like clouds, cloud application deployment and exposure. 
This is achieved by implementing the services required by the Application 
Broker and Cloud Interface Services layers, as described in the cloud 
deployment framework (see section 5.4). The services are divided into four 
libraries which frequently interact directly with a mySQL DBMS and 
Euca2ools (see Fig 37). 
Fig 37: Uncinus Cloud Deployment Middleware 
Users access the Application Broker layer to access, deploy and expose cloud 
services. This functionality is implemented in the form of two libraries; the 
AMI/App Deployment Recorder (ADR) and the Argument to Interface parser 
(AIP). These services provided by each library are described below; 
x AMI/App Deployment Recorder (ADR): provides functions to store 
and query Amazon Machine Image (AMI), HPC cluster and application 
deployment information (see section 5.3.2.2). The ADR service also 
allows users to build HPC jobs which combine hardware (HPC 
cluster/AMI) and software (deployment information). To simplify the 
construction of these HPC jobs a resource selection algorithm (see 
section 5.3.1.2) is implemented which utilizes stored software 
requirement information. An extension made to the resource selection 
algorithm allows for workflows to be orchestrated. 
x Argument to Interface Parser (AIP): provides functions to turn stored 
deployment information into cloud software services. The AIP service 
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implements a parser which can recognise and translate a XML-like 
language into equivalent web controls (see section 5.3.2.1). A number 
of common control mechanisms are supported, including file upload 
and download, exposing remote files and web pages and remote 
directory exposure. The AIP library queries application deployment 
information via the ADR library to construct SaaS. 
The services provided by the Cloud Interface Services layer communicate with 
the cloud in order to simplify cloud access. Two libraries, Cloud Resource 
Allocator (CRA) and Secure Data Transfer (SDT), aim to abstract the 
components of Amazon-like clouds to enable HPC. The functionality provided 
by these libraries are as follows;  
x Cloud Resource Allocator (CRA): provides functions to start and 
terminate cloud resources on behalf of the user. This functionality is 
implemented into services to deploy and execute the HPC jobs 
specified through the ADR library (see section 5.3.1.4). Information 
received by the CRA library from the cloud provider, such as the 
location of allocated cloud resources, is stored by the ADR library. To 
access allocated cloud resources, this library also provides services to 
generate and store security groups and SSH keys for each cloud 
instance (see section 5.3.1.1).
x Secure Data Transfer (SDT): facilitates the transfer of application 
code and data through private key encryption and digital signatures (see 
section 5.3.1.1). This secure data transfer functionality is utilized by the 
CRA library when deploying and executing HPC jobs. The SDT library 
also provides functions to allow for remote file systems to be accessed 
and manipulated. Users can retrieve the contents of remote directories, 
as well as create and delete files stored on IaaS clouds.
6.2. Service Implementation 
The cloud deployment middleware (described in section 6.1.1) provides the 
core functionality of Uncinus. Through the ADR library, the publication and 
selection of resources is carried out. Through the AIP library, deployed cloud 
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applications are exposed through web interfaces. Through the CRA library, 
cloud resources are started, accessed and terminated. And through the SDT 
library, data is protected and transferred between Uncinus and Amazon-like 
clouds. Implementation of the four software libraries making up the cloud 
deployment middleware is as follows. 
6.2.1. AMI/Application Deployment Recorder 
The AMI/Application Deployment Recorder (ADR) library is designed to 
support the publication and permanent storage of deployment information. As 
such, a number of functions have been implemented which interact with a 
relational database. Through the ADR, users can publish software applications 
and hardware resources consisting of; cloud resources, and static hardware 
resources7. For each resource type, two functions are provided (publish and 
update) which allow the user to store deployment information in the database. 
To support the discovery of published services, a function is implemented 
which can query the broker as well as functions to retrieve the information of 
published resources of each type. 
In addition to application broker functionality, the ADR library provides 
methods to construct SaaS applications. To support the deployment of 
published applications on computer hardware, the ADR library provides 
automated resource selection. This resource selection algorithm is described in 
section 6.2.1.3. Implementation of this algorithm required functions be 
developed to compare resource specifications, retrieve the current usage of 
hardware (shared cluster/computing resources) and generate an application 
deployment map.  
Finally, the ADR library supports the publication and resource selection of 
workflows. Publication methods are extended to allow users to combine 
published applications by specifying pre-requisites and the order of execution. 
These workflow orchestration features are implemented by the ADR library as 
an interpreter. During service deployment, this interpreter replaces any pre-
requisites with service deployment information retrieved from the broker. 
7 Static hardware resources refer to any computational resource that has a static DNS/IP 
address and can be accessed via a secure shell (SSH). 
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During service deployment, resources are selected and executed in the 
specified order. Using this deployment information, the workflow orchestration 
algorithm is also able to make decisions about how to deploy each service that 
makes up the workflow, individually or in parallel. 
6.2.1.1 Application Deployment Storage 
Application deployment storage is provided by an application broker, 
implemented in the form of ADR services which interact with a relational 
database. This broker supports publication of not only software applications, 
but hardware (cloud and cluster) resources as services. The publication process 
differs depending on the type of service that is deployed (see Table 7). The 
information required to publish applications is designed to allow sharing, while 
hardware is user specific and incorporates individual access information such 
as usernames and SSH keys.  
Resource Attributes 
Application App_Name, Install, Running, Files, AppLocation, Arguments, Results, 
Manual, reqOS, reqCPU, reqRAM, Publish 
Resource (Cluster) Description, DNS, loginName, SSHkey workingDir, specOS, specCPU, 
specRAM, CPUusage 
Resource (VM) Description, AMIid, loginName, workingDir, specOS, instanceTypes, AppIDs 
Table 7. Attributes required for application and resource publications 
Publication of applications as a service on Uncinus requires: installation 
information, execution information and application requirements to be 
specified. On the other hand, publication of cloud resources is simpler then 
software, requiring only the cloud location and deployment information. Using 
these attributes a relational database was created with a table for each type of 
published resource. The ADR library provides functions that assist in creating 
and updating records in each table. As a broker, the ADR library also provides 
functions for querying and selecting published resources. 
6.2.1.2 Virtual Machine Documentation 
A common problem in cloud systems is discovering virtual machine services. 
These virtual machines are stored in public repositories (for example, in the 
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Application Deployment Storage method described in section 6.2.1.1) where 
any user can provide a virtual machine image. Well used clouds store many 
virtual machine images, each with a small amount or no documentation. 
Discovery of resources in these cloud systems is difficult, and often results in 
many duplicate services. The following method was designed to help improve 
the overall knowledge of virtual machines published by a cloud. 
1) A user defines a virtual machine as a cloud identifier, a login name and 
a list of available instance types.  
ݒ݅ݎݐݑ݈ܽܯ݄ܽܿ݅݊݁ ൌ  ሼݒ݉ܫܦǡ ݈݋݃݅݊ܰܽ݉݁ǡ ݅݊ݏݐܽ݊ܿ݁ܶݕ݌݁ݏሽ
2) A list of applications published through Uncinus (appBrokerList) is 
defined. Each application in this list consisting of a name, location and 
manual. 
ܽ݌݌ ൌ  ሼܣ݌݌ܰܽ݉݁ǡ ܣ݌݌ܮ݋ܿܽݐ݅݋݊ǡ ܽ݌݌ܯܽ݊ݑ݈ܽሽ
ܽ݌݌ܤݎ݋݇݁ݎܮ݅ݏݐ ൌ  ሼݔ א ܽ݌݌ሽ
3) The defined virtual machine is then deployed to the cloud using the 
cheapest available instance type. A list of applications exposed through 
Uncinus is then devised by comparing the virtual machine (vmApps) 
against applications stored in the Uncinus broker (appBrokerList). 
ݒ݉ܣ݌݌ܮ݅ݏݐ ൌ ݒ݉ܣ݌݌ݏሩܽ݌݌ܤݎ݋݇݁ݎܮ݅ݏݐ
4) The virtual machine is then terminated and the list of available 
applications (vmAppList) is published to the broker as a set of 
application identifiers (appIDs).  
Through this method, it is possible to refine a broker’s VM storage and 
improve the discovery and selection of computing resources. 
6.2.1.3 Attribute-based Resource Selection 
Resource selection is used to ensure applications are deployed on compatible 
resources. The method implemented by the application broker makes use of 
stored application and resource information to make informed decisions about 
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the placement of applications on cluster, grid and cloud resources. Through this 
selection process, a range of criteria are taken into account (including resource 
cost, application specs and current/historical usage of each resource). The 
outcome of this method is an application to resource map that balances cost, 
resource usage and job submission time. The resource map is only accurate at 
time of calculation; therefore deployment of resources is required up front. The 
resource discovery and selection method is as follows;  
1) The user selects from a list of published software application services. Each 
application service consists of source code, running script and application 
requirements (which include the required operating system, CPU, 
memory). 
ܽ݌݌ܴ݁ݍ ൌ  ሼܱܵǡ ܰ݋݀݁ݏǡ ܥܷܲǡ ܴܣܯሽ
ܽ݌݌ܮ݅ݏݐ ൌ  ሼݔ א ܽ݌݌ܴ݁ݍሽ
2) The user then selects from a list of published hardware resources. This list 
consists of any combination of cluster and cloud resources. These computer 
systems are indexed via hardware specification (cmpSpec) that consists of 
the rental cost, running operating system, CPU, memory, number of nodes, 
network latency and bandwidth. 
ܥ݋݉݌ݑݐ݁ ൌ ሼܱܵǡ ܰ݋݀݁ݏǡ ܥܷܲǡ ܴܣܯሽ
ܿ݉݌ܵ݌݁ܿ ൌ ሼܿ݋ݏݐǡ ܥ݋݉݌ݑݐ݁ǡ ܮܽݐܽ݊ܿݕǡ ܤܽ݊݀ݓ݅݀ݐ݄ሽ
ݎܲ݋݋݈ ൌ  ሼݔ א ܿ݉݌ܵ݌݁ܿሽ
3) From the pool of computational resources (rPool), a sub-set that is suited to 
the selected service(s) is found. Resources in this sub-set will meet service 
resource and OS requirements and fall within the constraints of the user’s 
proposed budget. To find the resources making up this sub-set the 
following method is used; 
a) When utilizing compute resources, often there is no guarantee about the 
state of the system. The resource may be heavy utilized or in the worst 
case unavailable. Therefore, an availability score, or rScore, is 
calculated for each resource;  
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The rScore uses both historical usage (HstUsage) and current usage 
(CurUsage) data to provide a measure of resource reliability. Historic 
usage is measured and stored by the broker every time a job is run, 
while current usage is collected at run time. Due to the uncertainty of a 
single collection result, calculation of the rScore is weighted 60/40, 
favoring the historical usage. This results in an rScore between 0 and 1, 
where 1 represents an idle system and 0 a heavily used system. 
b) Resources are then compared to service(s) specifications through 
calculation of an rDiff score. An rDiff score is calculated by comparing 
each application to each resource in the pool. An rDiff score is the 
average resources left after an application service has been deployed. 
׊݅ ൌ ሼͳǡʹǥ ȁܽ݌݌ܮ݅ݏݐȁሽ
׊݆ ൌ ሼͳǡʹǥ ȁݎܲ݋݋݈ȁሽ
ݎܦ݂݂݅ ൌ ሺ෍ܽ݌݌ܮ݅ݏݐ௜ െݎܲ݋݋ ௝݈ሻȀȁܽ݌݌ܮ݅ݏݐȁ
ݎܴܽ݊݇ ൌ ݎܵܿ݋ݎ݁ כ ሺͳ ൅ ሻ
Multiplying the resource availability score (rScore) by the rDiff score 
results in an rRank value. The rRank value is measure of how well the 
resource fits the service(s) taking into account requirements and 
availability. Any resource with an rRank score greater than 1 can run an 
application service requested by the user. 
c) Using the ranking value calculated above, a sub-set of resources is 
defined. Resources in this sub-set must meet an rRank threshold and 
preference is given to the top K resources, where K is the total number 
of required compute resources. 
ݎܵݑܾݏ݁ݐ ൌ ሼݔ א ݎܲ݋݋݈ǣ ݎܴܽ݊݇ሺݔሻ ൒ ͳሽ
By setting the threshold to 1, resources that do not meet application 
requirements are eliminated. Of the resources that meet the application 
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requirement, idle resources are prioritized and busy resources are sent 
less work or if possible avoided. 
4) Applications are then mapped to the resources in the sub-set. This mapping 
uses set distance values to make optimal use of available resources. 
a) The distance between each application requirement and each resource 
in the in the sub-set is calculated. 
݀݅ݏݐሺܽ݌݌ܴ݁ݍǡ ܿ݉݌ܵ݌݁ܿሻ ൌ
݂݅݊ሼԡݔ െ ݕԡݔ א ܽ݌݌ܴ݁ݍǡ ݕ א ܿ݋݉݌ܵ݌݁ܿሽ
b) Applications and resources that have the closest distance are linked 
together. Utilized applications are removed from published service list 
(appList) and utilized resources are removed from resource sub-set 
(rSubset). 
ݎܯܽ݌ ൌ ሼݔ ൌ ݎܵݑܾݏ݁ݐǡ ݕ ൌ ܽ݌݌ܮ݅ݏݐǣሺ݀݅ݏݐሺݔǡ ݕሻሻሽ
It is possible to improve resource usage by imposing stricter limits on 
the distance score; however this limits the number of valid mapping 
solutions. In a scenario where application requirements are small and 
only large resources exist, jobs will never run. 
c) A difference value (rDiff) is calculated for each linked resource and 
then checked against the smallest application requirements in the 
published service list. 
ݎܦ݂݂݅ ൌ ܿ݋݉݌ܵ݌݁ܿ െ ܽ݌݌ܴ݁ݍ ൒ ሺܽ݌݌ܮ݅ݏݐሻ
Resources with an rDiff score large enough to run the smallest 
application in the published service list are placed back into the 
resource sub-set (rSubset) for further consideration. This allows for 
multiple applications to run on a single node. 
d) Steps a, b and c are repeated until all applications are mapped to 
resources.
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6.2.1.4 Workflow Orchestration 
Workflows in Uncinus consist of two or more services that are each assigned a 
run order. Multiple services may be given the same run order number to 
indicate parallel execution. When selecting resources for a workflow, the 
services given the same run order number are treated as a single job. Resource 
selection is applied dynamically, as jobs end, to reduce the cost of cloud 
resources.
While the service provider can specify how a workflow is to be run, Uncinus 
can make intelligent decisions about how workflows are deployed. In a 
workflow, commonly the output of a module is directed to the next. Uncinus is 
able to recognize starting points through comparison of published running 
instructions and received output data. Services are scheduled once all inputs 
have been received. Services with the same input are expected to have the 
same output. This is determined by calculating and comparing the hash of all 
input files. In this case, instead of execution of the module, output data is 
transferred and substituted into the next workflow step thereby reducing the 
workload.
6.2.2. Argument to Interface Parser 
The Argument to Interface Parser (AIP) library is designed to support the 
exposure of SaaS through the automatic generation of web interfaces. To 
support this functionality, program inputs and outputs needed to be assigned a 
variable type (integer, string, etc.). To provide users with the ability to assign 
types to their program arguments XML-like tags were defined. As such, the 
AIP library contains functions to convert this XML-like language to html. 
Implementation of this library required the development of a XML language 
parser, and functions which could recognise specialized tags.
The implemented XML-like language defines a number of common input and 
output types. These types are;
x <upload> - Secure transfer of data files; the service provider can 
specify the file name. 
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x <mpiEnabled> - Generates a hidden web field which indicates that the 
deployed application can be run on multiple machines. 
x <text> - A text based argument which is substituted into the execution 
script when the service is invoked. 
x <config> - Exposes a configuration file through a text control, allowing 
for direct manipulation of services. This type of control is often used to 
expose and configure applications such as databases and web servers. 
x <webpage> - Exposes existing web interfaces, used when deploying 
web server applications on the cloud. 
The XML-like language syntax implemented by the AIP library consists of two 
tags surrounding the argument description. Each tag consists of one of the pre-
defined type listed above followed by optional arguments. 
<type:arguments> Argument <type:arguments> 
Using this syntax it is possible to generate web interfaces. For example, in 
order to generate a file dialog for uploading microarray data the following 
command can be utilized; 
<upload:data.txt> Human Microarray Data: <upload: data.txt> 
When using the microarray data upload interface generated by this command, 
data uploaded using the generated web interface will be securely transferred 
using the SDT library. The upload tag supports one argument which is 
filename, in this example it is set to data.txt. When this interface is used, the 
uploaded data file will be stored in the base directory of the virtual machine 
and will be renamed; data.txt.
Whenever software as a service is invoked through Uncinus, typed input and 
output parameters are passed from the broker to the Argument Interface Parser 
service. The resulting web form contains controls, created based on the typing 
information. 
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6.2.3. Cloud Resource Allocator 
The Cloud Resource Allocator (CRA) library is designed to facilitate the 
creation of services and the allocation of cloud/non-cloud resources. To 
support the creation of services, the CRA library defines an object called a job. 
A job consists of an identifier, a descriptive name, a Uncinus username, one or 
more resources, the corresponding resource type, applications to be installed on 
each resource and DNS names for each resource. Functions are implemented to 
support the creation and storage of jobs. Through these functions, job 
information is stored as a mySQL database record which can be modified when 
required. Jobs stored in the mySQL database can be queried. The CRA library 
contains functions to find jobs by ID or descriptive name. 
During job creation, a user selects application services and resources from the 
broker. Resource selection (see 6.2.1.3) is carried out by the broker to generate 
an application map. A function in the CRA library can turn the generated 
application map into a job object. This function extracts each resource and 
linked applications and stores this data in the mySQL database. Jobs stored in 
the database can exist in two states, idle and active. An idle job consists of 
applications and resources that have not yet been deployed while an active job 
has been allocated resources. When a user creates a job it exists in an idle state, 
an idle job can become active through the service deployment process. 
Generally, during this process, resources are allocated, applications deployed 
and the location of each resource stored (depending on the resource type this 
could be a DNS address, IP address or Amazon cloud instance ID). 
Allocating resources is the first step taken to activate a job, how allocation is 
carried out depends on the type/s of resource required. The CRA library 
defines two functions to support resource allocation. The first function requests 
cloud resources from a provider. This cloud resource allocation function 
utilizes euca2ools in order to maintain compatibility with Amazon-like clouds 
(clouds that implement an amazon-like API). Through this function, a security 
key is created and firewall settings are proposed (Amazon calls this a cloud 
security group). These security details are given to the cloud provider along 
with the amount and type of cloud instances required. The resulting cloud 
resource/s will be configured to use the specified security key and will have a 
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firewall with the defined settings. The second function exists to access non-
cloud resources. In this case, security settings are defined by the resource 
administrator and the broker is queried for security keys and access 
information. 
Once resources have been allocated to an idle job, it is set to active. The CRA 
library provides a number of functions which can be executed on active jobs. 
One such function can deploy applications to active jobs containing cloud and 
compute resources. This software deployment function breaks a job into a list 
of resources and linked applications to be installed. The deployment process is 
carried out for each resource, where multiple applications could be installed on 
a single compute resource. Access to each resource is granted by retrieving the 
stored security keys from the broker. Application deployment information 
stored by the broke such as source code and installation scripts are transferred 
to the resource and remotely executed.  
The CRA library also contains a function to terminate active jobs by carrying 
out de-allocation of resources. During the process of cloud resource de-
allocation an Amazon cloud instance ID is passed to the cloud provider along 
with a terminate message. When de-allocating non-cloud resources all 
deployed applications and data is removed. Job information is then deleted 
from the mySQL database.  
6.2.3.1 Virtual Machine Exposure 
While the Cloud Resource Allocation library can automatically deploy 
applications onto compute resources, when building and modifying VM 
templates (that are later published to the broker via the ADR library) there is a 
need to access resources directly. Using the functions implemented by the 
CRA library, a method to expose a remote resources and virtual machines was 
devised. This method utilizes a modified web based SSH shell called 
AjaxTerm[107] in conjunction with stored security keys and job querying. As a 
web-based tool, AjaxTerm was able to be incorporated into Uncinus. 
Compared to a standard SSH shell, AjaxTerm incorporates functions provided 
by the CRA library to manage the security keys of the many machines that may 
make up a job. 
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Fig 38. AjaxTerm Login Script 
In order to automate login procedures of an Amazon-like IaaS cloud, 
AjaxTerm was configured to execute a custom login script when accessed (see 
Fig 38). This login script supports Uncinus authentication services and can 
retrieve security keys and job information. Through this script, it is possible for 
users to access the machines making up their specified job. Users accessing 
AjaxTerm will be asked to login to their Uncinus account. If access has been 
successfully granted, the user is asked for the name of a job linked to their 
account, after which AjaxTerm then connects the user to the machines making 
up their job. The interactions between AjaxTerm and the CRA library are 
detailed in the workflow presented in section 6.3.6. 
6.2.4. Secure Data Transfer 
The secure data transfer (SDT) library is designed to support the transfer of 
data between Uncinus and the remote resources that application services are 
#!/bin/bash
echo "----------------------------------" 
echo "------ Uncinus Prompt Login ------" 
echo "----------------------------------" 
echo "" 
echo -n "Enter Login Name: " 
read login 
prompt="Enter Password: " 
while IFS= read -p "$prompt" -r -s -n 1 char 
do
   if [ "$char" = $'\0' ]; then 
 break 
   fi 
   prompt='*' 
   pass+="$char" 
done
echo "" 
validAccount=`php -f /var/www/ajaxScripts/checkLogin.php 
user=$login pass=$pass` 
if [ "$validAccount" = 1 ]; then 
 echo -n "Enter Job Name: " 
 read jobName 
 VMname=`php -f /var/www/ajaxScripts/jobLogin.php 
name=$jobName user=$login` 
 if [ "$VMname" = 0 ]; then 
  echo "$jobName doesn't exist. " 
  read testVer 
 else 
  exec $VMname 
  read testVer 
 fi 
else
        echo "Wrong Authentication" 
 read testVer 
fi
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deployed on. Through this library, functions are provided to transfer data 
securely over networks and to access remote file systems. Secure data transfer 
consists of data upload and download which are core operations required by 
many functions provided by Uncinus. As such, SDT functions are often called 
by other Cloud Deployment Middleware libraries, for example the CRA library 
utilizes secure upload of data during application deployment and the AIP 
library utilizes secure download to retrieve results. 
The secure data transfer methods provided by the SDT library combines 
methods commonly used in network security. The properties of the 
implemented data transfer mechanism are; efficiency, confidentiality, 
authentication and message integrity. To provide efficient use of the network, 
the amount of data transferred between Uncinus and the remote machine 
(cloud) should be minimized using compression algorithms. To ensure data 
confidentiality, data should be only understood by the sender and intended 
receiver through encryption/decryption algorithms. To ensure the sender and 
receiver are trustworthy, authentication is provided through the use of digital 
signatures. Modification of data during transmission can affect the results, to 
ensure integrity of transferred data hashing algorithms can be applied. How 
these algorithms provide secure transfer is described below in detail. 
Before sending data from Uncinus, compression algorithms are applied to 
reduce the amount of data needed to be transferred. This compression step is 
carried out depending on the size of the file (by default larger than 20 MB). 
Hashing algorithms are then applied to compressed data to ensure the integrity 
of data and identity of the sender (a digital signature). Depending on the size of 
data, combinations of symmetrical and asymmetrical key encryption 
algorithms are then applied to protect data while being transferred. For files 
smaller than 25 MB asymmetrical encryption keys are used. When transferring 
larger data files, symmetrical key encryption is used to encrypt data while 
asymmetrical encryption is used to transfer the AES shared secret. When data 
is received by the remote machine, decryption, hashing and decompression 
must be carried out. During this process, decryption is first applied to the 
transferred data. Hashing algorithms are used on the de-encrypted data to 
produce a message digest. By comparing the newly generated hash with the 
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hash generated by Uncinus, transferred data is validated. Finally, 
decompression algorithms are applied depending on the type of data 
transferred. 
The CRA library implements a variety of compression, hashing and encryption 
methods to support the secure upload and download of data. Two compression 
algorithms have been implemented; the first being the DEFLATE method 
[108] for general compression of files, the second the mpiProgressive alphabet 
method (see section 3.3.1) for compression of nucleotide sequence data. Hash 
functionality is provided by the CRA library through the implementation of the 
SHA-2 cryptographic hash function [109]. Encryption is carried out by a 
function which implements the AES symmetrical key encryption method [110] 
and a function encapsulating the asymmetrical secure copy (scp) utility [111].
The CRA library also abstracts common file systems commands such as 
creating and deleting files. Through these functions, users can access and 
expose the remote file systems of published resources. Each resource, defined 
by the application broker, is published with a working directory, where users 
have read, write and execute access. A function was implemented to retrieve 
the working directory path of a published resource from the broker. Using the 
working path, the contents of a directory can be retrieved. The CRA library 
implements a function which calls the list command in long format (ls –l) [112] 
and extract filenames, directories and file sizes. Lastly, functions are provided 
that create, move and delete files by calling OS commands through SSH. 
6.3. Cloud Deployment Workflows 
A number of operations required by end-users and application developers were 
identified as key procedures to be provided by Uncinus. These operations 
included; deploying and running software, exposing remote file systems and 
automatically generating interfaces. Workflows were devised which combined 
Cloud Deployment Middleware services (see Section 6.1.1) to enable these 
operations. Web interfaces were then designed around these workflows. 
Through web interfaces, end-users interacts with three major components that 
make up that Uncinus; a mySQL DBMS, Cloud Deployment Middleware and 
Euca2ools (see Section 6.1).
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6.3.1. Application Publication Workflow 
When publishing applications to Uncinus as a service, installation information, 
execution information and application requirements must be specified. Users 
store this information in a mySQL database, accessed via the AMI/App 
Deployment Recorder library. The attributes stored in the mySQL database are 
described in section 6.2.1.1. The diagram shown in Fig 39) illustrates how this 
application deployment information is published to the broker.
Fig 39: Application Publication Workflow 
The service provider begins by assigning a descriptive name to the application 
service (App_Name); this name is passed to the ADR library and then stored 
by the mySQL database. For this application, the user then provides the service 
deployment information which includes the installation procedures (Install) 
and running procedures (Running) to be undertaken on remote compute 
resource(s). Installation procedures can be used to deploy previously published 
application services; this is utilized when applications rely on separate 
applications or libraries, allowing for a modular approach to service creation. 
Files required by the application service are also stored by the broker (Files); 
stored files could be source code, binaries or application data. Stored files can 
be accessed during the installation and execution procedures. Service providers 
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must provide the broker with information on how to invoke the application 
service (AppLocation). Information about how input parameters (Arguments) 
and expected program output (Results) are displayed is stored as XML. 
Optionally, additional usage information about the application (Manual) can be 
published. Finally, the user defines the hardware requirements and the amount 
of resources utilized during execution of their service. The broker stores the 
required operating system (reqOS), CPU utilization consisting of number of 
nodes, cores and clock speed (reqCPU) and memory utilization in gigabytes 
(reqRAM). Upon successful publication, the service can be flagged for public 
viewing (discovery). 
6.3.2. Resource Publication Workflow 
Uncinus supports the publication of resources of both public and private 
clouds, and local non-cloud computing resources. When publishing compute 
resources as a service, access information and system specifications must be 
provided. During resource deployment, the main difference between clouds 
and local computer resources is the initial state. Cloud resources are allocated 
on-demand and thus first require a series of API calls to the cloud provider, 
while local non-cloud computing resources are pre-allocated and already 
assigned a network (DNS) address. As a user requests resources on-demand 
from a cloud provider, Uncinus is only compatible with clouds which 
implement amazon-like API, for example; Amazon EC2 [7], NEcTAR [113], 
OpenStack [59] and Eucalyptus [64]. On the other hand, the requirements of 
local non-computer resources (a server or cluster nodes) are merely that the 
user has direct access to storage and permission to install and execute 
applications. Having direct access to compute resources allows Uncinus to 
monitor and manage cloud and local resources. Information about compute 
resources is recorded, and used during application deployment to ensure that 
applications are run on reliable resources (see section 6.2.1). Managed 
computing resources, which cannot be directly accessed, are not generic 
enough to be supported by Uncinus at the hardware level. 
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Fig 40: Resource Publication Workflow 
The publication of compute resources to the Uncinus broker depends on the 
type of resource (see Fig 40). Specifications of physical (non-cloud) resources 
such as clusters must be pre-defined, while virtual machine resources have 
specifications determined upon deployment to the cloud. Publishing a physical 
resource begins by naming the system (Description); a descriptive name is 
often chosen to improve resource discovery. Each resource makes use of a 
DNS or IP address (DNS) as a unique identifier. A collection of resources, for 
example a cluster, can be defined using a set of addresses. Access information 
must be provided in terms of a login (loginName), a SSH key (SSHkey) and a 
readable/writable directory (workingDir). The hardware and software making 
up each compute resource must also be provided. The broker stores the 
operating system (specOS), CPU cores and clock speed (specCPU) and 
memory utilization in gigabytes (specRAM). The broker also stores the historic 
CPU usage (CPUusage). Unlike the other pieces of information that need to be 
provided, the CPU usage value is calculated from observations taken when 
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resources are utilized. The process of publishing a cloud resource is simpler 
than that of physical hardware, as some information can be retrieved from the 
cloud provider. Instead of a DNS address, each virtual machine instance has an 
identifier given by the cloud provider (AMIid). SSH keys are not required, as 
they are requested from the cloud provider and automatically generated upon 
deployment of the virtual machine. The instance types each virtual machine 
supports must be provided (instanceTypes), however from the instance type, 
cost and the hardware specification of each virtual machine can be determined. 
Finally, each virtual machine resource stores a list of available applications 
(AppIDs), this information is provided to end-users during resource discovery. 
Fig 41: Managed Cluster Publication Workflow 
Managed resources are computers that cannot be directly accessed; users are 
only given access to a single computer (a head node) and job submission is 
performed through a scheduler. Because resource selection relies on having full 
access to compute resources, managed resources such as those in 
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supercomputing centers, are not publishable at the hardware level. Uncinus 
accesses managed resources on a per application basis; this is due to the 
uncertainty of resource usage and setup (see Fig 41). Because there is often a 
queue to access these resources, these resources are best utilized when a user 
can wait for results. Adapting a cloud or local application to one that relies on 
an external scheduler requires modification to the application location 
(AppLocation), operating system requirements (reqOS) and application 
execution script (Running). The application location must incorporate job 
submission into application execution. The type of scheduler utilized must be 
incorporated into the OS requirements, allowing for accurate mapping of 
application to scheduler. Finally a feedback loop must be built into the 
application execution instructions. This is often a loop that checks for a 
particular output file or queries the scheduler for job status. In this way, 
external manage resources can be accessed in the same way as the natively 
supported clouds, and local computer resources. 
6.3.3. VM Documentation Workflow 
Users accessing the broker can discover published applications and resources. 
While applications can be found and described by name, virtual machines 
require extensive documentation to be retrieved accurately. In response, a 
method to automatically document the contents of published virtual machine 
has been designed and implemented. Through this method, published virtual 
machine resources are deployed and checked against published applications. 
The workflow shown in Fig 42 is run when a virtual machine is published to 
the broker in order to provide a minimal standard of documentation. 
In the workflow shown below, a user first sends a request to the broker to 
perform a scan of a virtual machine. In response, virtual machine deployment 
information is sent from the broker to the Cloud Resource Allocator (CRA) 
library. Through this library, the VM service is deployed on the cloud using the 
best possible resource. How this resource is selected depends on the resource 
efficiency, service provider’s cost constraints and the publication priority. 
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Fig 42. Automated VM Publication Workflow 
For low priority publication, the following method has been implemented. This 
method first finds the value of a cloud resource carrying out VM 
documentation. The resource value (rVal) is calculated as follows; 
ܿܲ݋ݓ݁ݎ ൌ ܿܵ݌݁݁݀ כ ݊ܥ݋ݎ݁ݏ
ݎܸ݈ܽ ൌ ܿܪ݋ݑݎȀܿܲ݋ݓ݁ݎ
Where cHour is the cost of the cloud resource (per hour), cSpeed is the cloud 
speed of the processor and nCores is the number of CPU cores. The resource 
with the lowest rVal score within the user’s budget is selected. In the case of 
high priority VM publication, the resource with the highest cPower score 
within the user’s budget is selected. 
Upon successful allocation of these resources, the location and cloud instance 
ID of the virtual machine is stored by the broker. A list of deployment 
information is generated by the broker and sent to the Secure Data Transfer 
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library to be transferred to the deployed virtual machine. The deployment 
information is accessed by the CRA library and the location of each application 
is accessed. If the published software has been deployed on the virtual 
machine, it is added to a list of available applications. This list of applications 
available through the VM is sent via the SDT library to the broker, to be used 
during resource discovery. 
6.3.4. Service Exposure Workflow 
Exposing published resources as services is one of the many operations 
provided by Uncinus to improve cloud usability. During this operation, 
applications are mapped to resources, deployed and exposed through 
interfaces. This workflow takes advantage of the application broker (ADR 
library) to retrieve a service, the CRA library to obtain compute resources and 
deploy applications, the SDT library to transfer data and the AIP library to 
generate web interfaces. The diagram shown in Fig 43 presents how these 
libraries interact to deploy and exposed software as services.  
Fig 43: Service Deployment Workflow 
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In the workflow shown in Fig 48, a user first accesses the broker and specifies 
the required services and available computational resources. Using this data, 
the broker undergoes a process of application selection, resource discovery and 
resource selection; the end result is a map identifying the best possible 
deployment method; this process is shown in Fig 44. This deployment map is 
then passed to the Cloud Resource Allocator. The Cloud Resource Allocator 
library implements a service which sends a request for the required resources 
(in this case to the cloud provider). If the user has been successful in obtaining 
the required compute resource, VM deployment information (DNS, types of 
resource, etc.) is returned. These details are passed to the broker to be stored 
for the duration of the service run time. 
Once computation resources have been allocated, the service deployment 
process is carried out. Deploying a service requires software installation 
instructions, source code, required software input and a method of output 
delivery be provided to the CRA library. Source code and installation 
instructions are transferred to the virtual machine and run through the Secure 
Data Transfer library. Software input and output are passed to the Argument to 
Interface Parser service to generate a web interface to interact with the 
deployed software. Through the generated interface, users can configure and 
run their deployed service. 
Fig 44: Service Deployment Breakdown 
The services that are executed during deployment, configuration and execution 
of SaaS are detailed in Fig 44. Following the selection of resources and 
applications, the method described in section 6.2.1.3 is executed. In this 
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method, the broker finds the requirements for each specified application and 
resources. By comparing the application and resource requirements, a subset of 
resources which meet application specifications is discovered. Resource 
Selection is used to match resources to an application in such a manner that 
application requirements and budget constraints are fulfilled. Application to 
resource relationships that meet these criteria are provided in the form of a 
deployment map. This deployment map is used by the Cloud Resource 
Allocator to allocate resources and install applications. Upon successful 
deployment of applications and resources on the clouds, an interface is 
generated by the Application to Interface Parser library. 
Using the generated interface, a user can run and customize services. During 
the running process, a user supplies data which is passed to the virtual machine 
for execution via the CRA library. How the computation is carried out is 
governed by a decision module. This module is a feedback loop that is 
integrated into the generated web interface which determines when to start and 
stop computation. Triggered when a service has finished execution, this 
decision module will check if generated output meets the criteria published 
with the service. If the SaaS output has met the criteria, the decision module 
sends a terminate signal to the CRA library and de-allocate all resources. 
During service customization, the output generated by the user’s SaaS is fed 
back into the AIP library to generate a new web interface.  
6.3.5. Remote File System Exposure Workflow 
One common operation provided by Uncinus is exposure of remote file 
systems through a web environment. Through this operation users are able to 
perform a number of operations including; viewing, downloading and 
uploading files to and from the cloud. The same workflow is utilized when 
working with jobs, consisting of multiple virtual machines; the difference is 
that file system operations are mirrored between cloud instances. The diagram 
shown in Fig 45 illustrates how users can connect to a virtual machine and thus 
gain access to the requested file system. 
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Fig 45: File Transfer Workflow 
In the workflow presented in Fig 45, a user first sends the broker a request for 
access to the file system of one of their specified jobs. In response, a request is 
sent from the broker to the cloud resource allocator for the cloud security key. 
The broker also queries for and sends the working directory of the requested 
job. The cloud security key and working directory are sent to the Secure Data 
Transfer library in order to open a SSH connection between Uncinus and the 
cloud virtual machine. Once the SSH connection has been established it is 
possible to list and transfer files between the virtual machine and cloud using a 
web interface. In the workflow, a file request is sent to the SDT library which 
retrieves the requested data from the virtual machine and sends it to the user. 
How this connection is utilized depends on the file system operation carried 
out. In order to display the directory listing, a command is sent from the SDT 
library to the virtual machine to obtain a list of files. Text parsing is used to 
determine the size of each file and directory structure. When uploading files, 
data is temporary transferred from the user’s local machine to Uncinus; 
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transferred data is then duplicated to the virtual machine using the secure copy 
utility before being removed from temporary storage. When downloading files, 
a user specifies a file which is temporarily transferred from the virtual machine 
to Uncinus. A Content-Disposition header is then used to transfer data from 
Uncinus to the user, before being removed from temporary storage. 
6.3.6. Terminal Workflow 
Previously presented workflows, such as the publication workflows (see 
sections 6.3.1 and 6.3.2) and service exposure workflow (see section 6.3.4), 
were aimed at providing cloud access to users without a computing 
background. This terminal workflow is instead aimed at users with a cloud 
computing/HPC background wishing to achieve fine-grain operating system 
control in order to configure and optimise software. Through the terminal 
workflow (see Fig 46) the lower levels of the cloud are presented to users via 
web interfaces allowing for complex deployment and administration 
procedures to be carried out.  
Fig 46. Terminal Workflow 
U N C I N U S :  P R O T O T Y P E  R E S E A R C H  C L O U D  
154
In the workflow shown in Fig 51, a user can access the virtual machine via a 
web based SSH shell called AjaxTerm. Upon first connecting to AjaxTerm a 
user provides their Uncinus credentials. A request is made to the broker for 
authentication; wherein credentials are checked against those stored by the 
mySQL database. Upon authentication success, the user can enter the name of 
the cloud job. A request is sent to the cloud resource allocator for the cloud 
security key of this job. This security key is used by AjaxTerm to access the 
virtual machines making up the specified job. 
6.4. Conclusion 
Uncinus is a prototype research cloud designed to simplify access to cloud 
resources and support the development of (HPC) cloud applications as 
services. As an implementation of the framework described in chapter 5, 
Uncinus builds layers of abstraction above the Amazon EC2 cloud. These 
layers contain the Cloud Deployment Middleware libraries which provide 
application broker and cloud communication capabilities. Through the 
implemented middleware, a number of common deployment procedures such 
as resource selection, interface generation and secure data transfer (see sections 
5.3.1 and 5.3.2) are automated. Support for HPC applications is integrated into 
each deployment procedures through the use of resource pools and creation and 
management of HPC jobs. 
Users accessing Uncinus via the broker (see section 6.3) can encounter two 
different scenarios. In the first scenario, the HPC application service of user’s 
interest is found and deployed. While this is happening, the automated 
interface generation service constructs a user friendly discipline specific 
interface for the requested HPC application service. Access to the cloud service 
is conducted through the generated interface. In the second scenario, the HPC 
application service of user’s interest is not found. The user, who has 
programming and system administration skills, would have to deploy and 
publish the service to the broker. The outcome of this process would be either a 
virtual machine image which contains a copy of the properly installed and 
configured HPC application or a software service (consisting of input/output, 
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invocation information and hardware requirements) which can be deployed on 
a virtual machine. 
To validate these two scenarios, Uncinus must undergo a series of tests. I 
propose that case studies be carried out which expose the applications I 
developed (for mammalian comparative genomic analysis) as services. These 
case studies must demonstrate the process of publishing and executing 
services. To form a successfully cloud environment for biologist carrying out 
genomic research and analysis Uncinus must demonstrate the following 
criteria. First, Uncinus should demonstrate usability similar to (or better than) 
current cluster solutions. Second, Uncinus should show flexibility in the types 
of resources that can be selected to run services. Lastly, Uncinus should be able 
to demonstrate performance matching current cluster solutions.
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C H A P T E R  7  
Exposing Applications as Services 
The Uncinus prototype cloud aimed to provide the power of IaaS clouds to a 
wide range of users, from non-computing specialists (biologists and medical 
researchers) to system administrators and programmers, enabling analysis of 
mammalian genomics through genetic application services. To fulfil 
requirements of genomics researchers, a number of criteria must be 
demonstrated. 1) Uncinus must provide usability similar to (or better than) 
current cluster solutions. 2) Uncinus should provide access to a wide range of 
computing resources. 3) Uncinus should provide performance matching current 
cluster solutions. To demonstrate the feasibility and performance of Uncinus to 
perform analysis, three case studies were carried out which expose the software 
I developed (see Chapter 3) as services. 
In the following sections, I present three case studies which deploy application 
as a service (SaaS) to be executed on IaaS clouds. Through these case studies I 
address each criteria; usability, flexibility and performance. In the first case 
study, a cloud image containing a general purpose web service implementation 
and EXP-PAC (see section 3.1) are published. This case study demonstrates 
how users can publish virtual machines and software service through Uncinus. 
In the second case study, SAWF (see section 3.2) is deployed as a set of cloud 
services demonstrating the power of Uncinus in deploying workflows. In the 
final case study, mpiProgressive (see section 3.3) is published as a cloud image 
and deployed on the cloud over hundreds of cores. Performance results are 
collected and compared to similar results collected on a BlueGene P, 
demonstrating the scalability of cloud software. By using Uncinus as a cloud 
service provider (a user with a background in system administration and 
programming) and as an end-user (a user with a limited computing 
background), I make evident the procedures undertaken by researchers 
utilizing Uncinus to carry out genomic analysis of mammalian data. 
Using these studies I demonstrated how users interact with Uncinus to publish 
resources and applications to an application broker. As a follow up the 
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deployment and execution of services is demonstrated. Through the 
implementation of resource selection and application deployment algorithms 
and workflows, this deployment process was automated. Case studies showed a 
number of service deployment methods, for example: as a workflow, on hybrid 
cloud resources, and over hundreds of cores. Through these examples, I 
demonstrate how Uncinus can meet the criteria imposed by biologists to carry 
out in particular genomic analysis of the mammalian species. 
7.1. EXP-PAC as a Service: Simplified Service 
Deployment and Exposure
The following case study examines the Uncinus publication process, 
explaining the steps required to publish and deploy a bioinformatics web 
server. During this case study, a virtual machine is constructed containing a 
general purpose web server and published to Uncinus. On the other hand, EXP-
PAC (see section 3.1) is published as a cloud software service. By deploying 
these two examples in unison, a complete bioinformatics web server solution is 
made available in a couple clicks. This example demonstrates how Uncinus 
can simplify the deployment of virtual machine and software on public clouds. 
The aim of this case study is to demonstrate that Uncinus has met usability 
requirements. In order to be used by genomics researchers, Uncinus needs to 
be comparable to current supercomputing initiatives. However compared to 
supercomputing centres, IaaS clouds are not supported by full time user 
support staff therefore tasks such as software deployment and network 
management must be performed by the end-user. The use of virtualization and 
requesting resources on-demand adds further complexity to the utilizing the 
cloud. Uncinus takes the approach of automating common tasks provided by 
administrators through implementation of the cloud application deployment 
framework. The operations undertook by service providers (to construct VM 
and application services) and end-users (to obtain resources and deploy 
software on the cloud) are discussed in the following sub-sections. 
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7.1.1. Deployment Methodology 
The deployment methodology I devised and applied in this case study 
concentrates on two aspects and is carried out in two stages. 
7.1.1.1 Resource and Software Deployment 
Deployment of resource and software is carried out by a service provider; these 
users have the knowledge and skills of an administrator and software 
developer. Such users would be aware that EXP-PAC has a number of software 
requirements (see section 3.1.1) which must be met before being deployed by 
Uncinus. To fulfil these software requirements I choose to build a cloud image 
containing a general purpose web server implementation. This cloud image 
contains a number of commonly used applications including; APACHE, PHP, 
mySQL and R. The web server cloud image has a number of benefits; setup 
time is minimised and software deployment is simplified for future users. 
Fig 47. Cloud Machine Image Setup 
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In order to setup this cloud image, the following deployment procedure is 
carried out (see Fig 47). First, an Ubuntu server AMI is selected from the 
Amazon EC2 web interface and launched. Second, as this image is not from a 
trusted source, steps must be taken to ensure the image has not been 
compromised. Antivirus scans are performed and the Ubuntu image is updated 
to ensure there are no vulnerabilities. Next, using the Ubuntu software 
repository LAMP is installed; this software package contains the principal 
components (APACHE, PHP and mySQL) to build a viable general purpose 
web server. PHP and APACHE are configured, increasing the POST and 
upload data limit in order to support large data upload and analysis. The 
Amazon cloud image is then stored in its modified form for future use. 
Fig 48. Uncinus Virtual Machine Image Publication Interface. 
7.1.1.2 Publication of the VM and EXP-PAC as a Service 
Once the virtual machine has been constructed, the publication process is 
carried out. Publication does not require skills in programming and 
administration; any user with knowledge of web applications can carry out the 
publication process. Publication of the virtual machine image to Uncinus is 
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performed through a web interface (see Fig 48). The virtual machine 
publication interface allows users to specify information about the published 
cloud image which is used during deployment. The attributes required to 
publish a virtual machine image are; the AMI ID of the cloud image, a 
description of the published cloud image, the supported instance types of the 
image, login information, the home directory and the OS utilized by the cloud 
image. In this case study, the published attributes of the virtual machine are as 
follows; 
x Amazon ID: ami-cdc072a4  
x Instance Types: t1.micro, m1.small, c1.medium, m1.large 
x Username: ubuntu 
x Home Dir: /var/www/ 
x Operating System: Linux 
Fig 49. Uncinus Software Publication Interface. 
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Next, EXP-PAC (see section 3.1) is published as a software service via the 
Uncinus software publication interface. The software publication interface (see 
Fig 49) allows users to specify deployment information such as the service 
name, software files, installation scripts, software I/O and hardware 
requirements. As part of the publication of EXP-PAC a zip file containing the 
EXP-PAC software was uploaded to the broker. As part of the deployment 
process this file is transferred to the resource working directory and unzipped. 
Additional published attributes included; 
x Arguments: defining a control which will exposes the EXP-PAC 
configuration script 
x Results: defining a control to access the EXP-PAC service 
x Minimum CPU requirements: 1 node, 2-cores, 1.24 Ghz 
x Minimum RAM requirements: 4 GB 
7.1.2. Service Discovery, Selection and Execution 
End-users, without the knowledge and skills of an administrator/programmer, 
can take advantage of the published resources and VM services made available 
through Uncinus deployment interface (see Fig 50). Using this interface, a user 
must specify the hardware and software making up their job. Uncinus allows 
the user to choose from cloud and non-cloud resources. For this case study the 
previously published web server cloud image is selected to fulfil hardware 
requirements. EXP-PAC is selected from the list of software services to be 
installed on top of the selected virtual machine.  
Once resources and applications have been chosen by the user Uncinus begins 
the automated process of resource selection and software as a service 
deployment. During the process a pool of all possible cloud instant types that 
can run the selected virtual machine service is created. For the web server 
instances this would be one t1.micro instance, one m1.small instance, one 
c1.medium instance and one m1.large instance. The specifications of each 
cloud resource in the pool are checked against EXP-PAC compute 
requirements. As a 2-core processor and 4 GB of RAM are required to run 
EXP-PAC, Uncinus requests a standard large instance (m1.large). Once this 
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cloud resource has been allocated to the user, EXP-PAC program files are 
transferred to the VM and unzipped.  
Fig 50. Uncinus Deployment Interface. 
After resource allocation and software deployment has been carried out, 
program arguments are parsed and a specialized GUI generated. The interface 
generated for the EXP-PAC service is seen in Fig 51. Through this interface, 
users can configure the EXP-PAC service without need for command line 
access. By clicking the update button, any modifications made through this 
control are sent to the virtual machine. Access to the EXP-PAC service is 
provided through the webpage link shown in the results. Though this link, 
EXP-PAC features as described in section 3.1.3 are made available to users. 
The benefit of utilizing EXP-PAC is that publication and access to services 
doesn’t require programming or administration skills. Users familiar with the 
software they are using can carry out the publication procedure. The 
information required to publish these applications are often provided by the 
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original software developer in the form of user manuals. Through this process, 
a repository of deployment information is built which allows users with no 
computing background can access a range of service through easy-to-use web 
forms. 
Fig 51. Uncinus Service Interaction Interface. 
7.1.3. Conclusion
The EXP-PAC case study demonstrated a methodology to construct cloud 
services. Two methods, to deploy resources and software as a service, were 
exploited to build and expose a customizable service. A virtual machine image 
(containing a web server) was created and published to Uncinus as a resource 
service. EXP-PAC was defined by attributes and source code which was 
published as a software service.
Compared to the steps required to build and expose software as a service, the 
Uncinus publication procedure allows users to construct services through 
descriptive attributes. During deployment a user can combine published VM 
and software services to construct a personalized solution. Access to these 
services is provided through personalized web interfaces which are more 
accessible then the command-line based software they often expose. 
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Usability of the Uncinus system is strengthened through a range of service 
deployment methods targeted to the computing expertise of the user. Creation 
of the virtual machine image requires a user familiar with Amazon EC2, Linux 
deployment and software applications. However publication of the VM 
resources only requires a handful of attributes to be specified, such as instance 
type and username. This allows users with limited computing background to 
access existing repositories of VM resources (such as templates stored by 
Amazon EC2) through Uncinus. For users with no experience in accessing 
cloud resources or deploying software, published resources and software can 
be accessed. Upon request, these services are deployed and exposed through 
web interfaces. 
Uncinus demonstrates clear advantages in usability when compared to other 
commonly used solutions. When compared to resource allocation procedures 
provided by the Amazon EC2 cloud, Uncinus makes the cloud easier to access 
and manage. An example of this is the automated generation and usage of 
security keys and groups which is hidden from the user. When compared to the 
steps required to deploy software on web servers and supercomputing centres, 
Uncinus provides comparable operations through software service publication. 
By publishing deployment steps such as installation and execution procedures, 
Uncinus can expose this software as a service which is made accessible to non-
computing users. In this way, Uncinus bridges the gap between computing and 
genomic research. Through Uncinus, users only have to select from virtual 
machine services, non-cloud resources and application services. The steps of 
selecting resources and deploying applications are hidden from the end-user. In 
conclusion, Uncinus has demonstrated usability similar to administrated 
supercomputing resources and a clear improvement over IaaS clouds and 
command-line accessed computers. 
7.2. SAWF as a Service: Resource Selection and 
Workflow Orchestration 
The digestion study described in Appendix A.1.1 was repeated through 
Uncinus focusing on measuring the performance of Uncinus when deploying 
bioinformatics workflows. Thus, this case study deploys SAWF (see section 
3.2) as a set of cloud services. Each workflow module is published as an 
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individual cloud service and then deployed on a range of computer resources. 
Focus is placed on the mapping and deployment process, rather than the 
publication process, by examining the time taken to setup and process wallaby 
and mouse lactation gene expression data. The results collected during this 
case study demonstrate the ability of Uncinus in deploying workflows across 
public and private cloud resources. 
Through this case study the interoperability of Uncinus and other computing 
platforms (cloud and non-cloud) is demonstrated. In order to be used by 
genomics researchers, Uncinus needs to be compatible with a range of resource 
types, from clouds to local clusters. These resources must appear the same to 
users, in terms of access, software deployment and execution. By exposing 
resources through a standard interface, Uncinus allows cloud and non-cloud 
resources to be used in unison when deploying services. Though the automated 
resource selection algorithm presented in section 6.2.1.3, services are matched 
to these resources in a manner transparent to the end-user. This allows modules 
designed for sequential operation to be run on cheap cloud or server resources, 
while HPC enabled modules can take advantage of resources with fast network 
interconnect.
7.2.1. Deployment Methodology 
The system biology workflow was first published to Uncinus (see Table 8). 
The workflow was split into a number of services (as described in section 
3.2.1). Each of the services was published to Uncinus in the same manner as 
the EXP-PAC software service (see section 7.1.1). To support the publication 
of these services, service pre-requisites were specified. For example, the 
correlation module was designed to be run on multiple nodes; therefore upon 
selection of this service the OpenMPI service is also deployed. The SAWF 
workflow service utilized six pre-requisite services thus only had to describe 
the order of execution. Details of this publication process can be found in 
Appendix B. 
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Services Application Requirements 
Annotate Data OS: Linux 
1 node; 1-core (1.24GHz), 2 GB RAM 
Gene Set Enrichment 
Analysis 
 OS: Linux 
1 node; 1-core (1.24GHz), 2 GB RAM 
Gene Set Enrichment 
(P-value)
 OS: Linux 
1 node; 1-core (1.24GHz),2 GB RAM 
Find Pivot Point OS: Linux 
1 node; 1-core (1.24GHz),2 GB RAM 
Correlation OS: Linux 
8 nodes; 1-core (1.68 GHz),4 GB RAM 
Pre-requisite: OpenMPI 
Generate Network Map OS: Linux 
1 node; 1-core (1.24GHz),2 GB RAM 
OpenMPI v1.6.3 OS: Linux
SAWF Workflow Based on Service Requirements 
Pre-requisite: Annotate, GSEA, GSEA p-value, Pivot, 
Correlation and Mapping
Table 8. Published Workflow Service Requirements 
Name Hypervisor Platform Hard Disk Comp. Specs 
Amazon 
(cc1.4xlarge)
Modified Xen: 
HVM 
Linux 
(64-bit Ubuntu 
9.10)
Elastic Block 
Store 
2 x Intel 4-core 
Nehalem 
23GB RAM
Amazon 
(m1.Large) 
Modified Xen: 
Paravirtual 
Linux 
(64-bit Ubuntu 
9.10)
Elastic Block 
Store 
2 x Xeon 2007 
7.5GB 
West-Lin 
Cluster 
-- Linux  
(64-bit 
CentOS) 
Shared Drive Nodes: 10 Physical, 20 
Virtual 
Intel 4-Core Duo 
8GB RAM
Mamsap 
Server8
-- Linux 
(64-bit 
CentOS)
Shared Drive 2 x Xeon 2007 
8GB 
Table 9. Uncinus Resource Pool 
In addition to software services, a number of resources were also published 
(see Table 9). This resource pool consisted of a 30 node local cluster, a 
standalone web server and Amazon EC2 resources. These resources were 
published through the interfaces presented in the EXP-PAC case study. Non-
cloud resources (West-lin and Mamsap) were published as attributes. While 
cloud resources (Amazon) required the development of an Ubuntu 64-bit 
8 The mamsap server is local resource used for bioinformatics analysis. A number of 
commonly used applications and EXP-PAC is provided through this resource.  
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server AMI before attributes could be published. Details of this publication 
process can be found in Appendix C.
Once these resources and services were published, users with no computing 
background could request access to the SAWF workflow through the Uncinus 
service deployment interface (as described in section 7.1.2). Using this 
interface the SAWF workflow software service was selected along with a pool 
of published cloud and non-cloud resources. This resource service pool 
consisted of five Amazon cluster compute instances, five Amazon large 
instances, the entire 30 node West-lin cluster and the Mamsap server. How the 
SAWF workflow was deployed on available resources was determined through 
the use of the automated resource selection algorithm described in section 
6.2.1.3.
This resource selection was automated based on the published resource and 
service requirements seen in Table 8. Normally, this mapping process is hidden 
from the user. However, as a key operation of this case-study a logical study of 
this process is given below.
First, Uncinus breaks up the workflow into services grouped by execution 
order. Likewise, resources are ordered in terms of cost, cheapest to most 
expensive (Mamsap, West-lin, Amazon Large, Amazon Cluster). The first 
service (Annotate Data) is compared to resources in order resulting in a 
successful mapping to the Mamsap server. Next West-lin cluster resources are 
allocated, while this local cluster contains enough resources to run the rest of 
this workflow. Uncinus detects that all but two West-lin nodes are fully 
utilized. The two available cluster nodes are mapped to the Gene Set 
Enrichment Analysis (GSE) and GSE P-value services. As no more local 
resources are available, the Pivot Point, Correlation and Network Map services 
are mapped to the closest cloud resource. For the Pivot Point and Network Map 
service a large instance (m1.Large) can fulfil all requirements. The correlation 
module on the other hand requires 8 nodes each with 4 GB RAM which 
Uncinus provides through two cluster compute instances (cc1.4xlarge). This 
process results in the automatically generated resource map shown in Fig 52. 
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Fig 52. Generated Resource Map 
Using the map described above, resources were deployed over three separate 
systems (mamsap, west-lin and Amazon EC2). This was also carried out by 
Uncinus on behalf of the user. The time taken to deploy each module was 
measured (see Fig 53); these collected results represent the time to initialize 
cloud resources, transfer application data and install applications. The 
Correlation, Map and Pivot service had to request resources from Amazon and 
as a result took longer on average to set up compared to local resources. Of the 
services, the correlation took the longest to setup. While this was partly due to 
the use of cloud resources, the need to setup OpenMPI on each cluster instance 
was the most time consuming.  
Fig 53. Resource Allocation and Module Setup Time of Uncinus 
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7.2.2. Results
Once resources were setup, the workflow was executed. The workflow was run 
twice; the first run focused on finding down regulated genes, the second on 
finding up regulated genes. The run time of each individual module (Up-
regulated and Down-regulated) is seen in Fig 54. The GSEA and correlation 
services took the longest to run taking three hours and four hours respectively. 
Fig 54. Uncinus Workflow Execution Break Down by Module 
Execution of the workflow generated a large quantity of output data (see Table 
10). The results show a 30 fold difference in the amount of data generated from 
the human dataset compared to the mouse dataset. The main generator of data 
is the correlation module which ranks all possible gene interactions. During the 
correlation of the human dataset, an input file of 2.2 MB is turned into over 29 
GB of data. This difference in generated data is due to the human dataset 
containing more genes then the mouse dataset. 
Services Data Size (Human) Data Size (Mouse) 
1. Normalization 1.966 MB 2.247 MB 
2. Analysis 29 KB 14 KB 
3. Annotate Data 1.792 MB 2.228 MB 
4a. Gene Set Enrichment 
Analysis 
1 KB 5 KB 
4b. Gene Set Enrichment (P-val) 1 KB 7 KB 
6. Find Pivot Point 2.635 MB  
7.Correlation 29,216 MB 988.643 MB 
8.Generate Network Map 1.434MB  
Table 10. Size of Generated Data During Downstream Analysis 
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The benefits of interoperability were measured through three performance 
tests. First, the workflow was run using only local resources; in this test 
execution was limited to the Mamsap server and West-lin cluster. Next, SAWF 
was run via Uncinus as services; this test incorporated both local and cloud 
resources, mapping carried out as described in section 7.2.1. Finally, SAWF 
was run as a workflow; in this mode (described in section 6.2.1.4) inputs and 
outputs are checked against the running order and duplicate steps are removed. 
The time taken to run the SAWF workflow during each scenario is seen in Fig 
55.
When using local resources, the SAWF workflow took 12 hours to run. As 
before most cluster nodes were fully utilized, so most services were carried out 
sequentially and time was spent waiting in queue. When using Uncinus, local 
and clouds resources were utilized allowing for parallel operation, this resulted 
in a total run time of 8 hours. When run as a workflow, Uncinus was able to 
find the optimal module running order, realizing that the Correlation module 
could be performed after the annotate step. In addition, during the up-
regulation run, Uncinus recognized the duplication of the annotation and 
correlation step resulting in a total run time of less than 4 hours. 
Fig 55. Overall Performance Comparison of Local Resources and Uncinus 
E X P O S I N G  A P P L I C A T I O N S  A S  S E R V I C E S  
171
7.2.3. Conclusion
This case study demonstrates how Uncinus can deploy services across many 
computing resources. A number of services were published to Uncinus and 
deployed as a workflow in the same manner as the EXP-PAC study. Using the 
published requirements, the SAWF workflow was mapped and deployed over 
three different resource sets. During execution, the workflow was run three 
times, once on local resources (sequentially) and twice through Uncinus (as 
services and then as a workflow). Uncinus was able to decrease required 
processing time, when compared to local resource performance results, by 
extending computation into the cloud. Allowing Uncinus to optimise the 
workflow further reduced the execution time of the SAWF workflow.  
Interoperability between Uncinus and a wide range of computational resources 
is achieved through the attribute-based publication system. By allowing users 
to publish cloud and non-cloud resources, more computational power is made 
available. Published resources are abstracted, so that no matter the resource 
type, the procedures a user undertakes to access and use these resources are the 
same. This allows users with no-computing experience to deploy software 
services on a combination of local and cloud resources (cloud bursting). Users 
with limited computing background can incorporate workflow information into 
their published services to take advantage of these deployment methods. 
When compared to other workflow supporting bioinformatics solutions such as 
Galaxy, Uncinus demonstrates more flexibility in how services are deployed 
and executed. Depending on the importance of the analysis, computation can 
be extended to the cloud to improve turnaround time. Users also have the 
ability to organise services as a workflow to be run concurrently. In 
conclusion, Uncinus has demonstrated flexibility in the resources that can be 
used to run published services and a range of deployment methods (cloud 
bursting and as a workflow). The SAWF case study has shown that this 
flexibility can be translated into clear performance gains. 
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7.3. mpiProgressive as a Service: Towards High 
Performance Execution 
In order to be used by genomics researchers, Uncinus needs to demonstrate 
performance comparable to the super-computers currently used to carry out 
analysis. The feasibility study (see Chapter 4) has shown that clouds can match 
performance of HPC clusters when running embarrassingly parallel 
applications. Communication bound applications (such as mpiProgressive) 
require a fast network interconnect and minimal virtualization overhead. To 
achieve these requirements, this case study demonstrates how users can use 
Uncinus to develop software services which interact with cluster scheduling 
systems. 
Software services which incorporate cluster scheduling can take advantage of 
existing HPC cluster hardware. By building services linked to specialized high 
performance computing hardware, Uncinus provides a method to carry out 
analysis quickly while taking advantage of the on-demand nature of the cloud. 
This bare-metal cloud approach [114] has been utilized by companies wishing 
to provide on-demand HPC resources. Another advantage of this approach is 
reducing the cost of carrying out analysis; common costs include the initial 
purchase cost, maintenance and support staff. This case study also examines 
performance in terms of the cost efficiency of each resource. 
During this case study, mpiProgressive (see section 3.3) was published as a 
software service to be executed through a Sun Grid Engine scheduler. This 
allowed for the mpiProgressive service to be deployed on Grid Engine clusters 
such as West-lin. In addition, the head node of the West-lin cluster was 
published as a cluster resource. A job was then constructed using the Uncinus, 
by selecting the mpiProgressive service and West-lin cluster resource. 
Performance results collected through this case study are compared to results 
collected from the Blue Gene P. Thus, through this case study the performance 
of Uncinus is compared to HPC computing platforms. 
7.3.1. Deployment Methodology 
To access hardware provided by supercomputing centres, there is a need to 
understand the deployment procedures put in place. Often these systems are 
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constructed in such a way that cluster nodes are hidden from the user, instead 
deployment and execution of distributed applications is performed via a head 
node (see Section 2.2.1). Installed on the head node is a scheduler that 
facilitates allocation and execution of deployed applications. Normally, 
Uncinus provides similar scheduler services through the resource allocation 
algorithm. In the case where the structure of resources is unknown, such as on 
these HPC cluster resources, Uncinus must instead work with external 
schedulers to support service execution.
When carrying out the publication process, the user must follow the procedures 
put in place by the targeted supercomputing centre. Often there is a need to 
provide a batch job script for the hardware being targeted. These arguments 
consist of an install script, arguments and running script. The install script 
describes the instructions to deploy the software service. The Arguments 
attribute describes the controls to be provided by the user. The running script is 
the instructions to submit the software service as an external scheduler job. 
Install
Script
unzip mpiProgressive.zip; 
mpicxx -o mpiProgressive mpiProgressive.cpp progressiveParams.cpp 
progressiveFASTA.cpp progressiveMERList.cpp progressiveAnchor.cpp 
Arguments <text:numNodes>Number of Nodes:<text: numNodes> 
<text:numPro>Number of Processes:<text: numPro> 
<upload: data.zip>Upload Sequence Data:<upload: data.zip> 
Running
Script
unzip data.zip –d Data/RUN; 
#PBS -N mpiProgressive Job 
#PBS -l nodes=<numNodes>:ppn=<numPro> 
#PBS -l walltime=4:00:00 
mpirun -np < numNodes * numPro> mpiProgressive Data/RUN 
Table 11. MpiProgressive Deployment Information 
In this case study, mpiProgressive was published as a software service utilizing 
the Sun Grid Engine scheduler, the published attributes shown in Table 11.
x The install script unzips and compiles the source code using the 
openMPI c++ compiler.  
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x Published arguments defined three controls; two text boxes (numNodes 
and numPro) and a file dialog. Using these arguments an interface is 
generated in which a user can upload compressed sequence data, and 
specify the number of nodes and processes that will be used during 
execution of the mpiProgressive service.  
x The running script will first unzip compressed sequence data before 
starting a Sun Grid Engine job. The arguments <numNodes> and 
<numPro> are substituted with the values specified by the user through 
the graphical interface, while <numNodes * numPro> is replaced by the 
number of nodes multiplied by the number of processes. 
Fig 56. Uncinus Cluster Publication Interface 
In addition to publishing mpiProgressive as a software service, a bare-metal 
cluster resource with fast interconnect running Sun Grid Engine was required. 
The West-lin cluster was chosen to fulfil these requirements. West-lin was 
published as a cluster through the Uncinus Cluster Publication Interface (see 
Fig 56). While the SAWF case study utilized the West-lin cluster as a service 
(see section 4.2) the version used by the mpiProgressive service has been 
modified to follow the access procedures as described in section 2.3.2. This 
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modified West-lin service publishes the location of the head node along with 
the full specs of the cluster. In this manner software deployment and execution 
is carried out on the cluster head node. By automating the procedures to access 
HPC resources, Uncinus achieves compatibility with managed HPC cluster 
resources. 
Once resources and software are published, HPC can be carried out by users 
without training/experience in utilizing HPC resources. Such a user can repeat 
the experimental study described in Appendix A.1.3 using the interfaces 
provided by Uncinus. The mpiProgressive application was selected along with 
the modified West-lin cluster service to fulfil hardware requirements. Uncinus 
installs software and generates a web interface based on published attributes. 
This interface allowed for upload of compressed sequence data as well as the 
input of the number of nodes and number of processes.  
7.3.2. Results
MpiProgressive was executed 6 times using the E. coli/Shigella sequences and 
4 times using the S.pneumoniae sequences. For each execution of 
mpiProgressive on the West-lin cluster, a new compressed file of sequence 
data was uploaded, but the number of nodes (16 nodes) and processes (120 
processes) remained the same. On the Blue Gene P, each processor ran at a 
slower clock speed, for this reason the amount of processes were doubled (246 
cores). The time taken to construct k-mers and communicate results to the head 
node was measured. 
Fig 57. Comparison of E. coli/Shigella Scaffold Construction Run Time 
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Fig 58. Comparison of S.pneumoniae Scaffold Construction Run Time 
Collected results (see Fig 57 and Fig 58) show that the West-lin cluster can 
obtain similar performance to the Blue Gene P when constructing up to a 5 
genome scaffold. However, as more genomes are added to the analysis the run 
time diverges, reaching a 6 fold difference when building a 24 genome 
scaffold. This run-time variation is the results of differences in network 
configuration and hardware. The Blue Gene P maps processes to a simulated 
network topology at run time which improves network communication. There 
are also differences in hardware, the Blue Gene P results were collected from 
246 cores running at 850 MHz while the Uncinus results were collected from 
120 cores running at over double the clock speed (2.33Ghz). In addition 
mpiProgressive was optimised for the BlueGene P and thus did not take 
advantage of the large amount of memory provided by the West-lin cluster. 
Despite these issues, Uncinus was able to deliver results from West-lin to the 
user quickly and efficiently. 
When comparing the performance of West-lin and the Blue Gene P, cost must 
also be taken into account. Both of these machines require support staff to 
maintain. In terms of initial purchase price, the Blue Gene P is the more 
expensive system, containing a number of specialized components. Looking at 
power consumption, to carry out this study on the Blue Gene P, 6199.2 kW 
were consumed per hour [115], the West-lin cluster on the other hand 
consumed 4913.8 kW per hour [116]. While the West-lin cluster consumed less 
power per hour, it should be noted that the Blue Gene P used twice as many 
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cores and performed analysis quicker (in terms of total power consumption the 
Blue Gene P performed better). Clearly, the best performing machine depends 
on the amount of data being processed, and the time the user wishes to wait. 
Users with an understanding of application performance can obtain the best 
performance from Uncinus. While not shown in this study, Uncinus could 
expose the Blue Gene P in much the same way as the West-lin cluster. This 
would allow users to take advantage of specialized hardware depending on the 
scope of the analysis. For small studies using mpiProgressive (less than 
25,000,000 bases) the West-lin cluster could be utilized. While larger studies 
(greater than 25,000,000 bases) could utilize Blue Gene P resources. The 
benefit of using Uncinus is that, for non-computing users, these proposed 
services are presented through the same interface. The end-user needs only to 
be aware of the size of data they wish to process. 
7.3.3. Conclusion
The mpiProgressive case study demonstrates how Uncinus can utilize HPC 
clusters through the construction of specialized software and resource services. 
During this case study, a resource service and software service were published 
to the broker. This resource service exposed the West-lin cluster in such a 
manner that operations were carried out on the head node. The software service 
published the instructions needed to deploy and execute the mpiProgressive 
software application through Sun Grid Engine. Using this information, a job 
was created which exposed managed supercomputing resources. Performance 
results were collected during this case study, measuring the time taken to 
generate a scaffold for alignment of E. Coli, Shigella and S.pneumoniae 
genomic seuqence data. 
To achieve the fast turn-around times required by genomic researchers, 
Uncinus allows users familiar with the processes taken to access and submit 
jobs to managed HPC cluster resources by building specialized software 
services. These software services utilize resources from supercomputing 
centres while taking advantage of the automated software deployment and 
service construction provided by Uncinus. By constructing software services 
which use specific resource services, it is possible to optimise software 
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services around the hardware. Users with no computing background can also 
take advantage of Uncinus to increase the performance of their analysis. In this 
case study, further performance gains were achieved through job management 
systems, where compression of sequence data was automated. The 
performance of Uncinus, obtained through these service deployment 
methodologies, was measured through a comparison between local HPC 
cluster resources (West-lin) and specialized HPC hardware (Blue Gene P). 
Performance results indicated that West-lin exposed through Uncinus behaved 
similar to the Blue Gene P during small data analysis. For large data 
experiments, the West-lin cluster could not match the Blue Gene P. By 
examining the cost associated to each machine, the task of comparing the two 
systems was made more complex. The best performing machine depends on 
the amount of data being processed and the time the user wishes to wait. 
However, with an understanding of this performance and scope, users can 
obtain the best performance from Uncinus. 
By building software services which are linked to specific computing 
resources, it is possible to ensure consistent performance of the service. Taking 
advantage of this consistency allows Uncinus to target resources to problem 
size and scope. On the other hand, linking software services to specific 
machines has disadvantages when compared to the isolated software services 
seen in the EXP-PAC and SAWF case-studies. By limiting the potential 
hardware that can run their service, service providers sacrifice the on-demand 
nature of the cloud. Access to these services may become limited depending on 
the amount of users accessing the required resource, which may results in 
queuing delay. It is these trade-offs which must be examined by the service 
provider publishing software and resource services to Uncinus. In conclusion, 
the mpiProgeressive case study has shown that Uncinus can achieve consistant 
and fast turn around times. 
7.4. Conclusion 
Through the three case studies I show how software services (exposing 
bioinformatics algorithms) and computing resources can be accessed through a 
broker to support a wide range of genomic applications. The goal of these tests 
E X P O S I N G  A P P L I C A T I O N S  A S  S E R V I C E S  
179
was to see if Uncinus could meet demands of researchers, in particular those 
with no computing background, carrying out analysis of genomic data. To this 
end, three criteria were examined: usability, interoperability and performance. 
Using Uncinus, applications developed for mammalian comparative analysis 
(described in Chapter 3) and a combination of cloud and non-cloud resources 
(described in section 4.2) were published. By selecting published software and 
resources through the Uncinus broker a complete service was constructed. 
Collected results demonstrated the benefits of using Uncinus to run genomic 
analysis applications.
Usability was the focus of the first case study; in this example a number of 
service deployment procedures were described. Uncinus tailored these 
procedures to different levels of computing expertise, and met usability 
demands of users with no computing background through a publication 
process. Usability was also examined in the second case study, where 
allocation of resources and deployment of software services was shown to be 
automated. This automation allowed users with no cloud computing 
background to take advantage of complex deployment procedures such as 
cloud bursting (as described in section 2.2.3). 
Interoperability was the focus of the second case study; in this example three 
different computer systems were utilized via a single graphical interface. 
Uncinus accomplished this by allowing users to publish and expose a range of 
resources, both cloud and non-cloud. This flexibility in resources gave users a 
wide range of deployment options, which were taken into account when 
deploying the SAWF workflow. A sub-set of these resources were selected 
based on software requirements and availability, and automatically mapped to 
modules in the SAWF workflow. Interoperability was also demonstrated in the 
third case study in which managed cluster resources was published. By 
building application services which utilized managed resources via a scheduler; 
this pool of resources can be increased further.
Performance was the focus of the third case study; in this example results from 
a local HPC cluster were compared to the Blue Gene P. This case study 
deployed and executed the mpiProgressive service over hundreds of cluster 
cores. This study made use of managed (administered) resources and software 
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services that were designed to be executed through a scheduler. The benefit of 
this type of deployment is in the consistency of analysis, allowing services to 
be optimised for the specified hardware. Collected performance results 
demonstrated how Uncinus could return analysis within a time frame similar to 
the Blue Gene P. Uncinus demonstrated other performance enhancements 
through the SAWF case study (see section 7.2). Using workflow orchestration 
and compression of data, Uncinus was able to reduce the running time of the 
SAWF workflow by 70.2% 
Uncinus demonstrates the potential of SaaS to bridge the gap between users 
and developers. By reducing the complex resource selection and service 
deployment procedures to the publication of a handful of attributes, Uncinus 
provides three types of genomic researchers the tools to access the cloud and 
run distributed applications. Users with a background in programming, system 
administration and cloud computing can develop software and publish VM 
resources. Users with knowledge of the software applications (but limited 
programming skills) can utilize the service publication interfaces and become 
SaaS providers. Lastly, users with a background in biology and minimal 
computing knowledge can access the applications and resources (published by 
the broker) that are required to perform analysis.
In conclusion, Uncinus is a robust environment that fulfils requirements of 
researchers, in particular those with no computing background, carrying out 
genomic analysis. Similar to Galaxy, Uncinus provides an easy-to-use interface 
to publish and access a range of software services. However, Uncinus extends 
this concept allowing users to expose and access a range of computing 
resources. By giving users control over software and hardware, they can 
construct services that fulfil their individual requirements. Additionally, as 
computer hardware is abstracted, Uncinus supports interoperability between 
clouds, servers and HPC clusters. Being able to utilize many resources was 
shown to improve the performance (turnaround time) of genomic analysis 
services.
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C H A P T E R  8  
Conclusion
While originally developed for business, cloud and service computing can be 
used for research. Cloud resources on-demand can enhance local resources 
through deployment techniques such as cloud bursting, reducing the turn-
around time of analysis and/or allowing for bigger problems to be solved. 
However clouds do not fit all applications; depending on the research being 
carried out, HPC hardware may be required. Fortunately a range of cloud 
providers now offer HPC cloud solutions. Services built on top of these HPC 
cloud solutions could offer researchers access to HPC on-demand without the 
need to understand and carry out complex deployment methods. It is by 
combining service and cloud computing technologies that I have devised 
solutions to problems in the area of mammalian genomics. 
This thesis demonstrates that my research goals were achieved, through the 
development of software for genomic analysis, cloud feasibility study, 
development of a cloud framework, its implementation and testing. Easy to use 
software applications made mammalian genomic data analysis accessible by 
biologists. The cloud feasibility study proved that analysis could be carried out 
on the cloud, without large cost and investments in infrastructure. Biology and 
Medical specialists with no programming and systems administration back 
ground can access HPC applications exposed as services, which are invoked 
using discipline oriented interfaces. Simplifying the process of using and 
deploying applications on HPC cloud resources was solved by the new Cloud 
Deployment Framework. This framework was implemented in the form of 
Uncinus which was able to reduce the cost of procuring computing resources 
and time and knowledge required to setup and deploy (distributed) software on 
public clouds, private clouds and compute clusters. 
Through the successful integration of cloud and service computing, the 
analysis, interpretation and computation of genomic mammalian data was 
made easier, even to be carried out by non-computing discipline specialists, 
and cheaper. This was shown by measuring three criteria; usability, 
interoperability and performance. In terms of usability, Uncinus was shown to 
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provide a range of deployment procedures depending on the user’s computing 
background. This reduced the computing background required to deploy 
software as services. Interoperability was demonstrated through compatibility 
with cloud, non-cloud and HPC cluster resources; using these resources 
construction of a hybrid cloud was made possible. Performance was measured 
through a comparison of mpiProgressive running on the West-lin cluster and 
the Blue Gene P, where the two systems were comparable depending on the 
scope of analysis. Performance is also seen in the SAWF workflow which was 
able to utilize the cloud in conjunction with local resources to improve the 
turnaround time (by eight hours for a problem of a large size). 
Compared to commonly used bioinformatics applications, Uncinus was able to 
reduce the cost and turn-around time of genomic analysis by applying 
affordable, scalable and on-demand computing to genomic software 
applications. Through service computing Uncinus allows more users to access 
applications for gene discovery by reducing the time and knowledge required 
to setup and deploy (distributed) software on public clouds, private clouds and 
compute clusters. It is through the approaches presented by this thesis that the 
genomic analysis of the mammalian species can be supported in the public 
sector. 
It should be mentioned that the analysis tools (based on text mining or 
statistical approaches) presented in this thesis achieve the same accurate results 
whether run on HPC clouds, HPC clusters or stand-alone servers. This is 
illustrated in the development of mpiProgressive, where the accuracy of the 
distributed algorithm was the same as the sequential version. For applications 
such as simulation, the use of large (quadruple precision or greater) floating 
points integers may be required, as rounding can affect results. This issue has 
been observed on a range of computing systems, and solutions have been 
devised. Common techniques involve software which averages simulations 
steps or hardware which implement floating-point precision operations, both of 
these solutions can be exposed through Uncinus. 
Future work will look to extend Uncinus, making a number of improvements 
aimed at further simplifying the deployment and publication procedures.  
Firstly, the Argument to Interface Parser service (AIP) could be extended to 
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support true automation and generation of graphical interfaces. By 
incorporating natural language parsing, arguments could be generated from 
available documentation. To take advantage of existing software repositories, 
Uncinus could import data from Linux package management tools. Additional 
support for development of AMI resources is required. Currently, AMI 
construction is performed through the cloud provider (Amazon in the case 
studies); utilities can be provided to generate AMI directly on Uncinus 
reducing the cost of publishing and documenting VM resources. Furthermore, 
HPC applications used in other science and engineering areas will be looked at. 
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iAppendix A 
This appendix describes the contributions made in the field of biology by utilizing the tools 
developed as part of my thesis. 
1.1EXPǦPAC–TestingandExperimentalAnalysis
EXP-PAC was used to investigate the difference of lactation genes in the house mouse, Mus 
Musculus, and white sow, Sus Scrofa. This study aims to link genes to processes that occur 
during lactation, improving the understanding of mammalian genomics. The knowledge 
gained by this study can be applied to improve the selection of milk production traits in 
cattle. 
Fig 1. Condensed EXP-PAC Query Interface and Results 
In this experiment, four publicly available datasets; GSE8191 [1], GSE5831 [2], GSE12247 
[3] and GSE30704 [4] were taken from the Gene Expression Omnibus (GEO). Each datasets 
covers expression of genes in the mammary gland over the pregnancy and lactation period. A 
combination of fold change, intensity and x-species queries were performed (see Fig 1.). 
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First, to identify major changes in gene expression, a minimum fold change of 20 was 
enforced over average lactation and pregnancy data. The Gene Symbol X-species mapping 
table was used and an intensity filter of 100 was applied to remove background noise. 
Gene Symbol Inherited Regulation
Mouse Regulation 
(Preg/Lac)
Sow Regulation 
(Preg/Lac) Fold Change 
PIGR Yes Down/Up Down/Up 87.9 
EGF Yes Down/Up Down/Up 80 
WAP Yes Down/Up Down/Up 71.7 
LBP Yes Down/Up Down/Up 47.7 
LALBA Yes Down/Up Down/Up 57 
RBP4 Yes Up/Down Up/Down 87.3 
LIPE Yes Up/Down Up/Down 63.9 
THY1 Yes Up/Down Up/Down 29.6 
HP No Up/Down Down/Up 144.3 
MYLK No Up/Down Down/Up 21.6 
Table 1. List of genes expressed with a minimum 20 fold change during lactation or 
pregnancy.
Using these criteria, a number of genes were found to share similar expression patterns 
during lactation and pregnancy (see Table 1). The genes up regulated1 during lactation 
included; milk proteins immune response and growth factor genes. Milk proteins Alpha-
lactalbumin (LALBA) and Whey Acidic Protein (WAP) are important milk proteins [5]. 
Expression of immune response gene PIGR increased 87 fold from pregnancy to lactation. 
This gene facilitates the secretion of immunoglobulin A and immunoglobulin M, important to 
immuno-protection of the infant. Epidermal Growth Factor (EGF) was also highly expressed 
during lactation, contributing to mammary gland development. Genes up regulated in both 
the pig and mouse during pregnancy were linked to the development of the embryo. RBP4, 
which showed an 87 fold change between pregnancy and lactation, is a retinol acid 
transporter shown to be important in stem cell differentiation [6]. LIPE was also expressed 
during pregnancy; this gene is related to energy (generation of free fatty acid from 
triacylglycerids) and steroid production through hormone-sensitive lipase activity.  
Reversing the query can find genes that differ between the two species. Of interest is 
Haptoglobin (HP) which is down regulated in the mouse lactation but highly expressed in the 
pig. Haptoglobin is an acute phase protein, involved in immune response that has been 
implicated in mastitis and has been proposed as a marker in cows [7]. This suggests a higher 
level of stress in the mammary gland of the pig experiment. Interestingly HP expression is 
also highly up regulated during involution in mice; unfortunately involution data is not 
available in pigs for comparison. Myosin light chain kinase (MYLK) also shows a significant 
change in expression levels over pregnancy and lactation. This gene is responsible for smooth 
muscle development and during lactation this gene plays a role in mammary gland 
1 Changes to a gene over time are referred to as regulation; when expression of gene increases over time, it is 
known as up regulation, while a decrease to the expression of a gene is known as down regulation. 
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development [8]. In the lactating mammary gland, basal myoepithelial cells contract to eject 
the milk produced by luminal epithelial cells and it has been suggested that the final steps of 
milk ejection involve phosphorylation of myosin by MYLK [9]. This fits with the mouse data 
where MYLK is highly expressed during pregnancy (mammogenesis) and down regulated 
during the lactation period. Surprisingly this is reversed in the swine, where this gene is lowly 
expressed throughout pregnancy and early lactation, peaking during late lactation. These 
observations may reflect the difference between milk let-down physiology, with relatively 
short and frequent 10-20 seconds periods in pigs compared to longer periods in mice or, the 
more sustained growth of the mammary gland during lactation in pigs [10]. 
I then relaxed the criteria setting the minimum fold change to 6 (see Table 2) but keeping the 
same x-species and intensity filter settings. Performing this query increased the number of 
results, returning a number of new genes in both species that share similar function and 
regulation. As before, genes that encode for proteins that provide immune related or milk 
synthesis functions were similarity expressed in both species. MUC1, TRAF6 and 
ST6GALNAC2 have immune related functions while PTHLH is a hormone necessary for 
mammary gland development, regulating the mobilization and transfer of calcium to milk. 
Genes up regulated during lactation were responsible for stem cell differentiation and energy 
consumption. The C-X-C chemokine receptor type 4 (CSXR4), involved in stem cell 
differentiation of blood cells, was shown to be up regulated during pregnancy and down 
regulated during lactation. CPE and DNM1 were also regulated in the same way over 
pregnancy and lactation. It has been shown that CPE and DNM1 control energy expenditure; 
a mutated version of CPE has been known to cause obesity in mice [11] while a faulty DNM1 
gene can cause Exercise Induced Collapse in dogs [12]. 
Gene Symbol Inherited Regulation
Mouse Regulation 
(Preg/Lac)
Sow Regulation 
(Preg/Lac) Fold Change 
MUC1 Yes Down/Up Down/Up 15.9 
TRAF6 Yes Down/Up Down/Up 11.8 
PTHLH Yes Down/Up Down/Up 9.0 
ST6GALNAC2 Yes Down/Up Down/Up 6.7 
CXCR4 Yes Up/Down Up/Down 11.4 
CPE Yes Up/Down Up/Down 11.0 
DNM1 Yes Up/Down Up/Down 6.5 
MMP3 No Up/Down Down/Up 9.3 
ADRB3 No Up/Down Down/Up 7.2 
CBR2 No Down/Up   Up/Down 10.1 
Table 2. List of genes expressed with a minimum 6 fold change during lactation or 
pregnancy.
Relaxation of the minimum fold change during query reversal returned additional genes that 
appear in both species but differ in expression. Stromelysin-1 (MMP3) is shown to be highly 
expressed during pregnancy in the mouse while it is more highly expressed during lactation 
in the sow. MMP3 is a member of the matrix methalloproteinase family that is crucial for 
connective tissue remodelling, suggesting active mammary gland remodelling in the sow 
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during lactation while, in the mice mammary gland remodelling essentially occurs during 
pregnancy and early lactation. On the other hand, Carbonyl Reductase 2 (CBR2) is shown to 
be highly expressed during lactation in the mouse while down regulated in the sow. CBR2 is 
a gene of unknown function which is often expressed in mammary gland differentiation [13], 
it has been proposed to be part of adipocyte differentiation [14] and arachidonic acid 
metabolism. Surprisingly this gene is down regulated during lactation in the sow. This 
compatible with the reported reduction of fat  tissue in pig mammary gland lactation [15]. 
Alternatively, expression of this gene in the sow suggests either a lower production level or a 
higher quantity of arachidonic acid stored in the mammary gland during lactation. Observing 
the amount of arachidonic acid in the mammary gland could further validate the function of 
CBR2. 
Gene Symbol Inherited Regulation 
Mouse Regulation 
(Preg/Lac) 
Sow Regulation 
(Preg/Lac) Fold Change 
CSN2 Yes Down/Up Down/Up 5.7 
MGST1 Yes Down/Up Down/Up 3.3 
FASN Yes Down/Up Down/Up 3.3 
LTF Yes Down/Up Down/Up 3.1 
CSN1S1 Yes Down/Up Down/Up 2.8 
THBS1 No Up/Down Down/Up 5.9 
PDK3 No Up/Down Down/Up 5.5 
Table 3. List of genes expressed with a 2 to 5 fold change range during lactation or 
pregnancy.
When identifying genes that are expressed gradually over time, applying a simple fold change 
differential on two time-points is not ideal. To find these genes a range of fold changes 
between 2 and 5 are enforced, to limit the results a strict intensity filter value of 1000 was 
also applied (see Table 3). As expected, genes which encode milk proteins; Alpha-casein 
(CSN1S1), Beta-casein (CSN2), Lactotransferrin (LTF) and enzymes important for milk 
synthesis such as Fatty Acid Synthase (FASN) showed a gradual increase of expression 
levels throughout the pregnancy and lactation period. Microsomal glutathione S-transferase 1 
(MGST1) was also found to be expressed throughout the pregnancy and lactation period. This 
gene is not involved in milk synthesis but protects against oxidative stress and is an 
inflammation mediator, which is a function similar to TRAF6. Genes THBS1 and PDK3 
showed a reverse regulation profile between species, having a gradual decrease in regulation 
in the mouse and a gradual increase in regulation in the pig. Thrombospondin 1 (THBS1) is 
involved in the growth of blood vessels, which is further evidence of the late mammary gland 
development in the pig. Pyruvate Dehydrogenase Lipoamide Kinase Isozyme 3 (PDK3), one 
of the major enzymes responsible for the regulation of glucose metabolism, is also expressed. 
As the activation of PDK3 differs between species, this is further proof that the pig lactation 
period is much more intensive than the mouse. 
In summary, this study found evidence of conserved and differential gene expression in pig 
and mice lactating mammary gland. While the major similarities point to milk synthesis, the 
subtle differences point to mammary gland remodelling and energy metabolism. These 
vobservations may reflect either the continued hyperplasia of the mammary gland during 
lactation in pigs, where a 55% increase in mammary tissue and 100% increase in total 
mammary gland DNA have been observed between day 5 and day 21 of lactation [15] while, 
in the mice, only limited growth of mammary gland have been described in early lactation 
[16] or, be compounded by the effect of litter size on mammary gland size which have been 
describe in both pigs and rats [17]. 
1.2SAWF–TestingandExperimentalAnalysis
The design of the SAWF workflow is presented in section 1.2.1. Analysis utilizing the 
workflow is presented in section 1.2.2. 
1.2.1SAWFWorkflowDesign
SAWF is designed to find novel gene interactions through comparison of two loosely coupled 
datasets. Using EXP-PAC, gene expression microarray data is first normalized and gene lists 
extracted from each dataset using the combination of fold change and filtering [18]. Gene 
expression data is then annotated (using the Data Annotation module) to support comparisons 
across different experimental arrays and species. The annotation process makes use of 
external databases (GEO [19], arrayExpress [20]) to convert probes to common gene 
symbols. 
Fig 2. Workflow for Finding Gene Interaction in Loosely Coupled Biological Systems 
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Gene set enrichment (provided through the GSEA module) is applied to gene expression data 
to isolate time periods which have genetic similarity. In the implementation of the gene set 
enrichment used in this workflow; a running score is calculated for each possible time period 
and genes are ranked using a fold change algorithm between the two selected time periods. At 
the same time, the probability of obtaining a running score is calculated (using the GSEA p-
value module). The method performs gene set enrichment thousands of times, and observes 
how many times a gene set enrichment score is achieved. To ensure accuracy of the 
calculated p-value to the experiment, the same dataset is utilized and gene lists are created to 
be the same size. However gene lists are unique, in that they are created from genes randomly 
selected from the original dataset. The p-value for a range of gene set enrichment values 
(min, max) is calculated from observed gene set enrichment values (gseScores) as follows; 
ݏ ൌ ሼݔ ൌ ݃ݏ݁ܵܿ݋ݎ݁ݏǣ݉ܽݔ ൏ ݔ ൐ ݉݅݊ሽ
݌ܸ݈ܽݑ݁ ൌ ȁݏȁ כ ሺͳͲͲȀȁ݃ݏ݁ܵܿ݋ݎ݁ݏȁሻ
If an enriched gene set has time periods with small p-values, there is a possibility that the two 
datasets are connected. To pin-point these gene interactions, time periods with p-values less 
than 0.001 are graphed (see Fig 3). Overlapping time periods are used to find the optimal 
time range in which both datasets share similar gene expression profiles. Where the earliest 
overlapping period is the start point (start1, start2) and the latest overlapping period is the end 
point (end1, end2). 
Fig 3. Graph Showing Periods Sharing Similar Expression Profiles 
Once the periods of similar genetic expression have been found, the Pivot Module is used to 
find a pivot point. A pivot point is the intersection where two datasets (primary and 
secondary) meet or first interact. How a pivot point is calculated depends on the relationship 
that exists between the two biological samples, this relationship can be either an external of 
response factor. An external factor is when both samples are affected by the same condition; 
a common example of an external factor is introduction of a virus or bacteria. A response 
factor is when the first sample causes a change to the second sample, for example the 
response after digestion of a natural product. A pivot point is defined in terms of an offset 
that is applied to move the secondary dataset forwards or backwards in time. In the case of an 
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external factor, this offset must be calculated so that the enriched regions of the two datasets 
are centered, the equation is as follows; 
݋݂݂ݏ݁ݐ ൌ ሺݏݐܽݎݐͳ െ ݏݐܽݎݐʹሻ ൅ ቆ൬ݎܽ݊݃݁ͳʹ ൰ െ ൬
ݎܽ݊݃݁ʹ
ʹ ൰ቇ
In the case of a response factor, an offset is calculated so that the datasets follow each other. 
This type of offset is calculated as follows; 
݋݂݂ݏ݁ݐ ൌ ሺ݁݊݀ܲ݋݅݊ݐͳ െ ݏݐܽݎݐܲ݋݅݊ݐʹሻ ൅ ͳ
The calculated offset value is applied to the secondary dataset, the outcome a composite gene 
expression dataset. Data is sent to the Pearson’s Co-efficient to find interactions that exist 
between the genes in each individual dataset. Genes with strong interactions from both 
datasets are selected from the composite dataset, thereby minimizing the amount of gene 
interactions to consider. Finally the filtered composite dataset is analyzed for interactions 
using the Network Map module, by calculating an interaction score for group of two or more 
genes. The interaction score is a ratio representing the change in expression of a gene over a 
sequential time period. Genes that share similar interaction scores at each time point are 
grouped together, while genes that diverge are used to start new groups. 
1.2.2.ExperimentalAnalysis
Understanding the process of lactation and its effects on immune system development is an 
important medical question. Discovery of novel genes effecting immunology has the potential 
to lead to the discovery of new drugs, therein lies the interest in milk that is a rich source of 
these types of genes. While much is known about the composition of milk; one unanswered 
question is how disease resistance is transferred from mother to child.  
A recent study [21] investigated the effects of digesting dairy products. A randomized, 
controlled, single blinded, crossover study on 6 healthy males was carried out. After an 
overnight fast 540 grams of milk or yogurt was ingested by the subjects. Blood samples were 
collected before (0h) and after (2h, 4h and 6h) ingestion. By utilizing the results of the study 
in conjunction with mouse lactation data, we aim to profile known transfer genes in order to 
facilitate the discovery of novel gene interactions. These results have potential to be used in 
the development of new pharmaceutical treatments.  
In this study, two microarray datasets were downloaded from the Gene Expression Omnibus 
database [19]. The first dataset was the milk digestion study described above [21]. The 
second dataset was a mouse lactation study covering 29 time points (over virgin, pregnancy, 
lactation and involution) [2]. Using these datasets, the SAWF workflow was executed two 
times on the West-lin cluster. The first run focused on finding down regulated genes and the 
second finding up regulated genes. The output of each run was examined individually. 
Analysis started with examination of the Gene Set Enrichment Analysis module data. 
Individual genes were then extracted from the network map and graphed. 
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Gene Set Enrichment Analysis found similarities in the genetic profiles of milk digestion and 
mouse lactation. Genes highly expressed during digestion were also present during the mouse 
pregnancy period, days 3 to 14 (p < 0.05). While a majority of these genes had mitochondrial 
ribosomal (energy generating) protein related function, some anti-proliferative (inhibiting cell 
growth) genes were present. A pivot point was calculated based on the time periods found 
though GSEA. Here it is assumed that milk production and digestion is linked by a response 
factor. The generated composite dataset is shown in Fig 4. 
Fig 4. Structure of the Generated Composite Dataset 
A number of milk immunology related genes were present in the generated network map. 
These genes were expressed throughout pregnancy, and showed a slight expression increase 
an hour after digestion. Analysis of the results found examples of transfer genes and growth 
factors which were then profiled.  
Fig 5. Normalized Expression of Transfer Gene (FCGRT) during Mouse Lactation and 
Human Digestion 
Transfer gene FCGRT (see Fig 5.) showed a slight increase of expression upon digestion, 
before a sharp decrease representing the transmission of this gene from gut to the blood 
stream. Growth factor IGF1 (see Fig 6.) showed expression mirroring that of the mouse, this 
profile is an indication of a transferred gene. 
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Fig 6. Normalized Expression of Growth Factor Gene (IGF1) During Mouse Lactation 
and Human Digestion 
CD14, an antigen gene thought to be related to the deployment of gut lining [22] was 
expressed in mouse milk (see Fig 7.). Data did not show any increase in expression during 
human digestion, an indication that this gene was not involved in blood transfer. The 
expression of this gene serves as further proof of its proposed function. 
Fig 7. Normalized Expression of Anti-gen Gene (CD14) During Mouse Lactation and 
Human Digestion 
1.3.mpiProgressiveǦExperimentalandPerformanceResults
Comparitive genomics relies heavily on the alignment of multiple genomes. With recent 
advances in microbial diagnostics, typing and surveillance, comparative genomics is playing 
an increasingly important role in epidemiology, pathogen evolution and the fight against drug 
resistance. To characterize fine-scale genomic variation and confidently infer drug resistance 
xmutations, many genomes must be sequenced and compared. Using the devised alignment 
algorithm a comparison of E. Coli, Shigella and S.pneumoniae genomes was carried out.  
Organism #Genomes #Sequences Base pairs per 
genome [Mbp] 
Total number of 
base pairs [Mbp] 
E.coli 19 19 5.07 91.3 
Shigella 5 5 4.58 22.9 
S.pneumoniae 8 8 2.13 17.1 
Table 4. Summary of Genomes used for Whole Genome Comparison 
Thirty-one complete E. Coli, Shigella and S.pneumoniae genomes were used during the 
analysis. The E. coli and Shigella data was downloaded from http://www.biotorrents.net/ 
(accessed 21/3/11) [23]. The S. pneumonia data was obtained from the Entrez database 
(http://www.ncbi.nlm.nih.gov/Entrez/ accessed 21/3/11) [24].  The number of genomes, 
sequences and bases per genome are provided in Table 4. 
Performance testing of the progressiveMauve algorithm was also carried out on the Blue 
Gene P (BG/P). The BG/P consists of 1,024 compute nodes in a single rack connected 
through a high speed communication network. Multiple racks of BG/P can be connected 
together to form a larger computer. Testing was carried out at the Victorian Life Sciences 
Computation Initiative (VLSCI), this BG/P comprised of two racks with 2,048 compute 
nodes, i.e. 8,192 cores. For this development a partition of 64 compute nodes (256 cores), the 
smallest partition on BG/P at VLSCI, was used. Each compute node has four 850 MHz 
PowerPC cores connected to a local memory unit of 4GB. BG/P can be configured to run in 
one of three modes. SMP mode has one process per node, up to four threads per process and 
4GB RAM per process. Dual mode gives two processes per node, up to two threads per 
process and 2GB RAM per process. Virtual Node (VN) mode uses four separate single-thread 
processes with 1GB RAM each.
Weak scaling simulations to test performance on BG/P using 64 computational nodes (256 
cores). Run times for building the scaffold using 2, 4, 6, 8, 16 and 24 genomes were 
measured. E.coli and Shigella sequences were combined since they have similar number of 
bases per genome. To test performance for genomes with smaller number of base pairs per 
genome, 2, 4, 6 and 8 genomes of S.pneumoniae were run seperately. The mpiProgressive 
algorithm was run in VN mode, which maximizes compute power but limits the size of each 
FASTA file to 450 million base-pairs. It is possible to increase the available RAM by using 
SMP mode; however adoption of hybrid programming models that increase design 
complexity will be required to obtain computational efficiency. 
The performance results for building the scaffold on BG/P are shown in Table 5. Our 
algorithm produces a scaffold comparing two E.coli genomes in less than 1.5 minutes 
resulting in a k-mer list with over 10 million entries. The scaffold for the total data set of 18 
E. coli and five Shigella genomes took about 15 minutes with a k-mer list of over 114 million 
entries. Thus, while increasing the data volume by about a factor of 10 it is found that the 
time to build the scaffold also increases by a factor of 10. This also corresponds to the 
number of entries in the k-mer list that has 11.4 times more entries for 24 genomes compared 
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with the analysis of two genomes. The analysis for the S.pneumoniae genomes confirms this 
result with respect to run time although the number of k-mers found is smaller. K-mers 
generated by mpiProgressive were identfical to those of the original progressiveMauve 
algorithm. 
#genomes E. coli/Shigella S.pneumoniae 
run time [s] k-mers run time [s] k-mers 
2 84.06 10,020,773 14.32 4,084,686 
4 158.48 19,921,809 34.65 8,539,454 
6 229.62 30,118,466 48.58 12,838,812 
8 313.78 40,307,489 62.52 17,070,882 
16 646.91 81,663,419 - - 
24 929.32 114,205,647 - - 
Table 5. Runtime and Number of k-Mers in the Scaffold  
Overall, using the 24 E. coli and Shigella genomes, our implementation creates 24 FASTA 
nodes and 231 worker nodes. The creation of the sorted k-mer list took 16 minutes including 
setup, the generated data fitting in a 1 GB partition. Comparing the run time between the 
original progressiveMauve algorithm and the mpiProgressive implementation, a speedup of 
2.8 is achieved. This is notable as the sequential version was run on a server with 1.6 GHz 
clock speed which is ~2 times faster than a BG/P node. 
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Appendix B 
The SAWF workflow was split into a number of services. Each of the services was published 
to Uncinus in the same manner as the EXP-PAC case study. Details of this publication 
process are as follows. 
The “Microarray Annotator” service contains the instructions to install and execute the 
Annotate Data module of the SAWF workflow. Upon selection, Uncinus will transfer the 
annotate_data.cpp file and compile it using the g++ complier. Two file upload controls are 
defined, one for microarray data the other for any optional annotation. 
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The “Gene Set Enrichment” service contains the instructions to install and execute the GSEA 
module of the SAWF workflow. Upon selection, Uncinus will transfer the 
enrichment_test_gap_fold.php file, as this module is written in php no compilation is 
required. Two file upload interfaces are defined, one for microarray data the other a probe 
list. Output will be directed to a file called enrichmentScores.txt. 
xv
The “Gene Set Enrichment p-value” service contains the instructions to install and execute 
the GSEA p-value module of the SAWF workflow. Upon selection, Uncinus will transfer the 
enrichment_test_p.php file, as this module is written in php no compilation is required. Two 
file upload interfaces are defined, one for microarray data, one for a probe list. Two text 
controls are also defined; one allowing the user to specify the number of jobs, the other the 
number of genes. The input from these text controls will be substituted to the running script 
during execution. Output will be directed to a file called enrichmentPvalues.txt. 
xvi
The “Find Pivot” service contains the instructions to install and execute the Pivot module of 
the SAWF workflow. Upon selection, Uncinus will transfer the Pivot.zip file, unzip and 
compile the two scripts. Five upload interfaces and one text interface is defined, through the 
arguments attribute textbox. Output will be directed to a file called pivotData.txt. 
xvii
To support the publication of these services, pre-requisites are sometimes required. The 
above figure shows deployment of OpenMPI as a service. A zipfile containing the OpenMPI 
source code is provided along with instructions to unzip and install the OpenMPI package. 
xviii
The “Pearson Correlation” service was written using written in C++ and OpenMPI, and 
designed to be distributed over many nodes. Upon installation, this service will first deploy 
openMPI (App 15) to each node used by this service and setup the necessary environmental 
settings. The Bio_Network_v4.cpp file will be transferred and compiled using an MPI C++ 
compiler. Four arguments are defined; mpiEnabled which doesn’t make a visible control but 
instead automaticity generates a hostFile from the machines selected by Uncinus, two file 
upload controls, and a text control for selecting the correlation algorithm (default is 
Pearson’s). The service has been published to utilize 8 nodes each with a minimum of 2 GB. 
When executed the “Pearson Correlation” service will setup OpenMPI environmental 
variables and run this code over 8 nodes. 
xix
The “Generate Network Map” service contains the instructions to install and execute the 
Network Map module of the SAWF workflow. Upon selection, Uncinus will transfer the 
geneInteraction v1.cpp file and compile it using g++. Four upload interfaces, to upload two 
sets of gene interactions and expression data, are defined through the arguments attribute 
textbox. Output will be directed to a file called outputMap.txt. 
xx
The “SAWF workflow” service utilized six pre-requisite services thus only had to describe 
the order of execution. During selection of the SAWF workflow, the previously described 
services that make up the SAWF workflow are deployed over seven machines. An interface 
is generated consisting of four file upload controls, two for microarray data and two for 
annotation data. During execution of the SAWF service, the running script is executed. This 
script gives each service which represents execution time, where all commands labelled 1 
will run before commands labelled 2 and so on. A command called syncComp will wait for 
all nodes to finish processing, and sync the file systems of all nodes, before continuing to the 
next set of instructions.
xxi
Appendix C 
In addition to software services, a number of resources were also published. The resource 
pool consisted of a 30 node local cluster (West-lin), a standalone web server (Mamsap) and 
Amazon EC2 resources. This publication process is detailed in this appendix.
The West-lin cluster was deployed using the cluster publication interface shown above. 
Through this interface, the user provides attributes which describe the physical resource. A 
description (in this case “Deakin West Cluster”) is provided along with; the username to 
access the machine (“pcc”), an SSH key, and the location of each node of the west-cluster. 
The amount of resources CPU and RAM, and OS of each node is published which is utilized 
during resource selection. 
xxii
Mamsap is a standalone server, this was published in the same manner as the cluster 
described above. A description (in this case “Mamsap”) is provided along with; the username 
to access the machine (“pcc”), an SSH key, and the DNS name of the server. The amount of 
resources CPU and RAM, and OS of each node is published which is utilized during resource 
selection. 
xxiii
Amazon resources were published using the virtual machine publication interface. The 
location of the virtual machine resource is published in the form of an AMI id (ami-
cfc072a6). The amount of resources is published by selecting from a list of compatible 
instance types.  
