In this paper, we develop a theoretical understanding of multi-sensory knowledge and user context and their inter-relationships. This is used to develop a generic representation framework for multi-sensory knowledge and context. A representation framework for context can have a significant impact on media applications that dynamically adapt to user needs. There are three key contributions of this work: (a) theoretical analysis, (b) representation framework and (c) experimental validation. Knowledge is understood to be a dynamic set of multi-sensory facts with three key propertiesmulti-sensory, emergent and dynamic. Context is the dynamic subset of knowledge that affects the communication between entities. We develop a graph based, multi-relational representation framework for knowledge, and model its temporal dynamics using a linear dynamical system. Our approach results in a stable and convergent system. We applied our representation framework to a image retrieval system with a large collection of photographs from everyday events. Our experimental validation with the retrieval evaluated against two reference algorithms indicates that our context based approach provides significant gains in real-world usage scenarios.
Introduction
In this paper we develop a representation framework for multi-sensory knowledge and user context, and apply this framework in a media retrieval application. The development of a generic representation for context is an important problem in multimedia. Intuitively, context is critical in explaining the "why" in communication -i.e., it represents the set of concepts that fully explain the concept that is contained in the message. Thus context play an important role in the exchange of messages in any communication or interaction. In faceto-face human communication, contextual cues play a key role [13, 31] , allowing us to act and participate in conversations in a rich manner. Similarly, a flexible representation framework that additionally addresses temporal evolution of context, can lead to powerful media applications that gracefully adapt to user interaction.
In this paper, we focus on developing a theoretical understanding of context, and its relationship to multisensory knowledge. Then we develop a graph based representation of knowledge, and show how we can model context as a dynamic subset of knowledge. We apply this framework on a photo browsing application with a large database of photographs from ordinary everyday events. We now summarize the unique and novel contributions of this paper are as follows.
• Theoretical analysis: We present a detailed understanding of multi-sensory knowledge and context in the communication between two entities. We define knowledge as a dynamic set of multi-sensory facts. There are three key aspects of knowledge -(a) multi-sensory, (b) emergent and (c) dynamic. We define context as "finite and dynamic set of multi-sensory and inter-related conditions that influences the exchange of messages between two entities in communication." Context forms a dynamic subset of multi-sensory knowledge that is central to the semantics of the communication.
• Representation framework: We develop a graph based representation of multi-sensory knowledge. Each concept is a node in this graph, and a pair of nodes can have multiple relationships (feature based as well as semantic and each relationship represented as a weighted edge). Context is represented as the subset of nodes in attention that affect the communication. A key innovation is the development of a linear dynamical system to model the evolution of knowledge. We show that the system is stable and convergent.
• Experimental validation: We have applied our representational framework to a practical image retrieval application. The dataset comprised a large collection (∼4,000) of personal photographs of ordinary everyday events. This dataset is challenging as it is not organized into discrete categories, but is a better indicator of real-world results. We tested our algorithm of context aware retrieval against relevance feedback [27] and random browsing (baseline). Our user studies with graduate students indicate that our approach has significant gains.
It is important to note that the specific attributes of context will always be application dependent, driven by the real-world application needs. Our research instead focuses on a generic representation framework that allows for a systematic mechanism to model knowledge with arbitrary attributes and their temporal evolution. This allows our contributions to context and knowledge be applied to other applications.
The rest of this paper is organized as follows. In the next section we begin by developing our notion of context -we provide real-world examples and then define context, multi-sensory knowledge and their inter-relationships. In Sect. 3, we discuss related work. In Sect. 4, we develop the key contribution of this paper in terms of a context model for media retrieval. In Sect. 5, we present the architecture of our photo retrieval application. In Sect. 6, we present our experiments on a large real-world data set and in Sect. 7, we discuss the limitations of this work. Finally in Sect. 8, we present our conclusions and future work.
Multi-sensory context
In this section we introduce the definition of multi-sensory and discuss some of its properties. We first provide two examples that demonstrate the context and the role of context. Then, we define context, multi-sensory knowledge and its relationship to context.
Examples of context
We now discuss two user tasks and determine context in each task and then discuss the role that context plays in fulfilling the tasks.
Media retrieval:
In the first task, the user wants to search photographs in a media database containing photographs, music, movies and others. The key problem here is to deliver to the user a set of media elements most relevant to the user. The user provides query as either text or other by selecting media through an interface that allows for both modalities.
There are concepts and events that help in the query formulation. The user has some information about the set of events where such photographs were taken or the people or things visible in the photograph or how the photograph may look like. This set of information may provide a vague query, however most times it is difficult to provide query this way. Thus, the query is related to the current set of information in the user's short-term memory [4] . The user associates the photographs to other available media in a unique way. The strengths of these associations change with time and are related to the way the user associates things in his short-term memory. The multi-sensory and interrelated information set in the user's short-term memory influences the query provided by the user [4] and at the same time is influenced by the user's activity and the media the user consumes. This set of multi-sensory and interrelated information forms the user query context. The system can use estimates of the query context to provide a more comprehensive set of results as a response to the query. In this example attributes that do not form the query context include the temperature of the room, the sound of the air conditioner, or the last news article read.
Human communication:
In the second example, let us examine the case of two people Mary and Jane engaged in a face to face communication about a legal contract. In this case, Mary's spoken communication is highly dependent on several factors. It depends on the interaction immediately prior to Mary's spoken utterance, as well as multi-sensory cues such as Jane's gestures, clearly discernable affect states (e.g., anger). Mary incorporates estimates of Jane's interpretation context when composing her next spoken utterance -Mary's context of construction, is thus influenced by Jane's context of interpretation, as well as their past message history. Examples Fig. 1 The general framework of multi-sensory communication between two entities. The intent of communication is dependent on the context of construction while the decoded intent depends upon the context of interpretation. We can draw a communication surface around each entity, through which all communication to the entity must pass of attributes in this conversation that are not contextual include the color of the sky, the name of Mary's brother, or the name of Jane's graduate school -these attributes are part of the overall knowledge but are not relevant to the conversation about the legal contract.
Generalization:
These examples can be generalized into the communication problem between any two entities [16] . When one person sends messages to the other person using a set of the available media, the messages are influenced by the person's current short-term memory, the task at hand, the messages the person has sent so far, the messages the person has received and the person's knowledge about the subject and the other person. This set of conditions is multi-sensory (represented in more than one medium) and inter-related and influence the messages originating from the communicator forms the context of the communicator. The interpretation of these messages by the other person (receiver) also depends upon a similar set of conditions for the receiver (ref. Fig. 1 ). This set of conditions forms the context of the receiver. The more is the overlap between the contexts of the two people, the more effective is the communication. Note that the context of construction and the context of interpretation always represent a small part of the overall knowledge available to both entities. The communication is also influenced by the environment knowledge and the current state of the environment. Social knowledge such as language and the social codes form a part of the environment knowledge and influence communication [16] .
What is multi-sensory context?
We define context as "the finite and dynamic set of multisensory and inter-related conditions that influences the exchange of messages between two entities in communication." This is the set of conditions that can be estimated by the receiver based upon the messages from the originator and the set of conditions that influence the messages originating from the transmitter of messages. We observe in the above examples that the conditions were inter-related, dynamic, emergent (i.e., lead to the formation of new knowledge) and multi-sensory and influence the origin and interpretation of messages.
In the above examples the set of conditions was a subset of a large number of possible inter-related conditions. The superset of these conditions is knowledge about the communicating entities and the environment. We now discuss the definition of knowledge and its relationship to the context.
Knowledge and its properties
Knowledge is a dynamic set of multi-sensory facts. A fact is a statement that holds true for an entity (communicators or environment). Knowledge has three important properties; it is multi-sensory, emergent and dynamic.
• Multi-sensory: The environment we live in represents knowledge in multiple senses. The color, sounds produced, the texture, the shape, the structure and organization of different components, all these represent knowledge about the object. The functions of objects and their interactions also represent knowledge. Similarly, in our minds, we represent knowledge in multiple modalities. When we talk of the concept "bird," we associate it with the visual representations of a bird, the chirping sound of a bird, act of flying and others.
• Emergent: With increasing interaction with the environment, we begin to develop new associations and gather facts previously not known to us. For example, consider a child walking on the beach for the very first time. The child who has never been exposed to the sea (visuals/sound/wind and their inter-relationships), or the specific nature of the sand, quickly begins to learn the properties of this environment and use it to navigate the beach.
• Dynamic: Through interaction with the environment, we refine and modify our understanding of the existing relationships between the different observed concepts. For example Mary may associate sunshine with happiness, in a region where there is very little sunshine, but this relationship may weaken if she moves to a country with abundant sunshine.
In a media retrieval scenario, knowledge can be divided into three overlapping sets namely user knowledge, environment knowledge and the application knowledge. The user knowledge consists of the set of interrelated facts about the user such as the user interests and the set of associations the user has. The application knowledge consists of the application code and the media database. The application knowledge also influences the user knowledge as the user learns new facts about the media while exploring the database. The environment knowledge consists of the physical and social environment the user is in and that influences the way user knowledge has developed and will change in future.
Context and its relationship to knowledge
Context is the dynamic subset of knowledge that is in attention and influences the exchange of messages between the entities in communication (ref. Fig. 2 ).
When two entities are communicating, each entity maintains an estimate of the knowledge and context about the other entity and the environment. The accuracy of the estimate influences the effectiveness of the communication. For example, if one person knows that Fig. 2 The figure shows relationship between knowledge, context with user interaction over a period of time. We see that the knowledge grows over time, and that context forms a dynamic, highly evolving subset of the knowledge the other person is deaf, he/she will communicate with the other person using sign language. The importance of communication for a reliable estimate of context is valid even in the absence of a human in communication.
For example, in a location based adaptive system such as a mobile phone that displays active map information, it is critical to have a continuous stream of information about the location of mobile phone provided by a Global Positioning System especially when the user is highly mobile. For simplicity of notation we refer to the estimate of knowledge as 'knowledge' and the estimate of context as 'context' in the rest of the paper.
Not all the knowledge about the entities is needed for a limited set of message exchanges. In fact, only a limited subset of knowledge that covers all the possible contexts for the specific communication is sufficient. For example, when a child studying in first grade communicates with a physicist about birds, the physicist will not refer to his understanding of 'plasma physics' to communicate with the child. Additionally, the child need not be informed about the physicist's knowledge about 'plasma physics'.
In a media retrieval application the messages from the user are the selection of a particular media element and explicit textual query. These messages are influenced by the user's current attention and the way she associates different media elements. For the retrieval application the user knowledge is circumscribed by the media concepts, and the commonsensical relations connected to those concepts. An estimate of this knowledge by the application can make it more efficient. The environment knowledge can be limited to the semantic knowledge about the environment that influences the user interaction. This can be the linguistic, social, physical and commonsensical knowledge. The user always has some estimate of the knowledge and context of the application, such as how to construct the query, what to expect from the application. A user context-aware media retrieval application will also maintain an estimate of the user knowledge and query context. We next review related work.
Related work
Early work on context [10] [11] [12] 28] treat context as pieces of information like location, identity, activity and time and has been successfully used for the purposes of configuration and adaptation in the areas of context aware ubiquitous computing. An attempt to integrate all such information was made in [9] . There the context was modeled for ubiquitous computing environments and hence was limited to the anticipated needs of the relevant ubiquitous computing applications. The context was defined as "any information that can be used to characterize the situation of an entity, where an entity is a person, place or object that is considered relevant to the interaction between a user and an application, including the user and application themselves." This definition is very broad as pointed out in [34] . In [34] , the author bounded the definition of context as the set of set of information that is relevant for the current communication. This definition is still broad and does not focus on two important properties of construct -(a) Context is a dynamic construct [14] and (b) Context is related to knowledge and cannot be discussed independent of it [26] . Our definition of context recognizes these important properties of context.
The generic model for context is not a well posed problem [17] . In [17] the authors pointed out the tradeoff between the desire for abstraction (to make modular and tractable systems) and the desire for contextsensitivity. This also points towards an irony in making a generic context model (making a generic context model is actually motivated by this desire for abstraction) which is actually a drift away from the context sensitivity. Thus the attributes of context can only be decided on a per application basis. In this paper we focus on models of query context, with a model easily adapted to other applications. The needs of context in a media retrieval application are concerned with semantic interrelationships between concepts, which can be arbitrary. Also the relationships that we wish to explore in multimedia are linguistic, statistical as well as common sense rules such as from the CyC database [2] . We address these issues in our work on context models.
The context model would thus consist of two structures:
• A knowledge base (personal or shared ontology) consisting of the concepts and the relationships between them • A temporally evolving context representation that is in relation to this ontology.
Most recent attempts on knowledge representation and context modeling fall into one of the two categories namely the logical representation [7, 21] and statistical representation [24, 33] . The logical representations are mostly driven by linguistic interpretations and the construction of meaning in language. On the other hand, the statistical knowledge representations are driven by pattern classification applications. For multimedia applications, we need a multi-modal knowledge representation that integrates different approaches in single modalities. In [5] , the authors proposed a multimedia knowledge framework involving arbitrary relationships between concepts. They suggested a learning framework in which the topology of the knowledge framework and the relationships between the concepts are statistically learned into a Bayesian network. This gives an ontology depicting purely arbitrary statistical relationships between the concepts but does not provide a meaningful interpretation and evolution of the knowledge framework. The other attempts to represent semantic knowledge include Wordnet [23] , Cyc [16] and OpenMind Commonsense [20] . These knowledge representations focus on one or more relationships such as lexical relationships and commonsensical relationships.
Based upon such knowledge bases, several attempts have been made to represent and use context. This has been used in web-base learning environments, e-commerce applications, media recommendation applications, intelligent agents and others. However, the knowledge frameworks do not evolve dynamically with the user interactions in the system, nor do these models consider the personalized and shared nature of the multi-modal knowledge of each individual.
A significant survey on the content-based image retrieval has been given in [30] . Prior works on adaptive media retrieval have used relevance feedback [8, 27] for a better query estimate and refinement of distance metrics in the low-level feature space. Recent work on retrieval has focused on context-aware similarities [35] , however the work focuses on learning the similarity metric using a kernel trick and the model of context is not proposed. These works on media retrieval consider that image relationships exist in low-level feature space. However, most of the times people associate images semantically and not using low-level features. Media retrieval that uses semantics for retrieval [3, 19] uses general and static knowledge bases like ConceptNet [20] . The problem with this approach is that it does not model the differences in the similarities between the media elements seen by different people in different contexts. We build a media retrieval system based upon the dynamic multimodal model of the user context as a subset of the personalized user knowledge. Our experiments show that media retrieval using the models of user context as in our approach produces better results as compared to relevance feedback as in [27] .
Some recent media retrieval approaches [15, 25] use a significant amount of prior knowledge for image retrieval. In [15] , the authors use a pure metadata approach for image retrieval. The description of the images is in from the metadata of the images. Hierarchically, structured ontologies, obtained from the domain and from the media annotation define a set of properties of the images such as time, place and others. The query is also represented in a similar structure. Creation of such ontologies and in particular the annotation of all the images in the database is a significant problem. Often the image database is sparsely annotated. Hence, such approaches should be merged with content-based approaches (). The search and recommendations are then performed by a set of logical rules (recommendation rules, hierarchy rules and mapping rules). In [25] the authors present an interesting task based approach to define the context of the user query and the context of the images and their annotations. The authors also have a dynamic notion of task context that captures the user's task history. However, the approach is driven by annotation and relies on continuous annotation by the users and hence several tools are provided for the purpose of annotation in the application. Both the approaches [15, 25] need significant amount of information from the user continuously. On the other hand, our approach makes limited demands from the user and grows the knowledge automatically by analyzing the user interactions. This is very crucial for keeping the users interested and at the same time provides opportunities for integration with incentive based strategies [29] for gathering information, for knowledge growth, from the user.
Context for media retrieval
In this section we introduce our model for representation and evolution of multi-sensory knowledge (text, images) and user query context.
Knowledge representation
User knowledge in the model is represented as a graph as shown in Fig. 3 . The nodes in the graph are the instances of concepts in one modality and the weighted edges (weights represent the similarity between the end nodes along the edge) are the relationships between those instances. The knowledge can be divided into planes as shown in Fig. 3 , where each plane consists of concepts in one modality and the relevant relations between them. The planes are connected through inter-planar edges between some nodes like an image in the images plane and its annotation in the text plane.
The relations between concepts in the text plane are linguistic and commonsensical, in the images and audio planes are low-level feature based, in the people plane are social and in the location and time planes are spatiotemporal. For now the knowledge is restricted to only text and image planes.
The description of the knowledge graph is as follows. Let C be the set of concepts in the knowledge and R Fig. 3 Multimodal user knowledge, nodes represent concepts and edges the relationships between concepts be the set of relation types among the concepts in the knowledge. Each concept c i ∈ C and each edge e j ∈ E = C × C × R. Each edge e j also has a weight s j (c m , c n ) that denotes the similarity between the concepts c m and c n across the edge e j due to the edge e j . The weights of the edges in the text plane and the inter-planar edges are all set to 1 while the weights of the edges in the image plane are equal to the low-level feature based similarity between the images. The image plane is fully connected but the text plane is sparsely connected. The user knowledge is then defined as K = {C, E}.
Media knowledge is represented as a graph similar to the user knowledge and consists of the media elements and user specified annotations as the nodes and the feature based relationships (e.g., color histograms), commonsensical relationships and user specified annotation based relationships as edges. Environment knowledge at present is the commonsensical knowledge obtained from the ConceptNet [16] and it consists of text nodes and commonsensical relationships between those nodes.
User query context representation
User query context is represented as the subset of the nodes and edges in the knowledge graph that are in attention. Although the user knowledge consists of a large set of concepts and relationships, at any time only a few of these concepts are in the user attention with different levels of attention. The concepts influence the user's interactions and the amount of influence depends upon their attention level. The association between the concepts is also different at different times and depends upon the level of attention on the relationships types connecting the concepts. An estimate of this set of concepts and relationships and their attention levels is represented as the user query context.
The attention on concepts and relationship types are represented as weights of the respective concepts and the biases on the types of relationships. The user attention at a concept c i in the knowledge is modeled as the weight w i of the concept. The sum of weights of all concepts in the user knowledge at any given time is constant. This is based upon the assumption that the amount of short-term memory in any individual and hence the total amount of attention given to all the concepts is constant over a small duration. The importance of a type of relationship r k ∈ R is modeled as the bias wr k on the relationship type. The biases on the relationship types at any point are estimated as
where w i and w j are the weights of the neighboring concepts c i and c j connected by the relationship r k and α is a constant between 0 and 1. Thus wr k lies between 0 and 1. Thus, a relationship type connecting concepts with high attention has a higher bias as compared to the relationship type connecting concepts with low attention levels.
The similarity between the neighboring nodes is the weighted sum (weights are the biases on the types of edges) of similarities between the nodes along all the edges
S(c i , c i+1 ) is the similarity between the concepts c i and c i+1 , N is the number of edges between the two concepts and S(c i , c i+1 |j) is the similarity of the jth relationship (along the jth edge) between any two nodes.
Context and knowledge initialization
Initial multimodal user knowledge is created using a set of multimodal (text, images and possibly other media such as audio) seed concepts provided by the user and the relation between the concepts either provided by the user or already present in the environment knowledge space. Each user provides some seed concepts describing herself such as her profession, interests, some images of herself and her friends, place and others. A set of concepts are extracted from the environment knowledge space (ConceptNet [1, 20] ) that are in the neighborhood of the textual seed concepts. The relationships between these concepts are also extracted from the environment knowledge space. All the seed concepts and extracted concepts and the relationships between them form the initial user knowledge. Initially the whole user knowledge is set as the user context with equal weight of the nodes and the edges. This is a conservative estimate of the user context as the system does not have any information about the user's current context. Thus initially, each concept in the user query context has equal weight.
Context evolution
We now discuss the evolution of the user context as the change in the weights of the nodes and biases of the relationships and discuss the convergence and stability of the model and intuitively discuss the appropriateness of the model. Earlier work on determining context of concepts in ontology has used activation spreading [7, 8] . Thus the context in these cases is static as opposed to real situations where the context changes with time.
We introduce a method for modeling the dynamics of activation spreading that helps us determine and track context through time both in the presence and absence of any information about the user activity.
The change in weights of the nodes and edges follow the change in attention on the concepts and relationships in the short-term memory and are modeled as a linear dynamical system. The weight of a concept in the knowledge is affected by the weight of its neighbors. A concept strongly connected with other concepts with higher attention, gains attention while a concept strongly connected with concepts with lower attention, loses attention. The user activity related to a particular concept increases attention at the concept at the cost of the attention over all other concepts in the knowledge. Thus the rate of change of weight of a concept is
where w i is the weight of the concept i at time t, S(c i, c j ) is the similarity between the neighboring concepts as given by Eq. (2), c i and c j and C( x) is a bounded monotonically increasing function. C(S(c i, c j )) represents the coupling between two neighboring concepts that causes the flow of weights between the two concepts. A(i) is the activation function that is non-zero only for a certain set of concepts related to the current user activity and B is a constant that is related to A(i) as
A(i) and B model the attention that is diverted from the existing set of concepts to the new set of concepts representing the current user activity. The first term of Eq. (3) models the spreading of the attention from the points of attention across the knowledge space. The context converges asymptotically on a suitable distribution of weights over all the nodes and edges in the knowledge under the presence of the messages from the user. We now discuss the steady state distribution of weights of the concepts. The sum of weights of all the concepts is constant. It can be verified using the Eq. (3) that
The state-space equations in (3) can be represented in the vector form as
where w is the vector of the concept weights, C is a matrix whose elements c i,j represent the coupling between the neighboring concepts c i and c j given as C(S(c i , c j )), 1 represents a unit column vector and diag(x) represents a diagonal matrix whose diagonal elements are the elements of vector x. A is the activation vector whose elements are A(i). When no information about the user activity is available, A is a zero vector and B is 0. Thus Eq. (6) reduces to
C is a sparse and symmetric matrix and the non-zero elements correspond to the coupling between neighboring concepts. At steady-state dw/dt = 0. Thus the steadystate solution lies in the right null space of the matrix C − diag(C1). The given matrix is the weighted adjacency matrix of the knowledge graph where the weights are the coupling values between the adjacent concepts. It can be easily verified that the rank of such a matrix C − diag(C1) is N R − N C : number of rows − number of connected components. Hence the dimension of the solution space [i.e., the null space of the matrix C − diag (C1)] is N C . The steady state solution thus is the uniform weight distribution across all the concepts in any connected component. In the current representation of knowledge, there is only one connected component in the user knowledge network. Hence under the steady state, all concepts have the same weight. Further, since the sum of the weights of all the concepts is constant, this weight is unique and is 1/number of concepts. This is intuitive since if we do not have any information about the user activity for a long period of time, then the estimate of the context is the just the overall knowledge that we have about the user.
Analysis of stability and convergence
We now analyze the stability and convergence of the user context in the general case when the information about the user activity is available and A and B is not 0. A linear time invariant system with the state space equation as in Eq. (6) is stable if all the eigenvalues of matrix C − diag(C1) − BI are less than or equal to 0. The system is not time invariant because the coupling matrix C changes with changes to context. However, the change in matrix is small enough to be neglected and a time-invariant approximation is still justified. It can be easily verified that diag(C1) − C is positive semi-definite given the elements of C are all positive. Adding a diagonal matrix to this matrix whose diagonal elements are all positive or 0 gives a matrix which is also positive semi-definite. Therefore, diag(C1) + BI − C is a positive semi-definite matrix with all eigenvalues positive or 0. Therefore, all eigenvalues of C − diag(C1) −BI are less than or equal to 0 and the system is stable. In the general case when A is not 0, in the steady state, the weights of the concepts are the solution to the equation:
To determine if the dynamical system converges and an unique solution exists, let us consider the rank of C − diag(C1) − BI.
where is the diagonal matrix whose diagonal elements are the eigenvalues of (C − diag(C1)) and V is the matrix whose columns are the eigenvectors of (C − diag(C1)). We have discussed earlier that the rank of (C−diag(C1)) is N R − 1 as the knowledge graph has only one connected component. Thus, one of the eigenvalues is 0. From the discussion on stability, we also found that the eigenvalues of (C − diag(C1)) are less than or equal to 0. Therefore, all the eigenvalues of (C − diag(C1) − BI) are negative (B is a constant non-negative number) and the matrix has full rank. Hence, the estimate of the user context converges on a unique distribution of the weights over the concepts. The context estimate peaks at a small subset of the knowledge closer to the concepts related to the information about the user activity. The sharpness of the peaks can be controlled by the value of activation vector.
An important property of our context model is that with suitable activation vector, any weight distribution across the concepts in the knowledge can be achieved. This is true because the dynamical system is controllable. To verify controllability, we use the Popov-Belevitch-Hautus test [6] which suggests that the dynamical system in Eq. (6) is controllable if there exists no left eigenvector of (C − diag(C1) − BI) that lies in the left null space of I. Since, there exists no null vector for I, therefore the system is controllable. In this section we discussed the evolution of the user context and analyzed the dynamics of the context. We now discuss the evolution of user knowledge.
User knowledge evolution
New facts about the user are exposed to the system through interaction and at the same time the user is exposed to new media elements. Thus the user knowledge is an increasing set of concepts.
The user knowledge estimate changes as new facts about the user are discovered. Each activity of the user (for example a query) provides information about the user. If the query concept is not present in the user knowledge, the user knowledge is expanded as follows:
• If the query concepts are textual, use them as seed concepts, extract a set of concepts in the environment knowledge that are in the neighborhood of the query concepts. If the query concepts are images and have annotations, the annotations of the images or the annotations of the images form the seed concepts. If the images do not have annotations, add the images to the User Knowledge, no textual concepts or relationships are added.
• Obtain the relations between the new concepts and the existing concepts in the user knowledge. For textual annotations use the ConceptNet neighborhood and add the concept and the relationships. For the image features, calculate the similarities with other images that are part of the user knowledge.
• Add the new concepts and relationships to the user knowledge.
The user knowledge estimate is also expanded as the user is exposed to new media elements. The new media elements that the user encounters and their annotations are added to the user knowledge. The new concepts are linked to the rest of the knowledge through the feature level relationships between the new media elements and the older ones in the user knowledge.
Similarity of non-neighboring concepts
The similarity of two non-neighboring concepts in the knowledge graph is computed as discussed in this section. Note that the similarity between the concepts depends upon the current context.
In the first case, when two concepts are in the current context, the similarity between them is computed as the maximum similarity between the two concepts computed over all the paths between the two concepts. Let p(k, m) be a path that begins with concept c k and ends with concept c m . Let l(p) be the length of the path. Then,
where S(c i−1 , c i ) is the similarity between the two successive concepts along the path and w i is the weight of the concept c i along the path and where n = l( p) + 1, and c(0) = c k . This maximization can be done using a variant of the Dijkstra's shortest path algorithm. Thus, the path with the high attention concepts and strong similarity between the concepts is the maximum similarity path. In the second case, when one or both concepts are not present in the current context we enlarge the context to encompass both concepts. The context is enlarged by the evolution process as given by Eq. (7) without any activation. During the evolution process all the concepts would lose their weights by a certain amount and the similarity calculated this way will be less than the similarity if there was a path between them in the context region. Note that this evolution process is only used to compute the similarity between the concepts and does not reflect as the change in the user context.
A photo retrieval application
We applied our context model in a photo retrieval system to improve the retrieval efficiency. Retrieval of photographs in a large personal collection is an important problem due to the easy availability of image capturing devices. We now discuss the architecture and different components of the photo retrieval application.
Architecture of the application
The system block diagram (ref. Fig. 4) shows three main blocks namely the user interaction, the context-aware search engine and the context model as discussed earlier. The application is multi-threaded for efficiency -the three main blocks operate as three different threads. The context model runs as a background thread while the user interaction is the main thread. The search thread is launched when the user makes a query and ends when the results are obtained. The context model consists of the three different knowledge spaces namely the user knowledge, the environment knowledge and the media knowledge. The user knowledge is dynamic while the media knowledge and the environment knowledge are static. The user interactions provide information about the user and this information is used by the context model to update the user knowledge and the User context. The context evolution engine performs this task. The search engine uses the current user context and the media knowledge to provide the retrieval results. We now discuss the user interaction and the search engine.
User interaction in the system
The user interacts with the system through an applet shown in Fig. 5 . In order to provide a text query, the query is typed in the text box in the upper left hand side of the screen. The displayed images can be selected by clicking the check box with the images. Finally the query is submitted by clicking the submit query button. The top nine results are displayed in the applet with the top most result also shown alongside. It has been studied that the human short term memory can efficiently process seven plus minus two units of information at a time [22] , so we chose nine images to display as results.
The user time spent on the displayed pictures and the selection of pictures are the messages sent by the user to the system. These messages provide information about the current user activity and are used by the evolution engine to update the context.
Context-aware search in the application
Given the query as a set of selected images, the context-aware search is performed in the media knowledge space to find the most relevant photographs. The search process first obtains the current context from the context model and modifies it using the user information obtained from the query. The modified context is then used to obtain the candidate concepts in the media knowledge space. The images close to the candidate concepts in the media knowledge space form the retrieval results. The complete search is as follows:
• Find the selected concepts from the selected images (the color histogram of the images and the annotations).
• Expand the user knowledge if the selected concepts are not present in the user knowledge.
• Evolve the user context with activation at the selected concepts. This evolution process is done by the search thread and does not reflect in the new user context model. The concepts (both images and text) in the user context that are also present in the media knowledge and have weight greater than α (optimized experimentally) of the highest weight form the set CC of candidate concepts.
• The score of an image in the media knowledge is now given as 
Experiments and evaluation
We now discuss the user experiments with the photo retrieval application. We conducted a pilot user study with six graduate students. The experiments were conducted to demonstrate the effectiveness of the contextaware retrieval and hence the focus was not on using the optimal feature set. The media repository was a set of 4,000 images from the users' personal and shared photograph collection. Roughly 15% of these images were text annotated. Personal photographs makes the experiments more complex and better approximate real-world usage scenarios than the familiar Corel data set. Also importantly, the semantic associations are different for different users and we expect them to be captured by the user knowledge estimates.
The media retrieval application was implemented in Java and executed on Pentium 4 machine. The program structure is as discussed in Sect. 4.
Three retrieval strategies
We implemented three retrieval strategies namely random retrieval, relevance feedback based retrieval and context-based retrieval.
• Random: In the random retrieval scenario, the images in the display set were selected at random. This strategy was selected as a baseline against which the other retrieval strategies were compared. The retrieval precision for this strategy should be close to the ratio of images in the database that are relevant to the query concept and is the minimum precision expected of any good retrieval strategy.
• Relevance feedback: The relevance feedback based retrieval strategy was implemented as defined in the algorithm discussed in [27] . The color histograms of the images were the selected features for the experiments and the weights of the dimensions and similarities between the images were computed as discussed in [27] . However, for the consistency of the experiment and comparison with other approaches, we allowed only two levels of relevance score for each retrieved item. Thus a retrieved image is given a relevance score 1 if the user selects it as a relevant image. All other images in the database are given a relevance score 0.
• Our algorithm: The context-based retrieval strategy used the context model and retrieved the images as discussed in Sect. 4. Home  10  6  12  14  Birthday  10  4  14  12  Graduation  3  1  9  14  Beach  5  2  15  16  Park  20  8  20  23  Office  5  1  8  10 Thus, three experimental setups were made, each implementing one of the three retrieval strategies. The user interface and interaction instruction for the three setups were same for transparency to the user.
Description of experiments
We now discuss the experimental set-up and the instructions given to the user. We required that each user provide a set of at least ten concepts. This set of concepts was the seed with which the user knowledge and context were initialized as discussed in Sect. 4.3. Then each user was asked to follow the instructions given below:
• Select a query concept from among a set of choice concepts. These choice concepts were selected from the list of concepts in the media knowledge that had at least 100 relevant images. The first set of nine images was selected randomly. We set the number of images to be nine due to the familiar property of short term memory [22] .
• Once the images were presented, the users were asked to select among them, the images that were relevant, by selecting the associated checkboxes.
• The selected images were used as the query and the new images were presented. The images once shown are not repeated in the same set-up. This process is repeated four times. Thus the users see a total of 45 images.
Each user repeated the above experiment three times. Each time one of the three different search strategies namely, random retrieval, relevance feedback based retrieval and context-aware retrieval was used. The order of the experiments for each users was randomly selected and the order was not disclosed to the users.
Observations and discussions
We now analyze the experimental results as both cumulative precision of the overall retrieved set and the change in the relevance score with increasing interaction and the personal priorities of different users. 
Cumulative precision
We present the cumulative precision results as the number of relevant images that were retrieved in the complete experiment of five iterations and the mean relevance score of the retrieved images in the five iterations. The number of relevant images obtained in five iterations for three different search strategies are shown in Table 1 . We observe that the context-based retrieval gives the largest number of images relevant to the query. The number of relevant images retrieved using the random retrieval strategy depends solely on the percentage of relevant images in the database. It can be seen that the random retrieval strategy gives more number of relevant images for the query 'park' (20% images) as compared to the query 'beach' (5% images). The difference between the context-based retrieval and the relevance feedback method is not seen clearly as we do not consider the rank of the images.
A more revealing analysis of the results is possible by considering the rank of the retrieved images. The normalized relevance score for the retrieved set of nine images is computed as follows:
where N is the number of retrieved images and r i represent the rank of the ith image given as r i = i iis relevant to query, 0 otherwise.
Equation (12) helps us distinguish between two returned sets that have identical precision, as it takes the rank into account. The mean cumulative relevance score of the results for all the five iterations is shown in Table 2 . The mean relevance score of the retrieved set for the context-based retrieval is significantly larger than the relevance feedback approach for all the queries. This demonstrates that context-based retrieval is more effective than the relevance feedback retrieval.
We now discuss the change in the relevance of the results with increasing user interaction.
Change in relevance with interaction
An important aspect of the context-based retrieval approach is that with increasing interaction more relevant images are retrieved. The relevance scores in different iterations for the three different search strategies are shown in Fig. 6 . The relevance score of the retrieved set is seen increasing with the increasing interaction in the context-based retrieval strategy. The relevance feedback based approach also shows and increasing trend but is not very consistent.
There are two reasons for the improved dynamic performance of the context-based approach against any other approach. Firstly, with increasing interaction, the estimate of the user context becomes more accurate and the retrieved set is therefore more relevant. Secondly, the context-based approach uses multi-modal relations (commonsensical relations using the annotations and feature based metrics) between concepts to estimate the similarities. This helps retrieving images that are more semantically similar to the query. We see an anomaly in bottom figure in Fig. 6 , where in the fourth iteration; the relevance score of the relevance feedback approach is higher than the context-based retrieval approach. This is an outlier and is ascribed to the human error in interaction.
Limitations
The use of the context model provided significant improvement in the photo retrieval over relevance feedback base retrieval however, the model has the following limitations:
• The quality of the acquired user knowledge. For experimental purposes, we have used the concept net [20] to extract textual concepts and the commonsensical relationships between them while image concepts are derived from the media database itself. The textual concepts and their relationships in concept-net are not very dense and that limits the knowledge.
• The model needs continuous interaction with the user to have an accurate estimate of the user. In the absence of interaction, though the model maintains the knowledge about the user, until the past interactions, the estimate of the current context is very conservative.
• From the perspective of knowledge representation, while we provided a generic representation framework for knowledge in all modalities, the knowledge used in the application was limited to only text and image planes. In future work, we are planning to incorporate representations of human activities. Our current choice is guided by the needs of the image retrieval application.
• Knowledge is representable at multiple time-scales.
We did not cover the multi-scale temporal nature of knowledge in our current framework, and plan to incorporate this into future work.
• Probabilistic: The presented framework does not incorporate a probabilistic knowledge representation framework. We are currently developing new statistical models to represent multi-sensory knowledge and user action context using partially observable Markov decision processes [18, 32] .
We plan to address these limitation in future work.
Conclusions
In this paper, we presented a novel framework for modeling user context. We have developed a theoretical understanding of multi-sensory knowledge and user context and their inter-relationships. We presented our definition of context as "the finite and dynamic set of multi-sensory and inter-related conditions that influences the exchange of messages between two entities in communication." We stated properties of context and its relationship to knowledge and the application. We then presented a dynamic, emergent and multi-sensory knowledge representation framework in which context can be estimated and represented as a subset that is in focus. We modeled the dynamics of the context and knowledge as linear dynamical system. We provided proofs for the convergence, stability and controllability of the user context model under all circumstances. We tested the validity of our proposed user context model by applying it to a photo retrieval application. Our experiments demonstrate that the model of user context helps retrieve more relevant images for the user as compared to relevance feedback. The experiments also demonstrate the improvement in the relevance of the retrieved images with increasing user interaction.
We have identified that for a robust context model, we need a comprehensive framework for knowledge acquisition and representation. Hence, we plan to focus our future work mainly on improving the process of user knowledge acquisition, and multi-scale and multi-modal knowledge representation. We are also working on more exhaustive experiments with more users and a larger dataset and improved features to provide statistically more significant results.
