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Abstract
Disagreement amongst users in a social network might occur when some of them have
different opinion or preferences towards certain items (e.g. topics). Some of the users
in the social network might have dynamic preferences due to certain situations. With
these differences in opinion amongst the users, some of the users might decide to be-
come either less-active or inactive in providing their opinions on items for recommen-
dation processes to be possible or effective. The current state of the users will lead to
a cold-start problem where the recommender system will be unable to find an accurate
preference information of the users for a recommendation of new items to be provided
to them. It will also be difficult to identify these inactive or less-active users within a
group for the recommendation of items to be done effectively.
Attempts have been made by several researchers to reduce the cold-start problem using
singular value decomposition (SVD) algorithm, but the disagreement problem amongst
users will still occur due to the dynamic preferences of the users towards items. It was
hypothesized in this thesis that an influence based preference modelling could resolve
the disagreement problem. It is possible to encourage less-active or inactive users to
become active only if they have been identified with a group of their trustworthy neigh-
bours. A suitable clustering technique that does not require pre-specified parameters
(e.g. the number of clusters or the number of cluster members) was needed to accu-
rately identify trustworthy users with groups (i.e. clusters) and also identify exemplars
(i.e. Cluster representatives) from each group. Several existing clustering techniques
such as Highly connected subgraphs (HCS), Markov clustering and Affinity Propaga-
tion (AP) clustering were explored in this thesis to check if they have the capabilities to
achieve these required outputs. The suitable clustering technique amongst these tech-
niques that is able to identify exemplars in each cluster could be validated using pattern
information of past social activities, estimated trust values or familiarity values. The
proposed method for estimating these values was based on psychological theories such
as the theory of interpersonal behaviour (TIB) and rational choice theory as it was nec-
essary to predict the trustworthiness behaviour of social users. It will also be revealed
that users with high trust values (i.e. Trustworthy users) are not necessarily exemplars
of various clusters, but they are more likely to encourage less active users in accepting
recommended items preferred by the exemplar of their respective cluster.
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Chapter 1
Introduction and Background
1.1 Brief Preview
As we live in the age where isolation is no longer an option, it is vital to understand the
behaviour of users in a community 1. A community can be considered to be a system
environment where interaction or engagement between users of the system occurs. Most
systems usually have a network structure where entities (such as events, items, people
or animals) represent a set of nodes and their relationship represent the edges (i.e. ties
or links) in the network [77, 211]. Engagement or interaction between users in a social
network is expected to improve knowledge growth within the network [81].
It is impossible to achieve and maintain success within a network without links or re-
lationships, as there is the need for information flow and updates to assist each user in
their daily decision making. For instance, residents within a street may not be aware
initially of a planned power outage for certain construction work scheduled to take place
during a period of time in their street. But a resident member of that street who could
be a staff or representative of the construction company is expected to pass on infor-
mation on the scheduled work to other members of the street for them to plan ahead
in having an alternative power supply. Also, if the company decides to suspend the
power outage, this same staff of the company can also provide updates to residents of
the street. Even though the representative of the construction company is not close to
some neighbours, he will trust other neighbours that are close to these neighbours to de-
liver any information to them. This type of social network from the example is known
1A group of entities created from a network based on their similarity.
1
2as an advisory/knowledge network [95] where individual members benefit and receive
information within the network to make their decisions.
Structure of a network created by the interaction between users can be a useful means
for retrieving information to support decision making. According to Caldarelli [38],
understanding the creation mechanism of a network or graph can be a useful means in
supporting predictions towards decisions to be made. Graph theory [211] have been
proven to provide a description of connected structure between entities, as it has been
applied to different fields in the real world. Examples can be seen under network struc-
tures in the economic field [88], where the market trends can be observed to improve
the goods or services provided to consumers; network structures in the finance field
[20, 124], where payments, trades and securities can be observed to resolve financial
risk; network structures in the ecological field [110, 138], where biological interaction
between organisms are observed to understand their adaptation, survival or resources
depletion in their environment; network structures in transportation field [17, 111, 200],
where traffic situations on different routes for a journey can be observed to determine
the best route to a destination; network structures in communication field[10], where in-
formation flow is observed to understand all communication traffic or patterns in order
to reveal the best channel for transmitting and receiving messages via phone exchanges
or knowledge via online media (such as email and other social media). Analyses that
can be carried out to examine the pattern of relationships in all these network structure
examples are referred to as network analysis [211].
1.2 Network Analysis and Structure
With ties between entities in a network, information or knowledge is easily exchanged
amongst themselves, cooperation will be improved and uncertainty will also be reduced
[55]. This relation between entities from network structures supports decision making
when important information such as preferences or possible solutions based on patterns
or outcomes from past events are estimated. Aral & Van Alstyne [10] examined the
correlation between network structure and benefits of information, where they pointed
out that there will be better performance only if members of a community have the
ability to access and discern non-redundant information. It is therefore important to
measure the properties of a network to determine the information required to support
decision making.
3Network analysis measures the structural properties of a network such as patterns, dura-
tion and outcomes of past events or activities in order to determine either the formation
of a network or dissolution of a network. Measuring concepts such as sociometry, in-
troduced by Moreno[140] was amongst the initial method of network analysis which
measures the interpersonal relationship between entities within a community. Moreno
[140] was curious in visualizing the structure of a group and also understanding the hu-
man behaviour within a group. This was achieved with the invention of sociogram[140]
which displayed the relations as lines that connect humans who are represented as points
(nodes) in the display. The sociogram was not only described as a display tool but it
was also referred to as an “exploration” tool which reveals social patterns.
Network analysis could be further understood with mathematical representation to model
the relation between entities. One commonly used representation is the graph theory
[211] which is the study of social graphs G(V,E) where entities belong to vertices set
V and relations or ties belong to edges set E. Social graphs might either be undirected
(i.e. a graph where there is no distinction between edges {xi,x j} ∈ E and {x j,xi} ∈ E
associating two entities xi ∈ V and x j ∈ V ) as shown in figure 1.1(a) or directed (i.e. a
graph where there is a distinction between edges {xi,x j} and {x j,xi} associating two
entities xi ∈V and x j ∈V ) as shown in figure 1.1(b).
((A)) Undirected Graph ((B)) Directed Graph
FIGURE 1.1: Types of Social Graph
For an undirected graph G with n entities, the set E must contain a maximum of n(n−1)2
edges for the graph to be considered as a complete graph [211, 214] and if the graph is
a directed graph, the set E must have n(n−1) directed edges for the graph to be consid-
ered as a complete digraph [41, 211]. Both types of graph are relevant in understanding
interaction pattern of entities as edges E play a key role in the observation of vertices’
connection to others.
4Exploration of social network structure with support from graph theory reveals the im-
portance of some network concepts such as:
• Homophily[132], which is the likelihood for an individual to relate with similar
members in a community. That is, an entity will have more preference for mem-
bers in their group.
• Clustering coefficient [154, 212], which is the measure for the likelihood of nodes
to be connected or clustered together. This can be used in determining if nodes
can form a clique (complete subgraph) with mutual opinions or attributes.
• Centrality [65, 147, 211], which is the ‘status’ measure of a node being the most
important member or central member reachable by all other members of a net-
work.
• Reciprocity [34, 173] is the degree to which two nodes mutually exchange some-
thing (e.g messages or ratings) within a community. It is usually observed in a
directed graph where the degree of exchange from pair of nodes might not neces-
sarily be the same.
• Structural holes [36], which is the structural gap (differences) between two mem-
bers of a network, where an intermediary might be able to retrieve unfamiliar
ideas from complementary opinions or idea of members in a network.
• Density [69, 79], which is the proportion of relations(edges) compared with the
expected number of relations in a network. This reveals whether a network is
close to being a completely-connected graph or not.
• Structural Cohesion [139, 163], which is a measure for the minimum amount of
nodes to be removed from a group to cause a disconnection in that group.
• Structural Equivalence[211], which is the degree to which two or more nodes
share ties to the same other nodes. This structural equivalent nodes are also con-
sidered to be similar to each other based on their behaviour, i.e. Similar structured
nodes are expected to have similar behaviour.
Some of these concepts and their relation with a system that might support users deci-
sion making will be discussed below to understand their relevance in analysing network
structures. Most systems require network analysis for exploring navigation and posi-
tion of entities within a community while others are focused on the causes of events
5or the behaviour (e.g competitive nature, activeness and in-activeness of entities) and
similarities of entities.
1.2.1 Network Analysis via Homophily
Communities can be formed based on a concept where only similar members connect
with one another. This concept is known as Homophily [132], which was referred to be
a coordinating concept in networks. Earlier studies by Wellman [213] on community
formation presented both friendship and play communities of kids which were formed
based on demographic characteristics (e.g. Age, gender, religion and educational level).
This revealed the correlation between affiliation and similarity of individuals or entities.
Initial modern studies [30, 122] further revealed how similarity in attributes affects tie
strength 2 of individuals. It was clearly seen that group members with similar attributes
based on gender and education tend to have stronger interaction as the group is formed
based on the similarity in experience and knowledge features between the members.
Other groups with race/ethnic and religion attributes had their members engaging with
themselves based on their beliefs as their attitude will always be similar.
Other studies [37] on community formation by homophily were based on psychologi-
cal attributes (such as attitudes). This approach to measuring homophily was presented
with the idea that peers will always influence each other’s behaviour. In other words,
peers will always aspire to be like each other in the community. Freeman [66] described
the work done by Almack [6] as one which involved the comparison of peers’ intelli-
gence based on their school performance (grade) that affects their choice of sending
membership invitation to other peers. The actions of similar members in a group are
well coordinated in accordance with their mutual understanding in the community. We
can also refer to this type of homophily as the behavioural pattern based homophily as
it is a measure of the similarity in member’s activities within a community.
Byrne [37] stated that similarity of members’ actions in a community influences their
attraction to each other. He proved this concept by analysing attitude-ratings of existing
individuals towards an unknown group of individuals where the ratings were based
on their intelligence, knowledge of existing events and integrity. If an individual has
good morals and honesty in making the right decisions to various events, they could
be considered to be a knowledgeable and an intelligent member. Other individuals
2Tie strength is a measure of solidity of a relationship between two members in a network.
6will be attracted to this individual based on the condition that they have these same
characteristics.
Apart from the qualities of an individual that affects attraction, other factors such as
the ‘importance’ of issues and closeness were considered by other researchers. Byrne
[37] revealed how certain group members considered the degree of subjects’ importance
from other members in evaluating their attitude similarities. As the importance of an
issue, event or person is considered by an individual, the attitude of the individual is
expected to be consistent and this, in turn, will enhance the attraction of others to the
individual. Marsh [123] described ‘importance’ factor as a subjective means of deter-
mining the number of benefits to be expected from events or situations, as two similar
events or situations could be rated differently based on ‘importance’ at different times.
An important issue, event or person to agents could improve their closeness in a net-
work. This ‘importance’ factor is comprehended with the concept of centrality where
an entity’s position in a network has to be measured to determine its’ closeness to others
in the network.
1.2.2 Network Analysis via Centrality
Centrality measure reveals the position or location of an entity in a network which in
turn indicates the importance degree of the entity to others in the network. According to
previous research [211], important entities are said to be located in “strategic” positions
of a network in order to be more reachable to other members of the network.
Moreno [140] revealed in his work that the attraction between entities in a network
will always cause them to remain close to each other. He demonstrated how less-active
members of a network will only be close to few members that they like but this does
not necessarily mean that the less-active member should be completely ignored by the
community. This could be viewed in situations where a new member is initally close
to an ‘important’ member of a community. In this type of situation, a new member
might be accepted by other members into the community due to relationship with the
‘important’ member. An ‘important’ entity was described by Moreno [140] to have
several properties which includes:
1. ability to give equal opportunity to all members to provide their opinion
2. ability to protect the weak from the strong
73. having no bias opinion towards alternatives
According to Borgatti [27], the importance of entities can be measured with central-
ity based on information transfer within a network. As a particular entity is close to
other entities in a network, their proximity will determine how well information from
the entity will be accessible by others, thereby making this entity important in the net-
work. Freeman’s work [65] is believed to have revealed the most reliable measure of
centrality which consists of degree, closeness and betweenness concepts [211]. Previ-
ous researchers [65, 211] referred to degree centrality as an index for the activeness of
a node who has the most ties in the network; closeness centrality as an index for the
efficiency of a node to reach out to every other node in a network; betweenness central-
ity as an index for measuring the ability of a target node to control or influence other
nodes who are separated or linked together by this target node. There is a correlation
between the definition of closeness centrality in the previous researches [65, 211] with
that given by Borgatti[26] who referred to it as an evidence for the expected time of an
item (e.g. information) from a member to reach another member via the shortest path in
the network. Both definitions refer to the flow time based on the position and proximity
of a node with other nodes as a measure of centrality as this reveals the capability of a
node to distribute or transmit information.
Research work in this thesis will reveal how all the three measures of centrality previ-
ously mentioned could be applied to the proposed model in identifying the most ‘impor-
tant’/influential node in a network (See figure 1.2) as activeness, efficiency and control-
lability 3 characteristics of a node will determine the fitness of the node. The identified
influential node will be considered to be a motivator for less-active nodes to become
active in the community or group.
1.3 Knowledge Transfer within Communities
Information transfer in a homophily community is limited to only members of that
community with similar characteristics. According to Mcpherson [132], the closeness
of two members can be translated into the number of links (edges) in which information
flows between them (i.e ”path length” [211]), which also correlates with homophily
3Controllability is the attribute of a person who creates an indirect link between two or more unlinked
individuals in a network whereby resources or information can then be shared amongst themselves.
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[122, 132] that exist between the two members. It also implies that members (i.e. nodes)
are reachable, i.e. there is a path 4 between them in a network [211].
The strength on edges for a path can be referred to various terms used as supporting
information for analysis in different fields. In the communication field, it is the number
of information or messages that have been transmitted or discussed between nodes (e.g
Aral & Alstyne [10]); economist and financial officers refer to it as the rate of transac-
tions between customers and banks or two banks/businesses (e.g. Battiston et.al.[20],
Masi et.al.[124]); psychologist refer to it as rate of actions in response to a situations,
effect or another person, which can be seen in a network between causes and events
resulting from the causes5 (e.g. Hevey et.al. [93], Almack [6]); transportation analyst
refer to it as the amount of traffic or distance between start and destination point of a
vehicle’s journey (e.g. Sun et.al.[200], Levinson[111]); and ecologist refer to it as the
consumption, access or feed rate on species by other species (e.g. Lever et.al. [110],
Montoya et.al. [138]). The strength of the relationships [30] in these networks can be
used as information to predict the tendency for future association or engagement.
Performance can be predicted based on access to novel information from diverse com-
munities’ ideas as individuals require new knowledge or innovative idea to support their
decision making [10, 85]. Information from communities/groups has diverse and im-
portant contents (e.g. ideas, opinions or perspectives) which will create an innovative
knowledge for members when combined together. This can be seen where familiar or
similar individuals of a community have access to resources from unfamiliar or dissim-
ilar individuals of diverse communities. This may also imply that there is the tendency
4Wassermann [211, p. 107] described path as the trail that can be used in keeping track of the com-
munication channels between nodes in a network graph.
5The relationship in psychological network includes the relation whereby stress or depression could
lead to illness, addictive personality could lead to overeating and overeating could lead to obesity.
9of a particular node from a community to be connected with unfamiliar nodes of diverse
communities based on their access to shared resources of information.
Reagan & Zuckerman [172] revealed the possibility of harmonizing both knowledge
and benefits from network structures, whereby either diverse information from differ-
ent groups or within a group can be beneficial. The novel information from various
communities shared with a particular community will be effective in decision making
by members of this particular community that experience new problems. An example
of such situation will be when a customer of a Bank learns about a new idea for better
services from another bank and he/she would prefer his/her own bank to adopt this new
idea for better services. Even though the customer now has the preference for the new
services from other banks, he or she will still remain with his or her bank probably be-
cause of his/her colleagues from work are still patronizing the same bank. The bank will
then have to adopt or merge diverse idea from the different bank to meet its customer’s
need.
Earlier research work by Pfeffer [168] had explored other research work to point out
that sharing of information and communication within long-existing communities tend
to diminish due to familiarity of idea or behaviour within these communities. A related
question of interest that needs answering will be: Do members of a community who
accept innovative idea or information from diverse communities also trust members
of these communities?. Subsequent sections will provide an insight of the research
conducted that relates to this interesting question.
1.4 Understanding Behaviours in Social Communities
Earlier sections of this thesis have introduced the homophily features in a community
where similar or familiar nodes will always be associated with each other but there is
still the possibility for a target node with preferences of items to be connected to unfa-
miliar nodes, who might have changed preferences to some of these items, to become
neighbours to other existing contacts of the target node in the network. There are cases
where users (e.g. customers) add value to an item by making use of it for another user
to value it. The effect in this kind of case can be referred as network effect or network
externalities [190] which depends on the number of members involved in adding value
to the item. Similarly, active nodes’ interaction with a new or inactive node will have
an effect on others to interact with the same new or inactive node.
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Naive members of a community will find decision-making easier when other members
share their experience and information about a new or non-active member; as the naive
members need to be convinced before they can decide to interact.
FIGURE 1.3: Network Effect where broken lines represent possible ties.
Even though there can be unfamiliar actions by an individual, other individuals will
still need to know the reason behind such behavioural change of the individual. There
could be a change in behaviour and this new behaviour must be related to the usual
behaviour with a reasonable explanation to clarify the change. Steven Hayes [89] gave
an example of how soldiers who are meant to fight a battle could abandon the battle
for various reasons. An unusual behaviour of an entity could occur towards a familiar
event where victory outcome is expected at the end. There is the need to determine the
reasons for the change in behaviour as this will also deduce if the actions were genuine
or not.
Previous research [120] suggested the use of casual history explanation as means of
linking all different behaviours to determine a “common denominator” from the rea-
sons to each behaviour. Looking at the battlefield example, the soldiers might have
abandoned the battle probably because there might have been no ammunition available
to use in the battlefield, no means to ship in ammunition or their government had no
more funds to purchase the ammunition. All these reasons can be generalized to be the
unavailability of ammunition which is causing the actions such as “the abandonment of
battle” to happen. But in a social context, a general factor that affects the behaviour
of entities (soldiers) towards another entity (battle event) will be “trust”. We could
then reason and say that the soldiers abandoned the battle because they do not trust the
amount of ammunition that have been provided for the battle, do not trust the shipment
of more ammunition or do not trust the government in purchasing more ammunitions.
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It is important for each member of a community to understand the behaviour of other
members in order to build their trust and cooperation with them. Looking at the bat-
tlefield example once again, we could consider the trust amongst soldiers as a factor
for the abandonment behaviour. What if the few soldiers do not trust other soldiers
based on their lack of fitness, health or morale that affect their performances on the
battlefield? The type of network structure from this case will be the relationship be-
tween the soldiers which is different from the network structure in the previous case
where the network is between soldiers and the battle event. In this thesis, two types of
network related to this cases of the example (i.e network between different classes of
nodes and network between a single class of nodes) will be explored to determine the
trustworthiness of an entity.
1.4.1 Predicting Trust behaviours in Social Communities
For an intelligent system, such as a recommender system, there is the need to know the
trustworthiness of either the system or individuals interacting with the system. Either
the system or the individual might decide to act in a way to manipulate each other
to obtain benefits. Alan Turing[206] had earlier predicted that a day will come when
humans will be deceived during communication without being aware of who they are
actually conversing with, as it could be either another human or a computer. We can then
suggest the use of behavioural pattern of the entity as a means to providing explanation
tools in resolving the trusting issue.
As intelligent systems are based on a communication network where entities need to
interact in order to share resources or messages, trust is required to predict the future
interaction between the entities. An entity might tend to trust other entities if the re-
sources or information provided by these entities are important, credible and presented
when required [169]. But it is also possible for an entity to change their trusting be-
haviour when they are influenced by a familiar entity in their community; this effect
was referred as social norm in [70, 128].
As earlier discussed, people may tend to identify themselves with groups based on
homophily in attitude where their behavioural pattern are similar. Social norms act
as the standard set of behavioural rules that guides all members in a particular group.
Group members may decide to comply with or accept an item suggested by other similar
members in a group. They decide to act this way probably because they believe that
members of the group are trustworthy and not deceptive since they are guided by the
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social norm. One common theory for understanding this behaviour is known as the
conformity theory [130], as the change in behaviour or beliefs must be in accordance
with a group’s acceptable behaviour.
1.4.2 Conforming to a Social Community
Conformity which was described to be a type of social influence [130] was initially
studied by Jenness [99] with an experiment carried out with participants who initially
provided their individual estimate of the number of beans in a bottle before they were
all grouped to provide a group estimate. The group was then separated in order for each
participants to carry out a comparison between their initial estimate and the group esti-
mate for them to either adjust to the group’s opinion or stick to their initial opinion. The
final result from the experiment showed that nearly all the participants changed their
opinion from their initial estimate to the group estimate. Another similar but popular
experiment is the Asch’s line experiment6 [127] where the accuracy level of a naive par-
ticipant’s opinion is traced to the pressure of a group who had planned beforehand on
their opinion. The experiment concluded that most of the naive participants conformed
to group’s opinion because of their fear of being judged by others or their thought of be-
having abnormally. Kelman [107] referred to this type of conformity as Compliance as
members decide to conform just to be accepted by the group and avoid being punished
by the group.
Other types of conformity mentioned by Kelman[107] that seems to be more appreci-
ated are Identification and Internalization where individuals change their behaviour
based on their desire to be established with a group and the idea behind the induced be-
haviour of group members, respectively. A person whose behaviour is based on ‘Iden-
tification’ conformity only decides to have a relationship with an influential person to
boost up his/her own status in the community. In the case of ‘Internalization’ confor-
mity, a person accepts an influential person 7 who usually acts in an honest and selfless
way to support in solving important problems. Deutsch & Gerrard [54] referred to the
reason behind the ‘Internalization’ behaviour as Informational conformity where the
6 Asch’s line experiment involved 50 naive participants with seven other participants who were asso-
ciates to Solomon Asch, the researcher. The naive participants who were unaware of the other participants
being associates to Solomon Asch was asked to provide his or her opinion along with other participants’
opinion on the length of line from a card when compared to another card with several lines of different
lengths.
7A person who has the ability to induce his/her behaviour on another person.
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person who accepts an induced behaviour is a naive or ill-informed person that decides
to compare his/her own behaviour with other members of a community.
1.5 Behavioural patterns in Decision Making
Psychologist’s studies on network structure show that understanding the causes of events
will enable us to predict or plan for better future outcomes [89, 93]. They pointed out
the need for network analysis to understand patterns and their causes. Hevey et.al.[93]
pointed out the benefits from network analysis as it reveals:
• the history of events in relation to possible future outcomes.
• the causes and their degree of occurrence in past events or outcome.
• the pattern of behaviour that can further show the stability of the causes of events.
The change in interaction pattern of individuals in a network can be observed and uti-
lized in predicting the future engagement of individuals with other members. Steven
Hayes had previously pointed out in his research [89] that understanding how things
work or relying on behavioural patterns of people will provide easy solutions to pre-
diction problems. People trust other people based on their usual behaviour even though
there are changes in behaviour after certain times or during certain situations. Hayes
[89] stated:
“If you do anything different in the presence of events that normally lead to patterns,
you are helping to create more psychological flexibility.”
This means that if there is a change in behaviour of an entity based on certain situations,
there should always be a relationship between the previous behaviour and the new be-
haviour. This relationship reveals the justification for the change in the behaviour of the
entity, as the past events or situations are analysed. Kashdan & Rottenberg [105] de-
fined psychology flexibility to be a measure of change in perception and the adaptation
to varying events.
Behavioural patterns of an entity which can reveal the implicit preferences [21, 75] of
the entity are required for evaluating the recommendation for the entity. But an entity
in a social group could have dynamic preferences to either items or other entities which
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might lead to consensus problem. For instance, a target user of a system believed to
belong to a group based on the fact that the target user had once interacted with one
or two other users of the group in the past, could disagree with the group’s general
opinion or become inactive on specific items accepted by the group. Here the target
user inactivity could be due to their lack of interest on some of the items presented. The
in-activeness of this user might then affect the identification of the user with a group
and the accuracy in recommendation of new items to the user.
There could be other possible causes for users being inactive in a social network. These
might include:
• the user’s fear of being judged by others
• the user’s fear of compromised privacy.
Most naive people would not want to experience failure or to be accessed by others when
they are revealing their opinion in a social network; they will rather remain inactive.
This inactiveness might also be due to situations where some people prefer their opinion
or information kept private. All this will then cause consensus problem to occur where
inactive members that exist in a social group disagree with the group’s opinion, thereby
being in a state of cold-start problem [125, 186, 189].
1.6 Research Aim and Objectives
The research aim is mainly to explore if inactive members of a social group could be
encouraged by influential members to become active in order for accurate prediction of
their preferences to be estimated for an effective recommendation. The previous section
of the thesis revealed that consensus problem might occur when inactive members of a
group decide to disagree with other members on the group’s opinion on recommended
items. This disagreement is mostly observed from past activities where inactive mem-
bers decide to be less active towards items which their neighbours are interested in. It
is possible to resolve the consensus problem by considering the influence concept as
inactive members could be influenced by their trustworthy neighbours to change their
behaviour.
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From the main aim of the research, several objectives were drawn out. They include:
1. To formulate a trust metric to measure the trustworthiness of each entity or node
of a social network.
2. To explore suitable archived social network data to define the important social
features that could be used as parameters in the formulated trust metric. There is
the need to obtain trust data which predicts the trust relationship amongst entities.
3. To test and implement suitable clustering algorithms on the trust data that reveals
the relationship between entities. Each generated cluster along with its influential
member could reveal how other members are attracted to the clusters.
4. To validate an influence-driven recommendation framework which integrates so-
cial network analysis, trust concept and clustering. This will be carried out to
check if an influential member of a cluster will always be a motivator to inactive
members of the cluster.
The adoption of these objectives in the study offers insight on how the proposed recom-
mendation algorithm which is based on influence could predict if less active users will
have interest on items that their trustworthy neighbours mostly prefer.
1.7 Research Methodology and Datasets
The method used in this research involved applying natural science (i.e. knowledge
that describes and explain how things in the world behave) on design science [94] (i.e.
knowledge that reveals a new phenomenon that will support the needs of people). The
phases of the research to be discussed later in the section will clearly describe this
research approach.
For the past few years, the initial research focus has been on network structure and the
factors that affect relationships in a network which could provide a better understand-
ing of behavioural patterns in the network. These include both theoretical and empirical
analysis carried out on archive datasets which will be discussed later in the section. The
theoretical analysis in the research work involved the study of natural science where
social interactions between entities in different fields were required to reveal the be-
haviour of the entities and this phase provided the awareness of problems that exist in
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the research area. The empirical analysis of the research work involved the artificial
(design) science where the knowledge from the theoretical study was used to support
the design for an innovative approach in the research area.
1.7.1 Research Methodology
In order to address the research aim mentioned in the previous section (Section 1.5), the
research tasks were structured as follows:
Phase 1. Theoretical Investigation: In-depth studies and critical reviews were carried
out to provide evidence for the existence of the problem in preference prediction
as current evaluations have been inaccurate and ineffective due to inactiveness
(cold-start problem)[125] which are not considered in the computation of pref-
erences. Some preference computation will be inaccurate in a system’s ‘learning
process’ if they fail to consider justification for the actions in past situations as we
cannot always rely on usual behaviours for future predictions. Previous research
[224] referred to this type of computation problem as centralized computation.
Discovery from the literature review revealed that in-activeness within a network
which leads to the cold-start problem [125, 219] also affects preference predic-
tion. This in-activeness problem occurs when users are new and they have no
knowledge of items or services offered by the system. Based on natural phenom-
ena, users can only be influenced by their trustworthy neighbours to change their
behaviour or opinions. The factors that affect trusting behaviour in a network was
then required to determine if activeness in the network can be built or improved
by influence.
In cases where there are no explicit feedbacks for learning and predicting prefer-
ence, the implicit information are relied upon but this also faces the inaccuracy
problem as actions might have been carried out based on so many reasons [1].
For instance, it will be very difficult to compute the preference for a person who
might have purchased items for other people(e.g. friends). Palmisano [157] at-
tempted to resolve the problem by partitioning users according to their context of
purchase which could be used to predict each user’s preference. The concept of
partitioning (clustering) was also decided to be applied as part of the concepts to
explore its effect on changing user’s behaviour within a social network.
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Phase 2. Conceptual Model: From the literature review carried in phase 1 of the re-
search work, various concepts were reviewed and the important ones were cho-
sen to be utilized in designing a new model for encouraging inactive members of
a social network. It was decide in the research to identify influential members
who are also trustworthy members to the less active or inactive members in a so-
cial network data. From the observation of the social data, there was the need to
rely on implicit feedbacks [106, 109, 149] (modelled from the theory of interper-
sonal behaviour [13, 165, 203]) as part of the dimensions for preference prediction
since explicit feedbacks are either misunderstood or not provided. Previous re-
search has revealed that explicit feedbacks were described to be inaccurate since
different persons might have different understanding of a particular rating. For
instance, two different persons might have different opinions on what exact value
to represent a high value.
As trust is an element in a social network [144] that might enable a specific be-
haviour, the best dimension for measuring it is implicit feedbacks such as view-
ing count [160, 161], interaction count [162] and purchase count [45]. There is
the need to accurately measure trust since it is defined and applied differently in
various areas of life. The formulated trust metric was expected to measure the
trustworthiness of each node in a social network to reveal their degree of active-
ness, efficiency and controllability in the network. That is, a trustworthy entity is
expected to be more active, reachable and able to control information than other
members of the network.
The computation of trust proposed in this thesis was based on the theory of inter-
personal behaviour (TIB) [13, 165, 203] which considers habits and ‘situational
condition’ in predicting future behaviour (See figure 1.4). Habits or patterns of
entities can only be understood from entities’ repetitive behaviour which could
be used to estimate situational condition [204]. The situational condition, also
known as facilitating condition was described by Triandis [203] as a factor that
aids agreement amongst entities in a social community. Triandis further pointed
out that ‘intention’ might not necessarily predict the behaviour of an entity as a
situational condition (such as environmental condition or logical condition) can
directly cause a behaviour to occur. For example, there might be an intent of a
person initially to carry out a task (e.g. accessing a document or interacting with
unknown users) but if an environmental condition (e.g. insufficient security) does
not allow such task to be performed by the person then the action will be halted.
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FIGURE 1.4: Theory of Interpersonal Behaviour (TIB)
The use of association rule [2, 187] was initially required in the research to an-
alyze how frequent a node from a specific class will interact with another node
of the class based on communication on an item (a different class of node). The
decision to use interaction count for the research work was based on the type of
dataset (described in the subsection below) which consists of static social inter-
action (direct or indirect interaction) between entities. The use of rational choice
theory [47] was also considered in the aggregation of all entity’s previous be-
haviour as each entity acted previously based on its own preferences amongst all
available alternatives and constraints at those times.
From the trustworthiness of each node, the influence concept was to be explored
in determining the influential node. Here, it was decided to simulate how users
could be identified with a group based on influence or attraction by a trustworthy
user. Various clustering techniques were used in identifying different groups and
their influential node based on either connectivity or similarity. A comparative
analysis of the various clustering techniques was carried out to determine the best
groups and their influential nodes based on the degree of activeness. R software
[170] with relevant packages were used in the clustering analysis carried out in
the research work.
The concept of learning and understanding social factors that could support in
predicting the relationship between an influential node and other members in its
group were considered based on the theory of social cognitive which was intro-
duced by Bandura [14, 15] as a concept which involves social learning of entities’
social behaviour (i.e. feedback from past experience) that could influence a target
entity. The theory considers the evaluation of social factors affecting entities of a
social group which might have an impact on a behaviour of a target entity in the
same group.
19
Other concepts that were reviewed but not considered for modelling behaviour in
this research work of the thesis includes:
1. Belief, desire and intention theory (BDI)
2. Theory of Planned Behaviour(TPB).
BDI theory was introduced by Bratman[31] as a theory for comprehending an
‘intention’ towards a behaviour. Here, ‘desire’ is considered to be a motivation for
enabling someone to act [191]. It will be more reasonable to consider ‘situational
condition’ as an important feature in modelling a behaviour instead of relying on
the ‘desire’ to act or behave which is guided by the ‘belief’ in satisfaction of the
desire. Situational condition reveals the need for an entity or person to act based
a current situation where belief is not required.
Belief is usually misunderstood for ‘trust’ but there are some differences between
both concepts. The dictionary referred belief to be the acceptance of something
existing or being true while ‘trust’ was defined to be the belief in the truth or
strength of something/someone. Belief is an expectation towards only one out-
come while trust might lead to either a negative or a positive outcome. In some
cases, there could be belief in something/someone without the existence of trust
but a persistent belief will lead to trusting behaviours. For example, a new driver
will initially be made to believe with no trust that an airbag from his vehicle will
always deploy at the point of any collision but the driver could develop trust af-
ter several experience with the vehicle in such situation. From these differences
between belief and trust, we could therefore see ‘trust’ as a more stronger factor
that could be used in predicting behaviours.
TPB theory which is another theory for understanding behaviour considers voli-
tional control [4] where entities have the free-will to behave or not behave in a
certain situation. This theory lacks other features such as ‘habit’ and ‘situational
condition’ that have strong predictive effect in determining future behaviour.
Phase 3. Evaluation: This last phase was to create a simulation of a recommender sys-
tem that will reveal identified groups and their influential nodes to target nodes
(inactive nodes) who might be encouraged to accept the recommendation of items
provided by the system. This phase simulates influential nodes motivating inac-
tive nodes in their group to accept items which were previously preferred by them
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(Influential node). Here, an existing recommendation algorithm to test this frame-
work was considered to validate the possibility of the influential nodes acting as
recommenders.
1.7.2 Dataset
An archived dataset previously collected as a Facebook-like social network and used
by Opsahl [151] was initially chosen to be used in this research as it consists of so-
cial context. This dataset (See example in table B.1) known as a weighted one-mode
network, represented social ties between nodes (anonymous persons) of a single set
that exchanged messages amongst themselves. The data consist of index number for
identifying each node and weighted values to reflect the total number of messages sent
or received by the node. Social factors to be used in the proposed trust metric were
evaluated from the dataset and the activeness of a node was measured based on direct
interaction with another node. This dataset was not considered for further research
as it does not reflect any information on the messages exchanged between anonymous
persons. Further description of a one-mode network from this type of dataset will be
analysed and compared with another type of network later in the thesis.
Another type of dataset from the resource in Opsahl’s research work [151] was con-
sidered for further analysis to observe a different type of social network where a non-
direct interaction between nodes exist. The dataset is a Facebook-like forum network
of anonymous persons’ activities towards topics. The dataset which was known by
previous researchers [28, 151] as a weighted two-mode dataset represent the social re-
lationship between a set of nodes (i.e. anonymous persons) and another set of nodes
(i.e. discussed topics). The network structure from the dataset consists of the anony-
mous persons having ties with ‘topics’ based on their posted messages (implicit ratings)
towards the ‘topics’ and both sets of nodes are identified with numbers. The weight
on ties or edges between the different sets of nodes are represented in the data as the
total number of post to a ‘topic’ from each anonymous person. This type of dataset was
chosen as a suitable dataset that could reveal each node’s initial preferences to items
(e.g. topics) based on their past activities.
A random sample of data (See Appendix B.2) was extracted from the two-mode dataset
[152] to carry out all empirical test in the research work of the thesis. The sample
data consisted of 20 user nodes and 211 item nodes. Proper care was taken (with no
bias) to ensure that the sample data collected covered all kinds of users which include
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both active and inactive users in the network. These type of users were suitable for
the simulation process of the proposed framework which is expected to encourage in-
active entities in the network. The network from this weighted two-mode dataset will
be further discussed and compared with the type of network from the initial dataset (i.e.
one-mode network) in Chapter 3 of the thesis.
Another data (See Appendix B.4) extracted from a similar weighted two-mode dataset,
‘Hollywood film-music’ dataset presented by Vladimir Batagelj & Andrej Mrvar [18]
was also considered in the research for further analysis to validate the proposed frame-
work. The ‘Hollywood film-music’ dataset consists of a collaboration between a pro-
ducer of a film and a composer of music where the network from this dataset consider
the composer as a common item that links two or more producers who had at once
employed the composer to create at least a music (soundtrack) for their film (i.e. the
number of music composition by a composer for a film producer is the weight on the tie
or edge between them). A data (See Appendix B.4) of 30 producers (indexed between 1
and 62) with 35 composers (indexed between 63 and 102) were randomly retrieved from
the ‘Hollywood film-music’ dataset to carry-out further empirical test for the validation
of the proposed framework in the thesis research.
1.8 Measure of Success
The following criteria were used as a measure to determine the success of the research
work:
• The ability to reveal how the probability between pairs of nodes from a set having
ties with other nodes from another set could be used in predicting if the pairs will
remain active in the network.
• The ability of the proposed trust metric to accurately measure the trustworthiness
of each node in a network.
• The ability of the trust data to reflect and predict the activeness of each node in
the network.
• The ability to accurately identify groups (i.e. several neighbour of trusted mem-
bers) and their influential nodes from the trust data using a suitable clustering
technique.
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• The ability of an influence based recommendation framework to provide accurate
recommendation and encourage an inactive node to become active; the identi-
fied influential nodes are expected to motivate the inactive nodes to be active in
supporting the recommendation process.
1.9 Outline of the thesis
The remaining chapters of the thesis presents all outcomes from each phase of the re-
search work. The outline for the remaining chapters are follows:
• Chapter 2 presents the reviews on existing recommendation approaches and their
impact on the society today. The trust concept was also reviewed to present its im-
pact on recommendation processes. Supporting reviews on pattern analysis were
carried out to reveal social features that could be considered when evaluating the
trustworthiness of an entity in a social network. Also, the influence concept was
discussed to point out the characteristics of influential members in a social group.
Various clustering techniques were also reviewed to provide a clear understanding
of their impact on social network (trust network).
• Chapter 3 presents the proposed trust metric which requires social features that
are defined for the computation of trust. The literature review carried out in
chapter 2 which revealed that there is an association between trust and similar-
ity helped in the formulation of trust. This chapter also discusses how social
activities from a data could be used to estimate the activeness of an entity (i.e.
Node) which can be used to determine if the entity is trustworthy or not.
• Chapter 4 presents the empirical tests carried out using clustering techniques on
the trust data previously evaluated during the investigation discussed in chapter
3. Various clustering techniques reviewed during the phase 1 of the research
work were compared during the tests to discover the most suitable technique for
identifying the trust groups (clusters) and their potential influential members.
• Chapter 5 presents a framework of enhancing recommendation by integrating
trust and cluster output to encourage inactive members in accepting recommended
items. Further investigation using singular value decomposition algorithm is ex-
pected to confirm if potential influential members could motivate inactive mem-
bers of their cluster.
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• Chapter 6 summarises the research work that have been discussed in the the-
sis and suggests possible future works that could provide extended contributions
beyond those from this research work.
Chapter 2
Related Works
2.1 Introduction
This study includes an investigation to determine if an influence based mechanism could
improve the activities of inactive nodes for accurate recommendation to be provided for
the inactive nodes and other nodes in a social network. The content of this chapter
includes a review carried out on related areas on recommendation processes and the
most common recommendation approaches previously presented and discussed by other
researchers. The review of trust concept and its impact on recommendation processes
will also be discussed to justify the decision for applying this concept in the research
work. This review will also enable us to be aware of the social features that are being
ignored in the computation of trust. In order to apply a suitable clustering technique on
trust data, there was the need for a review on literature related to clustering techniques.
Most importantly a review of influence concept was required to discover the relationship
between trust and influence which affects change in the behaviour of entities within a
social network.
2.2 Exploitation of Recommender System
A recommender system is used to predict the preferences of a user who might find it
difficult to search and decide on the right items from a pool of item source [178]. This
is done by the system’s observation on the behavioural pattern of the user from pre-
vious experience to be able to predict other items that the user has no knowledge or
24
25
experience. A lot of service providers use a recommender system to improve user’s sat-
isfaction with their services by providing new and relevant items [178]. Recommender
systems have been used for a range of services which includes advisory service on
supportive people[25], purchasing assistance on relevant items [114], advisory services
on suitable travels [177], viewing support [137, 175] and advisory services on suitable
finance [61, 62].
The provision of the recommendation services seems promising to deal with the infor-
mation overload in various systems as the preferences of each user or customer are used
to improve their selection of items. Previous research [115] described the outcome from
the recommendation as a means to measure the interest of users. But users might find it
difficult to retrieve the relevant items from a huge pool of dataset with items or from a
short query which might return a lot of results. However, cold-start problem [125, 186]
which occurs when users don’t provide sufficient explicit ratings or opinions on items
still persist in a recommender system.
In order to provide a recommendation for users, the users’ preferences to items need
to be modelled before the system can be able to recommend other items related or
similar to the previous items that were preferred by the users. Previous researchers [133,
196] considered diversity 1 as an important factor in recommendation as people actually
want to see diverse and slightly similar items on their recommendation list in order
to make a proper selections or decisions. In other words, increasing the diversity of
items to be recommended implies decreasing the similarity of items to a certain degree
without compromising it. Previous research [196] used a bounded greedy algorithm
which required both similarities between each case with a query and diversity of a case
relative to other cases for the recommendation strategy. Users of various systems do
not necessarily want the exact item according to the query or from previous experience
[189] as they prefer new and diverse items in the recommendation list for them to easily
make selections. The diverse items can also assist new users who are naive and require
assistance in their decision making. But the interest of the users can be affected by
diversity based on the nature of the items. For instance, it will be more difficult to
evaluate the preference of users on news items than movie items since the news item
changes frequently.
A system’s dataset or memory of previous cases with the same problem but different
outcomes obtained from the application of various actions makes learning process in
1Smyth & Mcclave [196] described diversity in recommendation as a phenomenon where there is
relativity between cases which are dissimilar to each other.
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recommendation difficult. For example, a case of a news item where a user who recently
has read and saved a particular type of news but on other occasions, he or she has either
read and shared this same type of news to someone else or ignored the news. All these
news-item cases have their individual satisfaction level based on different situations
where the user might have read and saved the news because either he or she needed
well-detailed information about available jobs, he/she knew a friend who is searching
for a job or he/she does not need the information as it is not sufficient enough for any
job application. Frequency measure was considered in [76] where repetition of cases
might exist with a different outcome. If the frequency of successes with an action p
is higher in a particular memory than the frequency of failures with other actions q in
different memories, then the action p will be more preferable than the other actions q.
Another recommendation issue can be seen in the “learning stage” of recommendation
process when the user’s query is unavailable or there is insufficient information about
the item (cold-start problem) [186, 219]. Previous researchers [3, 33, 194, 195] stated
that the possibility of having a recommendation list of items for a user without the pro-
vision of an explicit query to specify the needs of a user. With the use of the hybrid
technique [33, 35] by combining both collaborative and case-based techniques, this will
support the learning process to provide recommendation list. We could refer to collabo-
rative approach as a process of using implicit queries since the preferences of users who
have similar behavioural patterns to the target users are used in the recommendation.
The needs of the target user are inferred from the similar users who are active for the
system to observe them. But we should also ask the question if these similar users can
actually influence or motivate the target user to be more active in the system; are the
preference of the target user always similar to the similar users?
2.2.1 Recommendation with Content Based Filtering
The main idea in the content based filtering [115, 136, 164] is to recommend new items
that share attributes or features with group items that have been rated with high prefer-
ence by a target user. The content-based filtering algorithm will search for items with
similar features ft that a target user has rated in the past and identifies other items with
similar features fs to ft , where fs, ft ∈ F . The feature of the rated items (e.g keyword of
a web-page or document) from the target user’s profile will be compared with features
of new items using a similarity measure.
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According to previous researches [115, 164], similarity measure will initially require
weights that represent the degree of feature’s or term’s relevance in an item (e.g web-
page or document as a vector). This weight w( f ,i) is known as Term frequency-inverse
document frequency (TF-IDF) which is based on how frequent features or terms f req f ,i
occur in an item i (i.e. T F) that are also rare in other items (i.e. IDF) could be consid-
ered relevant to the main point of the item.
w( f ,i) = T F× IDF = f req f ,i× log
(
(
N
nif
)
)
(2.1)
The weight vectors was described in [115] to be normalized using cosine normalization
to disallow complex items (e.g lengthy documents) from being retrieved. This normal-
ization ensures that the weight range between 0 and 1.
w( f ,i) =
f req f ,i log( Nnif
)√
∑( f req f ,i)2 log( Nnif
)2
(2.2)
Where: N represents the number of items in the collection while nif represent the num-
ber of items that have the feature or term f .
The weights of each feature to an item are evaluated using equation (2.2) and the feature
with the highest weight is considered the most relevant feature of the item. However, in
order to carry out the evaluation two types of preference information are important to
build the user profile: Information via user’s history (e.g explicit or implicit feedbacks)
on items and information via main feature (keyword) of the item that describes the item.
Example 2.1. For example, given a user’s explicit ratings on certain items with their
features:
Items & Features
Football Club English Spanish French Rating
Arsenal FC 2 14 5 Like
Man United 12 6 3 ?
Monaco 1 0 20 Dislike
FC Barcelona 0 17 6 Like
PSG 0 2 18 ?
TABLE 2.1: Ratings from a user on several items
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w(Spanish,Arsenal)= 0.95 w(Spanish,Barcelona)= 1.00 w(Spanish,ManUnited)= 0.21
w(English,Arsenal) = 0.31 w(English,Barcelona) = 0.00 w(English,ManUnited) = 0.97
w(French,Arsenal) = 0.00 w(French,Barcelona) = 0.00 w(French,ManUnited) = 0.00
w(Spanish,PSG) = 1.00 w(Spanish,Monaco) = 0.00
w(English,PSG) = 0.00 w(English,Monaco) = 0.99
w(French,PSG) = 0.00 w(French,Monaco) = 0.00
By observing table 2.1, it can be inferred that the user has a preference for football clubs
with the majority of their players as Spanish players. Do we think the user will consider
the items, Man United and PSG as relevant to follow?
Previous research [179] revealed that an item is said to be relevant to a user if he/she
rates the item with explicit positive feedback (e.g. ‘like’, ‘+’ or binary value 1). But
in the example2.1, the item’s features along the user’s explicit feedback are used as
means in predicting the relevance of items. Initially, the weight of each feature in an
item w f i needs to be determined to represent the item as a vector in n-dimensional
space (i.e. item I = {w f1i,w f2i . . .w fNi}). The weight of feature ‘Spanish’ was evaluated
to be higher than any other feature (English and French) on the items, ‘Arsenal’ and
‘Barcelona’. The feature ‘French’ is insignificant or informative as it occurs in every
item.
To compare and match the item representation (i.e. as vectors) with a potential item for
a recommendation, a suitable similarity metric must be used. The most common and
appropriate similarity measure used by previous researchers [46, 115, 181] for vector
space model is the cosine similarity where the similarity between items are evaluated
based on their relevant feature.
sim(I,J) = cos(
−→
I ,
−→
J ) =
−→
I ·−→J
‖−→I ‖×‖−→J ‖
=
N
∑
f=1
w f i ·w f j√√√√ N∑
f=1
(w f i)2 ·
N
∑
f=1
(w f j)2
(2.3)
Using equation 2.3, items ‘Arsenal’ and ‘Barcelona’ are confirmed to be more similar
to each other as the similarity value is estimated to be 0.95. Another item considered
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to be similar to ‘Arsenal’ is ‘PSG’ as their weights of various features are closely re-
lated where the weight of ‘French’ in any of the items is irrelevant (i.e. Either weight
of ‘French’ in any item is zero). Therefore, we can consider item ‘PSG’ as an item
to be recommended to the user based on its similarity of features in both ‘Arsenal’
and ‘Barcelona’ that have been rated previously as items the user likes. Item ‘Man
United’ is considered to be irrelevant to the user as it is not similar to both ‘Arsenal’ and
‘Barcelona’ but more closely related to item ‘Monaco’ that the user dislikes.
Content-based filtering technique is transparent as justification for the recommended
list to an active user is clearly based on similar features that exist in items previ-
ously rated by the user. The features of items in this technique have been described
in [115] as a trust indicator for the user to accept the recommendation. However, the
recommendation might be inaccurate or impossible to retrieve due to cold-start prob-
lem [125, 186, 189, 219] where there is insufficient or no information (user’s ratings on
items) to model a user’s preference. The user might decide to be inactive due to the fact
that he/she is new or based on privacy issues where the user might have lack of trust to
share their preference information.
Another problem that the content based filtering approach could experience is Over-
specialization where a recommended item with similar features with items that an active
user had previously rated as ‘like’ might not necessarily be a new or novel item to the
user. Also, it could be that items with exact features to previously preferred items are
not relevant to the active user. For instance, item ‘Barcelona’ recommended to the active
user might not be relevant to the user as there could be other reasons why previously
preferred item was chosen by the user. Therefore, we can state that the use of features
in describing items is insufficient in distinguishing an item from another item that could
be of interest to an active user.
With all these existing problems in Content-based filtering, researchers have decided
to consider another recommendation technique, Collaborative filtering [11, 90, 185] as
an alternative to resolving the problem where an active user has been inactive in rating
items or acting (For example, discussing, viewing or purchasing) towards items. The
profile of other users similar to the active user will be used to recommend certain new
items to the active user.
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2.2.2 Recommendation with Collaborative filtering
Collaborative filtering requires ratings or feedbacks from active users U = {u1,u2,u3 . . .um}
on items I = {i1, i2, i3 . . . in} which they have previously encountered or utilised. This
is then used as a means for predicting new items Ia to active users who have never had
any experience with these items. The ratings rab ∈ R for items are usually represented
on a user-item matrix (m×n) where each row represent a user ua and columns represent
items ib rated by each user.
In order to predict suitable new items (Known as top-N recommendation list [51]) for
active users ua, there is the need to also predict ratings rˆa for all unknown items Ia where
N suitable items ν (Where ν ⊂ Ia) will be retrieved based on their high predicted ratings
[182] where ∀x∈ν∀y∈Ia : ˆrax ≥ ˆray.
Breese et.al. [32] classified the collaborative filtering CF algorithm into two classes,
Memory based CF (Neighbourhood-based) and Model based CF.
2.2.2.1 Memory Based Collaborative filtering
The memory-based CF requires the whole set of rating data for the prediction of the
user’s preference. An Examples of the Memory-based CF algorithm is the user based
collaborative filtering where the aggregation of a set of Nu users’ rating ru′,i on an item
i estimates the rating on the item ˆru,i for an active user u who is similar to these set of
users u′ ∈U also known as nearest neighbour [52]. The aggregation methods required
for the estimation of the rating for the active user includes:
1. Mean Ratings of similar users
ˆru,i =
1
Nu ∑u′∈U
ru′,i (2.4)
2. Ratings weighted by similarity
ˆru,i =
1
| ∑
u′∈U
sim(u,u′)|∑
u′∈U
sim(u,u′)ru′,i (2.5)
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3. Deviation from mean ratings (Rating Normalization)
ˆru,i = r¯u+
1
| ∑
u′∈U
sim(u,u′)|∑
u′∈U
sim(u,u′)(ru′,i− ¯ru′) (2.6)
Where: r¯u is the mean rating for all rated items by user u.
The Nu users u′ are considered to be neighbours to user u if they have high similarity
simu,u′ with u. Equation 2.4 requires only the ratings of users u′ on a particular item
that is new to user u but it does not consider the fact that neighbours of user u could
have a different degree of similarities with user u [52]. For example, considering the
user-item rating matrix below (Example 2.2) where the missing rating from an active
user u4 on item i3 is required. If the nearest neighbours of user u3 are users u1, u2 and
u4, it will be more reasonable to consider user u1 as more similar than the others to
user u3 due to their close ratings for certain items. Various similarity measures will be
discussed and applied to this example later in the section.
Example 2.2.
i1 i2 i3 i4 i5 i6 i7

u1 5 1 ? 4 5 1 1
u2 3 ? 4 5 1 ? ?
u3 4 ? 1 2 5 4 5
u4 ? 2 ? 5 4 2 2
u5 ? ? ? 2 ? 1 ?
This degree of similarities are then incorporated as weights in equation 2.5 where they
are normalized to prevent sum of weights from going out of range (i.e ∑
u′∈U
sim(u,u′)>
1). But from this equation, the ratings still require normalization [32] as several ratings
could lead to conflicting appraisal to a certain item with the same level of satisfaction
or acknowledgement. Equation 2.6 considers this normalization by transforming ru′,i
to a mean centred 2 where the average rating of user u′ on all items is subtracted from
its rating on the target item i. The normalization tends to improve the prediction of
preference in situations when ratings are not widely distributed [91].
Another example of the memory-based CF algorithm is the item-based CF which uses
a similar concept like the user-based CF but it relies on ratings ru, j by the active user
2Desrosiers & Karypis [52] described the process of checking if ratings are either positive or negative
by comparing them to their mean rating
32
towards items j that could be similar to potential recommended item i. For example,
an active user u4 in example 2.2 will accept a new item i1 based on similar items i4, i5
which the active user has encountered and liked. Here, similar rating pattern towards a
pair of items will reveal how similar the items are to each other. The rating of an item
can be predicted in similar ways like equation 2.5 and equation 2.6 but the difference in
the estimation is that the ratings are weighted by the similarity between items sim(i, j).
ˆru,i =
1
| ∑
j∈Iu
sim(i, j)|∑
j∈Iu
sim(i, j)ru, j (2.7)
ˆru,i = r¯i+
1
| ∑
j∈Iu
sim(i, j)|∑
j∈Iu
sim(i, j)(ru, j− r¯ j) (2.8)
Where: r¯i is the mean rating towards item i from all users and Iu is the set of items rated
by user u that are similar to item i.
The similarity weights in the prediction were described by Desrosiers & Karypis [52]
as a means to reveal that neighbours of an active user, to be used in the prediction, are
trustworthy. The most popular similarity measures used in retrieval of information are:
• Cosine vector similarity where ratings from users or ratings towards items are
considered as rating vectors [51, 92].
For similarity between users u and u′ that have rated set of Iuu′ ,
CV sim(u,u′) = cos(−→u ,−→u′ ) =
−→u ·−→u′
‖−→u ‖×‖−→u′ ‖
=
∑
i∈Iuu′
ru,i · ru′,i√
∑
i∈Iu
r2u,i∑
i∈Iu′
r2u′, j
(2.9)
For similarity between items i and j that have been rated by set of users Ui j,
CV sim(i, j) = cos(
−→
i ,
−→
j ) =
−→
i ·−→j
‖−→i ‖×‖−→j ‖
=
∑
u∈Ui j
ru,i · ru, j√
∑
u∈Ui j
r2u,i ∑
u∈Ui j
r2u, j
(2.10)
Where: Iu,u′ is the set of items rated by both user u and user u′. Also, Iu is the set
of items rated by only user u.
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Previous researchers [52, 183] pointed out that the differences in ratings of items
with the item based cosine similarity measure were not considered for accurate
estimation. This could be resolved by subtracting the mean rating of individual
users r¯u from their respective ratings. This approach was referred as Adjusted
Cosine Similarity:
ACsim(i, j) =
∑
u∈Ui j
(ru,i− r¯u) · (ru, j− r¯u)√
∑
u∈Ui j
(ru,i− r¯u)2 ∑
u∈Ui j
(ru, j− r¯u)2
(2.11)
• Pearson Correlation coefficient where deviation between ratings from their mean
ratings are considered [92].
For Similarity between users u and u′ that have rated set of items Iuu′
PCsim(u,u′) =
∑
i∈Iuu′
(ru,i− r¯u)(ru′,i− ¯ru′)√
∑
i∈Iuu′
(ru,i− r¯u)2∑
i∈Iuu′
(ru′,i− ¯ru′)2
(2.12)
For similarity between items i and j that have been rated by set of users Ui j,
PCsim(i, j) =
∑
u∈Ui j
(ru,i− r¯i)(ru, j− r¯ j)√
∑
u∈Ui j
(ru,i− r¯i)2 ∑
u∈Ui j
(ru, j− r¯ j)2
(2.13)
The problem experienced with the memory/neighbourhood based collaborative filtering
is the difficulty in predicting accurately the preference of a user towards an item which
he/she have not rated before. This problem known as data sparsity [182] has led other
researchers to consider the model-based CF as a better algorithm for a recommendation.
2.2.2.2 Model Based Collaborative filtering
Model-based CF which are considered to be the uncommon CF approach requires the
user’s set of rating data for determining or learning a model that will be used for predict-
ing the user’s preference. In this approach, the user-item relationship is a model from
latent characteristics of users (preference) and items (category). Types of this approach
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can be classified as a probability based type where predicting the probability of ratings
being specific values correlates to the process of estimating the user’s preference for
items. An example is a Bayesian Network and clustering(Classification)[32, 135].
In the Bayesian classification approach, a common set of users who have same pref-
erences towards certain items will enable a model to be learnt for a recommendation.
The preferences of the items revealed from their ratings R = (r1,r2, ...rn) are condition-
ally independent as the main idea with the approach is to reveal the distinction between
these items in a hidden class variable cz for the system to recommend accurate items.
The model depends on naive-Bayes formulation [32] where the probabilities of mem-
bership in classes Pr(cz) and the conditional probability of ratings given its classes
Pr(ri|cz) must both be estimated from the training set of ratings. Thus, the probability
of an item belonging to a class cz is given by:
Pr(cz|r1,r2, ...rn) = Pr(cz)
n
∏
i=1
Pr(ri|cz) (2.14)
In order to determine the possible class of an exemplar, the probability of each class
must be initially estimated for the exemplar to be assigned to the class with the maxi-
mum probability. For m Classes c1,c2, ...cm, rating ri can be predicted to be a member
cz iff:
• Pr(cz|ri)> Pr(cy|ri) for 1≤ y < m
• Pr(ri|cz)Pr(cz) is maximized
An example of a Bayesian classification can be observed in Appendix A.1 where the
preference for item i5 was initially unknown. From the evaluation, the target item i5
will belong to the class of ’likes’ for the group of users with their given rating features
on other items.
According to previous research [126], the main problem with the Bayesian clustering/-
classification method is that it relies on certain assumptions such as :
1. the parameter set ri seen in Appendix A.1 are mutually independent.
2. all feasible hypothesis (e.g target item will be liked and disliked ) are considered
for observing the data.
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In the proposed framework, the probabilistic method will still be applied as the part of
the social network analysis to predict the trust between nodes or determine the proba-
bility of future engagement between the nodes in the network.
Another type of model-based algorithm is the latent semantic indexing (LSI)[49, 64]
where singular value decomposition (SVD)[73, 182] is applied to the algorithm for im-
proving the performance of the recommendation process in terms of scalability. This
type of technique has been confirmed from previous research [182] to be more effec-
tive as it reduces the dimensionality of the predicted data from a recommender system.
It was considered as an acceptable technique for text classification in retrieving hidden
information from documents [49, 64]. The concept of the LSI/SVD is focused on reduc-
ing a high dimensional dataset containing the relationship between users and items to
a low dimensional space where substructures are generated to clearly reveal how items
can be categorized based on factors inferred from user’s feedbacks (i.e. either explicit
or implicit ratings).
The SVD algorithm that can be applied to a recommendation is a common matrix fac-
torization method where an m×n matrix P is decomposed into three different matrices,
U , Σ and V T .
P =Um×m ·Σm×n ·V Tn×n (2.15)
Matrices U (also known as left singular vectors) and V (right singular vectors) are con-
sidered to be orthogonal matrices 3 that both have their columns as the eigenvectors of
PPT and PT P respectively. According to Sarwar et.al. [182], U matrix represent the
latent features of users in accordance to their frequent interaction with items while V
matrix represents the latent features of items in accordance to the users that have inter-
acted with or utilized them. Σ (also referred as scaling matrix [73]) is a diagonal matrix
having positive entries known as singular values that are the square root of eigenvalues
from either U or V and at least one of these values must be different (i.e. anisotropic
scaling).
The application of SVD algorithm (See algorithm 1) on a matrix with data represent-
ing the rating to items v by users u can be observed in appendix A.2. This algorithm
was based on the SVD computation process which was demonstrated by Hampton [83]
3A matrix M is said to be orthogonal if M ·MT = MT ·M = I, where Matrix MT is the transpose of
matrix M and I is an identity matrix which has main diagonal entries of one with every other entry of
zeros.
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Algorithm 1 Singular-Value Decomposition Algorithm
1: procedure GIVEN: m×n Matrix P
2: Find the Matrix product PPT .
3: Determine the m eigenvalues λ using
∣∣∣PPT −λ I∣∣∣= 0
4: Take the square root of each eigenvalues to obtain the singular values to be
elements in matrix Σ.
5: Substituting the eigenvalues λ into PPT −λ I and resolve to matrices.
6: Apply the Gauss-Jordan elimination method [8] to obtain the reduced row ech-
elon form of the matrices.
7: Find the unit-length vector in the kernel of these matrices to obtain m vectors
(~u1, ..~um) of matrix U .
8: Find the Matrix product PT P.
9: Repeat similar process from step 3 to step 7 for n eigenvalues Σ from PT P to
obtain matrix V
where he applied both the Gauss-Jordan elimination method and the method in deter-
mining the kernel of a matrix [8]. The unit-length vectors obtained from the combi-
nation of the methods then reveals the vectors that make-up either matrix U or matrix
V . Hampton [83] was able to prove that this method was more stable than the Gram-
Schmidt algorithm [8] that have been used in previous research.
In this research thesis, the prediction of preference to certain items i for a user uk will
be described using a prediction metric described in previous research works [98, 182]
which considered all the generated matrices from a decomposed matrix with relation-
ship information of the users with items.
rˆuk i = r¯uk +Uk×Σ×V Ti (2.16)
Where: r¯uk is the average rating of user uk, Uk is the row vector for user uk from the U
matrix and V Tk is the column vector for uk from V
T matrix.
The model-based algorithms are more efficient than the memory/neighbourhood based
algorithm as less time is required to observe part of the dataset (model) instead of the
whole dataset. However, it is possible that since the whole data are not being used, the
prediction might be inaccurate.
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2.3 Feedbacks for Recommendation
As it has been revealed in the previous section that recommendation algorithms (both
content-based recommendation and collaborative filtering recommendation) can rely on
explicit feedbacks (ratings) from users in order to predict the preferences of a target user,
we also need to know the importance of implicit feedbacks on recommendation algo-
rithm. With the content based recommendation, the target user must be active towards
some items for the evaluation of the user’s preference to be carried out, while for the
collaborative filtering algorithm, some number of similar users to the target user needs
to be active for the target user’s preference to be predicted. But if users are inactive,
how can the preferences be predicted?
As mentioned in chapter 1, users might decide not to be active in providing explicit
feedbacks for several reasons. These includes:
1. The user’s non-interest for certain items even though they might have interacted
with them in the past.
2. The user’s fear for compromised privacy.
3. The user’s fear of being judged by other users.
It might be possible to resolve the cold-start problem by relying on information based
on influence concept where a person can be influenced to change their behaviour of
revealing preferences towards items only by those they consider to be trustworthy. The
research in this thesis focuses on this concept where it is possible to encourage an inac-
tive member of a social group to become active in the presence of trustworthy members.
It is therefore important to understand trust and its’ impact in a social group. Previous
researchers [201] had also revealed that trust in a system is inspired only by an effective
recommender system.
2.4 An insight on Trust
In every part of everyone’s life, trusting decisions are made where risks are involved in
them. We sometimes decide to communicate with someone without actually having an
idea of who is on the other end of the communication. There is the risk of being deceived
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by others who may cause harm such as loss of benefits or unsatisfactory outcomes.
Apart from deceiving cases which lead to harm, there are cases where someone who
might either be ignorant or uncertain about the truth can later be convinced or persuaded
by others to accept the truth. There are also cases where a system or an individual
exploits other individuals’ ignorance, making them succumb to offers. A deceiving act
by one with the intention to persuade another who is ignorant or uncertain should shield
light and provide understanding on the truth from experience.
Gambetta[71] had previously pointed out that ignorance or uncertain situation requires
trust as support for decision-making and this trust being referred to as belief has more
priority over the benefits from cooperation or engagement. There is a slight difference
between belief and trust, as belief is the view that leads to the acceptance of something’s
existence or truthfulness without any reasoning or evidence to support it while trust can
be seen as a kind of belief either based on a person’s direct experience or the social-
reasoning concept [205] where other people’s experience can be used in confirming
the truthfulness of something. This definition then shows that reasoning or evidence
plays an important role in decision-making as there must be a relationship between the
past and future decisions. There are several other definitions of trust which will be
discussed below. Some of them are related or mean the same thing while some are
slightly different
2.4.1 Defining Trust
Various definition of trust in diverse fields all point to trust being an important means of
evidence for making a decision. Marsh[123] had previously described trust as a useful
tool for a person’s decision-making with evidence from the experience of others’ be-
haviour. Gambetta[71] defined trust as a subjective probability of an entity predicting
another entity’s action or behaviour which could determine the possibility of their en-
gagement or cooperation. Both researchers in [71, 123] described trust to be of free-will
and not forceful in making someone wrongfully accept unwanted items. Harwood[87]
described a decision problem to trust as ”utilitarian” concept where the consequences of
the decision to be made will be considered before any judgement, that is, utility based
on conditions or situations plays an important role as support in trusting decisions.
The definition given by Barber [16] and Rotter [180] are closely related as they both
point to reliance based on the expectancy of individual’s performance, competence or
adequate behaviour. Rempel [174] also referred to trust as a predictive rating assigned to
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events reoccurring in the future. Trust can be seen as a feature in social environment[16,
116, 123] where the expectation of the future must be determined. Marsh [123] listed
three kinds of expectation from the research work by Barber[16] which include:
• expectation of competence in performing roles, where there is the belief that a
person will accomplish a task to a satisfactory level.
• expectation of persistence, where there is the belief that a person should always
behave in a certain manner or pattern.
• expectation of selfless interest, where one places the interest of others before
his/her own.
People will fail to trust if disappointed with all these expectations not being met by
others within a community. The strength of trust relies on these expectations which
maintain a community based on cooperation. A social community with trust can be seen
as means of reducing the complexity that leads to disagreement when diverse opinions,
views or goals exist amongst people. A group cannot be formed when there are conflicts
based on diverse opinions of various individuals. Previous research [116] revealed that
the best way of building a social and cooperative community that will reduce complexity
is by ensuring the existence of trust. An exiting community might shrink in size or be
destroyed when the opinions or goals of individuals gradually deviate from each other at
different times, which then shows the need of trust in generalisation [16], as this enables
someone to view an uncertain situation in a general view of others. Each situation of
events within a community needs to be considered in order to determine trust.
Also in the view of generalized expectancy, trust can be considered as an adaptive tool
in a social community where new members will need to determine if they fit into the
group. Most new potential members may decide to join the group based on their high
interest being similar to existing members of the group while some existing members
may decide to break from the group when they disagree on the opinions of others to-
wards certain subjects or items. Members may decide to remain with the group if they
have continuous familiarity with other members or an exemplar of the group [155].
Luhmann [116] previously stated that trust exists in familiar communities where the
change in behaviour affects the state and structure of the community. This behavioural
change might be due to unfamiliar situations, such as new items being introduced or
presented to members of a community.
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Research works in the communication field [74] described trust as a communication
tool which cannot be transferred through the same path of a particular communication.
This means that trust given to an information source is not based on a single communi-
cation path with an individual but it should be based on multiple communication paths.
The communication path between individuals cannot be easily controlled without trust
concept. In our complex world today, a person needs more than one person to confirm
the reliance or competence of items. Gerck [74] referred to two main kinds of individu-
als that support inducing trust to another: trusted witnesses who provide testimonies of
their experience with certain actions and trusted inducers who see the current situation
of an individual is facing and then provides a solution.
With all these views on trust from various researchers in diverse fields [19, 48, 71, 74,
116], the computation of trust is being affected. As trust is usually misrepresented or
misinterpreted, it is still very difficult to measure it. Marsh [123] previously asked what
it means for someone to trust another person. Other researchers [40, 199] referred to
this trust as generalized or social trust as it is the belief of a person on how others
will behave towards him or her in a social community. Does it mean that the trust of
a person towards another is more than 60% or any threshold value? The generalised
trust is not clearly expressed as we cannot really judge or make an accurate decision
by relying only on this information. There is the need to consider the context in a
trusting relationship for a better understanding of the information before making any
decision. For example, the trust of a person A towards a person B in delivering a lecture
will not be the same with the trust based on person B’s ability to play for person A’s
football team. Here, competence seems to be the first and most important feature to be
considered in measuring trust.
The generalized trust model represented in figure 2.1 is slightly similar to that of Har-
wood [87] but the persistent and selfless interest property was considered as relevant in
trust computation.
Trust can be used as part of a predicting measure as it is possible to apply the trust
information in determining the preferences of entities based on the behaviour of the
entity. The persistent behaviour of the entity will reveal accurate preferences of the
entity, provided the behaviour do not vary at any time.
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FIGURE 2.1: Generalized Trust Model
2.4.2 Trust Based on Conformity
As there is misrepresentation of trust, there is the need to understand the various types
of trust in order to know the best way to represent trust in a social community. Types of
trust can be drawn out from the behaviour of individuals. Previous researchers [211] had
earlier viewed the behaviour of one person towards another as a source for trust types.
Behaviours from both parties (interactors) are useful as there is need to know why they
both acted or made decisions in a certain way. Deutsch [53] had earlier presented an
example with a story of The Lady or the Tiger4 where a princess’ suitor is discovered
by a king. The king is annoyed with the status of the suitor then throws him into a
dungeon with two exit doors which he must choose one to exit the dungeon to avoid
being punished by the king. One of the doors has a hungry tiger behind it while the
other has a beautiful lady who the princess considers to be a rival that also has affection
for her suitor. The princess being aware of what will be behind both doors then points
to a door for the suitor to choose. Readers of this story will ponder on what door the
princess actually chose for the suitor. Did she suggest the door with the beautiful lady to
ensure the survival of the suitor from being killed by the tiger or the door with the tiger
believing that she might lose her suitor completely to her rival and so she will rather
lose the suitor to the tiger? On the other hand, the suitor will always trust the princess’
suggestion without knowing her intention of making those suggestions for him.
4Adapted from a publication in The Century magazine written by Frank Stockton in 1882.
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Trust drawn out from the behaviour of individuals can enable one to predict the future
actions of the individuals or others who are relying on the individuals for their own
decisions. The intention or reason behind an individual’s action, for example, the inten-
tion of the princess from the story, could have been a knowledge source for the suitor
to decide accurately on whether to trust the princess or not. If the suitor in the story
had knowledge of the princess’ intention (e.g desire to lose him to the tiger rather than
the lady) he might want to save his life by not following the princess’s suggestion and
then he will rather choose the other door with the lady. But from the story, it seems
that the suitor has a general trust where the suitor has never experienced a situation like
this before and so he will always believe that the princess has his best interest to always
keep him safe from any harm. This type of trust in the story can be referred to as com-
pliance based trust as the suitor makes his choice based on his belief that the princess’
suggestion will be rewarding to him.
Compliance based trust derived from the conformity type previously described by Kel-
man [107] as a situation where a member of a community conforms to opinions of
another member or the whole community due to his or her fear of failure in having an
accurate opinion to a task. An example of this type of conformity is the Asch’s exper-
iment [127] where a person gives an incorrect answer to a line judgement task due to
social pressure from a group. The person in the experiment is unaware that the other
participants actually have “scripted” behaviours to observe and induce their opinion to
the person. This person who conforms to the group’s opinion without knowing their
intention has the belief that the group is trustworthy to always provide the right answer
to a task. The person also conforms to the group’s opinion to avoid being mocked or
ridiculed by others. In the story of the lady or the tiger, the suitor decided to make a
choice to show his braveness to the princess and avoid being ridiculed as a fearful per-
son by the king or others present. Also in the Asch’s experiment, the main participant
decides to follow the group of other participants to avoid being judged and described
as a naive person by them. This type of trust can be described as forceful, as both the
suitor and the main participant still reserve their own opinion or beliefs towards their
individual tasks, even though they follow the advice or opinions from the princess and
other participants respectively.
The trust sometimes seen as forceful in certain situations can have either a positive or
negative consequence. The positive consequence can be seen when a decision has to be
made by entities to avoid worse or negative conditions than the new condition based on
the decision to be made. Deutsch [53] referred to the trusting behaviour in deciding as
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despair where there is no hope in which the entities find themselves. An example can
be seen in the previous story where the suitor will be forced to make a decision and trust
the princess to avoid being punished by the king. Another example can be seen in the
Asch’s experiment where the main participant will be forced to provide an answer by
trusting the group’s opinion to a given task in order to avoid being mocked or labelled
as a naive person.
The negative consequence of a forceful trust can be seen when a decision is made due
to no or insufficient information to support the decision-making which might lead to
unfavourable outcomes. There is the need for individuals to know the reason for an-
other individual’s or group’s induced behaviour on them before making any decision
on a subject matter or an item. Individuals who have no information will be vulnerable
to others that will persuade them to conform to their own opinion for selfish reasons.
For example, an e-commerce company might force customers to purchase new items,
making them believe that these items are similar to their previous purchases and there-
fore they will be beneficial to them. It could be that the company’s main intention is to
make a profit from sales of the items and not to recommend the suitable items for the
customers.
Conformity theory [130] states that individuals who lack knowledge will conform to
a group believed to be more knowledgeable than themselves. The conformity of indi-
viduals is based more on the consistency and the idea of behind the induced behaviour
from the group that requires the individuals to change their views permanently to the
group’s general views. We can then refer to this type of trust as informative trust as
knowledge can be gained from a mass group believed to have similar opinions. This
type of trust was seen in the Sherif’s experiment [130] 5 where an individual who seems
to be uncertain about the answer to a solution will always conform to a group they find
themselves in.
Most people decide to trust others because of their closeness or proximity to themselves.
They do not consider the intentions of the other party believing that they will never be
deceived and disappointed by the other party. Conformity theory [130] referred to this
type of conformity as identification due to the fact that individuals conform to a group
just to be identified with a group. The individuals who conform to a group do not nec-
essarily have to change their views completely to fit with the group as they are expected
5Sherif carried out the experiment by grouping two or more persons that have a similar opinion (esti-
mates) from an observation on the movement of light on a screen even though it may seem stationed on
a position.
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to always carry out a self-evaluation on themselves to determine their fitness in the
group. Previous research [63] had revealed people identifying themselves with groups
based on their self-evaluation. Comparison test carried out during the self-evaluation
process by individuals actually checks if there are either similarities or differences in
their roles, beliefs or attitudes with that of others in a group. Also, the self-evaluation
reveals the consequences of changing or preserving behaviours. An experiment carried
out by Zimbardo [129] showed that the participants who had roles of either a prisoner or
prison guard fitted quickly in their various roles within the prison community. The pris-
oners carried out self-evaluation on themselves to observe the prison guards’ behaviour
towards them and to compare their roles with that of the guards. This stimulated them
to comply with the prison guards on the prison rules and therefore building their trust
with them. The type of trust here can also be described as forceful as the prisoners
were dependent and obedient to the guards after they were harassed and humiliated by
them. Even though the prisoners were forcefully conformed to the rules of the prison
community, they still had free-will to decide either to obey or disobey the prison rules.
Trust should not be considered as a forceful belief but it should be seen more as a belief
based on free-will. The proposed concept for guiding users and recommending accurate
items for them will adopt the informative trust concept which is based on internalisation
conformity [130] where the intentions of ‘guardians’ (trustees) or recommenders are
evaluated before acceptance of the guidance or recommendation by the users.
2.5 Computing Trust within a Social Network
The computation of trust will still remain difficult to accurately achieve due to the di-
verse representation or view of trust that exist in various fields. Mui et.al [142] previ-
ously revealed that reputation could be a means of measuring trust as the reputation is
considered as a function of feedback rating [176]. Houser & Wooders [97] described
reputation as the probability to measure the competency of an entity to fulfil an ex-
pected task or action. They provided an example of an auction case scenario where a
buyer may have the probability of making payments if he/she wins or a seller having
the probability of presenting the auctioned item to the buyer when payment has been
received. This previous research did not reveal how trustworthiness of an entity could
be computed from their reputation.
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Several researchers had previously introduced the computation of trust in a social net-
work. Golbeck [78] was amongst the first researchers that introduced the computation
of trust between people in a social network where their personal traits and preferences
based on their personal social profile are determined. Trust was described in [78] as a
‘label’ on a tie between two persons who are considered similar. Sinha & Swearingen
[193, 201] had earlier pointed out a recommender system will be trusted if there is sim-
ilarity in user’s preference. Vedula et.al.[207] proposed the computation of trust based
on the structural properties of a social network and the content from an interaction of
members in the network. Karmar et.al.[103] focused on the computation of trust based
on the authenticity of files sent or received by peers.
The proposed trust metric discussed later in the thesis will reveal how trust can be eval-
uated without the content from interaction as activeness and similarities in preference
could be considered to be more relevant measures for trust. The activeness and be-
havioural pattern (habits) of a node in a network will determine if the node actions are
genuine. With the theory of interpersonal behaviour, it is possible to model the trustwor-
thy behaviour of an entity. This will be described later in chapter 3, where the activeness
of a node will be revealed to be a condition that could affect prediction of the node’s
behaviour.
According to Triandis [203], a behaviour can be considered as a function of habits,
intention and situational condition. But the research of this thesis will not consider in-
tention as a behaviour could be understood from both situational conditions and habits.
Situational conditions such as trust [113] can predetermine the intention of entities. For
example, a person x will accept the opinion of another person y if person x has trust for
person y, believing that person y’s intent is to genuinely support him or her. The habits
observed from past activities could also reveal intentions as the situational conditions
that affect intentions are estimated based on the habits from frequent activities. Gardner
[72] further revealed that intention might not necessarily be associated with a behaviour
as an impulse from a situational condition (e.g. Trust) could be cause for the behaviour.
2.6 Analysing Patterns in Social relationship
As most users might not realise the importance of being active in a system, it is then
important to know the credibility of the system and other users in the system as it might
enable them to see clearly how the system can be beneficial to them. According to Ricci
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et.al.[178], if there is no information (e.g. Activities towards items) on a target user,
the recommender system will recommend the same items that will be recommended
normally to an average user.
In order to measure the trustworthiness of any entity in the social network, there is the
need to identify their pattern of relationship with other entities. Based on real-world
situations, two persons will decide to trust each other only if they are familiar with
themselves and they also consider themselves to be similar. Both persons need to rely
on each other’s opinion in order to make their individual decisions. Similarity which
determines the strength of a relationship between entities has been considered in several
types of research as a means to yield attraction[132], to identify groups (cluster analysis)
[118] and to predict new items for users in recommender system [90, 164]. Previous
researchers [84, 146, 211] had revealed that patterns could be examined through the
measure of similarities between nodes based on their relations with others.
In order to evaluate the similarity between two entities, it is important to measure their
distance (also known as dissimilarity) as it reveals their disagreement, incompatibility or
distinction based on certain features. Each feature represents the coordinate of an entity
in the feature space. In the proposed research, the path distance considered from a social
relation between nodes were measured based on their interaction pattern observed from
structural equivalence where they might have common connecting ties with other nodes.
Details of this analysis will be discussed in chapter 3.
Hamming distance measure which can be applied to nodes’ sequences or patterns of
equal length is usually considered for the measure of similarities between nodes in
terms of their frequent actions towards common nodes. Newman[146] pointed out that
there is a correlation between the Hamming distance and Euclidean distance since they
both consider the distinction between two nodes. When using the Hamming distance,
the patterns of two nodes are compared to carry out checks for the minimum amount
of errors that could be corrected to change one’s pattern of activity to the other [82].
According to Richard Hamming’s geometrical model for error detecting and error cor-
recting [82], the distance d(i, j) in a space of 2n points for n-dimensional cube (i.e a
cube is a 3-dimensional object in geometry) is based on the least number of edges for a
travel path between point i and point j in the 3-dimensional space.
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FIGURE 2.2: 3-dimensional space of the Cartesian coordinate system
From Figure2.2, the Hamming distance between point A and point G is 3 as the min-
imum number of paths for point A to reach point G is 3. This relates to the closeness
centrality as the distance between A and G irrespective of the path taken by A to reach
G will still be 3; which also means that for A to be like G (or vice versa) it needs 3
corrections to be made.
Hamming distance could also be observed and measured when comparing two vectors
i = [8, 9, 0, 2, 1] and j = [2, 9, 1, 4, 7] that assigned rank of importance to 5 items.
TABLE 2.2: Vector ranking on 5 items
Node item1 item2 item3 item4 item5
i 8 9 0 2 1
j 2 9 1 4 7
The Hamming distance between i and j is determined based on the number of replace-
ment required to change a node’s rating pattern to the other node’s pattern. Therefore,
the distance between i and j is 4 as there are 4 distinction between i and j or there are
4 replacements expected to be carried out on either vector i or j for both vectors to be
equivalent or completely similar.
Previous research [222] considered ‘importance’ rating value for each point in deter-
mining the distinction between points H(i, j), where the hamming distance between two
points i and j is normalized:
d(i, j) =
H(i, j)
N
(2.17)
Considering the previous vector example with equation 2.17,
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d(i, j) = 45 = 0.80
This Hamming distance measured could also be correlated to the probability of these
two points being dissimilar as it still satisfies the four properties in distance measure
which includes:
• d(i, j) = 0 if and only if i = j, as every value or symbol possessed by i is also
possessed by j (Identity of indiscernibles).
• d(i, j) ≥ 0 if x 6= y where there is at least a non-zero value possessed by one of
the nodes.
• d(i, j) = d( j, i) (Symmetry).
• d(i,k)≤ d(i, j)+d( j,k) (Triangle Inequality)
The similarity between nodes from their normalized hamming distance is given by:
Si, j = 1−d(i, j) (2.18)
Where: Similarity of 1 indicates that both i and j are definitely equal while similarity
of 0 indicates that i and j are definitely different in pattern.
From the above example,
Si, j = 1−0.80 = 0.2
This means both i and j are not exactly similar in their pattern of rating the item. It
seems that the measure favours nodes who have similar high frequency of no weight
degree (i.e. weight = 0.00) on ties with other neighbours (i.e. Items in this case). That
is, it will be so unclear in cases where two nodes who don’t share any ties with any
neighbour and the Hamming distance measure will result to both node being similar in
pattern based on their similar weight degree (i.e. weight = 0.00). Therefore, Hamming
distance measure cannot be considered suitable for measurement of similarity in the
research work of this thesis as this measure is more suitable for ordinal variables where
the number of distinction between variables are considered.
Another strategy that could be used in analysing dissimilar pattern between nodes is
the Cosine similarity [146, 221] where structural equivalence is based on the pattern
of social ties between the nodes. From a 3-dimensional plane shown in Figure2.3, the
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smallest angle separating point C and point G is considered in measuring how similar
both points are alike based on their features (i.e. quantitative variables).
FIGURE 2.3: 3-dimensional space with an angle separating two points
Previous research [84, 211] considered an adjacency matrix in obtaining insight on how
the position of a particular node to others could be used in determining if the node is
similar to these other nodes based on structural equivalence in the network. Based on
other researches [146, 171, 221], cosine similarity between two nodes is considered as
a preferred measure where the dot products of the features between the two nodes are
divided by their magnitudes; this measure considers the common neighbours that other
pairs of nodes share in the network.
SI,J = cosθ =
I · J
‖I‖ ·‖J‖ (2.19)
=
m
∑
n=1
InJn√
m
∑
n=1
I2n ·
m
∑
n=1
J2n
Where: In and Jn are features of vector I and J.
The similarity values from this measure lie between 0 and 1 where a value of 0 indicates
that the two nodes do not have a common neighbour while a value will indicate that both
nodes are similar as they definitely have the same neighbours. Newman [146] pointed
that if one or both of the nodes have a degree of zero, their similarity will be taken as
zero in accordance with the convention in a social network.
Using the cosine similarity measure on the previous vector example,
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Si, j =
8∗2+9∗9+0∗1+2∗4+1∗7√
82+92+02+22+12 ·√22+92+12+42+72 =
112
150.50
= 0.74
This similarity value between i and j clearly shows that they are similar to a certain
degree as they both have some common neighbours (i.e. they have a connection to most
of the same items) in the network. This also implies that i and j are reachable to a
certain degree to rely on or trust each other.
As earlier discussed in section 2.2.2.1, Cosine similarity measure is referred not to be a
suitable measure for measuring the similarity between users in determining their neigh-
bourhood and the importance of neighbours. It was suggested that Pearson correlation
measure seems to be more suitable as it considers the use of deviation in users’ rating
to determine how similar the users are to themselves.
Wasserman & Faust [211] had earlier pointed out similarity measures do not always
provide the same results from the same relations. It was stated that Euclidean distance
measure is not a suitable measure for structural equivalence when considering similarity
in patterns as it only measures the identity of ties where each degree of ties is considered
in the evaluation. The results from the measure will not reveal the pattern information
between nodes but only reveals the potential ties between the nodes based on their tie
weights[60].
2.7 Activeness and Centrality in Social Network
Before considering the proposed approach in improving recommendation, there is the
need for a social network of users or entities to be analysed as the social network is
considered to be an example of a platform using the recommender system. One im-
portant measure from all measures in social network analysis discussed in Chapter 1 of
this thesis is the centrality measure [211]. A metric space, referred by Mendelson [134]
as a space where pairs of points (nodes) from a set, are measured based on their close-
ness centrality [65, 211] which determines how efficient a node will be reachable to the
others in its set. The closeness centrality concept is useful in the proposed approach in
motivating inactive nodes in a network as it will define the relationship between simi-
larity based on path or reachability and trust based on neighbourhood.
From a social network, nodes that interact with each other might be connected by a
central node. This central node could be of the same or different class (e.g. human class
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and item class) with other nodes that are connected to it. For instance, two nodes of
the same class (e.g. humans) could be connected together via their link to another class
(e.g. topic, subject or item) of nodes. Borgatti et.al [28] and Opsahl [151] referred to
this type of structure as two-mode network. Newman[146] described a recommender
network as a two-mode network (i.e. Bipartite network [211]) where there are two types
of nodes, one indicating the items that other type of node directly interacts with (shown
as connecting edges in the network graph 2.4). Newman described the network to be
a useful tool in collaborative filtering algorithm for a recommendation as it is easier to
analyse from the network the items linked to neighbours of a particular node that could
also be preferred or relevant to the node.
FIGURE 2.4: Two-mode network
The activeness of nodes from the same set (i.e node A, node B, node C, node D and
node E) can be determined by the number of actions towards another set of nodes (i.e
node 1, node 2, node 3, node 4). Granovetter [80] and Newman [146] pointed out that
a function of duration or exchange of services could be the strength of an edge(i.e. a
tie weight) between the nodes. The overall weight between two nodes of the same class
can be determined when we consider their individual weights towards other nodes of a
different class that links them together. An example could be observed in a relationship
between two players who might have played for common teams in the past and their
weights towards each team will be the number of matches they have played for the
respective team. The overall weights between the two players will then depend on the
number of matches each player had played for the respective teams.
Opsahl [151] suggested that a two-mode network still needs to be transformed (known
as projection) to a one-mode network in order to carry out further analysis that will
reveal the relationship between nodes of the same set (A, B, C, D, E). Padron et.al
[156] also suggested that the transformation is required to predict potential competition
and successful interaction. Two nodes of the same set are linked together if they have a
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connection with common nodes from another set. Opsahl [151] defined the transformed
two-mode network by two methods which include: Sum and Newman’s method [147].
Applying the sum method of transformation on a two-mode network, the sum of weights
from all ties a node (e.g node A from Figure 2.4) shares with another node (e.g node C
from Figure 2.4) of the same set towards nodes of a different set will be the weight on
the directed tie towards the node in the transformed two-mode network (i.e One-node
network).
wi j =∑
t
wi,t (2.20)
Where: wi,t is the weight on ties that node i had towards a context node t which is also
linked with node j.
FIGURE 2.5: One-mode Network using Sum Method
The weight to the target node derived from the sum method correlates to the degree
of a node that Wasserman & Faust [211] described to be the number of other nodes
adjacent to it . The ties weight of a target node from a set can be seen as the number of
nodes from another set which is interpreted here as the sum of interaction between the
two nodes of the different set. According to Opsahl [151], this weight is then directed
towards the target node by another node of the same set that share ties with nodes of
another set
With the Newman’s method of transformation on a two-mode network, the weight on
the ties in a transformed two-mode network based on the fact that the number of ties to
a particular node will affect the strength of their ties [147]. For example, if there are
a lot of users purchasing a particular item, their ties will become weaker as they may
decide to purchase different or unique items used by few users.
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wi j =∑
t
wi,t
Nt−1 (2.21)
Where: Nt is the number of nodes that are connected to the context node t.
FIGURE 2.6: One-mode Network using Newman’s Method
Degree centrality is considered to be applied to a projected two-mode network as where
a certain node could be centrally based on its number of connection to other nodes based
on their links to context nodes. Wasserman & Faust [211] considered this central node
as the most active node amongst other nodes. From figure 2.5 or figure 2.6, node B is
considered to be central as this node has more ties in the network. Also, the two-mode
network could be analysed with the degree centrality as links between a node of a certain
set and the context nodes are analysed. From 2.4, node A, B and C are considered to be
the most active nodes as they had more ties with the context nodes.
Nepal [145] considered the count of interaction towards a context as a means to deter-
mine how popular a target member is within the social network. It also reveals how
well other members of the social network will trust the target member based on the ac-
tiveness of the node. Vedula [207] described the activeness of a node as the rate of the
node’s influence towards another node; and it was also revealed that a popular member
of a network will not get into a competition with another popular member. The popu-
lar members will then have to separate into their individual group to avoid conflict. It
is therefore important to have an understanding of clusters where influential members
based trust can be identified.
The next section will reveal the reason for not considering cliques in the proposed
framework where nodes of a social network need to be accurately identified to their
groups with an influential member.
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2.8 Cliques from One-mode network and Two-mode net-
work
Based on the concept of the real social world, entities tend to be clustered together into
completely connected groups which can be referred to as cliques. Friends of an active
person will become friends with each other and create a one-mode network structure.
On the other hand, neighbours or contacts of an active node in a two-mode network
cannot be completely connected together as the same measure used on a one-mode
network for determining the structural ties between nodes cannot be applied directly on
a two-mode network [28, 151].
As earlier discussed, a projected two-mode network (i.e. One-mode network) will reveal
the connection between two or more nodes of a certain set based on their relationship
with common nodes (i.e. items such as topics/subjects) of a different set from the orig-
inal two-mode network. Newman [146] stated that the projected two-mode network
will form cliques based on the relationship from the two-mode network but the main
disadvantage with the projected two-mode network is that the network will not actually
reveal the information of common nodes shared by the nodes of the particular set.
FIGURE 2.7: Cliques from a Projected Two-mode Network
With the given two-mode network in 2.7, nodes (i.e. nodes A,B,C,D,E) of a certain set
have relationships with nodes of another set(nodes 1,2,3,4) with no clique present but
in the projected two-mode network cliques are formed. The number of cliques formed
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can be limited by the presence of some inactive nodes that have no tie with any of the
nodes from the other set. The cliques here are B,C,D and C,D,E as they are completely
connected subgroups where both node C and D are members. Certain nodes belonging
to several cliques will then lead to consensus problem where nodes in those cliques
might have conflicting opinions towards the other set of nodes.
2.9 Cluster Analysis on Social Graphs/Networks
As earlier revealed, there are cases where a node or set of nodes could belong to several
different cliques [211] which might lead to the issue with lack of consensus where there
might be different opinions on subjects/items in the different cliques. Members of a
clique are expected to have similar interest or opinions on items as this will enable them
to feel accepted and identified by the group. This clique formation based on similar
interest or opinion was described in [131] to ensure isolation amongst cliques which will
build confidence amongst members of individual cliques who might require support.
Previous research [158] has suggested the use of clustering as a possible means to re-
solve conflict or disagreement within a social group. The clustering is usually applied
to identify groups (clusters) after ties between pairs and exemplars have been detected.
The formation of clusters is based on similarity measures (or distance) which determine
the members that belong to each cluster and ensures that members of a particular cluster
are closely similar than to members of other clusters. The similarity that is measured
within a clustering process will improve the efficiency of determining the distances
between entities (i.e. users or items) which are normally useful in recommendation
techniques such as Collaborative filtering and content-based filtering. Various model of
clusters are based on:
• Distance connectivity where the distance (similarity) between pairs of data points
will cause the points to either merge or split into clusters. An example is Hierar-
chical clustering [121].
• Centrality where a distance between a central member (exemplar) that represent a
cluster and potential members determines the members of the cluster. An example
is the K-means clustering [104, 118].
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• Density where the clusters are determined based on how closely-packed or dense
an area of data points appears to look. An example is the Density-based spatial
clustering of applications with noise (DBSCAN) [59].
• Probability distribution where the probability of membership to clusters can be
determined. That is, individual data point will belong to each cluster with certain
probabilities. An example is the Expectation Maximization (EM) clustering [29,
50].
• Graph connectivity where a clique formed from a subset of nodes is considered
as a cluster which is based on the degree of social ties for each node with other
nodes in a social graph. An example is the Highly connected subgraphs(HCS)
clustering[86, 131].
Popular clustering technique includes the K-means clustering that requires a pre-specified
number of clusters and the DBSCAN that requires a pre-specified minimum number of
members in a cluster to be generated. This pre-specification in both clustering tech-
niques could be considered as an inaccurate procedure involved in generating the clus-
ters as the number of clusters or members in a cluster is constrained by any random pre-
specification. Even though clustering technique such as Hierarchical clustering does not
require pre-specification for the number of clusters required, the technique still needs a
cut-off point on the dendrogram 6 to generate the clusters [121]. This procedure is also
considered inaccurate as the clusters can be constrained to be viewed from any cut-off
point.
Expectation-maximization clustering [119] considered as probabilistic approach, as-
signs each data point to various clusters but data points might have certain degree of
membership to various clusters (fuzzy clustering) [23], that is, a data point might not
belong to a single cluster if its degree of membership in a cluster is lesser than other
data points. For example, a player can be described as a member with 50% fitness in a
football team but we cannot state that the player has 50% membership in the team.
In this research, the graph connectivity model will be one of the models that will be
explored in chapter 4 of this thesis as the research focuses on the network structure
of social ties. Other clustering techniques to be considered are the Markov clustering
and Affinity propagation as both have been referred in previous researches [56, 67,
6Hierarchical clustering is usually viewed as a dendrogram where clusters are arranged in a tree-like
form based on similarity between pairs of data-points.
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184] as clustering model on graphs. Social factors are expected to be derived from the
estimation of the clusters with these clustering models.
2.9.1 Highly connected subgraph Clustering
Hartuv & Shamir[86] had previously revealed that elements being the vertices of a so-
cial graph will be considered similar to be members of the same cluster if their social
ties (based on similarity) are more than half of the total vertices. The clustering al-
gorithm was referred as Highly connected subgraphs(HCS) which does not require a
pre-specified number of clusters but relies on the similarity graph to generate the clus-
ters from similarity data between vertices compared with a threshold value. A single
vertex will not be considered as a cluster but as a singleton set which has the vertex as
the only element.
The HCS algorithm requires:
• A graph G of n vertices
• the minimum number of edges λ (G) that will disconnect the graph when removed
(also known as edge connectivity that measures structural cohesion of a graph)
[211]
• minimum cut C which is the cut with the minimum set of edges that will discon-
nect the graph G when removed [86, 211].
Highly connected subgraphs are formed as clusters if and only if λ (G)> n2 and every di-
ameter7 between two vertices must be at most two for the graph to be highly connected,
that is their longest distance between themselves must either be one or two.
The HCS algorithm is initially applied to a graph G to check if it is highly connected
and if yes, the graph G will be returned, otherwise, C will be applied to separate the
graph into two subgraphs g′ and g′′.
7A diameter between two vertices in a social graph is the maximum length of the shortest path from
one vertex to the other.
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FIGURE 2.8: Partioning a Similarity graph with HCS clustering algorithm
From the example shown in figure 2.8, the HCS algorithm on graph G will return sub-
graph g′ as one of the clusters while subgraph g′′ will require further splitting since
it is not highly connected; subgraph g′′ has some vertices with maximum distance of
more than two to certain vertices and edge connectivity λ (G) = 2 which is less than n2
= 72 . Subgraphs g
′′′ and g′′′′ will be generated from subgraph g′′ to become cluster 2
and cluster 3 respectively. Note that the broken lines in the above diagram represent the
minimum cut C that split either the graph or the subgraphs.
Algorithm 2 HCS Clustering Algorithm
1: procedure GIVEN: Graph G
2: Evaluate minimum cut C of the graph.
3: if λ (G)> n2 then
4: Return G as cluster
5: else
6: Split G with C to yield subgraphs
7: Repeat step 3 on subgraphs.
The clusters generated from HCS algorithm has the property of homogeneity and sepa-
ration. The property of homogeneity exists with the clustering algorithm as two vertices
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in a highly connected graph (a cluster) must have at least a common vertex neighbour
making all vertices similar; in other words, the distance between two vertices must be
at most two. The property of separation is based on the splitting of the graph into sub-
graphs 8 by the removal of edges at each iteration which will be linear unlike the final
clusters that have a quadratic number of edges.
A drawback of this algorithm could be the time complexity in finding minimum cut for
each subgraph where the size of both vertices and edges affects the process [42, 198].
2.9.2 Markov Clustering
Markov clustering (MCL) is an unsupervised method for applying clustering on a graph
or network to form groups of nodes based on their similarity of interactions in the graph
or network. This clustering technique was introduced by Stijn van Dongen in his PhD
thesis [56] where mathematical concepts were used to prove the effectiveness of the
technique. The main focus was to tackle the scalability issue in clustering where the size
of the network has to be considered as a factor in determining the number of clusters to
be formed. The whole idea was derived from a random walk representation of a network
G where the similarities between two nodes Si j can be interpreted as the probability pi j
that a node i will end-up meeting the other node j after a random walk within the
network.
FIGURE 2.9: Random walk within clusters in a network G
There is a high probability for the walk path of a node to be through certain nodes to
eventually reach a target node. These connected nodes based on the random walk will
rather remain with their cluster than walk across to another cluster with different nodes.
From Figure 2.9, the probability of node 1 to travel to either node 2, 3 or 4 will be
8Where vertices from different sub-graphs are considered to be dissimilar
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equivalent to 0.33 9 while the probability of the node 1 to travel across to either node
5, 6 or 7 in another cluster will be 0.00. With the probability values from n nodes, the
probability matrix is formed as n×n matrix.
Algorithm 3 Markov Clustering
1: procedure GIVEN: a network of entities G(V,E), expansion parameter e and infla-
tion parameter r.
2: Create a probability or correlation matrix Mix j where i, j ∈V .
3: Add self loops to matrix (i.e pii = 1)
4: Normalize the matrix
5: Expand the matrix with parameter e.
6: Apply inflation parameter r to matrix.
7: while matrix state = unsteady do
8: Repeat step 5 and 6
9: Clusters and their attractors are obtained.
From the MCL algorithm, a graph G(V,E) is required to reveal the connection (edges
E) between entities (vertices or nodes V ) based on their interaction. A weighted graph
is expected to be a non-directed graph in order for a symmetric (or correlation) matrix
to be generated as input for the algorithm. But this is not always the case as a transition
matrix or probability matrix can be generated as a non-symmetric matrix from a non-
weighted graph where probability values are considered as the non-negative elements
in the matrix.
Using the network structure in Figure 2.9 but representing it as a non-directed graph,
the probability matrix can be generated as shown below.
The probability of travel path for each node to other nodes is represented as an element
within the matrix. Note that the probability of either node 3 or node 5 to travel across
clusters exist with an edge connecting both nodes. The probability of each travel path
for node 3 is 14 as it is connected to four different nodes (nodes 1,2, 4 and 5) in the graph.
9Probability of a node travelling to another node in the same cluster where there are n members is 1n−1
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
0.00 0.33 0.25 0.33 0.00 0.00 0.00
0.33 0.00 0.25 0.33 0.33 0.00 0.00
0.33 0.33 0.00 0.33 0.00 0.00 0.00
0.33 0.33 0.25 0.00 0.00 0.00 0.00
0.00 0.00 0.25 0.00 0.00 0.50 0.50
0.00 0.00 0.00 0.00 0.33 0.00 0.50
0.00 0.00 0.00 0.00 0.33 0.50 0.00

FIGURE 2.10: Probability matrix
The probability for each node is an implicit way of measuring the similarity between
the node with its connected nodes. Van Dongen [56] described the similarity space as a
pair between node or vertex V and a symmetric function s (similarity measure such as
Euclidean distance) that maps V ×V to R≥0. But as the initial graph is a non-weighted
graph, the number of edges are considered as weighted elements linking nodes to a
target node in a column of the matrix. A probability matrix can then be obtained from
the probability values which are the division of each element in a column by the sum
of the elements in the column. This concept for determining the probability matrix was
applied and demonstrated in Chapter 3 of this thesis.
Addition of self-loops 10 to each node in the matrix eliminates parity dependence of
flow spread on the length of the random walk.
1.00 0.33 0.25 0.33 0.00 0.00 0.00
0.33 1.00 0.25 0.33 0.33 0.00 0.00
0.33 0.33 1.00 0.33 0.00 0.00 0.00
0.33 0.33 0.25 1.00 0.00 0.00 0.00
0.00 0.00 0.25 0.00 1.00 0.50 0.50
0.00 0.00 0.00 0.00 0.33 1.00 0.50
0.00 0.00 0.00 0.00 0.33 0.50 1.00

FIGURE 2.11: Applying self loop to matrix
There is also the need to normalize the matrix to ensure that it has the property of
probability matrix whereby the sum of each column element will be equal to 1. To
normalize the matrix, each element in a column is divided by the sum of elements in
that column.
10 Self-loop is an edge or link that connects a node to itself in a graph. In a matrix, it is indicated with a
value assigned at the main diagonal area which corresponds to the connection between vertex with itself.
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
0.503 0.166 0.125 0.166 0.000 0.000 0.000
0.166 0.503 0.125 0.166 0.166 0.000 0.000
0.166 0.166 0.500 0.166 0.000 0.000 0.000
0.166 0.166 0.125 0.503 0.000 0.000 0.000
0.000 0.000 0.125 0.000 0.503 0.250 0.250
0.000 0.000 0.000 0.000 0.166 0.500 0.250
0.000 0.000 0.000 0.000 0.166 0.250 0.500

FIGURE 2.12: Normalizing the matrix
With the application of expansion operator 11 where a normal product of the matrix
M×M is taken i.e M2, flow will be distributed across different regions of the graph as
nodes within a cluster are expected to have stronger ties than nodes outside the cluster.
0.33 0.21 0.17 0.21 0.03 0.00 0.00
0.21 0.33 0.19 0.21 0.17 0.04 0.04
0.22 0.22 0.31 0.22 0.03 0.00 0.00
0.21 0.21 0.17 0.33 0.03 0.00 0.00
0.02 0.02 0.13 0.02 0.34 0.31 0.31
0.00 0.00 0.02 0.00 0.21 0.35 0.29
0.00 0.00 0.02 0.00 0.21 0.29 0.35

FIGURE 2.13: Applying Expansion to matrix
Applying inflation to the expanded matrix will strengthen existing strong ties and weak-
ens the existing weak ties. The inflation operation involves taking the power 12 for
individual element between vertices p and q in each column of the matrix M with pa-
rameter r (i.eR>1) and then normalizing the each column to retrieve a matrix ΓrM. This
resulting matrix was defined in [56] as :
(ΓrM)pq =
(Mpq)r
∑ki=1(Miq)r
(2.22)
Where: Γ is the inflation operator and ∑ki=1(Miq)r is the sum of elements (values) in a
column of the matrix which vertex q receives.
11Taking the power of e (expansion parameter) on the transition matrix M i.e. Me
12This power operation is known as Hadamard power [96].
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
0.11 0.04 0.03 0.04 0.00 0.00 0.00
0.04 0.11 0.04 0.04 0.03 0.00 0.00
0.05 0.05 0.10 0.05 0.00 0.00 0.00
0.04 0.04 0.03 0.11 0.00 0.00 0.00
0.00 0.00 0.02 0.00 0.12 0.10 0.10
0.00 0.00 0.00 0.00 0.04 0.12 0.08
0.00 0.00 0.00 0.00 0.04 0.08 0.12


0.458 0.167 0.136 0.167 0.000 0.000 0.000
0.167 0.458 0.182 0.167 0.130 0.000 0.000
0.208 0.208 0.455 0.208 0.000 0.000 0.000
0.167 0.167 0.136 0.458 0.000 0.000 0.000
0.000 0.000 0.091 0.000 0.522 0.333 0.333
0.000 0.000 0.000 0.000 0.174 0.400 0.267
0.000 0.000 0.000 0.000 0.174 0.267 0.400

FIGURE 2.14: Applying Inflation to expanded matrix - (Above)Taking power r for
elements in each column (Mpq)r and (Below)After Normalizing the matrix.
The expansion and inflation operation will be alternated continuously until the resulting
matrix will not change when these operations have been applied. The steady state of
the matrix (known as Equilibrium state matrix - ESM) will take the form of a doubly
idempotent form 13 with the resulting matrix having homogeneous values in all column
from a single row.
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 1 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 1 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

FIGURE 2.15: Steady state matrix after Markov clustering (ESM)
13Doubly idempotent state is where two processes will always have their same outcome when there
are further iterations with the processes.
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After 14 iterations, two clusters are formed with node 1,2, 3, 4 in one cluster and nodes
5, 6, 7 in the other cluster. The attractors from both clusters can be referred to as the
influential nodes. They are usually identified as the node from the row of the matrix
that has all homogeneous values (probability values) to its members in the cluster. The
first cluster has node 3 as an attractor that attracts nodes 1, 2 and 4 while node 5 attracts
nodes 6 and 7 in the second cluster.
Markov clustering has been considered in previous researches [5, 56] as a clustering
technique that does not allow overlapping in clusters. But there are some cases (Such as
isomorphic clusters 14) where a node could be attracted by more than one attractors into
their individual cluster. This might mean that the node has conflicting preferences as the
node exists in different clusters. This will cause difficulty for the node to be influenced
towards specific items by any of the attractors.
2.9.3 Affinity Propagation(AP) Clustering
Affinity propagation clustering algorithm (AP) introduced by Frey & Dueck [67] as a
clustering technique which involves a concept of passing real-valued messages between
data points of a dataset until clusters and their exemplars are discovered. All data points
are initially considered as potential exemplars for clusters to be found. Unlike the k-
means clustering technique [104] that requires the number of clusters specified, the
affinity propagation technique requires the similarity between pairs of all data points as
an input for the algorithm.
Another reason for not considering k-means technique as a suitable technique for the
research is that the technique only finds it’s centroid by computing the mean point of a
cluster and this centroid might not necessarily be considered to be an ideal representa-
tive of a cluster as they are refined and derived from pre-specified k points (i.e. clusters)
which were initially chosen randomly from the dataset.
Several research areas (such as Bioinformatics, image processing) have considered the
AP clustering to be more effective in finding clusters and their exemplars from given
data. In bioinformatics researches [141], AP clustering was used to understand and
manipulate biological processes (such as protein-protein interactions and metabolism)
when their network is prone to produce errors (e.g. false positive and false negative
14Isomorphism is the case when the vertices of a cluster or graph can be mapped to vertices of another
cluster or graph.
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test results) also referred to as ‘noise’ [141]. This clustering technique has been used in
[141] to assist on untangling of the ‘noise’ network from the ‘genuine’ network with the
accurate information. Image processing researches [68] made used of the AP clustering
to reveal how an exemplar of an image is related to the original-input image. Also,
the information/data mining research area [192] have used the clustering in finding the
relevant information of items based on their similarity to existing knowledge.
The AP clustering algorithm considers a non-empty set of data points x1 through xn
(Where n > 2 ) and a similarity function s using negative squared Euclidean distance
(equation 2.23) that computes the similarity between pairs of data points s(i, j); where
s(i, j)might not necessarily be equivalent to s( j, i). The reason for this type of similarity
measure to be used was due to the type of dataset where the data points are all real-
valued data. Clustering with this type of similarity measure is said to be more efficient
when compared with the normal Euclidean distance. Frey & Dueck [67] suggested this
measure to minimize the squared error and optimization problem in the distances when
computing the similarities. In chapter 4 of this thesis, further analysis will be carried
out with several other similarity measures in supporting the AP algorithm.
Computed similarities between points s(i, j) within the AP algorithm are represented in
an n×n matrix where it indicates how suitable data point j could act as an exemplar to
data point i. The closeness in the similarity values amongst data points determines how
if they become members of the same cluster.
s(i, j) =−||xi− x j||2, i 6= j (2.23)
To determine and control the number of clusters, another feature known as the input
preference s(i, i) is required and it represents the suitability of data point i to act as
an exemplar. A lower input preference value that is closer to the minimum similarity
value will generate few clusters while a high input preference value that is closer to
the maximum similarity value will generate more clusters. Usually, the best value to
be used for AP algorithm is either the median value or the minimum value from the
similarity matrix.
The real-valued messages to be exchanged between pairs of data points are referred to
as the ‘availability’ a(i,k) and ‘responsibility’ r(i,k) [67] where both messages consider
the competition between potential exemplars k as a representative for target data point
i. a(i,k) represents the message sent by potential exemplar k to target data point i which
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reveals how appropriate for target i to select k as its exemplar when considering other
points i
′
that have chosen k as an exemplar.
FIGURE 2.16: Availability sent by potential exemplar k to target point i.
r(i,k) represents the message sent by data point i to a potential exemplar k which re-
veals how ideal it would be for k to serve as its exemplar even though other potential
exemplars (k′ and k” as shown in 2.17) have indicated their availability to compete with
k.
FIGURE 2.17: Responsibility sent by data point i to potential exemplar k.
Frey & Dueck described how normally constraints could exist where each data point
might have constrained choices in selecting an exemplar based on their similarity but
having all data points to interact with each other could resolve the problem. From the
diagram shown above, a data point will send message to a potential exemplar who has
been chosen by other data points as their representative, revealing the list of other po-
tential exemplars that have signified interest in representing the data point. A potential
exemplar will send messages to every point informing them of the degree of agree-
ment between their constrained choices and the list of other points that have chosen the
exemplar as a representative.
In the algorithm, the exchange of the messages (‘Responsibility’ and ‘Availability’) are
iterated until it determines the best exemplars from the data set before other data points
67
cluster around their suitable exemplar based on their similarities. Each iteration of the
algorithm involve:
• All ‘responsibilities’ being updated (with given ‘availabilities’) and distributed to
potential exemplars. Updates are done using:
r(i,k)← s(i,k)−max
k′ 6=k
{a(i,k′)+ s(i,k′)} (2.24)
• All ‘availabilities’ being updated (with given ‘responsibilities’) and distributed to
all data points. Updates are carried out with:
a(i,k)←min{0,r(k,k)+ ∑
i
′
/∈{i,k}
max{0,r(i′,k)}} (2.25)
and
a(k,k)←∑
i
′ 6=k
max(0,r(i
′
,k)) (2.26)
Where: a(k,k) is known as ‘self availability’ which reveals that k had received
‘responsibilities’ from other data points.
• Combination (i.e. sum) of both ‘responsibilities’ and ‘availabilities’ to observe
the decisions on exemplar a(i,k)+ r(i,k)
The iteration will be terminated when the decisions remain the same for certain number
of iteration. The exemplars ki are identified as those whose combination (sum) of their
‘responsibility’ and ‘availability’ is positive (i.e. Where k = i,(r(i, i)+ a(i, i)) > 0) or
when k maximizes the combination.
ki = argmax[a(i,k)+ r(i,k)]
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Algorithm 4 Affinity Propagation
1: procedure GIVEN: a Similarity data (matrix) s(i, j)i, j∈1,...n and input preference
s(i, i).
2: Initialize ‘Availabilities’ to zero i.e. a(i,k) = 0.
3: while Potential exemplar k = unsteady do
4: update ‘Responbility’ and ‘Availability’ .
5: Combine messages, ‘responsibilities’ r(i,k) and ‘availabilities’ a(i,k) of po-
tential exemplar k.
6: if k maximizes combination (Addition) of messages then k is an exemplar
for point i i.e. k = ki or point i is an exemplar when k = i.
7: Clusters ci and their exemplars ki are obtained.
Previous research [202] revealed how to evaluate and demonstrate the algorithm easily
by considering the ‘responsibility’ values and ‘availability’ values in separate matrices
that could be updated repeatedly to obtain the exemplars. As the algorithm simulates
the interaction between ‘actors’, a consensus is expected to be reached when they are
selecting their best representatives.
Example 2.3. Given a data on actors that have acted several number of times with 4
items
TABLE 2.3: Users’ action towards Four Items
Actors item1 item2 item3 item4
user1 4 2 1 5
user2 3 5 2 5
user3 1 3 3 2
user4 2 1 3 4
user5 4 3 5 1
Using equation 2.23, similarity matrix to compare pair of actors :
user1 user2 user3 user4 user5

user1 0 −11 −23 −10 −33
user2 −11 0 −18 −19 −30
user3 −23 −18 0 −9 −14
user4 −10 −19 −9 0 −21
user5 −33 −30 −14 −21 0
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The negative sum of the square of differences between the pairs of actions towards
four different items shown in 2.3. For instance, the similarity between user1 and user3
(shown above) was evaluated as:
s(user1,user3) =−[(4−1)2+(2−3)2+(1−3)2+(5−2)2] =−23
With the input preference set to the lowest similarity value(-33), this value is inserted as
the diagonal element of the matrix.
user1 user2 user3 user4 user5

user1 −33 −11 −23 −10 −33
user2 −11 −33 −18 −19 −30
user3 −23 −18 −33 −9 −14
user4 −10 −19 −9 −33 −21
user5 −33 −30 −14 −21 −33
Using equation 2.24 and initializing the a(i,k
′
) to zero, the responsibility matrix will
be:
user1 user2 user3 user4 user5

user1 −23 −1 −13 1 −23
user2 7 −22 −7 −8 −19
user3 −14 −9 −24 5 −5
user4 −1 −10 1 −24 −12
user5 −19 −16 7 −7 −19
Equation 2.26 and 2.25 are then used to provide the diagonal and non-diagonal ele-
ments of the availability matrix.
user1 user2 user3 user4 user5

user1 7 −22 −16 −19 −19
user2 −23 0 −16 −18 −19
user3 −16 −22 8 −23 −19
user4 −16 −22 −17 5 −19
user5 −16 −22 −23 −19 0
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To check if any of the potential exemplars maximizes the function a(i,k)+ r(i,k) , the
elements of the availability matrix is added to the elements of the responsibility matrix.
user1 user2 user3 user4 user5

user1 −16 −23 −29 −18 −42
user2 −16 −22 −23 −26 −38
user3 −30 −31 −16 −18 −24
user4 −17 −32 −16 −19 −31
user5 −35 −38 −16 −26 −19
From this matrix, it is observed that two clusters are formed from two identified exem-
plars, user1 and user3 that have certain maximum value being the same in their column
indicate the members of the individual cluster. The first cluster with user1 as exemplar
has a member user2 while the second cluster with user3 as exemplar has members user4
and user5. These selected exemplars will be confirmed based on the maximum values in
each column being greater than zero. Several iterations will be done to further confirm
that the outputs reveal the exemplars are unchanged.
The evidence computed from the updates of both ‘Responsibility’ and ‘Availability’ are
given to potential exemplars and members of a cluster respectively. This evidence is
used to justify the selection of each exemplar and the decision by each member to join
the cluster. Previous researchers have considered the AP clustering to be more effective
because of the computation of the evidence.
The next section will discuss the relationship between clusters and the trustworthiness
amongst their members as it could be possible to measure the strength of a cluster based
on the degree of trust amongst members.
2.10 Cluster Analysis and Trust Network
Previous researchers [7] had pointed out that clustering techniques are considered to
be an effective means to improve recommender system. Clusters can be considered as
structures which might be equivalent to trusted networks as they promote interaction
amongst respective members. The distance between cluster members derived basically
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from the similarities of their attributes will reveal within the structure how items such
as information can be shared (flow) and accepted amongst the members.
Most people might consider privacy to be a factor to affect the sharing of information
within a cluster. Previous research [150, 197] had revealed that people tend to share
their information with others and ignore the importance of privacy. The reasons for their
action may be that they may want to either receive privileges or build their reputation.
Also, they would not want to be asked questions directly on certain information and
so they decide to reveal the information to the public [150]. In this case, these people
don’t consider their trust towards others before their decision to share with a group. It
is possible that the people’s expected privileges from the group might not be in their
favour or satisfy them as other members of the group might mislead them for their own
benefit.
According to Segarra & Ribeiro [188], there is the need to apply clustering to model the
trust network between entities to understand and know how an entity will trust another.
The trust between entities should be determined based on the similarities in the entities’
opinion as an entity will trust another entity’s opinion if they are similar to their own
opinion. It was revealed in [188] that the tie weight between entities in a bidirectional
network can be the dissimilarities between the entities AX(x,x′) which may satisfy the
asymmetric property i.e. AX(x,x′) 6= AX(x,x′) ∃ x,x′ ∈ X . The clusters are determined
based on the resolution value δ ≥ 0, where the boundary when δ = 0 generates a single-
ton cluster (a cluster with a single node as a member) for each node and the boundary
when the δ > 0 generates clusters with different nodes. It was also revealed that for two
nodes to share opinions their dissimilarity value (i.e. It indicates their distrust for each
other) must be less than the resolution value δ . The resolution value δ in [188] was
considered to be the tree cut value in a dendrogram of the hierarchical clustering on a
trust network which also represents the degree of familiarity with items (e.g. Topic or
issue) that links two nodes to interact.
2.11 Social Influence and Trust
From a real-life scenario, a person will decide to have the same behaviour or have
the same opinion towards an item like his/her neighbours only if they are trustworthy.
There could be some untrustworthy neighbours who might want to mislead the target
person for certain reasons such as promoting or criticise an item [178] for their own
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benefit. So with the existence of trustworthy neighbours to a target node, the degree of
influence will increase between the target node and a neighbour only if their path length
or distance is small [52].
Previous research [117, 207] focused on the problem of identifying influential users
in a social network based on how well the users can represent members of their trust
network, that is, the pairwise relationship between nodes in the network indicated as
an influence measure of one node towards another. Vedula et.al. [207] revealed that a
user i will trust another user j when influenced by j to engage in a certain context. In
other words, user j who is considered trustworthy is influential towards user i. Luini
et.al[117] revealed that predicted trustworthiness of a member in a trust network is one
important factor required in identifying an influential member. Apart from identifying
the influential member of a network, it is also important to understand the impact of
influence on both network structure and decision making.
2.11.1 Influence effect on social communities
As we have already seen from the previous section that trust has an effect on influence,
it is required to determine if influence can change a social group with trustworthy mem-
bers. Luini et.al.[117] had previously investigated how the social influence of a member
in a network could affect the trusting behaviour of others due to the member’s dynamic
preference.
An individual will identify himself or herself with a group based on his/her information
similar to a common group members’ information. This can be referred to as social
identity. Understanding the social history or experience of members will provide a
clearer view of the members’ identity to their groups. The social history which is rep-
resented in an initial network structure is observed to predict the type of behavioural
change the members could undergo. Previous research by Kelman [107] had classified
various behavioural changes into different types of conformity 15.
• Compliance conformity, where an individual will conform to a group’s opinion
or preference in order to receive reward or benefits. An example can be observed
in Asch’s line experiment[127] which was described in an earlier section of this
Chapter.
15Mcleod [130] referred to conformity as a social influence that changes the behaviour or belief of an
individual to match the belief or behaviour of a group
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• Internalization conformity, where an individual will conform to a group’s prefer-
ence due to observed consistent activities or opinion by the group members. The
individual will have the belief that the group members are more knowledgeable
than other groups which might have exhibited inconsistent behaviour in the past.
An example was also mentioned in a previous section of this chapter as Sherif’s
Autokinetic experiment [130].
• Identification conformity, where an individual will conform to a group’s opinion
in order to be recognized with a group. An example is the Zimbardo’s prison
study [129] which was also described in a previous section of this Chapter.
The changes in the behaviour of an individual in both Compliance and Identification
are not permanent as the individual (which can be referred as an ‘unbeliever’) decides
to conform with no genuine belief in the group’s opinion or preference. To maintain
control of consistent behaviour in the group, an influential member will be required to
encourage the inactive who might have been misled by the individuals with a conflicting
opinion. It is also possible for the influential member to convince the ‘unbeliever’ with
a clearer understanding on the reason to completely believe in the group’s opinion.
Centrality is one important concept in a social network that could be considered for
the identification of either the inactive members who might require advice to make de-
cisions on alternatives (e.g. topics to discuss and items to purchase) or the influential
members of the network who might be able to provide the advice to the inactive mem-
bers. With or without the knowledge on the level of reciprocity, the inactive members
will imitate the actions of influential members only in situations where the actions affect
the inactive members’ belief [117].
2.11.2 Decision Making from Influence
Decision making is one popular topic under the social influence research that analyzes
how and why people make a particular decision. Decision-making problem occurs when
some individuals who might belong to their individual group are deviating from their
group’s opinion or they are unable to make decisions towards alternatives (e.g. products,
topics or any other item). The previous sections had presented how individuals decide
to join a group for various reasons based on the conformity theory.
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A good example that demonstrates a group decision-making pattern is a social network
such as Facebook and Twitter. The interaction between users within the network reveals
their preferences towards items (e.g. topics or products). Users might decide to continue
interacting with neighbours on new items that could be similar to items preferred from
their past interactions. So it is possible that past experience will be an important factor
for modelling influence. Another factor which plays an important role is the similarities
between users’ preferences.
Previous researchers [102, 166, 215] had considered applying social network analysis
(SNA) concept for the development of a decision-making model based on interaction
patterns and network structures. Kamis et.al. [102] revealed that a group decision-
making problem can be resolved by using a consensus procedure where the level of
group agreement is measured. The level of agreement is measured based on a feedback
mechanism where the identification of an adviser (Influential member of a group) and
the proximity measure 16 amongst group members’ preferences are both required. The
easiest way to accomplish this is by relying on neighbourhood information(clusters)
obtained from clustering [102, 112, 167]. But identifying the influential member from
each neighbourhood remains a difficult task. Various clustering techniques have been
discussed in previous sections of the thesis but the most suitable clustering for identify-
ing the influential member would be revealed later in Chapter 4.
The influential member is meant to advise/guide any other member (inactive mem-
ber) that might be uncertain on decisions to be taken. For the inactive members to
make an accurate decision, they will require a consolidated information on preferences
from their individual group. Previous researchers [43, 44, 102] relied on using ei-
ther ordered weighted averaging(OWA)[217] or induced ordered weighted averaging
(IOWA)[9, 218] to carry-out the consolidation operation where information from vari-
ous sources in a group are aggregated. The application of OWA or IOWA is outside the
scope of the research as a new method for consolidating the preference information will
be introduced in Chapter 3 of this thesis.
16A suitable proximity measure is the similarity measure which determines the closeness between two
entities.
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2.12 Summary
This chapter has presented the literature review which was divided into three parts. The
review includes background on common recommendation approaches, clustering tech-
niques on a social network, the effect of trust concept on a social network which reveals
the relationship between trust and influence concept towards a change in the behaviour
of a specific entity within the social network. As the social network platform is an ex-
ample that utilizes the recommender system, there is the possibility of implementing
the trust and influence concept.
The active research in recommender system actually revealed that there is still the need
to resolve the cold-start problem in the recommender system where there are insufficient
or no information from active users. The most common recommendation algorithm
which are the content-based approaches and collaborative approaches were discussed
with given examples to reveal their operations within the recommender system. The
cold-start problem that could exist with the two approaches might due to either the
irrelevance of items presented to the users, the fear of being judged by others or the fear
of jeopardizing privacy.
The concepts that could be useful in the proposed approach in resolving the cold-start
problem, include the trust concept which several researchers [16, 71, 116, 123, 144]
have previously referred to be an element of social network. Luhmann [116] revealed
that the only way to handle a complex neighbourhood will be through the understanding
the trust between neighbours. From review comparing various similarity measures, it
was revealed that the most suitable measure that can be used for the proposed framework
is the cosine similarity measure as it relates reachability between two nodes and their
similarities which will also imply their trust for each other.
It is also believed that trust can be drawn from the similarity in behaviour of neighbours
within a group where each neighbour will believe that other neighbours are knowl-
edgeable in making right decisions. This idea then relates trust with influence based
on conformity theory where a neighbour will conform or behave like other members
of their group since they are believed to be knowledgeable due to their consistent be-
haviour. Based on the review of various clustering algorithms, it was clear that there
is also the need to understand how members identify themselves with groups(clusters)
based on their activeness in a network. The review was also required to discover the
possibility of accurately identifying influential members in the groups (clusters).
Chapter 3
Trust in Social Communities
3.1 Introduction
As earlier discussed in the previous chapter, the problem which recommender system
still faces is the inaccuracy in predicting user’s preference due to lack of activeness and
the lack of conscious reasoning1 applied to the learning process in the recommender
system. Most preference prediction are based on explicit feedbacks (for example, rat-
ings or declaration) but it will be very difficult to predict any preference when this type
of feedbacks are not available or not clearly expressed.
To overcome this drawback, there is the need to rely on implicit feedbacks (for example,
frequency of actions that occurred within a social environment) from behavioural pat-
tern in predicting preferences where trust is expected to provide a better understanding
of behaviours. A thorough understanding of trust initially reviewed will bring to light its
relevance in decision-making within a system and also draw out important features that
can enable an accurate formulation of trust. The correlation between trust and similarity
which were earlier revealed from reviews in the previous chapter helped in justifying
the formulation of the proposed trust metric.
1Conscious reasoning is the ability to understand something (e.g. behaviour) with rational justifica-
tion.
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3.2 Trust within Intelligent systems
As we are living in the era of intelligent system, information overload seems to con-
tinually affect accurate decision making. Individuals require relevant information in
several situations: when they find themselves in unexpected situations, when they are
naive about certain things or when they are new to an environment. In order to manage
the diversity and dynamic attribute in online data generated either by explicit reviews
on items or implicit behaviours towards items, the intelligent systems is required for
retrieving relevant information that a particular user will use in making an accurate de-
cision. Intelligent system is believed to have a significant effect on satisfaction of users
or customers [178]. Users will only be satisfied when the intelligent system provides
the relevant services or items to them. Another factor that could increase satisfaction is
the usability or accessibility degree of the system interface as users will always want to
enjoy using the system.
An intelligent system such as a recommender system can also be referred to as a rec-
ommender agent [210] for companies’ online system. The recommender system is ex-
pected to understand and adapt to the needs of users. There is the need to enhance this
feature of the recommender system by considering an influential agent that will under-
stand the behaviour of both the target users and their similar neighbours in the system’s
community before convincing them to adjust their behaviour to match themselves.
As an intelligent system requires user’s information for its learning process, there is
the need to consider trust between users in situations when there are no or insufficient
information available for the learning process before decision making. The intelligence
in service-provider system can be improved when advisory features such as the recom-
mendation are deduced based on trust relations between users of the system.
3.3 A New Approach for Computing Trust
Trust can be considered as an implicit rating in which various individuals could express
towards others differently based on implicit behaviour. For example, in a social net-
work, an individual may decide to view or repost most of the numerous items initially
posted by another individual. In other words, we could consider trust as a condition
from an entity’s activeness that can be used to predict the trustworthy behaviour of the
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entity. Philosophers have described trust to be the attitude of people towards a particular
person whom they consider to be trustworthy.
As earlier discovered from the literature reviews in Chapter 2, there is the need to con-
sider social factors that affect the computation of trust. A person who is committed to
being active or doing his/her job in a social environment will be trusted by other mem-
bers of the environment. As the strength of ties between entities is determined by the
frequency of their interaction, it is possible to compute trust between the entities based
on their active condition.
FIGURE 3.1: A Framework of the proposed trust computation.
The above framework of the proposed trust computation (See figure 3.1) is based on the
theory of interpersonal behaviour [13, 203] where the expected trusting behaviour of a
target entity will depend on the target entity’s active situation (i.e. activeness degree in
relation with others) and its pattern or habit with others (where similarity in predicted
interaction could be estimated).
In the proposed trust computation, there are several steps (Described in subsections
below) to be taken in order to determine the trustworthiness of a node. This can be seen
in the pseudocode below (See Algorithm 5).
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Algorithm 5 Familiarity based Trust Algorithm
1: procedure GIVEN: a two-mode network of n entities.
2: Analyse the network to retrieve activity information of entities (i.e. using either
Sum method or Newman method).
3: for Each entity i do
4: Evaluate trust between a entity i and each entity j using a probabilistic mea-
sure to form elements in activeness matrix Mn×n
5: From the activeness matrix, evaluate similarity between the entity i and each
entity j as their familiarity degree.
6: Take the average of all similarities as Global familiarity degree Fami for
entity i.
7: return Fami as entity i’s measure of trustworthiness.
The algorithm 5 generates the trustworthiness for all entities in a given two-mode net-
work. We expect to see if the activeness of a node will determine how trustworthy the
node will be for future engagements with other nodes. The following subsections will
further describe how each step in the algorithm was carried to obtain the outputs.
3.3.1 Analysing the Social Activities
Most researchers as earlier discussed in the Literature review might view a social data
as a one-mode network without knowing or considering how it was derived. However,
a clearer understanding of the derivation of the one-mode network could assist in the
prediction of trust between entities. It will be best to view the two-mode network where
a tie between different class of nodes (i.e a user and an item) can reveal how the tie
between the same class of nodes (i.e two or more users) are formed.
Definition 3.1. A two-mode network is a graph Gt = (Vu,Vs,Et) which is made up of
a set Vu of vertices for users, a set Vs of vertices for items and a set of edges Et that
might form association between vx ∈ Vu with vy ∈ Vs. Two or more nodes from the set
Vu might have ties with common nodes in set Vs.
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An example of a dataset representing the information for a two-mode network can be
seen in table 3.1 where four different nodes of the user class V 1 interact with nodes of
the item class V 2.
TABLE 3.1: Dataset for a two-mode Network with social activities from Four users
V1 V2 V3
5 72 1
5 82 1
5 448 1
6 64 2
6 82 1
6 115 2
6 229 4
6 236 10
6 355 1
6 391 3
6 482 1
6 524 2
8 136 1
8 341 1
100 13 40
100 82 166
100 115 3
100 391 16
100 399 19
Thus, a two-mode network of the given dataset above (Table 3.1) can be represented
in figure 3.2. The strength on a tie V 3 represented in the dataset are the frequency of
interaction by a user with an item. From the dataset, it can be observed that user node
100 is more active than other user nodes as it has more frequent interaction with items
than others.
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FIGURE 3.2: A graph based on the two-mode network with four users.
The dataset described in section 1.7.2 of Chapter 1 to be used during the empirical
test is similar to the dataset given in table 3.1. This was derived randomly from the
original dataset previous used by Opsahl [151] which consist of three variables V 1, V 2
and V 3 representing user(actor) nodes, item nodes (i.e. topics or subjects) and strength
of tie (i.e. Number of comments to an item or out-degree of user node to the item)
respectively. As this network represent interaction between nodes of different class (i.e
user and topic represented as V 1 and V 2 shown in table 3.1), there was the need to
carry-out a measure of reciprocity on the network to comprehend the mutual exchange
of messages between the nodes of the same class (i.e. user or actor class) based on their
interaction on another class of node (i.e. topic, item or subject class). This can only be
done after the two-mode network has been converted to a one-mode network.
Definition 3.2. A one-mode network is a graph G= (V,E) which is made up of a set of
vertices v ∈Vu and a set of edges E that form an association between vn ∈V and vm ∈V
based on their common edges from a two-mode network Gt .
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TABLE 3.2: One-mode Network
Dataset: A projected Two-mode Net-
work using Sum method
i j w
5 6 1
5 100 1
6 5 1
6 100 6
100 5 166
100 6 185
100
5 
6 
185 
6 
1 
1 
166 
1 
FIGURE 3.3: One-mode network
graph of the projected two-mode net-
work using Sum method
From the above definition, it may imply that two or more nodes from set V having
ties with common nodes from set Vs of a two-mode network might trust themselves
to a certain degree. A two-mode dataset (table 3.1) is more preferred to a one-mode
dataset (See an example in table 3.2) since it has more information to justify how the
ties between certain nodes were derived in a one-mode network. This one-mode dataset
only represents a network between users (See figure 3.3) exchanging messages amongst
themselves without any information about context or items (e.g. topics discussed or
subjects studied) where i represent a user node that interacts with another user node j
who assigns a weight w to i as the total number of out-degree weights from i towards
several items in set Vs which j also interacted with.
Sample of a one-mode dataset was used in previous research work [155] to actual reveal
social factors such as Familiarity based on a central value of similarities from a prob-
ability distribution and ‘experience’ based on engagement outcomes [145] evaluated
from probability expectation of future outcome [101]. From further Literature review, it
was concluded that ‘experience’ correlates with ‘familiarity’ as they are both equivalent
to predicting trust between pair of nodes [145]. This prediction can only be done via
datasets with activity information as observed in a two-mode network.
As earlier reviewed, previous researchers found it necessary to convert a two-mode net-
work to a one-mode network if social network measures must be applied to understand
the two-mode network. The methods of conversion proposed by Opsahl [151] was used
in this research. One method, the sum method discussed in chapter 2 (section 2.7) was
compared with the other method, Newman method, to determine which has a better re-
sult but it was discovered that there will be no significant difference when using any of
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the method. The weights obtained from the Newman method will be slightly different
from that of sum method based on the fact that more nodes who acted on a common
item will have lesser bond or strength in interaction than when fewer nodes acted on
the common item [147, 151]. An example of a converted two-mode network (consider-
ing the two-mode network in figure 3.1) using both methods can be viewed in table3.2
and table3.3 respectively where four users assign weights to each other based on their
frequent interaction (frequency of comments) to common items.
TABLE 3.3: Dataset for a One-mode
Network: A projected Two-mode
Network using Newman method
i j w
5 6 0.5
5 100 0.5
6 5 0.5
6 100 5.5
100 5 83
100 6 102
FIGURE 3.4: One-mode network
graph of the projected two-mode net-
work using Newman method
One main factor to be measured or derived from the social network is the familiarity
between nodes as it is based on the real world scenario where two persons might trust
each other only if they have similar patterns from their past interactions. This will
be described later in subsection 3.3.3 where the prediction of a node’s trustworthiness
could reveal if the node is the most active node amongst other nodes.
3.3.2 Predicting Activeness
As earlier discussed in Chapter 2, most researchers [145, 151] consider the frequency of
interaction between a pair of nodes to be the weight of ties between the nodes. Weights
that indicate strong ties have been pointed out in previous researches to be a means
in predicting the existence of ties between a pair of nodes. According to Barrat et.al
[17], nodes that have a collaboration on items as observed in scientists collaboration
network will have strong ties. It was also pointed out in [220] that individual tie weights
cannot completely reveal the complexity of a network which consists of other nodes
and alternative paths that could be used to support the estimation of nodes’ strength.
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A node’s strength which was described to be the sum of weights from all ties shared
(in the case of a collaborative network) [17] correlates to the node’s level of activeness
which depends on the node’s frequency of interaction.
As probability can be used to predict if an event will happen or not, we can compute
the possibility of a node to remain active based on past activities in a social network.
This measure can be referred to as the activeness trust value since it predicts a target
node’s social activeness with other nodes on items(e.g. Subjects or topics). This can be
determined by considering each past interaction of a target node i with every other node
j of the same user set Vu based on their actions towards certain items (node of another
set Vs).
Definition 3.3. Based on probability expectation of future outcome [101], the proba-
bility of a target node’s (i.e node i) activeness along with another node j towards all
subjects (or items) c they both share is:
Pci, j∈Vu =

Nci j
Nci j +N
c
ji
, Ni j 6= 0
0, Ni j = 0
(3.1)
i 6= j
Pi, j ∈ [0,1] ∀i, j
Pi, j +Pj,i = 1
Where: Nci j is the sum of node i’s actions towards all subject c which node j has also
acted upon. Ncji is the sum of node j’s actions towards all subject c which node i has
also acted upon.
Based on Nepal’s [145] proposed predicted engagement trust, probability expectation
value [101] was used to model the likelihood of a node i engaging with another node
j. Probability expectation value which was defined with two parameters α and β that
relate with the possible two outcomes that could occur from future engagements. With
the probability of activeness using equation 3.1, there can only be an outcome from any
of the following possible outcomes:
• Nodes will act more on shared items c. i.e. Pci, j ≥ 0.5
• Nodes will act less on shared items c. i.e. Pi, j < 0.5
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• None of the nodes will act on any item c . i.e. Pci, j = Pcj,i = 0
This predicted activeness Pci, j which can be referred to as activeness trust is based on
the frequent interaction towards all shared subject/item c between target node i and node
j. Probabilities of activeness between pair of nodes Pi, j are distinct or asymmetric as
the computation is based on node j’s perception of node i’s activeness. Any Pi, j that is
greater than or equal to a threshold of 0.5 indicates node i being active with node j.
The probability of activeness between pair of nodes is then represented in a matrix
which can be referred to as activeness trust matrix. An example of a generated active-
ness trust matrix from a one-mode network (Such as table 3.2) can be seen in figure 3.5,
where equation 3.1 was used in determining the elements in the matrix. A definite ‘ac-
tiveness’ trust (probability value = 1) can be observed on the diagonal of the activeness
matrix where each node i consider itself active or act alone towards certain items.
[5] [6] [8] [100]

[5] 1.00 0.50 0.00 0.99
[6] 0.50 1.00 0.00 0.97
[8] 0.00 0.00 1.00 0.00
[100] 0.01 0.03 0.00 1.00
FIGURE 3.5: Activeness matrix for Example dataset 3.1 using its one-mode dataset
(See table 3.2)
In a case of a more active node 2, the node will have a high trust degree from the other
nodes. As node i is more active than node j, node j will desire to interact more with
node i but node i may want to have less future interaction with node j (i.e. lesser trust
degree will be assigned to node j) due to inactiveness of node j. For example, node
100 as shown in figure 3.5 was considered as a more active node by node 5 and node
6 while both node 5 and node 6 were considered to be less active nodes by node 100.
Node 5 assigned a higher trust value than node 6 to node 100 as node 100 has acted
more frequently on items that node 5 also encountered.
From figure 3.5, non-active node 8 which was identified based on its non-sharing be-
haviour, will also be included in the matrix to indicate the non-reachability of the node
by other nodes. As a node i can not be reachable by other nodes j, the node should be
consider to be untrustworthy i.e. Pi, j = Pj,i = 0.00 where Ni, j = N j,i = 0 implying there
is no interaction between the pair of nodes.
2An active node usually has more frequent interaction towards several alternatives that other nodes
have also interacted in the past.
86
There could be some other factors that could affect a node’s trustworthiness not be-
ing predicted accurately. The activeness trust considered to be an attitude, could either
represent apportioned values for deceptive nodes who might be pretending to be knowl-
edgeable or apportioned values for genuine nodes who acted honestly towards items.
There is still the need to measure the familiarity to predict a node as a trustworthy node
based on the factor to be discussed in the next section. The possibility of nodes being
in a particular cluster could also be based on their familiarity measure. A clustering
model using familiarity as a measure to check the accuracy of the generated clusters
will be discussed in the next chapter to reveal the performance of a possible clustering
algorithm that could be applied to a social network. The next section will describe how
familiarity value between pairs will be evaluated using their activeness trust information
in the ‘activeness’ matrix.
3.3.3 Familiarity based Trust
Based on the previous discussion of social interaction (section 2.6), it was discovered
that people who consider themselves similar in behaviour will have the tendency to
interact in the future based on how familiar they were with each other in the past. It
was pointed out in [84] that similiarity between persons can be easily observed from
the pattern of their interaction. In cases where a target node has few past interaction, it
is possible to rely on the information on past interaction of similar nodes to the target
node [145, 155].
Definition 3.4 (Familiarity degree). Familiarity degree between two nodes in a network
Fami, j is a value of similarity based on the nodes’ habits from their interaction with
other nodes.
From a generated activeness matrix, familiarity Fami, j between a target node i and any
other node j is computed as the cosine similarity (using equation 2.19) between the
nodes’ activeness rating pattern (i.e. activeness trust weights in the activeness matrix)
to others. The choice of using cosine similarity measure was based on the review carried
out in section 2.6 which revealed that the output from this measure indicates similarities
in pattern of interaction.
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Example 3.1. Considering the probability(Activeness) matrix in figure3.5, the familiar-
ity degree Fam5,6 between node 5 and node 6 is computed as follows:
[5] [6] [8] [100]( )
[5] 1.00 0.50 0.00 0.99
[6] 0.50 1.00 0.00 0.97
Fam5,6 = Fam6,5 =
1×0.5+0.5×1+0.99×0.97√
(12+0.52+0.992) ·
√
(0.52+12+0.972)
= 0.89
Similarly, other familiarity degree from the matrix in figure 3.5 includes:
Fam5,100 = Fam100,5 = 0.68
Fam6,100 = Fam100,6 = 0.68
Fam8,5 = Fam5,8 = Fam8,6 = Fam6,8 = Fam8,100 = Fam100,8 = 0.00
From the output of the above example, it can be observed that node 5 and node 6 have
high familiarity degree because both nodes had the same amount of activeness towards
an item in the past. As node 100 had shared some items either between node 5 or 6
in the past, there is a certain degree of familiarity evaluated based on the amount of
activeness towards the shared items.
If the amount of activeness from one user node i towards the set of shared items is
greater than that from another user node j, then their familiarity degree Fami, j will be
low but if the amount of activeness from both nodes are the same then their familiarity
degree Fami, j will be high. The closeness in the rating pattern (i.e. activeness trust
rating) from the activeness matrix also determines how familiar pair of nodes will be
in the future. For instance, the rating pattern from both node 5 and node 100 observed
from the activeness matrices in figure 3.5 were quite different in cases where there was
a huge difference in their trust values apportioned to node 5 and node 6. This leads to
the familiarity degree Fam5,100 being lower than the familiarity degree Fam5,6 between
node 5 and 6 who have more similar pattern ratings towards other nodes.
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Definition 3.5 (Global Familiarity degree). To measure how trustworthy a node i will
be towards a social network of n members, the mean Familiarity value Fami is taken
over all familiarity degree between the node i and each node j. This global familiarity
degree represents a consensus level of trustworthiness for a target node reached by all
nodes in the network.
Fami =
∑n−1j=1 Fami, j
n−1 (3.2)
This correlates to the “popularity” trust of a member in a community described by Nepal
[145] which is based on positive and negative feedbacks towards contexts. It was further
revealed in previous research work [155] that this positive or negative feedbacks can be
determined based on the differences in their frequency of interaction which implicitly
measures how nodes appreciates the services (message distribution) from a particular
node when they are satisfied. This satisfactory behaviour can also be observed in pre-
vious example (figure 3.5) where an active node will receive a high familiarity degree
by the whole network only if it has received appreciation (equal or similar frequent in-
teraction) from several other nodes, in other words, some or all of the computed trust
values apportioned by both a particular active node and other nodes to each node in
the activeness matrix were similar in pattern. An inactive or less active node who had
previously had no or fewer activities in the past similar to others will receive a lower
global familiarity degree (0.00 for inactive nodes and Fami < 0.5 for less active nodes)
as there will be no similar pattern between the node and other nodes in the activeness
matrix.
Example 3.2. Considering all familiarity values between a target active node 5 and
other nodes, Fam5,6, Fam5,8 and Fam5,100 :
the global familiarity degree for the active node 5 is
Fam5 =
Fam5,6+Fam5,8+Fam5,100
4−1 =
0.89+0.00+0.68
3
= 0.52
Similarly to the process in example 3.2, the global familiarity degree Fam6 and Fam100
are 0.52 and 0.45 respectively. Fam5 being equivalent to Fam6 is justified with the
familiarity degree Fam5,6 or Fam6,5 which was initially evaluated using the cosine sim-
ilarity measure to reveal how similar node 5 and node 6.
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An empirical test on a complete two-mode dataset sample (i.e. Social forum dataset
described in section B.2) with 20 user nodes and 211 item nodes still show that both
node 5 and node 6 will be familiar with each other based on their interaction to similar
items. This further reveals that the trustworthiness of a node cannot only be evaluated
from the activeness (predicted trust) of the node in an activeness matrix but it should
be evaluated based on the similar pattern with several other nodes in apportioned trust
observed from the activeness matrix. Unlike example 3.2, the empirical test on the
complete data sample showed that node 100 will be more trustworthy than any other
node (including node 5 and node 6) based on the similar pattern observed from the
activeness matrix.
It was observed that there was no significant difference between the outputs from the ac-
tiveness matrix using the sum method and Newman since they basically generated sim-
ilar values of global familiarity computed for the nodes in the social network. Further
observation using activeness matrix (See figure B.11) generated from another two-mode
dataset (i.e. ‘Hollywood film-music’ dataset described in Section B.4) revealed a global
familiarity output (See table B.3) similar to that (See table B.2) of previous two-mode
dataset (i.e. Social forum described in section B.2) as it predicts the trustworthiness of
each social actor (i.e. Producer) based on their activeness with other social actors.
3.4 Summary
This chapter has described the importance of trust in situations where there is no or
insufficient information to support decision making. Trust was considered to be an atti-
tude demonstrated by an entity towards another entity that has been active. A proposed
algorithm for computing trust was presented with several steps which enable the algo-
rithm to conform with the theory of interpersonal behaviour where both a situational
condition (i.e. attitude) and habits (i.e. patterns) are factors that have an impact on
behaviours. The algorithm was revealed to initially generate activeness trust values that
are considered to be a predicted attitude towards contexts. As there is the possibility
of entities being active or non-active in a social network, activeness trust values was
estimated based on probability expectation value of possible outcomes [101]. The gen-
erated activeness trust values, stored in an activeness matrix were demonstrated with
an example that described how a two-mode network are observed to be the source of
information to measure the activeness of an entity.
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Further evaluation was required in the proposed algorithm since a node could have de-
ceptively acted just to mislead other nodes of its trustworthiness. Familiarity-based trust
was then considered to be predicted as the characteristics or behaviour of trustworthi-
ness and this can be computed based on similarity in patterns from an activeness matrix
where all activeness trust relationship between nodes is stored. Cosine similarity mea-
sure, considered from previous literature review (See section 2.6) to be a suitable mea-
sure of patterns, was used in estimating familiarity-based trust. The familiarity-based
trust can be considered to be a more realistic method for computing trust as it emulates
the real-life scenario where a person will trust another person only if they have similar
behaviours. A person or entity with high familiarity value does indicate that the person
or entity is an active member of a social network with other people or entities.
Outliers amongst data-points of familiarity-based trust for entities should not be con-
sidered as irrelevant information since some of them represent the points for inactive or
less active nodes that could be useful in further analysis of the data for recommendation
processes. Experiments described in the next chapter of the thesis will further reveal
the usefulness of both the activeness matrix and familiarity-based trust values where the
behaviour of most active members could be clearly observed in their individual group
generated using a suitable clustering technique.
Chapter 4
Generating Clusters of trustworthy
members from an Activeness Matrix
4.1 Introduction
This chapter will reveal how clustering can be applied to an ‘activeness’ matrix gener-
ated from a social network data. There is the need to further explore the social network
to determine how members belong to certain groups. Several clustering techniques
could be applied to the ‘activeness’ matrix based on their ability to utilize social context
in generating clusters.
In the real world, a person who seeks advice on a subject will accept the opinion of a
group when there is a general agreement amongst the group members. The identifica-
tion of an influential member via a suitable clustering technique is also considered to
further support the theory that the most trustworthy member from a group will influ-
ence the co-members of its group. Current clustering techniques tend to either refer to
identified ‘attractors’ [56] or ‘exemplars’ [67] as the clusters’ influential members that
are identified based on their degree of ties (i.e. activeness) with other members in their
individual cluster. But there is the need to consider the trustworthiness of a potential
influential member in motivating others in their group.
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4.2 Effective Clustering on a Social Network
With social actors having related variables being measured, the similarity between
themselves will enable groups (clusters) to be determined efficiently. Clustering seems
to be the best possible measure to analyse and determine if small groups still maintain
their members or lose them [209]. The most difficult problem from clustering technique
is the identification of the best way to minimize the production of noisy cluster output
which consist of outliers that affect the accuracy of the output. Clusters generated from
data with outliers will be indistinct, and eliminating the outliers from the data before
clustering might worsen the problem [216, 223]. These outliers should not be com-
pletely dismissed as they could be useful data-points representing less active entities
who might have been less active for different reasons (Described in section 2.3).
Some possible clustering techniques that could be applied to a network structure have
previously been discussed (Section 2.9). They include Highly connected clustering
(HCS), Markov clustering and Affinity propagation (AP) clustering. Unlike other clus-
tering techniques such as K-means clustering and density-based spatial clustering of ap-
plication with noise (DBSCAN), these clustering techniques do not require pre-specified
parameters (e.g. number of clusters and number of members in a cluster) to generate
clusters, that is, the clustering result is not predetermined with a given parameter.
Also, clustering techniques such as the EM clustering has the uncertainty property that
a data-point might belong to several clusters with different degrees i.e. a data-point
might have several degrees of membership to various clusters. This type of clustering
technique is not required in the current work of this thesis as it is expected that a data-
point must certainly belong to a particular cluster. In the current work of this thesis, it
is expected to use an accurate-generated group (cluster) to determine if a member of the
group will behave like other members of the same. This idea is based on the theory of
social cognitive [15] where a member will only behave like others after observing their
similar behaviour.
The three clustering techniques, HCS, Markov and AP clustering are focused on social
context where social entities (i.e. Nodes) interact with each. With the application of the
three different clustering technique, social context will be evaluated to retrieve groups
based on nodes’ acceptance of belief in belonging to the groups. Analysis of the so-
cial context using clustering reveals how ideas or information could be shared amongst
entities within groups. Various groups (clusters) are generated by clustering based on
similarity in attributes (i.e. opinions or behaviours) amongst entities that could persuade
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or guide each other on the group’s opinion to ideas or items. Persuasive members of
groups are referred to as influential members who could be representatives of the groups
as they strengthen ties amongst co-members of their group.
4.3 Applying Clustering to Activeness matrix
As it is required to further know and understand how the nodes are linked together based
on their activeness towards items, there is the need to apply a clustering algorithm which
will minimise the noise in its output. A one-mode social data (Similar to that discussed
in figure 3.3.1) of the Facebook-like forum dataset (See Appendix B.2) which was gen-
erated with ties between nodes of the same set reveals their random walks amongst
themselves in a social graph (See Figure 4.1). All this can further be represented in the
activeness matrix (See figure B.1 in Appendix B.2 ) which predicts if pairs of nodes will
be connected in the future. As a node can randomly travel or flow to several connected
nodes, the node is more likely to remain in the same cluster with these connected nodes
than being a member of other clusters.
FIGURE 4.1: A social graph of sample data with 20 users from Facebook-like forum.
There is also the need to normalize column vectors of the activeness matrix (See Fig-
ure B.2 in Appendix B.2) to obtain unit vectors (i.e. length of each column from the
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matrix is 1). This will enable any of the applied clustering algorithm to easily analyse
the relationship between the nodes from the social network data where social variables
(amount of ties and activeness trust) are considered important in determining the clus-
ters. Analysing the activeness matrix may reveal how some of the nodes could be iden-
tified as similar members based on either their similar active or inactive behaviour from
previous social network data.
Different similarity measures, which play an important role in the clustering process,
might only be suitable for certain cases. In the case of a social context where similarity
is defined based on pattern, it was decided to test three different similarity measures
with a suitable clustering technique to be explored later in this chapter. These include:
• Pearson Correlation measure
• Cosine similarity measure
• Negative squared Euclidean distance
Based on the review carried-out in chapter 2, the Hamming distance measure was de-
cided to be disregarded as a suitable similarity measure to test along with clustering
techniques since it seems to favour cases such as when certain nodes that have similar
behaviour of having no ties with others (i.e. Pi, j = 0.00). With the measure, it will be
evaluated that those nodes will be similar (Si, j = 1.00) but it is inappropriate to consider
them similar since their ‘unreachable’ behaviour to others does not necessarily infer that
they have similar interaction pattern.
4.3.1 Applying Highly connected clustering (HCS)
The first clustering tested on an activeness matrix generated (either sum-based or Newman-
based) from a sample data was the highly connected clustering (HCS) which has pre-
viously been discussed to be based on the fact that a cluster is formed only if the edge
connectivity λ (G) of a graph or subgraph is greater than half of the total vertices in
the graph or subgraph. The three similarity measure earlier mentioned above were not
considered suitable for the HCS clustering algorithm since the technique was originally
developed by Hartuv & Shamir [86] with the definition of similarity to be based on the
‘shortest distance’ idea where nodes that can reach themselves within a short path will
be considered similar to each other.
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The activeness matrix had to be refined by converting it to an undirected graph even
though it represents a directed graph relationship between nodes. The directional infor-
mation (including weights on ties) is not required in the HCS algorithm since the most
important information used in determining a cluster is the ties or connectivity between
the nodes. This requirement also justifies the decision to exempt the self-loop informa-
tion in the activeness matrix while applying HCS as a tie or edge that connects a node
to itself will not obey the connectivity idea in HCS. As earlier mentioned, normalizing
the matrix will further refine it to become a unit matrix for easy analysis. The ‘refined’
matrix can be referred to as transition matrix [148] where the probabilities of changes to
various states from the activeness matrix are revealed. The weight elements in the tran-
sition matrix represent the degree of appreciation to past interactions between several
nodes and a target node (See figure B.2 in Appendix B.2).
The HCS carried-out on a transition ‘activeness’ matrix (See Figure B.2) from an ac-
tiveness matrix in figure B.1 resulted in five clusters being generated where four of the
clusters, cluster[1], cluster[3], cluster[4] and cluster[5] were singletons (See figure B.3
in Appendix B.3.1). The single members in each of these singletons are either less ac-
tive or non-active nodes in the social network. It will be reasonable to perceive that
these singleton members will not be persuaded by each other or any member of another
cluster.
Another cluster, cluster[2] generated not as a singleton but based on the activeness (i.e.
frequent interaction or amount of ties to others) from the sample social data where the
nodes have ties with more active nodes in the network. Node 100 from the cluster is
considered as the most active node (also known as the most trustworthy node observed
in table B.2) that originally enabled all members of cluster[2] (See figure B.3) to be
reachable to each other in the social graph from the sample data (See figure 4.1) but
these nodes were clustered together because they also had alternative paths to reach
other active members of the cluster. But we cannot completely rely on this result as
there is still the probability that some members of this cluster will decide to disengage
from the group since their degree of activeness is probably not similar to others.
The presence of outliers in the activeness matrix kindled the application of HCS clus-
tering to generate inaccurate clusters which seemed unclear to interpret. Even though
there were less or no previous activities from these outliers, it will be a good idea to
classify these members with active members of other clusters as they could seek advice
from these active members. Other clustering algorithms previously discussed could be
considered as alternatives for reducing this issue.
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4.3.2 Applying Markov Clustering
Markov clustering algorithm requires a probability matrix and two parameters: expan-
sion e and inflation r. With Markov clustering algorithm, the clusters formed are based
on the social activeness amongst the nodes, as also observed from the HCS clustering al-
gorithm, where nodes are considered to belong to the same cluster if they can randomly
travel amongst themselves.
From the test carried out using Markov clustering technique on the transition ‘active-
ness’ matrix (See Figure B.2), five clusters (See figure B.5) were generated where one of
the clusters formed is based on predicted non-activeness trust values from certain nodes
observed in the original ‘activeness’ matrix (See Figure B.1), while the other clusters
are formed based on predicted activeness values from potential influential members (i.e.
‘attractors’) also observed in the original activeness matrix .
TABLE 4.1: Generated clusters from the application of Markov clustering to the tran-
sition matrix in figureB.2
Cluster Attractor Members
First Category cluster[3] None 3,6,8,26,44,50,100
Second Category
cluster[1] 53 1,9,53
cluster[2] 2 2,42
cluster[4] 36 5,7,19,32,36
cluster[5] 30 30,40,90
The first category of cluster (See table4.1) generated based on activeness trust values
(observed in figureB.1) revealed that members of this cluster were actually singletons
that have low (i.e. Pi, j < 0.5) or no activeness trust values for other nodes. For example,
node100 is predicted to have more less (i.e. low activeness trust value) or no interaction
with certain nodes as compared with other nodes’ predicted interaction. Nodes that have
similar pattern, where a lot of low activeness trust value and few high activeness trust
values (Pi, j > 0.5) for other nodes, will fall into this category of cluster. From Markov
clustering, all members that fall into this first category are represented in the output
matrix (i.e. Equilibrium State Matrix, ESM in figure B.5) as those nodes that have a
self-loop but no ties with other nodes. Even though Node 100 was previously computed
in Table B.2 to be the most trustworthy node (i.e. most active node), it is not considered
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as the most influential member amongst all members in this cluster since each member
in the cluster will not accept or trust the opinions of other members.
The second category of clusters formed based on activeness of potential influential
members is generated by considering the familiarity values computed (See Table B.2)
in the previous chapter. These clusters are generated after completing the identification
of nodes that fall in the first category of cluster previously discussed. The identifica-
tion of the remaining nodes with other clusters that fall in the second category could be
understood by following a number of steps.
1. Consider the highest trustworthy node (i.e. Fami ≥ 0.5 ) amongst the remain-
ing nodes from ‘familiarity spectrum’ (E.g. table B.2) as a potential influential
member ip of a cluster. An influential member must also have at least one high
predicted trust value for other nodes observed in the original activeness matrix.
2. Select other nodes j that have received the highest trust value (i.e.Pi, j) from the
potential influential member ip.
• Node j will still be selected even if the trust value received from the influ-
ential member is shared by another node i f (i.e. potential influential node or
attractor already identified with an existing cluster).
• Node j will still be selected if it received the highest trust value from an
existing member or a node that has received the highest trust value from the
influential member.
3. Then, consider the potential influential member ip and the other nodes j identified
from step 1 and step 2 respectively as members of a cluster.
4. Repeat step 1 to step 3 if some nodes have not been identified with a cluster or
group.
Since Markov clustering algorithm still generates singletons which were represented as
diagonal elements in the ESM and no attractor or potential influential member can be
identified here, there is the need to consider other clustering algorithm that will accu-
rately evaluate the similarity between entities and relating the similarities with either
activeness matrix or transition matrix in generating clusters and influential members.
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4.3.3 Applying Affinity Propagation (AP) clustering
Further analysis is required as previous clustering algorithms did not explore the use of
various similarity measures to determine the clusters from a given data. As AP clus-
tering algorithm requires input preference s(i, i) in generating its clusters, the transition
‘activeness’ matrix (See figure B.2) could be considered as an input data where similar-
ity matrix will be retrieved to be able to obtain the suitability of a data point (i.e. s(i, i)
which means suitability of node i) to be an exemplar or potential influential node. This
similarity matrix is retrieved after a similarity measure has been applied to the transi-
tion ‘activeness’ matrix. As earlier discussed in chapter 2, s(i, i) is best described as the
median or minimum value amongst similarity values from the similarity matrix.
Considering the same transition ‘activeness’ matrix (See Figure B.2) used with previous
clustering algorithms, the AP clustering can be applied along with various similarity
measures to determine the cluster output. To avoid production of singleton clusters as
observed when the required input activeness matrix consists of outliers, it will be best to
include self-loop in the transition activeness matrix which will be made less-complex for
cluster analysis. Apart from the similarity matrix required in determining how similar
nodes are clustered together, the relation in both activeness matrix and transition matrix
(i.e. normalized activeness matrix) is also to be used in explaining how nodes became
members and how influential members were chosen.
1. Negative Euclidean Distance based AP clustering
From the use of negative Euclidean distance measure [67] along with the AP
algorithm on transition matrix (with self-loop) (See figure B.2), six clusters were
produced with an input preference value (i.e. −2.14) selected as the median value
(See Figure B.7) amongst values from the similarity matrix. To further provide
justification on how a cluster and its influential member were identified in this
case, we can consider both cluster1 and cluster4 from the output (See figure B.7)
for clear explanation.
FIGURE 4.2: Graph of cluster1’s members from AP clustering using Negative Eu-
clidean distance measure
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Node 1, 44 and 100 are clustered together in cluster1 based on the fact that
the less active node1 has high possibility of ties with node44 and node100 (i.e.
P1,44 = 0.75 and P1,100 = 0.56 respectively) as observed in the activeness matrix
(See figure B.1) where node44 also have a high predicted trust value as that of
node1 for node100 (Most active node) and thereby forming a ‘closed tie’ [154]
as shown in figure 4.2. From the transition ‘activeness’ matrix (See figure B.2),
the exemplar (i.e. potential influential member) node1 was identified based on
the fact that it received the highest weight (i.e. 0.31 received from the most active
node 100) after comparing all weights shared amongst all members of the cluster.
This can indicate that node 1 is more appreciated than node 44 and node 100.
FIGURE 4.3: Graph of cluster4’s members from AP clustering using Negative Eu-
clidean distance measure
Cluster4 consist of members who are either non-active or an active node consid-
ered to be closer to a less active node in the whole social network. This cluster
reveals that a less active node (i.e. node9) has a more possible tie with an active
node (i.e. node53) that assigned the highest activeness trust value (P53,9 = 0.18)
to the less active node (See figure B.1). Node9 is identified as the exemplar based
on the fact that it received the highest weight (i.e. 0.82 received from the most
active node 53) in the transition ‘activeness’ matrix (figure B.2) after comparing
all weights shared amongst all members of the cluster4.
The cluster output from this negative Euclidean distance based AP algorithm
seems more suitable for simulating how non-active members could be attracted
to a less active node of a cluster but there is still the need to compare this output
with that based on other similarity measures for generating a similarity matrix
since there might be conflict between the most active member and other members
that seem closer to the exemplar of the cluster. The exemplar here is considered to
be non-expert to advise its members as it lacks experience interacting with others
on items (i.e. Less active behaviour with others observed in figure B.1). Also, in
this case, there are still certain clusters (e.g. cluster 4) with less active members
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that are not structural equivalent (i.e. two or more members sharing common ties)
with any other member in their individual cluster.
2. Cosine similarity based AP clustering Using Cosine similarity measure along with
AP clustering algorithm generated more clusters (See figure B.10) than in the two
previous cases as a higher input preference (i.e. median similarity value of 0.067)
was obtained from the similarity matrix. After several iterations in this case, the
problem of obtaining singletons with each non-active node being the member
to a singleton is still observed in cluster 3 and cluster 5. Here, the members
of some clusters have close ties to each other and most of them assign similar
high activeness trust values to other members. For example, node 5 and node
6 of cluster 2 ( See figure B.10) assign same trust values (i.e. 0.96 and 0.50
respectively as observed in figure B.1) to node 7 and node 36. Also, members of
some clusters (i.e. members in cluster 6 and cluster 7) that might be less active
nodes are not structural equivalent as their network structure are not closed where
all members have ties with each other (See figure 4.4).
((A))
Network
Structure
of Cluster6
((B))
Network
Structure
of Cluster7
FIGURE 4.4: Network structure of some clusters from AP clustering using Cosine
Similarity measure
The identification of exemplar for each cluster from the Cosine Similarity based
AP algorithm is best comprehended in a similar way to that earlier explained
for negative Euclidean distance based AP algorithm where an exemplar is the
member of a cluster that has received the highest weight value amongst other
members (See figure B.2).
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3. Pearson correlation based AP clustering
Applying the AP algorithm along with Pearson correlation distance measure to
the same transition matrix generated five clusters from input preference of −0.10
(See figure B.8). To justify why certain nodes are members of each cluster and
a node chosen as their exemplar, cluster1, cluster3 and cluster5 were further
explained below.
FIGURE 4.5: Graph of cluster1 from AP clustering using Correlation distance measure
From cluster 1, node 2,3,26,42 and 44 were clustered together based on the fact
that node 3,26 and 44 assigned close or similar activeness trust values (i.e. P3,2 =
0.46, P26,2 = 0.50 and P44,2 = 0.50) to node 2 as observed from the activeness
matrix. The transition ‘activeness’ matrix (See figure B.1) also reveals that these
nodes are predicted to have ties with node 2 as they have close appreciation value
(i.e. 0.17, 0.19 and 0.19 respectively) for node 2. Similar to the previous cluster
output using the negative Euclidean distance, node 42 is still tied to node 2 based
on the fact that node 42 receives more appreciation of its interaction (i.e. 0.60)
by node 2 as observed from the transition ‘activeness’ matrix. The identified
exemplar or potential influential member (i.e. Node 2) of this cluster is the node
amongst members of the cluster with most ties with other members of the cluster
and more appreciated (i.e. 0.15) by the less active Node 42 of the cluster as
observed in the transition ‘activeness’ matrix (See figure B.2).
FIGURE 4.6: Graph of cluster5 from AP clustering using Correlation distance measure
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The justification for members being in cluster5 (See figure 4.6) and a node being
a potential influential member (i.e. exemplar) is similar to that earlier described
for cluster1 (See figure 4.5). Even though two nodes (i.e. node53 and node100)
were observed to have equal number of tie more than other members of cluster5
as shown in the network structure (See figure 4.6), the less active member (i.e.
node9) from the cluster still appreciates node53 more (i.e. 0.10) from amongst
the two nodes as observed from the transition ‘activeness’ matrix.
From the clusters generated using the Correlation based AP algorithm, it is clearly
seen that structural equivalence amongst the members is obtained in most of the
clusters. In cluster5, the node with the lowest activity (i.e. node9) in the whole
social network (See figure 4.1) is more structural equivalent to other members in
this cluster than its members in the cluster previously generated with the use of
negative Euclidean distance measure.
Cluster3 (See figure B.8) shows that there might still be singletons from that clus-
ter as there will always be a competition amongst node 8 and node 50, on who
to be a representative of the cluster (See figure B.9). But it is still advantageous
to rely on the initial cluster output from the correlation based AP clustering algo-
rithm as it remains consistent after several trials of applying the algorithm on the
transition matrix. This indicates that it is better to have these non-active nodes in
the same cluster as it will be easier to recommend items preferred by an average
node of another cluster than recommend their own preferred items to them. Node
8 was considered as an exemplar in this cluster (See figure B.8) by node 50 based
on the fact that node 8 was more active with its own preferred items than node 50
in the original two-mode network data (See Appendix B.2).
Further analysis carried out with Correlation based AP clustering on an active-
ness matrix of another dataset (i.e. ‘Hollywood Film-music’ Dataset discussed in
Appendix B.4) revealed similar cluster output (see figure B.15) with that in figure
B.8. The output from this analysis revealed better clusters with one of them hav-
ing all non-active nodes (i.e. nodes 21,24,27,29 and 61) clustered along with most
active node (i.e. node 30) of the whole network. This might be due to some of
these non-active nodes (i.e. nodes 24 and 27) previously having frequent contact
with items that they do not share with other nodes.
From results using any of the AP clustering algorithms, there is still the need to confirm
if these identified exemplars are actually influential members. The next chapter will
reveal the main contribution of the thesis where a proposed framework will be presented
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with a further investigation using Singular value decomposition (SVD) to confirm this
posteriori and determine which AP clustering algorithm is suitable for recommendation.
4.4 Summary
The exploration of how members belong to certain groups or clusters was carried with
various clustering techniques that are compatible with social context. The AP clustering
algorithm tends to be more effective as it was able to group members based on their de-
gree of activeness and structural equivalence depending on the type similarity measure
being applied with the algorithm.
As similarity measure is usually associated with clustering, three common similarity
measures suitable in social context were tested for measuring the degree of ties (i.e.
activeness) and similarity in the pattern of past activities (i.e. Interaction) of nodes or
entities that could be structural equivalent. These similarity measures include the Eu-
clidean distance, Cosine similarity and Pearson correlation measures. Even though the
Euclidean distance measure is known to measure distances based on only the degree
of ties [211], it was still necessary to consider it with AP clustering algorithm for the
empirical test to check if clustering will be best without considering structural equiva-
lence in generating clusters. It was proven that structural equivalence is observed mostly
from correlation based AP algorithm as it seems to best justify the members joining the
clusters generated. The application of correlation based AP clustering algorithm on an
activeness matrix was also shown to be effective as outliers (i.e. non-active members)
are not partitioned into singletons (i.e. individual cluster with a single member) but they
are merged together in a single cluster. Further analysis with another data, where non-
active members were actively in contact with items that they preferred revealed outputs
with the non-active members being clustered with the most active node(MAN) of the
whole data.
Chapter 5
A Framework for Motivating Inactive
Members of a community: An
Evaluation
5.1 Introduction
It was discovered earlier that there is the need to encourage inactive users in becoming
active in a social community since these users find it difficult to decide on the way
to act towards new items or cases presented to them. The main contribution of this
thesis was to develop a framework that utilizes the proposed novel model in chapter 3
for determining the trustworthiness of entities (i.e. users) and the proposed model in
chapter 4 for generating clusters of trustworthy users. This framework is expected to
be an enhancement of a recommender system which requires preference information of
inactive entities in carrying out an accurate recommendation of items for the entities.
It has been shown in chapter 4 that these estimated trustworthy entities are clustered
based on their activeness degree observed from activeness matrix generated as described
in the example given in chapter 3 (Section 3.3.2). This chapter will reveal how the
cluster output from a suitable clustering technique could support a recommendation.
An empirical test using SVD recommendation algorithm on user-item data linked with
the cluster output will be carried out to determine if members (especially the inactive or
less active members) could be motivated by the most active member of a cluster.
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5.2 Trust-Cluster based Recommendation using Singu-
lar Value Decomposition (SVD)
The novel framework of this thesis which is considered to be a solution in resolving the
cold-start problem affecting inactive users of any system can be referred to as Trust-
cluster based Recommendation. The framework can be considered as an enhancement
for a recommendation process that requires every user’s preferences to enable an accu-
rate recommendation of items to be provided for each user. If there are few activities
of some users available, it might be difficult to estimate the preferences of those users.
But with the proposed framework (See figure 5.1), it is possible to encourage these less
active users in accepting recommended items.
FIGURE 5.1: A framework of Trust-cluster based Recommendation
The two-mode network is shown in figure 5.1 to be an important requirement as there
is the need to filter all preferred items by a potential exemplar amongst clustered-
trustworthy users. These filtered preferences to items are required in the recommen-
dation process for members of a cluster which the exemplar also belong to.
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It was earlier revealed in the previous literature review that it is necessary to transform
the two-mode network into a one-mode network for network analysis measures to re-
veal the association between two or more entities. This transformation was required
in the framework for determining the activeness trust attitude between entities which is
represented in the activeness matrix (See section 3.3.2). With habits or patterns of enti-
ties observed from a generated activeness matrix, the trustworthy behaviour of entities
is predicted to support the idea that entities will decide to behave in a similar way as
that of their trusted neighbours.
As it is possible that there might be some inactive members amongst the entities that re-
quire the recommendation of items, we can then rely on the preferences of an exemplar
and a cluster of the exemplar to support the model for recommending items to trusted
members of a cluster in the framework (See figure 5.1), where a user-item matrix is
required. The generated clusters was previously explained in chapter 4 to be based on
activeness information between entities observed in the activeness matrix. The exem-
plars of generated clusters were also described to be identified as potential influential
members that have been rated higher than others by the most active entity 1.
The user-item matrix in the framework is a matrix of implicit ratings (e.g. frequency
of visiting an item, frequency of conversing about an item or frequency of employing
experts for a job) by trusted members of a cluster. SVD recommendation algorithm was
previously revealed in chapter 2 to be an effective and efficient algorithm as it can be
used in reducing a high dimensional user-item data to a low dimensional space. This
algorithm is required in the framework for predicting if any member of a cluster will
accept a recommended item preferred by the exemplar of the cluster.
5.3 Building a model towards recommending items for
clustered-trustworthy users
Several components need to be in place before building the model towards recommend-
ing items preferred by a cluster’s exemplar. One important component is the support
from a most active node or entity that is also a member of a generated cluster. Informa-
tion on the most active node is initially required in the framework (See 5.1) to support in
1Most active entity is identified amongst the members of a cluster with their trustworthy value (i.e.
Familiarity based trust demonstrated in 3.3.3)
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the identification of exemplars. Other information related to the most active node’s be-
haviour towards items is also required in determining the quality of items recommended
to members of the cluster to which both the exemplar and the most active node belong
to. This would be possible based on the idea that a more active member of a group will
add value to items by accepting these items or rating the items high.
As earlier revealed in chapter 4 that AP algorithm is a more suitable clustering tech-
nique to be applied on an activeness matrix, we expect to further validate which of
the AP algorithm will be more suitable in the framework. Subsections below will de-
scribe in details how the required implicit rating matrix (i.e. user-item matrix) will be
generated and how the recommendation of items for clustered members is carried out,
demonstrated with examples.
5.3.1 Generating a user-item rating Matrix with cluster members
A user-item matrix will be required for SVD algorithm, where Y items are the column
of the matrix presenting previous items (i.e. Items from original social data) that have
previously been used as a context in past interaction by an exemplar or potential influ-
ential member of a cluster. The row of the matrix indicates X users that are members of
the cluster in which the exemplar or influential member belongs to. The elements in the
matrix are original elements (i.e ‘frequent-interaction’ value) r ∈RX×Y representing the
frequency of interaction by either the exemplar node or other members of the cluster. If
a member Ui of the cluster cl has frequent interaction with item Pj, then ri j is the rating
value in the matrix MX×Y , otherwise 0 is assigned to indicate that the value is unknown
i.e. ri j = 0.
P1 P2 . . . PY

U1 r11 r12 . . . r1Y
U2 r21 r22 . . . r2Y
... . . . . . . . . . . . .
UX rX1 rX2 . . . rXY
Items presented in this type of matrix are expected to be accepted by members of a
cluster based on the fact that members of a group will consider accepting items preferred
by an exemplar whom they trust. However, since the identification of cluster’s exemplar
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was described in chapter 4 to be based on the appreciation level of the most active node
of the cluster, we should not expect all items to be accepted by other members of the
cluster.
5.3.2 Recommendation for Cluster members
Clusters generated by negative Euclidean distance based AP algorithm (See subsec-
tion 4.3.3) can further be analysed by applying SVD recommendation algorithm to
the user-item rating matrix by cluster members representing the simulation for a rec-
ommendation of items by a cluster’s exemplar to other members of the cluster. The
analysis on clusters reveals that SVD algorithm which estimates the predicted rating or
‘frequent-interaction’ value for each item also indicate if inactive or less active mem-
bers of clusters accept or reject an item. To demonstrate this, cluster 1 and cluster 4
previously generated in figure B.7 were considered since those are the clusters with in-
active or less active nodes. Items preferred by each exemplar observed from original
two-mode social network data are considered as the potential recommended items to be
used in the user-item rating matrix.
Example 5.1. Considering the exemplar and other members of cluster 1 generated from
the use of negative Euclidean distance based AP algorithm (See figure B.7), a m× n
user-item rating matrix with n preferred items (i.e. interacted items filtered out from
original social data) by the exemplar is generated.
[1] [39] [102] [154] [357] [459]
[1] 1 9 2 1 5 1[44] 0 10 23 0 0 0
[100] 0 0 1 0 8 0
FIGURE 5.2: Matrix simulating recommendation of items to members of cluster 1
Some of those items in the matrix have ratings from some cluster members that have
also interacted with these items in the past (Observed from the original social network
data) while other members that have no experience with the items will have a rating of
zero (0) indicating missing or unknown value for the items.
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After decomposing the matrix by following the same steps demonstrated in example A.2,
a scaling (non-uniform scaling) matrix with the same dimension as that of the user-item
rating matrix is retrieved:
Σ=
[Dim1] [Dim2] [Dim3] [Dim4] [Dim5] [Dim6]
[Dim1] 25.77 0.00 0.00 0.00 0.00 0.00[Dim2] 0.00 10.36 0.00 0.00 0.00 0.00
[Dim3] 0.00 0.00 5.93 0.00 0.00 0.00
Where: DimG for distinct integer G ∈ {1, . . . ,k} represent the scaling-dimension cate-
gory of either the user or item features while the elements in the matrix are scale factors.
k is the highest value amongst values (i.e. m and n) from the dimension of the user-item
rating matrix.
Users latent feature matrix U which is also obtained as part of the output from decom-
position,
U =
[Dim1] [Dim2] [Dim3]
[1] −0.2430 0.7503 −0.6148[44] −0.9685 −0.2231 0.1106
[100] −0.0542 0.6223 0.7809
If we decide to consider the latent feature matrix of user 100, taking the row vector
representing this user:
U100 =
[Dim1] [Dim2] [Dim3]( )
[100] −0.0542 0.6223 0.7809
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and Items latent feature matrix V which is also retrieved from the decomposition of the
user-item matrix,
V =
Dim1 Dim2 Dim3 Dim4 Dim5 Dim6

[1] −0.0094 0.0724 −0.1036 −0.1097 −0.9797 −0.1097
[39] −0.4606 0.4364 −0.7463 −0.1029 0.1387 −0.1029
[102] −0.8851 −0.2902 0.3530 0.0448 −0.0603 0.0448
[154] −0.0094 0.0724 −0.1036 0.9875 −0.0928 −0.0125
[357] −0.0639 0.8424 0.5349 −0.0056 0.0075 −0.0056
[459] −0.0094 0.0724 −0.1036 −0.0125 −0.0928 0.9875
Considering latent feature matrix of item 154 by transposing V and retrieving the vector
representing the item:
V T154 =
[154]

[Dim1] −0.0094
[Dim2] 0.0724
[Dim3] −0.1036
[Dim4] 0.9875
[Dim5] −0.0928
[Dim6] −0.0125
Based on equation 2.16, the prediction of user 100 preference for item 154 can be
determined by considering the average rating of user 100′s in the user-item matrix, the
latent feature matrix for both user 100 and item 154.
predv154,u100 = 1.5+U100×Σ×V T154
= 1.5+(−1.11×10−16)
= 1.5
Considering the recommendation of a less-interacted item (For instance, item 154)
amongst the items, the most active node (i.e. node 100) amongst members of cluster
1 seem not to be interested in this item as its predicted rating computed with equation
2.16 is lesser than that of the exemplar (i.e. node 1 which has predicted rating of 4.17
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for the item 154) and the other member (i.e. node 44 which has a predicted rating of
5.50 for the item 154) of the cluster. Thus, the most active node in this cluster is not an
influential member to other members of the cluster.
Example 5.2. Considering exemplars and other members of cluster 4 generated from
the use of negative Euclidean distance based AP algorithm (See figure B.7), a m× n
matrix with n preferred items (i.e. interacted items filtered out from original social
data) by the exemplar is generated.
[19] [93]

[8] 0 0
[9] 1 1
[50] 0 0
[53] 2 7
FIGURE 5.3: Matrix simulating recommendation of items to members of cluster 4
After decomposing the matrix by following the same steps demonstrated in example A.2,
a scaling (non-uniform scaling) matrix with the same dimension as that of the user-item
rating matrix is retrieved:
Σ=
[Dim1] [Dim2]

[Dim1] 7.39 0.00
[Dim2] 0.00 0.68
[Dim3] 0.00 0.00
[Dim4] 0.00 0.00
considering user data (row vector) for node 53 from generated latent feature matrix U
of users:
U53 =
[Dim1] [Dim2] [Dim3] [Dim4]( )
[53] −0.9856 0.1688 0 (1.1102×10−16)
and item data (column vector) for item 19 from latent feature matrix V T of items
112
V T19 =
[19]( )
[1] −0.2898
[2] −0.9571
Then, the prediction of user 53′s preference for item 19 using equation 2.16 is:
predv19u53 = 4.5+U53×Σ×V T19
= 4.5+2
= 6.5
Even though the most active node (i.e. node 53) amongst the members of cluster 9 is
interested in the less-interacted item (i.e item 19), it was only able to motivate a less
active member (i.e. node 9 which has a predicted rating of 2 for the item 19) and not the
non-active members (i.e. node 8 and node 50). Which means there is no need for the
non-active members to be members of this cluster since they have no predicted rating
(i.e. a value of zero) for the recommended item (i.e. item 19).
Definition 5.1. Based on these examples, a member of a cluster will be influenced to
accept item recommended by an exemplar if and only if the predicted rating from the
most active node (MAN) of the cluster towards the recommended item is greater than or
equal to that of the exemplar.
As clusters generated from the negative Euclidean distance based AP algorithm have
been proven to be incompatible with trust-cluster based recommendation framework,
there is the need to consider other clusters generated from both Correlation based AP
algorithm and Cosine similarity based AP algorithm. The clusters from either of the
algorithm might reveal a better result where a most active member of a cluster will
motivate other members to either accept or reject a recommendation.
Considering members of cluster 2 and cluster 5 from correlation based AP algorithm
(See figure B.8) along with SVD algorithm might best demonstrate how less active
nodes of these clusters could be motivated by individual exemplar to accept or reject
items recommended. A cluster (e.g. Cluster 3 in Figure B.8) having only non-active
nodes as members indicates that they will probably receive the same recommended
items. From the application of SVD algorithm on cluster 2 of correlation based AP
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algorithm, it was revealed that other members (i.e. node 5 and node 40) apart from
the exemplar (i.e. node 6) were influenced by the most active member (i.e. node 36)
of the cluster to reject some items (e.g. item 355) which the exemplar preferred in
the recommendation list. Based on the predicted rating of MAN predMAN for item
355 being less than that of the exemplar (See table 5.1), it indicates that MAN is not
interested in the item.
TABLE 5.1: A Check for potential Influence by the Most active members in clusters
from Correlation based AP algorithm
Cluster
Item
recom-
mended
Most
active
member
(MAN)
ID
predMAN predExemplar
Are other
members
influenced
to accept
item
Are other
members
influenced
to reject
item
Cluster1 45 3 0.26 3.11 No Yes
Cluster2 355 36 0.11 2.89 No Yes
Cluster4 121 19 3.83 3.83 Yes No
Cluster5 482 100 14.65 11.60 Yes No
Using cluster 5’s members from correlation based AP algorithm in further analysis,
MAN (i.e. 100) of this cluster has the potential of influencing other members to accept
items which the exemplar preferred and recommended to the group since its predicted
rating (predMAN) for a less interacted item (i.e. item 482) is higher than that of the
exemplar (predExemplar). Observation of similar behaviour with other clusters generated
with the Pearson correlation based AP algorithm can be seen in table 5.1.
As observed in chapter 4 that a cluster 1 (shown in figure B.10) generated from Cosine
similarity based AP algorithm have similar members as that of cluster 1 in figure B.8)
generated from Correlation based AP algorithm, the prediction result for any of these
clusters will be the same as shown in the first row of table 5.1. But considering other
clusters generated from Cosine similarity based AP algorithm in the analysis using SVD
shows that nodes who belong to the same cluster might be influenced by either the
exemplar or MAN of their cluster; which indicates there might be conflicts amongst
members. An example of this behaviour can be observed in cluster 2 where the exemplar
(i.e. node 5) of this cluster has a predicted rating of 2 which is greater than that of MAN
(i.e. node 36). Other members of this cluster, node 6 and node 7 are motivated by the
cluster’s MAN and the cluster’s exemplar respectively.
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Considering another example when applying SVD algorithm on cluster 6 which is also
generated from Cosine similarity based AP algorithm reveals that its MAN being the
exemplar of the cluster was not able to influence other members of the cluster due to the
fact that the exemplar of the cluster is not structural equivalent with other members of
the clusters since the exemplar does not share the same tie with any of these members
in the cluster (i.e. Node 53 does not share the tie to node 1 with node 9 or Node 53 does
not share the tie to node 9 with node 1).
TABLE 5.2: Predicted ratings for items recommended by Exemplar in clusters from
Cosine similarity based AP Algorithm
Cluster Item recommended ID of Members Predicted rating Exemplar ID
Cluster1 45
2 3.11
3(MAN) 0.26
26 0.07
42 0.11
44 0.07 2
Cluster2 72
5 2.00
6 0.33
7 7.33
36 (MAN) 0.33 5
Cluster4 527
19 0.62
32 25.88
100 (MAN) 8.13 32
Cluster6 550
1 0.14
9 0.06
53 (MAN) 11.60 53
Cluster7 49
30 0.12
40 0.04
90 (MAN) 4.6 90
SVD algorithm prediction from all the analysis carried-out clearly showed that there
will be a consensus in a cluster only if the rating pattern amongst members observed
in the matrix simulating recommendation were similar. A better consensus was ob-
served in the example (See Table 5.1) with clusters generated by Correlation based AP
algorithm as each cluster have members being structural equivalent to each other.
Further observation of correlation based AP clusters from another data sample, ‘hol-
lywood film-music data’ (See Figure B.15) revealed similar output where less-active
members (i.e. film producers) of a cluster is predicted to either accept or reject items
(music composers) based on the predicted preferences of the cluster’s MAN. From all
the observation, it was concluded that definition 5.1 implies that recommended items
115
are only accepted by other members either when the MAN of the cluster is familiar
with most of the items or when the MAN of the cluster is the exemplar of the cluster.
5.4 Summary
This chapter has revealed and evaluated the main contribution of the thesis where less-
active entities of a social network could be encouraged in behaving like active entities.
This framework was described to be important in situations where there is insufficient
information (i.e. activities) of an entity in supporting the recommendation of an item for
the entity. A framework for resolving the inactive problem was presented revealing how
previously proposed trust computation in generating activeness matrix and predicting
trustworthy behaviour (Chapter 3) are implemented in supporting the framework.
The framework also revealed that identifying entities with their group (cluster) and the
exemplar of their group based on their trust attitude which can be observed from an ac-
tiveness matrix (Demonstrated in Chapter 4) could support predicting their preferences.
As exemplars identified from AP clustering algorithm might not necessarily be consid-
ered as influential members of clusters, a test with singular value decomposition (SVD)
recommendation was carried out to verify if exemplars could be influential on its mem-
bers. SVD algorithm was pointed out to be a suitable recommendation algorithm as it
had been considered in previous researches to have the ability to reduce a high dimen-
sional user-item data to a low dimensional space which makes recommendation easier
and effective. A user-item matrix for simulating recommendation of items preferred by
an exemplar of a cluster to its members was introduced with several examples demon-
strating the use of clusters previously generated from different AP clustering algorithm
based on the various similarity measures considered in chapter 4. The application of the
SVD algorithm on a user-item matrix supports the prediction of preference ratings to
recommended items which will indicate if members accept or reject the recommended
items. It was proven with the clusters from correlation based AP algorithm that a most
active node (MAN) considered as the most trustworthy member of each cluster will al-
ways motivate its members to accept or reject recommended items by the exemplar of
their cluster. It is believed that every member in each cluster considers their behaviour
to be useful in supporting others to make their decision. This obeys the theory of social
cognitive [15] as the perception of certain members of a group motivate the group’s less
active or inactive members to have the same perception.
Chapter 6
Final Conclusion
6.1 Introduction
This chapter discusses all findings throughout the duration of the research. The main
work of the research was originated from the idea that inactive members of a social
group will always affect the accuracy of the recommendation of items as there will
be conflicts on item preferences between them and their neighbours of a social group.
Exploring social influence revealed that this conflict could be resolved to motivate the
inactive members to change their behaviour to an active behaviour portrayed by other
members of their social group. Previous research work related to relevant concepts
which includes trust, social influence and clustering were all reviewed and combined to
model how an inactive user could be motivated to act like other users similar to them in
improving the prediction of their preferences to items.
Section 6.2 of the chapter will present a summary of the research work ; the main result
and contribution to the research area will be presented in section 6.3 to reveal all the
objectives that have been achieved; section 6.4 will discuss the problems experienced
and issues not yet resolved from the research work that could be considered for future
works.
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6.2 Research Summary
As the prediction of preferences can be used in supporting the recommendation of new
items to entities, there is the need to understand the social relationship (i.e. structural
properties via patterns or habits) between entities via a network analysis concept to as-
sist them in their decision making. Current social systems where users interact with
themselves on items still experience inaccurate recommendation from the inaccurate
evaluation of preferences for less active or inactive users (Section 1.5). The inaccuracy
is due to the fact that the less active or in-active users might disagree on general per-
ceptions or opinions of the group they belong to. So it cannot be completely assumed
that a user identified with a group will always accept the same recommended items only
estimated to be preferred by similar users as observed in current system such as the
Collaborative recommender system (Section 2.2.2).
The proposed framework in the research to resolve the in-activeness problem was de-
cided based on the real-life situation that people will decide to be active only when their
trustworthy neighbours motivate or influence them. The framework was initiated with
the theory of interpersonal behaviour [13, 165, 203] where the attitude and opinion of
all entities are observed. This theory was important as observed patterns will be able to
reveal communities or groups, the stability of communities or groups, vulnerability (ex-
posure to deception) of members in communities and the important or influential node
of each community. All these could be achieved only if the trusting behaviour amongst
the entities is estimated and understood.
In the proposed framework, a learning mechanism was required to understand social
actors’ attitude toward items in the past and their potential ties with other social actors.
Preferences from implicit feedbacks (e.g. actions towards items) could be observed
from the interpersonal behaviour of entities where an entity’s level of frequent engage-
ment with items that are shared with other entities determines the activeness degree of
the entity (section 3.3.2). Each entity’s activeness degree (i.e. active condition) in rela-
tion with other entities were represented in a matrix (i.e. activeness matrix figure B.2)
to reveal all predicted engagement between a pair of entities. But this degree on its
own cannot be used to indicate the trustworthiness of an entity as other factors such as
similarity in interaction pattern can also be applied along with the active condition from
the activeness matrix in predicting the trustworthiness of the entity.
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According to Triandis [13, 203], the performance of a behaviour (i.e. trusting behaviour
in the case of this research) can only be affected by both pattern (i.e. frequent interac-
tion with others in a social network) and situational conditions (i.e. degree of activeness
or activeness trust in this case controls the future behaviour of entities). The active-
ness trust values of a target entity towards other entity could be compared with that of
another entity to determine the similarity in their pattern. Comparing activeness trust
values reveals how the target entity is appreciated by the other entity based on the simi-
larity in their interaction which is best measured with the cosine similarity measure (i.e.
Familiarity based trust in section 3.3.3). Therefore, taking the mean of all familiarity
based trust for the target entity with each entity provides the trustworthiness of the target
entity.
To model influence from trust, the theory of social cognitive [15] was considered based
on the idea that the acceptance of an item depends on the knowledge (i.e. consequences)
obtained from the observation of past experience with the item by a group of individuals.
Every individual (including less or inactive active members) in a group have the belief
that their behaviour in the group might be useful in supporting each other’s behaviour;
Bandura [15] referred to this as self-efficacy. In other words, a group of member’s
behaviour will influence each other based on their social or structural group determined
by variation in predicted behaviour.
As predicted behaviour can be observed in an activeness matrix, several clustering tech-
niques were used to check for the best set of social groups (clusters) generated to reveal
that similar pattern in the predicted behaviour exists amongst members within a certain
cluster. Empirical test carried out showed that Correlation based AP clustering algo-
rithm was suitable to yield this output where structural equivalence amongst members
can be better captured. It was revealed that identified potential influential members (i.e.
either the central member, exemplar or attractor) from the clusters might not necessarily
be influential members as they are not considered as the most trustworthy members to
their neighbours.
Results from a further empirical test using Singular value decomposition (SVD) proved
that clusters generated with Correlation based AP clustering had their most trustworthy
members behaving as influential members to less active members and other members of
their cluster. The results from the test showed that even though an exemplar’s preferred
items were recommended to members of the exemplar’s cluster, members will only
accept or like those items if the influential member (trustworthy or most active node)
also accepts the recommended items. The prediction of acceptance to a recommended
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item was determined with the function (See equation 2.16) introduced by Jannich et.al
[98] who used decomposed products (i.e. matrices with hidden information or features
of vectors) from a matrix to formulate preference prediction to an item.
6.3 Contributions of the thesis
The main results obtained and contributions made from the research can be summarised
as follows:
1. The proposed approach in computing trustworthiness of an entity is a novel ap-
proach proven to be useful as it was shown in section 5.2 to support the identifica-
tion of an influential member from generated clusters or groups. It was revealed
that the computation requires predicted information on how active entities will
behave in the future amongst themselves (i.e. predicted behaviour indicated by
activeness degree or trust). This information, represented in a matrix known as
activeness matrix, can be observed by considering the similarities in predicted
behaviour between a pair of entities to determine the trustworthiness of a specific
entity.
2. As activeness matrix was shown to be a relevant data in determining how en-
tities will trust themselves in the future based on their similarities in predicted
behaviour with others (See 3.3.3), it was also considered to be a relevant source
of data in supporting and explaining how members are clustered together (See
section 4.3). The degree of how an entity appreciates another entity can only be
viewed from a normalized activeness matrix B.2 and so it was more appropriate
to cluster the normalized activeness.
3. Affinity propagation (AP) clustering algorithm [67] was proven empirically to be
a suitable clustering algorithm as potential influential members of their individual
clusters were identified as exemplars. However, a further empirical test revealed
that the default similarity measure, negative Euclidean distance [57, 67] seemed
not to be compatible with the algorithm in the case of social context. It was re-
vealed that Pearson’s correlation measure seems more suited for the algorithm as
the members in the generated clusters were structural equivalent. The correlation-
based AP clustering algorithm was also able to identify influential member for
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each generated cluster. The influential member corresponds to a node considered
to be the most trustworthy member amongst the members of an individual cluster.
4. The use of singular value decomposition (SVD) recommendation algorithm was
able to further prove that members of clusters generated with the correlation-
based AP clustering algorithm can be motivated by their most active member or
most trustworthy member. In the research work, a novel recommendation frame-
work where a matrix can be used to simulate the recommendation of items pre-
ferred by a cluster’s exemplar was introduced and used as a required input data
for the SVD algorithm. From an empirical test, it was revealed that less active
or inactive members of clusters will always emulate the most active node of their
individual cluster by accepting or rejecting items recommended to them.
A framework implementing the use of information from both activeness matrix and
computed trustworthiness of entities (e.g. users or humans) could enhance current rec-
ommender systems that exist in media such as Netflix, Facebook and Amazon where
less or inactive users are sometimes not presented with recommended items due to their
insufficient activities on items or feedbacks on items that have been previously acted
upon (i.e. purchase or converse). The current systems will be more effective if less ac-
tive or inactive users could be motivated by their most trustworthy neighbours to either
accept or reject recommended items.
6.4 Limitations and Future Work
As the learning mechanism within the trust computation from the proposed framework
uses static social data in understanding the attitude of social actors, it might also be a
good idea in future work to consider a longitudinal social data 1 [108, 153, 159] with the
learning mechanism as time could also be used as one of the dimensions to determine
the degree of activeness (i.e. activeness trust) for an entity. It could be used to enhance
the proposed framework with adaptive features which could assist in keeping track of
behavioural pattern for each social actor. This was not considered during this research as
there was not sufficient time to collect and analyse this type of data; more attention was
given to the analysis of static social data during this research. Analysing a longitudinal
1Longitudinal social data are data where samples can be repeatedly observed at different points in
time. Time is considered as a factor in an analysis of the data to predict behaviours as the data will also
include information on the time of interaction between entities.
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data might support the mechanism to keep track of when entities started interacting on
a specific item and how often the entities interact on the item for easy analysis of a
network tie growth. It is important to know how long a tie between a pair of entities on
an item will last to predict their trusting behaviour amongst themselves. An example of
a longitudinal data or network that is still being studied by several researchers [12, 17,
208] is network of airports with scheduled flights where the tie between two airports
will strengthen if there is an increase (per period e.g. daily or hourly) in volume of a
flight route between the airports which may indicate that there is a predicted trust in the
delivery of flight services between operators of both airports.
The novel Influence based framework for recommendation introduced in this thesis
could be enhanced with the ‘importance’ of an item which can be modelled to sup-
port analysis in determining possible recommended items that non-active users might
accept. Non-active members observed as singletons in the clustering example (See ap-
pendix B.9) from Facebook-like forum dataset revealed their behaviour of preferring
or accepting previously engaged items instead of accepting new items recommended to
them. Even though a better output with non-active members being clustered with and
influenced by the MAN amongst social actors (i.e. a producer identified from TableB.3)
was observed (See Appendix B.4.2) from another dataset (i.e. Hollywood film-music
dataset in Appendix B.4), there is still the need to know how important the recom-
mended items will be to the members. With the ‘importance’ of all items modelled,
there is the possibility these non-active members might trust and accept certain new
items based on their importance. This enhancement could be employed in resolving
global conflict on certain issues (e.g. pollution, disarmament, overpopulation, peace
and security) deliberated by a global community (such as United nation - UN and North
Atlantic Treaty organization - NATO). The importance of items here could also be used
in determining the trustworthiness of members in the global community where there
could be some non-active or new members that might need support in their decision
making on deliberated issues.
Unlike the novel consolidation method for predicting preferences in this thesis where
aggregated (i.e. Mean) similarities of predicted ties between a target entity and other
entities are estimated as the trustworthiness of the target entity, other researchers [43,
44, 102] have considered using OWA or IOWA operators in consolidating preferences
of individuals to support the decision making of inactive or less active users. It might
be a good idea to also implement these type of operators to identify the most influential
member amongst all possible members since the trustworthiness of a member could be
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considered uncertain as the preference information of other individuals (i.e. in-active or
less active users) are uncertain. With the OWA or IOWA operator, it might be possible
to aggregate all preferences or opinions (activeness trust values) into a collective means
for a decision to be made based on every individual preference or opinion [43, 102].
Hard clustering algorithms such as Highly connected subgroup, Markov clustering and
Affinity propagation (AP) clustering, which all generate distinct clusters were consid-
ered within the proposed framework of this thesis for partitioning social actors based
on their trust amongst themselves. But as trust attribute is ambiguous and difficult to
define, fuzzy clustering [22, 58] might be a more suitable clustering algorithm for par-
titioning social actors; each social actor has the potential of belonging to more than
one cluster. With fuzzy clustering, each data point of a social actor is expected to be
assigned with a membership degree to each cluster they belong to. A clearer insight of
social actors being identified based on their behavioural pattern could be observed with
fuzzy clustering. From analysed patterns of a social actor, it is possible that the social
actor trusts another social actor based on their several relations towards similar items
in the past. These could be comprehended with fuzzy clustering which reveals how a
social actor has a membership degree to various clusters based on several behavioural
patterns with other social actors.
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Appendix A
Recommendation Example
A.1 Model based Collaborative Recommendation: Bayesian
Classification approach
Example A.1. For example, given a table of similar relation as the matrix in previ-
ous example but the numerical ratings are transformed to linguistics representations
or terms which can be referred as classes. Given this classes as ‘likes’ and ‘dislikes’,
0 ≤ ratings < 3 could be classified as ‘likes’ while 3 ≤ ratings ≤ 5 could be classified
as ‘dislikes’. Also, the last row contains some predicted ratings for some items except
item i5 and i3. Will i5 be predicted to have ‘likes’ or ‘dislikes’ ?
i1 i2 i3 i4 i5 i6 i7
u1 likes dislikes ? likes likes dislikes dislikes
u2 likes ? likes likes dislikes ? ?
u3 likes ? dislikes dislikes likes likes likes
u4 ? dislikes ? likes likes dislikes dislikes
u5 ? ? ? dislikes ? dislikes ?
Class label/prediction likes dislikes ? likes ? dislikes dislikes
Assuming there is no prediction for target item i5 to either belong to the class of ’likes’
or ’dislikes’ based on group of users’ rating features on other items ri =(ri1 = likes,ri2 =
dislikes,ri3 =? ,ri4 = likes,ri6 = dislikes,ri7 = dislikes).
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The Probability of item i5 will be liked or disliked regardless of the ratings features on
other items:
Pr(ci5 = likes) = 3/4 = 0.75
Pr(ci5 = dislikes) = 1/4 = 0.25
conditional probabilities : Pr(ri1 = likes|ci5 = likes) = 2/3 = 0.67
Pr(ri1 = likes|ci5 = dislikes) = 1/1 = 1
Pr(ri2 = dislikes|ci5 = likes) = 2/3 = 0.67
Pr(ri2 = dislikes|ci5 = dislikes) = 0/1 = 0
Pr(ri3 =? |ci5 = likes) = 2/3 = 0.67
Pr(ri3 =? |ci5 = dislikes) = 0/1 = 0
Pr(ri4 = likes|ci5 = likes) = 2/3 = 0.67
Pr(ri4 = likes|ci5 = dislikes) = 1
Pr(ri6 = dislikes|ci5 = likes) = 2/3 = 0.67
Pr(ri6 = dislikes|ci5 = dislikes) = 0
Pr(ri7 = dislikes|ci5 = likes) = 2/3 = 0.67
Pr(ri7 = dislikes|ci5 = dislikes) = 0
Therefore, based on maximum posterior hypothesis [143], the probability that the group
of users have all these rating features and they also like i5 :
Pr(ri|ci5 = likes) = 0.67∗0.67∗0.67∗0.67∗0.67∗0.67 = 0.09
while the probability of the user group who have these rating features also dislike i5:
Pr(ri|ci5 = dislikes) = 1∗0∗0∗1∗0∗0 = 0
To find the class that maximizes Pr(ri|ci5)∗Pr(ci5):
Pr(ri|ci5 = likes)∗Pr(ci5 = likes) = 0.09∗0.75 = 0.07
Pr(ri|ci5 = dislikes)∗Pr(ci5 = dislikes) = 0
argmax{0.07,0}= 0.07
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A.2 Singular value Decomposition Example
Example A.2. An example can be demonstrated with the given matrix M below which
represent the user-item relationship where users have initially given their ratings to
items.
M =
2 1 2
3 2 −2

From equation 2.15, one of the decomposed product from the original matrix M is ma-
trix U which can be determined by initially by taking the transpose of matrix M.
MT =

2 3
1 2
2 −2

As the matrix U is expected to be an orthogonal matrix, we are required to find both
eigenvalues and eigenvectors of M ·MT . So M ·MT will be:
M ·MT =
2 1 2
3 2 −1
 ·

2 3
1 2
2 −1
=
9 6
6 14

Then, to find the eigenvector −→v of MMT , MMT ×−→v must be equivalent to the scalar
multiple of −→v . That is,
MMT ×−→v = λ ×−→v (A.1)
With this equation (equation A.1), the eigenvector v will be scaled by eigenvalue λ ;
in other words, the eigenvalue measures the magnitude change of the eigenvector with
MMT . Based on polynomial characteristics, the equation is still equivalent to :
∣∣∣MMT −λ I∣∣∣= 0 Where I is the identity matrix of MMT . (A.2)
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Equation A.2 is a characteristic equation based on a characteristic polynomial of the
matrix MMT . The elements of the eigenvector can be determined by resolving the eigen-
values using equation A.2.
9 6
6 14
−λ .
1 0
0 1
= 0
This can further be resolved to reveal the eigenvalues λ of MMT :
λ 2−23λ +90 = 0
(λ −18)(λ −5) = 0
λ = 18,λ = 5
Taking the square root of each eigenvalues will then give the singular values that will
be diagonal elements in Σ .
Σ=
√18 0 0
0
√
5 0
=
4.2426 0 0
0 2.2361 0

Substituting eigenvalues λ of MMT in MMT −λ I:
For λ = 18,
MMT −18I =
−9 6
6 −4

To find the reduced row echelon form of the resulting matrix, the Gauss-Jordan elimi-
nation method [8] is applied. 1 −2/3
0 0

Finding the unit-length vector in the kernel of this matrix
u1 =
−0.5547
−0.8321

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Repeating the same process from substituting λ (i.e. For λ = 5) to finding the unit-
length vector in the kernel of matrix,
u2 =
−0.8321
0.5547

Therefore, Matrix U is:
U =
−0.5547 −0.8321
−0.8321 0.5547

To determine the eigenvalues of MT M, the same process applied when evaluating the
eigenvalues of MMT is applied.
λ = 0,λ = 18,λ = 5
All similar steps previously taken to obtain the vectors for matrix U is also repeated but
with λ = 0,18 and 5 to obtain matrix V and then it’s transpose
V =

−0.8498 0 0
−0.5230 0.1240 0
−0.0654 −0.9923 0

V T =

−0.8498 −0.5230 −0.0654
0 0.1240 −0.9923
0 0 0

Therefore, the SVD output from matrix M is:
M =Um×m ·Σm×n ·V Tn×n
=
−0.5547 −0.8321
−0.8321 0.5547
4.2426 0 0
0 2.2361 0


−0.8498 −0.5230 −0.0654
0 0.1240 −0.9923
0 0 0

Appendix B
Empirical Test Data
B.1 Sample of one-mode network Data
TABLE B.1: Five Actor Nodes network: A one-mode network sample similar to the
data initially used for empirical test
Ve1 Ve2 Ve3
1 2 1
1 3 32
1 32 1
1 36 12
3 1 35
3 2 7
3 32 19
3 36 9
32 1 1
32 3 8
36 1 6
36 3 5
36 32 2
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B.2 Sample from a Two-mode Dataset: Social Forum
Dataset
A two-mode dataset of a social network can be considered for empirical test to estimate
the degree of activeness for each entity in the social network. An example of such data
is the randomly selected data sample of a Facebook-like forum which was retrieved
from original data used by Tore Opsahl in his research [151]. This data sample reveals
interaction of 20 users V 1 that share ties with 211 items V 2. The data sample have been
partitioned here according to the index representing a user v∈V 1. Each item has weight
w ∈V 3 based on the frequency of interaction by a user.
With the conversion of the above two-mode network to a one-mode network, activeness
trust values are estimated and stored in an activeness matrix (See in figure B.1) which
reveals the activeness trust value assigned by each node i to other nodes j as well as the
node’s self-loop (i.e. Pi,i = 1.00).
[1] [2] [3] [5] [6] [7] [8] [9] [19] [26] [30] [32] [36] [40] [42] [44] [50] [53] [90] [100]

[1] 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.75 0.00 0.29 0.00 0.56
[2] 0.00 1.00 0.54 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.60 0.50 0.00 0.73 0.60 0.89
[3] 0.00 0.46 1.00 0.00 0.00 0.21 0.00 0.00 0.14 0.60 0.71 0.26 0.80 0.00 0.00 0.58 0.00 0.56 0.32 0.76
[5] 0.00 0.00 0.00 1.00 0.50 0.96 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.99
[6] 0.00 0.00 0.00 0.50 1.00 0.96 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.33 0.44 0.00 0.00 0.50 0.00 0.97
[7] 0.00 0.00 0.79 0.04 0.04 1.00 0.00 0.00 0.75 0.00 0.00 0.98 0.27 0.00 0.00 0.00 0.00 0.00 0.00 0.91
[8] 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[9] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.82 0.00 0.96
[19] 0.00 0.00 0.86 0.00 0.00 0.25 0.00 0.00 1.00 0.00 0.63 0.92 0.57 0.00 0.00 0.69 0.00 0.94 0.67 0.92
[26] 0.00 0.50 0.40 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.62 0.00 0.20 0.11 0.00 0.74 0.00 0.80 0.33 0.85
[30] 0.00 0.00 0.29 0.00 0.00 0.00 0.00 0.00 0.37 0.38 1.00 0.00 0.00 0.00 0.00 0.76 0.00 0.00 0.25 0.58
[32] 0.00 0.00 0.74 0.00 0.00 0.02 0.00 0.00 0.08 0.00 0.00 1.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.50
[36] 0.00 0.00 0.20 0.50 0.50 0.73 0.00 0.00 0.43 0.80 0.00 0.87 1.00 0.33 0.00 0.62 0.00 0.94 0.00 0.96
[40] 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.89 0.00 0.00 0.67 1.00 0.00 0.80 0.00 0.00 0.50 0.75
[42] 0.00 0.40 0.00 0.00 0.56 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.70 0.00 0.82
[44] 0.25 0.50 0.42 0.00 0.00 0.00 0.00 0.00 0.31 0.26 0.24 0.00 0.38 0.20 0.00 1.00 0.00 0.55 0.00 0.52
[50] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
[53] 0.71 0.27 0.44 0.00 0.50 0.00 0.00 0.18 0.06 0.20 0.00 0.00 0.06 0.00 0.30 0.45 0.00 1.00 0.12 0.68
[90] 0.00 0.40 0.68 0.00 0.00 0.00 0.00 0.00 0.33 0.67 0.75 0.00 0.00 0.50 0.00 0.00 0.00 0.88 1.00 0.86
[100] 0.44 0.11 0.24 0.01 0.03 0.09 0.00 0.04 0.08 0.15 0.42 0.50 0.04 0.25 0.18 0.48 0.00 0.32 0.14 1.00
FIGURE B.1: Activeness matrix for Data sample with 20 users and 211 items
Applying cosine similarity measure on the activeness matrix will generate global fa-
miliarity value for each user (See table B.2). This values which reveals the level of
activeness to the social network predicts if the users will be trustworthy to global social
users. This values could be used to identify the most active node (MAN) amongst group
of nodes as the most influential member in the group.
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TABLE B.2: Global Familiarity for each user from activeness matrix of Social Data
sample
Social
Nodei
Fami
1 0.34
2 0.48
3 0.54
5 0.32
6 0.39
7 0.38
8 0.00
9 0.35
19 0.51
26 0.52
30 0.41
32 0.32
36 0.52
40 0.39
42 0.38
44 0.52
50 0.00
53 0.50
90 0.47
100 0.56
As the activeness rating from each node to other nodes are not widely distributed, there
is need to normalize the activeness matrix to obtain accurate prediction of user’s en-
gaging preference. This matrix referred to as Transition ‘Activeness’ matrix could be
used as the input matrix for a clustering technique to determine trust neighbourhood of
users.
[1] [2] [3] [5] [6] [7] [8] [9] [19] [26] [30] [32] [36] [40] [42] [44] [50] [53] [90] [100]

[1] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.04 0.00 0.04
[2] 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.39 0.08 0.00 0.09 0.20 0.07
[3] 0.00 0.17 0.00 0.00 0.00 0.07 0.00 0.00 0.05 0.13 0.21 0.07 0.19 0.00 0.00 0.09 0.00 0.07 0.11 0.06
[5] 0.00 0.00 0.00 0.00 0.18 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.00 0.00 0.00 0.07
[6] 0.00 0.00 0.00 0.48 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.19 0.29 0.00 0.00 0.06 0.00 0.07
[7] 0.00 0.00 0.14 0.04 0.01 0.00 0.00 0.00 0.29 0.00 0.00 0.28 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.07
[8] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[9] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.07
[19] 0.00 0.00 0.15 0.00 0.00 0.08 0.00 0.00 0.00 0.00 0.19 0.26 0.14 0.00 0.00 0.11 0.00 0.12 0.23 0.07
[26] 0.00 0.19 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.18 0.00 0.05 0.06 0.00 0.12 0.00 0.10 0.11 0.06
[30] 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.15 0.09 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.09 0.04
[32] 0.00 0.00 0.13 0.00 0.00 0.01 0.00 0.00 0.03 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.04
[36] 0.00 0.00 0.04 0.48 0.18 0.23 0.00 0.00 0.17 0.18 0.00 0.25 0.00 0.19 0.00 0.10 0.00 0.12 0.00 0.07
[40] 0.00 0.00 0.00 0.00 0.24 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.16 0.00 0.00 0.13 0.00 0.00 0.17 0.06
[42] 0.00 0.15 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00 0.06
[44] 0.18 0.19 0.08 0.00 0.00 0.00 0.00 0.00 0.12 0.06 0.07 0.00 0.09 0.12 0.00 0.00 0.00 0.07 0.00 0.04
[50] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[53] 0.51 0.10 0.08 0.00 0.18 0.00 0.00 0.82 0.02 0.04 0.00 0.00 0.01 0.00 0.20 0.07 0.00 0.00 0.04 0.05
[90] 0.00 0.15 0.12 0.00 0.00 0.00 0.00 0.00 0.13 0.15 0.22 0.00 0.00 0.29 0.00 0.00 0.00 0.11 0.00 0.06
[100] 0.31 0.04 0.04 0.01 0.01 0.03 0.00 0.18 0.03 0.03 0.12 0.14 0.01 0.15 0.12 0.08 0.00 0.04 0.05 0.00
FIGURE B.2: Normalized Activeness matrix with no self-loop of each node (Transition
‘activeness’ matrix)
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B.3 Clustering Transition ‘Activeness’ Matrix
B.3.1 Cluster Analysis using HCS
Using R, a package known as “RBGL” [39] which is required for applying ‘highly
connected subgraphs’(HCS) clustering was initially retrieved from the bioconductor
source and installed.
Applying HCS clustering algorithm to the social graph in figure 4.1, five clusters in-
cluding four singletons were generated.
FIGURE B.3: HCS clustering on social graph from figure 4.1.
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B.3.2 Cluster Analysis using Markov Clustering
Using R, a package known as “MCL” [100] was installed before applying Markov clus-
tering algorithm on transition matrix or probability matrix.
FIGURE B.4: Loading and application of the MCL function
Five clusters are generated along with an equilibrium matrix to reveal the attractors or
influential members, the clusters and their members.
FIGURE B.5: Outputs from the Markov clustering algorithm
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B.3.3 Cluster Analysis using AP Clustering
Using R, a package known as “apcluster” [24, 67] was installed to enable the negative
euclidean distance measure and the affinity propagation (AP) algorithm to be used on
the data.
FIGURE B.6: Negative Euclidean distance applied to a transition matrix with self-
loops
From the similarity matrix generated using negative Euclidean measure and an input
preference value (By default, the median value is selected from the matrix), six clusters
were generated with their individual exemplars.
FIGURE B.7: Outputs from AP clustering algorithm using negative Euclidean distance
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From the similarity matrix using pearson correlation measure (Installed from the ‘ap-
cluster’ package), five clusters where generated with non-active nodes being the only
members of the cluster.
FIGURE B.8: Outputs from AP clustering algorithm using Pearson correlation measure
It is would be better if the non-active nodes (i.e. node 8 and node 50) were separated to
form singletons as this will prevent them from competing for the exemplar role of their
cluster (i.e. cluster 4).
FIGURE B.9: Possiblity of node 8 and node 50 after several trials of the pearson cor-
relation based AP algorithm
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Considering the AP clustering algorithm using the cosine similarity measure(Installed
from ‘lsa’ package), seven clusters were generated with non-active nodes being mem-
bers of singletons.
FIGURE B.10: Outputs from AP clustering algorithm using Cosine similarity measure
After observing the three outputs above, the application of the AP clustering algorithm
along with Pearson correlation measure appeared to be a more suitable method as it was
able to cluster the non-active members together. The less-active members were also
clustered along with a member that had the most interactions with items and also had
high frequency towards those items.
B.4 Sample from a Two-mode Dataset: ‘Hollywood Film-
music’ Dataset
The following activeness matrix generated is based on a data sample retrieved from
‘Hollywood film-music’ dataset presented by Vladimir Batagelj & Andrej Mrvar [18].
The data sample consist of collaboration between 30 film producers V 1 (indexed be-
tween 1 and 62) and 35 music composers V 2 (indexed between 63 and 102) , where a
network consider the composers as entities that must have previously been employed by
any of the film producers at least once (i.e. Frequency of music composition for the film
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producer V 3). The transformed one-mode network from the two-mode network was
used to estimate the activeness value revealed in the activeness matrix shown below.
[1] [2] [4] [7] [8] [9] [13] [14] [16] [17] [21] [22] [23] [24] [27] [29] [30] [31] [33] [35] [37] [39] [43] [45] [47] [49] [50] [54] [61] [62]

[1] 1.00 0.40 0.25 0.25 0.25 0.25 0.40 0.25 0.00 0.25 0.00 0.25 0.00 0.00 0.00 0.00 0.43 0.00 0.50 0.67 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[2] 0.60 1.00 0.33 0.33 0.43 0.33 0.50 0.33 0.00 0.33 0.00 0.43 0.50 0.00 0.00 0.00 0.40 0.00 0.38 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.33
[4] 0.75 0.67 1.00 0.50 0.50 0.50 0.67 0.50 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.50 0.50 0.50 0.00 0.00 0.00 0.00 0.00
[7] 0.75 0.67 0.50 1.00 0.50 0.50 0.67 0.50 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00
[8] 0.75 0.57 0.50 0.50 1.00 0.50 0.67 0.50 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.60 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00
[9] 0.75 0.67 0.50 0.50 0.50 1.00 0.67 0.50 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.17 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.00
[13] 0.60 0.50 0.33 0.33 0.33 0.33 1.00 0.33 0.40 0.33 0.00 0.33 0.25 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[14] 0.75 0.67 0.50 0.50 0.50 0.50 0.67 1.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[16] 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.00 1.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[17] 0.75 0.67 0.50 0.50 0.50 0.50 0.67 0.50 0.00 1.00 0.00 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[21] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[22] 0.75 0.57 0.50 0.50 0.50 0.50 0.67 0.50 0.00 0.50 0.00 1.00 0.50 0.00 0.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.00 0.00
[23] 0.00 0.50 0.00 0.00 0.00 0.00 0.75 0.00 0.67 0.00 0.00 0.50 1.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[24] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[27] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[29] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[30] 0.57 0.60 0.50 0.50 0.40 0.50 0.67 0.50 0.00 0.50 0.00 0.50 0.00 0.00 0.00 0.00 1.00 0.00 0.33 0.50 0.38 0.33 0.33 0.00 0.00 0.00 0.00 0.67 0.00 0.33
[31] 0.00 0.00 0.00 0.00 0.00 0.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.60 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.60 0.00 0.00 0.00
[33] 0.50 0.62 0.00 0.00 0.67 0.83 0.00 0.00 0.00 0.00 0.00 0.50 0.33 0.00 0.00 0.00 0.67 0.40 1.00 0.67 0.50 0.40 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.50
[35] 0.33 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.50 0.33 1.00 0.33 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.33
[37] 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.62 0.00 0.50 0.67 1.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50
[39] 0.50 0.00 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.50 0.60 0.60 0.50 1.00 0.50 0.50 0.00 0.00 0.67 0.00 0.00 0.00
[43] 0.00 0.00 0.50 0.50 0.00 0.00 0.75 0.00 0.67 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.50 1.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00
[45] 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.50 1.00 0.00 0.00 0.00 0.00 0.00 0.00
[47] 0.00 0.00 0.50 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.50 0.00 0.00 0.00 0.00
[49] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 1.00 0.00 0.00 0.00 0.00
[50] 0.00 0.00 0.00 0.00 0.00 0.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.50 0.00 0.00 0.33 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
[54] 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
[61] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
[62] 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.50 0.67 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
FIGURE B.11: Activeness matrix from a ‘Hollywood film-music’ data sample
FIGURE B.12: A social graph of sample data with 30 producers from Hollywood film-
music data
With the application of cosine similarity measure to compare the activeness relationship
between node, the global familiarity value can be obtained to identify the most active
node (MAN) amongst the nodes in the network.
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TABLE B.3: Global Familiarity for each producer from activeness matrix of ‘Holly-
wood film-music’ data
Producer
Nodei
Fami
1 0.42
2 0.43
4 0.43
7 0.43
8 0.42
9 0.43
13 0.41
14 0.40
16 0.13
17 0.40
21 0.00
22 0.42
23 0.24
24 0.00
27 0.00
29 0.00
30 0.46
31 0.20
33 0.38
35 0.29
37 0.25
39 0.32
43 0.28
45 0.16
47 0.12
49 0.03
50 0.16
54 0.16
61 0.00
62 0.24
B.4.1 Clustering Transition ‘Activeness’ Matrix of ‘Hollywood film-
music’ Data
With the activeness matrix from the Hollywood film-music data sample, its transition
‘activeness’ matrix is retrieved for the generation of clusters along with their individual
exemplar using Affinity propagation clustering algorithm. The different similarity mea-
sure used as possible measures in previous analysis were also considered for the cluster
analysis on the matrix.
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FIGURE B.13: Clusters from activeness matrix of Hollywood film-music data using
Negative Euclidean distance
FIGURE B.14: Clusters from activeness matrix of Hollywood film-music data using
Cosine Similarity measure
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FIGURE B.15: Clusters from activeness matrix of Hollywood film-music data using
Pearson Correlation measure
B.4.2 Applying Singular Value Decomposition (SVD) Algorithm to
Cluster Members
Considering members of cluster output (See Figure B.15), their predicted preferences
for recommended items are presented below (See Table B.4). The recommended items
are cluster exemplar’s preferred items (i.e. music composers V2 that the exemplar pre-
viously employed to compose a music for his/her produced film ) which can be observed
in the data sample from the ‘Hollywood film-music’ dataset.
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TABLE B.4: Predicted ratings for items recommended by Exemplar in clusters from
Correlation similarity-based AP Algorithm
Cluster Item recommended ID of Members Predicted rating Exemplar ID
Cluster1 79
7(MAN) 2.00
14 0.50
17 0.50
45 1.50 7
Cluster2 64
13 (MAN) 6.00
16 4.00
23 2.00
43 2.00 16
Cluster3 83
1 (MAN) 0.33
35 0.67
37 2.00
62 1.33 37
Cluster4 85
4 (MAN) 1.33
8 1.33
47 2.33
49 0.33 47
Cluster5 81
9 (MAN) 6.25
31 1.50
33 1.75
39 0.25
50 2.25 50
Cluster6 84
2 0.33
21 0.00
22 0.67
24 0.00
27 0.00
29 0.00
30 (MAN) 0.33
54 2.33
61 0.00 54
