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Further Results on Convolutional Codes Derived from 
Block Codes 
SUDHA:KAR M. REDDY 
Department of Electrical Engineering, University of Iowa, Iowa City, [own 5~240 
Some new techniques to derive convolutional codes from block 
codes are given. The techniques given result in convolutional codes 
with more than one information position per block having a higher 
efficiency than the straightforward application of the earlier algo- 
rithms. Short high-rate convolutional codes can be formed this way. 
Decoding schemes and analysis techniques to study error propagation 
in the proposed codes are given. Most of the codes exhibit limited 
er ror  propagation. 
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LIST OF SYMBOLS 
the number of information digits in a block code word 
the minimum distance or weight of a block code 
the minimum distance or weight of the block code generated 
by the first ' i '  rows of Gb 
generator matrix of a linear block code 
block length of a convolutional code 
the number of information digits per block of a convolutional 
code 
the minimum distance or weight of a convolutional code 
the augmented matrix formed from GFD 
the matrix corresponding to feedback decoding 
INTRODUCTION 
The author has earlier given several algorithms to construct convolu- 
tional codes from block codes (Reddy and Robinson, 1968a). More 
techniques to construct random error correcting convolutional codes 
from block codes are now given which make the construction of more 
than one information position per block convolutional codes more 
efficient than the straight forward application of the algorithms in the 
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earlier paper (Reddy and Robinson, 1968a). The techniques proposed 
now are generalizations of the one (Reddy and Robinson, 1968b). 
The proposed codes can be decoded essentially in the way suggested 
earlier (Reddy and Robinson, 1968c). The modifications necessary are 
indicated. Certain facts that help in analyzing the error propagation 
in the proposed codes are pointed out, which show that most of the new 
codes ~l l  have limited error propagation. 
We will adopt the notation of the earlier papers (Reddy and Robin- 
son, 1968a,c,d). 
1. CONSTRUCTION 
Let the rows of the block code generator matrix Gb be arranged such 
that d~ => d~., for i =< j: We will introduce the central idea behind the 
proposed techniques through the following example. 
EXAMPLE 1 
Consider the (nb, kb, rib) = (63, 51, 5) binary BCH code. It has the 
(63, 45, 7), (63, 39, 9), (63, 36, 11), (63, 30, 13), (63, 24, 15) BCH 
codes as subcodes (Bose and Ray-Chandari, 1960; Hocquenghem, 
1959). 
Let the generators of a convolutional code (CC) be formed as shown 
below: 
1 0 
2 0 
24 0 
25 34 
36 48. 
We recall that "0" is an all zero vector and "i" is the ith row of Gb. 
Generators 1 through 24 generate the (63, 24, 15) BCH code, genera- 
tors 1 to 36 the (63, 36, 11 ) code, and generators 37 to 48 a subgroup of 
the (63, 51, 5) code. A linear combination of the convoIutional gener- 
ators 1 to 24 thus has minimum weight at least 15, while a linear corn- 
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bination of all 36 generators has min imum weight Ii in the first block 
and min imum weight 5 in the second block. Hence, these 36 generators 
describe a CC with encoding and decoding constraint length of 126, 
(2 bloeks of the BCI-I code), having min imum distance 15 under Normal  
Feedback Decoding mode (NFD)  (Reddy and Robinson, 1968, a). 
The convolutional encoder can again be constructed using the en- 
coders for (63, 36, 11) and (63, 51, 5 )BCH codes. 
IExAMPLE 2 
As another example, consider the CC which is constructed from the 
first 6 generators of (8, 7, 2) Reed-Muller code (Peterson, 196i ) and 
whose generators are given below: 
1 0 0 
2 3 0 
4 5 6 
The CC has rate3/~, do = 8 and encoding constraint length = decoding 
constraint length = 24 and is 3-step orthogonalizable (Massey, 1963). 
Generalization of the proposed construction procedure is straight 
forward. The trick is to provide nonzero blocks in 2nd and higher 
levels of the generators for CC to only those generators which tend to 
reduce the minimum weight in earlier levels, while using the rows of 
the corresponding Gb to provide the nonzero blocks. Also we can extend 
the codes as we did in Algorithms 2 through 5 of the earlier paper (Reddy 
and Robinson, 1968a). 
It can be shown that codes that are equivalent (same do and encoding 
and decoding constraint length) to those obtained by many of the ob- 
vious generalizations of the construction in an earlier paper (Wy~xer, 
1962) are obtained by the proposed techniques; however several of the 
codes that can be obtained by the construction methods proposed now 
cannot be obtained by the procedures of the above-cited reference in 
any obvious fashion. 
2. DECODING 
The decoding of the proposed codes can be done in the way given ear- 
lier (Reddy and Robinson, 1968e) with a slight modification. 
The modification ecessary will be explained by considering the first 
example of the last Section. 
The last 12 information bits are first estimated by the help of the de- 
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coders for (63, 36, 11) and (63, 51, 5) BCH codes by the decoding al- 
gorithm proposed earlier (Reddy and Robinson, 1968e). Their effect is 
removed from the received sequences by subtracting the appropriate 
linear combination of the last 12 generators• Then the remaining 24 
information bits can be estimated by the help of a (63, 24, 15) BCH 
decoder. 
When the block code is majority decodable we have the corresponding 
convolutional code also majority decodable as in the earlier cases (Reddy 
and Robinson, 1968c). When extending the convolutional codes by 
Algorithms 2 through 5 (Reddy and Robinson, 1968a) we can find 
decoding schemes as we did earlier (Reddy and Robinson, 1968c). 
3. ERROR PROPAGATION 
It can be shown that most of the codes that are constructed have 
limited error propagation, as we did for the codes proposed earlier 
(Reddy and Robinson, 1968c). We will give a technique that is useful 
in analyzing the error propagation i  the codes proposed now. 
Consider the first example. In the presence of past decoding errors 
GAFD (Reddy and Robinson, 1968c) is as shown below. 
0 
37 
48 0 
1 
2 
24 
25 3 
36 4 
° I 
I 
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Assume that we are decoding ith block and ith and (i -b 1 )th received 
blocks are devoid of transmission errors. Clearly then the ith block being 
decoded is corrupted by some linear combination of 37th through 48th 
row of Gb. This linear combination will appear as a vector which is at 
least at a distance of 5 from any vector in (63, 36, 11 ) BCH code which 
are all the possible legal vectors ia ith block. So, in the decoding al- 
gorithm (Reddy and Robinson, 1968c), the (63, 36, 11) BCH code 
decoder will have utmost a weight 1. The (63, 51, 5) BCH code de- 
coder for the second block will have weight 5, which implies that the 
last 12 information bits will be correctly decoded. Irrespective ofwhether 
the remaining 24 information bits are correctly decoded or not the 
decoder will return to correct operation in the next time instant. Actu- 
ally it can be shown by similar arguments that the code can correct 
single errors under error propagation condition. 
The main observation that is made in this Section is the way the de- 
coder for each block of the convolutional code are effected by past 
decoding errors. With the help of the observation i  this Section and 
the techniques given earlier (Reddy and Robinson, 1968c) one can 
analyze the convohitional codes constructed from block codes for their 
error propagation characteristics. One can also construct convolutional 
codes with guaranteed limited error propagation with the analysis 
techniques presented as guidelines. 
A note of caution. In the earlier paper it was shown (Reddy and Rob- 
inson, 1968c), that all decisions of majority type block code decoder 
can be made meaningful. But for the application of present argument 
we need to compare the word estimated by the block code decoder with 
the received word affected by past decoding decisions. In conclusion 
then it might be necessary to make some majority type block decoders 
to act like bounded-distance decoders. 
CONCLUSIONS 
Some techniques are given to construct linear convolutional codes 
from linear block codes, that enables one to construct convolutional 
codes with more than one information position per block more efficiently. 
Decoding schemes for the codes proposed are given and their error propa- 
gation properties under the proposed decoding schemes is studied. 
Most of the codes have limited error propagation. Short high-rate con- 
volutienal codes can be constructed by the techniques proposed. 
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