Marsyas, is an open source audio processing framework with specific emphasis on building Music Information Retrieval systems. It has been been under development since 1998 and has been used for a variety of projects in both academia and industry. In this chapter, the software architecture of Marsyas will be described. The goal is to highlight design challenges and solutions that are relevant to any MIR software.
Introduction
Music has always been transformed by advances in technology. Examples of technologies that transformed the way music was produced, distributed and consumed include musical instruments, music notation, recording and more recently digital music storage and distribution. Recently portable digital music players have become a familiar sight and online music sales have been steadily increasing. It is likely that in the near future anyone will be able to access digitally all of recorded music in human history. In order to efficiently interact with the rapidly growing collections of digitally available music it is necessary to develop tools that have some understanding of the actual musical content. Music Information Retrieval (MIR) is an emerging research area that deals with all aspects of organizing and extracting information from music signals.
In the past few years, interest in Music Information Retrieval (MIR) has been steadily increasing. MIR algorithms, especially when analyzing music signals in audio format, typically utilize state-of-the-art signal processing and machine learning algorithms. The large amounts of data that is processed together with the huge computational requirements of audio processing can stress current hardware to its limits. Therefore efficient processing is critical for building functional MIR systems that scale to large collections of music and eventually to all of recorded music. Moreover, MIR is an inherently interdisciplinary field with practitioners with varying degrees of computer and programming expertise (examples of fields involved include musicology, information science, and cognitive psychology). Therefore it is desirable for MIR systems to support multiple hierarchical levels of usage and extensibility. These issues make the design and development of MIR systems and frameworks especially challenging.
MARSYAS (Music Analysis, Retrieval and SYnthesis for Audio Signals), is an open
source audio processing framework with specific emphasis on building MIR systems. It has been under development since 1998 and has been used for a variety of projects both in academia and industry. The guiding principle behind the design of MARSYAS has always been to provide a flexible, expressive and extensive framework without sacrificing computational efficiency. Addressing these conflicting requirements is the major challenge facing the software engineer of MIR systems.
The main objective of this chapter is to describe the software architecture of MARSYAS using examples from specific MIR applications. We highlight the design challenges and corresponding solutions that are probably relevant to any MIR software system. In many cases these solutions are informed by ideas originating from other fields of Computer Science and Software Engineering but have to be adapted to the particular needs and constraints of MIR research. After reviewing related work and background information, MARSYAS is described in the following subsections: History, Requirements, Architecture and Projects. The next section (Specific Topics) describes in more detail specific topics that we believe are especially important for audio processing and how we have tried to address them in the framework. The chapter concludes with a description of future trends in MARSYAS and audio processing software frameworks in general. One of the major dilemmas facing any MIR researcher is whether to use existing tools or develop their own. By describing the tradeoffs and challenges we have faced with the design of our system we hope to help researchers make more informed decisions. Finally an underlying theme of this chapter is the importance of open source software for research and how it is different from other areas of open source development.
Background
Music Information Retrieval is a new area of content-based multimedia information retrieval. Although there was sporadic earlier work, a good reference starting point is the first international conference on MIR (ISMIR) which was held in 2000. These conferences (ISMIR) have been a forum for bringing together music researchers, audio engineers, computer scientists, musicologists, librarians, and music industry (Futrelle and Downie, 2002) MIR with audio signals typically requires signal processing and machine learning algorithms in order to achieve tasks such as classification, similarity-retrieval and segmentation.
MARSYAS 0.2, the software framework for audio analysis and synthesis described in this paper, evolved from MARSYAS 0.1 (Tzanetakis and Cook, 2000) , a framework that focused mostly on audio analysis. One of the motivating factors for the rewrite of the code and architecture was the desire to add audio synthesis capabilities and was influenced by the design of the Synthesis Toolkit (Cook and Scavone, 1999) . Other influences include the powerful but more complex architecture of CLAM (Amatriain, 2005) , the patching model and strong timing of Chuck (Wang and Cook, 2003) , and ideas from Aura (Dannenberg and Brandt, 1996) . The matrix model used in Implicit Patching was influenced by the design of SDIFF and the default naming scheme for controls is inspired by the Open Sound Control (OSC) protocol (Wright and Freed, 1997) . The code structure reflects many ideas from Design Patterns (Gamma et al., 1995) .
The idea of dataflow programming has been fundamental in the design of MARSYAS.
Dataflow programming has a long history. The original (and still valid) motivation for research into dataflow was to take advantage of parallelism. Motivated by criticisms of the classical von Neumann hardware architecture such as (Ackerman, 1982) dataflow architectures for hardware were proposed as an alternative in the 1970s and 1980s.
During the same period a number of textual dataflow languages such as Lucid (Wadge and Ashcroft, 1978) were proposed. Despite expectations that dataflow architectures and languages would take over from von Neumann concepts this didn't happen. However during the 1990s there was a new direction of growth in the field of dataflow visual programming languages that were domain specific. In such visual languages programming is done by connecting processing objects with "wires" to create "patches".
Successful examples include Labview (http://www.ni.com/labview/), SimuLink (http://www.mathworks/com/products/simulink/) and in the field of Computer Music Max/MSP (Zicarelli, 2002) and Pure Data (Puckette, 2002) . A recent comprehensive overview of dataflow programming languages can be found in (Johnston et al., 1985) .
Another recent trend has been to view dataflow computation as a software engineering methodology for building systems using existing programming languages (Manolescu, 1997) . A comprehensive overview of audio processing frameworks from a Software Engineering perspective can be found in (Amatriain, 2005) . More recently frameworks specific to MIR have been introduced. They include ACE and JAudio (McKay et al, 2006 ) and D2K/M2K (Downie and Futrelle, 2005) .
More detailed information about some of the topics discussed in this chapter can be found in conference publications. Implicit Patching was introduced in (Bray and Tzanetakis, 2005a) and Flexible Scheduling in (Burroughs et al., 2006) . Experiments with distributed audio feature extraction were described in (Bray and Tzanetakis, 2005b) .
Description of Marsyas
MARSYAS is a software framework for rapid prototyping, design and experimentation with audio analysis and synthesis with specific emphasis on processing music signals in audio format. In this section we examine the history and motivation behind the design and development of MARSYAS. Some of the requirements used to design the latest version that are applicable to any MIR system are also discussed. The section ends with an overview of the software architecture of the framework.
History
The design and development of MARSYAS was initiated by George Tzanetakis while he was studying at Princeton University as part of his graduate research under the supervision of Perry Cook. The motivating application was a reimplementation of a well known music/speech discriminator work [Scheirer and Slaney, 1997] . In general, implementing an existing algorithm provides a much deeper understanding of how it works and in many cases suggests directions for improvement or extensions. Even though the initial version was only used internally at Princeton it was designed to be a general framework with reusable components rather than a specific implementation. Gradually MARSYAS was used to conduct new research in audio analysis and retrieval. Since then every publication by George Tzanetakis and many by others have used MARSYAS. In 2000 it was clear that certain major design decisions needed to be revised. A major rewrite/redesign of the framework was initiated and the first "public" version was released (numbered 0.1). Soon after Sourceforge (http://sourceforge.net/index.php) was used to host MARSYAS. Version 0.1 is still widely used by a variety of academic groups and industry around the world. It is well known in Software Engineering that even though major rewrites can be time consuming they are inevitable for complex software and typically result in much better code structure and organization. A second major rewrite was initiated in 2002 while George Tzanetakis was a PostDoctoral Fellow at Carnegie Mellon University working with Roger Dannenberg. The motivation was the desire to port algorithms from the Synthesis Toolkit (STK) (Cook and Scavone, 19990) (Wright and Freed, 1997) inspired hierarchical messaging system used to control the dataflow network. This is the version described in this chapter.
Even though not immediately obvious, supporting audio synthesis is important for a successful MIR software framework. The main reason is that the ability to hear the results of audio analysis algorithms can be very useful for debugging and understanding algorithms. For example the ability to listen to extracted chords or beat patterns can provide insights that are impossible to achieve just by looking at numbers or graphs.
Since the beginning, a major decision was to provide MARSYAS as free software under the GNU public license (GPL). Some of the common motivations and reasons behind free software in general are: 1) freedom to modify the software to suit the needs of individual users 2) better quality by having many people working and looking at the source code 3) support for multiple operating systems and porting by the ability to change the code appropriately 4) easier adoption/lower cost compared to proprietary software. In addition to these motivations there are additional specific motivations behind free software when it is used in research. These include: 1) source code is a means of communication. This is especially important in research where publications can not possibly describe all the nuances and details of how an algorithm is implemented, 2) replication of experiments is essential for progress in research especially in new emerging areas such as MIR. For complex systems and algorithms it is almost impossible to know if a reimplementation is correct and therefore the ability to run the original code is crucial, 3) researchers have limited financial resources and therefore making the software free encourages adoption.
One of the common objections to free software is why should someone invest all this time and effort into building something and then give it away for free. Most academics are comfortable with this idea as they do so with publications, reviewing and other activities. Even though many of these activities might not have direct financial reward they are part of the responsibilities of any academic. In addition there are indirect benefits with developing research software such as peer recognition, opportunities for collaboration and international visibility. Finally as will be described in more detailed in the section about projects it is possible to use free software developed in academia in industrial settings and receive money for it.
A frequent dilemma facing graduate students and researchers is whether to build their own tools or use existing ones. This decision frequently involves a tradeoff between short and long time investment. For example using a combination of existing tools a particular task might be accomplished in 1 hour. By spending a week writing your own tool the task might be accomplished in 1 minute. Whether programming for a week is worth the trouble is a tough question. Even though it is impossible to provide a definite answer we discuss how our experiences with MARSYAS can inform this choice. If the task at hand can take hours, as MIR algorithms frequently do, runtime performance becomes a critical issue that can affect research. For example, if an experiment that used to take 5 hours takes 10 minutes it can be executed multiple times with different parameters to find the best choice. Programming is a very time consuming task so choosing to build your own tools works best if you have a large enough timeframe to do it. For example a PhD student has a better chance at completing a significant software framework than a Masters student pressed for time. A supportive advisor is also important and the best way to achieve this is to provide earlier proof that the time you spend developing software pays off in terms of research results. Finally an important consideration is that the development of the software framework itself especially in emerging applications such as MIR is research in itself. MARSYAS has been used a test bed for many ideas in Software 
Requirements
The canonical application of MARSYAS is audio feature extraction (Tzanetakis and Cook, 2002) which forms the basis of many MIR algorithms such as classification, segmentation, and similarity retrieval. the signal is assumed to be approximately stationary and is windowed to reduce the effect of discontinuities at the start and end of the frame. This frequency domain transformation preserves all the information in the signal and therefore the resulting spectrum has high dimensionality. For analysis purposes, it is necessary to find a more succinct description that has significantly lower dimensionality while still retaining the desired content information. Frequency domain summarization converts the high dimensional spectrum (typically 512 or 1024 coefficients) to a smaller set of number features (typically 10-30).
A common approach is to use various descriptors of the spectrum shape such as the Spectral Centroid and Bandwidth. Another widely used frequency domain spectrum summarization is Mel-Frequency Cepstral Coefficients (MFCCs) which originated from speech and speaker recognition. The goal of time domain summarization is to characterize the musical signal at a longer time scale than the short-time analysis slices.
Typically this summarization is performed across so called "texture" windows of approximately 2-3 seconds or it can be also performed over the entire piece of music. MARSYAS 0.1 mainly supported audio analysis. One of the main motivations behind the redesign/rewrite of version 0.2 was the desire to also support audio synthesis. Even though not immediately obvious, audio synthesis can be very useful in MIR systems and applications. For example while researching an algorithm for drum transcription it is very useful to be able to hear a re-synthesized sound contains only drum sounds. Listening to the result can reveal information that maybe hard to obtain from plots or just numeric results. Similarly synthesizing the result of pitch extraction can be very informative about the nature of pitch errors. Although it is possible to use a variety of different tools for these purposes having them all integrated under one system can be very helpful.
The central challenge in the design of an audio processing framework is the need for very efficient runtime performance while retaining expressivity. Frequently audio researchers are faced with a hard dilemma. They can use interpreted programming environments such as MATLAB that provide a lot of necessary components but are not as efficient as compiled code or write code from scratch which requires a significant investment of time just to build the necessary infrastructure. MARSYAS attempts to balance these two extremes. As will be described later in this chapter a lot of flexibility and functionality is provided at run-time. For example the user can easily created complicated networks of processing objects and control them without recompiling code. However the resulting system is still very efficient as it relies on compiled code. The only time that code recompilation is required is when new processing objects need to be written.
Two other important requirements for a successful audio framework are interoperability and portability. Most researchers utilize a large ecology of different tools to accomplish their task. To be useful a framework must provides ways to communicate with other tools. For example MARSYAS provides a variety of tools for communicating with specific programs such as WEKA (for machine learning) and MATLAB (for numerical calculation) as well as general ways for communication with graphical user interfaces.
Portability is also very important as operating systems and hardware change all the time.
For example initially MARSYAS was developed on SGI machines running IRIX which is not supported any more but OS X which didn't exist at the time is supported now.
These requirements make developing of audio processing frameworks challenging.
However there are some characteristics of audio that can help the designer. Audio processing has a strong notion of time. There is a constant flow of data through the system. In most cases there is little need for complicated dependencies between processing chunks of data. Therefore for a specific application it is relatively easy to create efficient code with a fixed memory footprint. With a little bit more work it is possible to generalize the process so that most audio applications can be expressed easily without sacrificing run-time performance.
In the following sections we describe the general architecture of MARSYAS and how these requirements are addressed by specific design decisions and concepts. We believe that many of these concerns and their solutions are relevant not only to programmers and users of MARSYAS but developers of any MIR software system.
Architecture
Dataflow programming is based on the idea of expressing computation as a network of processing nodes/components connected by a number arcs/communication channels.
Computer Music is possibly one of the most successful application areas for the dataflow programming paradigm. The origins of this idea can possibly be traced to the physical rewiring (patching) employed for changing sound characteristics in early modular analog synthesizers.
Expressing audio processing systems as dataflow networks has several advantages. The programmer can provide a declarative specification of what needs to be computer without having to worry about the low level implementation details of how it is computed. The resulting code can be very efficient and have a small memory footprint as data just "flows" through the network without having complicated dependencies. In addition, dataflow approaches are particularly suited for visual programming. One of the initial motivations for dataflow ideas was the exploitation of parallel hardware and therefore dataflow systems are particularly good for parallel and distributed computation.
The main goal of MARSYAS is to provide a general, extensible and flexible framework that enables experimentation with algorithms and provides the fast performance necessary for developing real-time audio analysis and synthesis tools. A variety of existing building blocks that form the basis of many published algorithms are provided as dataflow components that can be composed to form more complicated algorithms (blackbox functionality). In addition, it is straightforward to extend the framework with new building blocks (white-box functionality).
In MARSYAS terminology the processing nodes of the dataflow network are called In addition to being able to process data MarSystems need additional information that can change their functionality while they are running (processing data). For example a
SoundFileSource needs the name of the sound file to be opened and a Gain can be adjusted while data is flowing through. This is achieved by a separate message passing mechanism. Therefore, similarly to CLAM (Amatriain, 2005) , MARSYAS makes a clear distinction between data-flow which is synchronous and control flow which is asynchronous. Because MarSystems can be assembled hierarchically the control mechanism utilizes a path notation similar to OSC (Wright and Freed, 1997 (Wright and Freed, 1997) .
Dataflow in Marsyas is synchronous which means that at every "tick" a specific slice of data is propagated across the entire dataflow network. This eliminates the need for queues between processing nodes and enables the use of shared buffers which improves performance. This is similar to the way Unix pipes are implemented but with audio specific semantics (see section on Implicit Patching).
One of the most useful characteristics of MarSystems is that they can be instantiated at run-time. Because they are hierarchically composable that means that any complicated audio computation expressed as a dataflow network can be instantiated at run-time. For example multiple instances of any complicated network can be created as easily as the basic primitive MarSystems. This is accomplished by using a combination of the Prototype and Composite design patterns (Gamma et al., 1995) .
Projects
MARSYAS has been used for a variety of projects both in academia and industry. In this section we briefly describe some specific representative examples. The list is by no means exhaustive. An open source framework enables collaboration possibilities. Two research publications that resulted from such collaborations are (Lippens et al, 2004) , (Li and Tzanetakis, 2003) . Musicream is a new music playback interface for streaming, sticking, sorting and recalling musical pieces that uses MARSYAS for calculating features and content-based audio similarity (Goto and Goto, 2005) . The SndTools software also uses MARSYAS under the graphical user interface (Misra et al, 2005) .
In industry MARSYAS has been to design and prototype the audio fingerprinting software used by Moodlogic Inc. (http://moodlogic.com). After the fingerprinting was designed and evaluation experiments were conducted using MARSYAS a new proprietary source code just for the fingerprinting was written for the actual working product. This method of using research free software framework for prototyping and then providing a full proprietary rewrite is one possibility of how academic free software and industry can co-exist. Another possibility is the gender (male/female) voice detection scheme developed for Teligence Communications Inc (http://www.teligence.net/) using
MARSYAS.
In that case the developed software is part of the free software distribution.
However it is based on machine learning and requires training data that is not publicly available and belong to Teligence Communications Inc. As the company is mainly concerned in using the tool internally everything work out ok for both parties. In both of these industrial collaborations it would have been possible for the company to just develop the software on their own. However by collaborating and paying the companies benefit from fast turnaround and experienced knowledge and the free software authors benefit from consulting payments. We hope that these strategies might provide some information about how industrial collaborations with academic free software projects can be established.
Specific Topics
In this section we discuss in more detail some specific topics that we believe are particularly interesting to the designer of audio processing frameworks.
Implicit Patching
The basic idea behind Implicit Patching (Bray and Tzanetakis, 2005) is to use object composition rather than explicitly specifying connections between input and output ports in order to construct the dataflow network. For example the following pseudo-code example (Figure 3) The first idea originated from the desire not to be constrained to fixed buffer sizes and to have proper semantics for spectral data. The majority of existing audio processing environments require that all processing objects in a flow network/visual patch, process fixed buffers of audio samples (typical numbers are 64 and 128 samples). Having fixed buffers simplifies memory management and patching as all connections are treated the same way. However, some applications like audio feature extraction require a variety of different buffer sizes to flow through the network (for example feature vectors typically have much lower dimensionality than audio data). Even though it is possible to have dynamic buffer sizes in Explicit Patching it is complex to implement and frequently requires a lot of work from the programmer to appropriately set the connections. In addition, these fixed-sized buffers are reused for holding spectral data and it is up to the programmer to correctly connect the spectral data to objects that process such data. The result is that the exact details of the Short-Time Fourier Transform are encapsulated as a black box and the programmer has little control over the process. Our proposed solution to these two problems is to extend the semantics of the data that is processed. In MARSYAS, processing objects (MarSystems) operate on chunks of data called Slices.
Slices are matrices of floating point numbers characterized by three parameters: number of samples (things that are "measured" at different instances in time), number of observations (things that are "measured" at the same time instance) and sampling rate.
This approach is similar to the Sound Description Interchange Format (SDIF) (Schwarz and Wright, 1997) . Computing audio features over thousands of files can sometimes take days of processing.
Marsyas Scripting Language
The dataflow architecture of MARSYAS facilitates partitioning of audio computations over multiple computers. Using a declarative dataflow specification approach the programmer can distribute audio analysis algorithms with minimum effort. In contrast, distributing traditional sequential programs places a significant burden to the programmer who has to decide which parts of the code can be parallelized and deal with load distribution, scheduling, synchronization and communication.
There are two standard data communication protocols used on the Internet: transmission control protocol (TCP), and user datagram protocol (UDP). TCP provides reliability mechanisms to ensure that all packets are received exactly in the order they are sent; on the other hand, UDP provides no such mechanisms but is significantly faster due to less overhead. UDP is therefore the protocol of choice for real-time streaming applications where data is time critical.
MARSYAS supports both the UDP and TCP protocols. IN order to send data to another machine, a NetworkSink MarSystem is simply inserted somewhere in the "flow" of a
Composite MarSystem. In order to receive data a NetworkSource MarSystem is inserted.
Control flow and data flow are managed separately so that controls can be changed from the sender and propagate through the system. The idea is that the user can operate several "worker" machines and the view of the distributed system is abstracted as one large
Composite MarSystem.
For the experiments described in this section a feature vector consisting the means and variances of smoothed Mel-Frequency Cepstral Coefficients (MFCC) as well as STFTbased features such as spectral centroid and rolloff was used. The data consists of 30-second audio clips and a single 35-dimensional feature vector is calculated for each clip.
The actual audio waveform samples are transmitted over the network corresponding to a scenario where all the audio files reside on a single machine but multiple processing machines are available (for example the computer of a lab during nighttime). The experimentation was done on a 100Base-T Ethernet local area network of Apple G5 computers.
In the described experiments a dispatcher node (computer) sends separate audio clips from an audio collection to each worker node in the network. The job of a worker node is to simply calculate features for each clip it receives and then send the results to a collector process (possibly running on the same machine as the dispatcher) that gathers the results. The audio collection was partitioned into sub-collections which were sent to each worker. All the audio clips are stored on the dispatcher. We found that the optimal number of worker nodes in this model was three, after which there was no time benefit of using extra machines. In fact, it was costly to add any more than five worker nodes due to the network capacity of the dispatcher collector. The use of multiple dispatchers in hierarchical fashion can improve results. More details can be found in [Bray and Tzanetakis, 2005b] . Table 1 shows results of using the collection dispatcher model, using up to fiver worker nodes and audio collections of up to 10,000 files. The format is hours:minutes:seconds. The problem with the collection dispatcher approach is that some nodes may complete processing the features of their respective subcollection before others and have to sit idle.
Thus the time it takes to process the entire collection is dependent on the slowest node in the system. In order to alleviate this problem and make sure of idle nodes, an adaptive approach is used where the dispatcher sends data as necessary to each worker. That way, each node in the system is working until the dispatcher has finished processing the files in the collection. Table 2 shows the increase in performance based on this approach. Typically feature extraction tests run on audio collections of around 10,000 files. Based on our results we expect a linear trend as collection size increases. To test that hypothesis a large-scale test using the data-partitioning model (two dispatchers with half the audio data each) with the adaptive dispatcher was conducted on 100,000 files. As expected, it took approximately ten times the amount of time to complete the 100,000 clip test as it took to complete the 10,000 file test (5:00:44). Experimental results show that using 5 computers we can perform audio feature extraction for 100,000 30-second clips in 5 hours.
Conclusions and Future Work
In this chapter we described MARSYAS a free software framework for audio application with specific emphasis on MIR. We showed how MARSYAS addresses some of the requirements and challenges facing the designer of audio processing frameworks. It is our hope that the ideas and concepts presented in this chapter can be applied to other MIR software frameworks and tools. As a general conclusion dataflow architectures can help express easily complicated processing structures while retaining efficiency and being easy to parallelize. Finally the development of free software in an academic setting is not only possible but has many benefits such as increase in visibility, collaboration opportunities, communication and even monetary rewards.
MARSYAS is an on-going project and therefore there are always many directions of future work. In addition to obvious directions such as expanding the number of building blocks provided by the framework and improving reliability and performance there a number of more large scale initiative. A large effort is underway to build a visual patching environment and a library for creating widgets and audio processing graphical user interfaces (GUIs). Another initiative is to port MARSYAS to the Java programming language (the previous version 0.1 was partly ported). A more radical complete redesign and implementation is underway in the functional programming language OCAML.
Audio programming in general provides a rich fertile area for ideas in Software
Engineering as it combines many interesting areas such as digital signal processing, machine learning, efficient numerical processing, and interactivity.
