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• Characterisation of the extent of non-uniqueness in linear rational expectations models.
• Impulse response function for all solutions of linear rational expectations models.
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Full set of solutions
a b s t r a c t
This article characterises the dimension of indeterminacy of linear rational expectations (LRE) models
and derives their full set of solutions. It extends the analysis of indeterminate equilibria in Lubik and
Schorfheide (2003) where some equilibria are incorrectly classified as indeterminate even though they
entail the same observable outcome.
© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
In this article, the uniqueness condition (equation (42) in Sims,
2001) is analysed in order to characterise the dimension of inde-
terminacy and to derive the full set of solutions of LRE models.
An example of an LRE model with a unique solution but whose
existence condition is satisfied bymultiple candidates is presented.
This example is characterised as having indeterminate equilibria
by Lubik and Schorfheide (2003).
The treatment of indeterminate equilibria in Lubik and
Schorfheide (2003) analyses Sims (2001)’s existence condition, a
necessary and sufficient condition for the existence of a stable and
causal solution of an LREmodel. For an LREmodel to havemultiple
solutions, it is necessary that a certain equation system involved in
the existence condition has multiple solutions; however, it is not
sufficient for non-uniqueness.
In Section 2, the model of Lubik and Schorfheide (2003) is
introduced. In Section 3, we analyse all solutions of the existence
condition which correspond to different equilibria on which the
economic agents may coordinate and which correspond to stable
and causal solutions of the LRE model. Subsequently, we examine
E-mail address: bernd.funovits@helsinki.fi.
under which condition the solutions of the existence condition
entail the same observational outcome and characterise the extent
of non-uniqueness. Finally, we discuss a NewKeynesian (NK)mon-
etary model whose solution is unique even though the existence
condition is satisfied by multiple candidates. In Section 4, the
dimensionality of the problem as well as other approaches for
solving LRE models are discussed.
2. Model
We consider the system
00yt = 01yt−1 + 9εt + 5ηt , t ∈ Z, (1)
where the vector of endogenous variables yt is n-dimensional, and
the l-dimensional vector εt and the k-dimensional vector ηt com-
prise the exogenous shocks and the endogenous forecast errors,
respectively. Furthermore, we assume that there are no redundant
equations. The process (εt) is a martingale difference sequence,
i.e. it satisfies Et (εt+1) = 0 where Et (·) denotes the conditional
expectation, conditional on the information set Hε,ζ (t) which is
the closure of the span of present and past components of (εt) and
(ζt), the p-dimensional martingale difference sequence of sunspot
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shocks orthogonal to (εt). Moreover, the stability condition (equa-
tion (9) in Sims, 2001) is assumed to apply to all components of the





−−−→ 0, ξ > 1, (2)
holds. We call a process (yt) which satisfies (1) and (2), and which
is contained in Hε,ζ (t) at time t a stable and causal solution of the
LRE model.
In order to analyse the existence and uniqueness of stable and
causal solutions, we transform and partition system (1) into a ‘‘sta-
ble’’ and an ‘‘unstable’’ block of nS and nU rows respectively, where
nS +nU = n. To this end, we apply the so-called QZ-decomposition
to (00, 01), i.e. the matrices 00 and 01 are decomposed as 00 =
Q ′3Z ′, 01 = Q ′Z ′, where QQ ′ = In = ZZ ′, and 3 and  are



























where the stable and unstable block, indexed with ‘‘S ′′ and ‘‘U ′′
respectively, pertain to whether the absolute values of the ratios1
ωii/λii of diagonal elements of 3 and  are smaller than ξ . Conse-
quently, the vectors wSt and w
U
t are of dimensions nS and nU , and
QS• and QU• are of dimensions (nS × n) and (nU × n) respectively.
3. Theory and results
3.1. Analysis of the existence condition
Here, we derive the condition for existence of a stable and
causal solution of (1). Assuming the existence condition holds, we
subsequently characterise its full set of solutions.
To derive the existence condition, we concentrate on the unsta-





t−1 + QU•9εt + QU•5ηt , (4)









of (4) satisfying (2) is the one depending on future










. From the causality condition that yt be contained in











QU•9εt + QU•5ηt = 0 (5)
must hold. One can find for any given exogenous shock εt endoge-
nous forecast errors η∗t such that Eq. (5) holds (and consequently
a stable and causal solution (yt) exists) if and only if the existence
condition (equation (40) in Sims, 2001)
spancol (QU•9) ⊆ spancol (QU•5) (6)
holds, i.e. the space spanned by the columns of QU•9 must be con-
tained in the space spanned by the columns of QU•5. Henceforth,
we will assume that (6) holds.
One may represent the set of all solutions η∗t of (5) for given
exogenous shock εt by using the singular value decomposition













1 The ratios are ordered ascendingly with respect to absolute value. If λii = 0, the
ratio is considered to be infinite.
where D11 is an (r × r)-dimensional diagonal matrix with positive












onal matrices. For orthogonal processes (εt) and (ζt), the set of all




•1QU•9εt + V•2 (M1εt + M2ζt),
where M1 ∈ R(k−r)×l and M2 ∈ R(k−r)×p parametrise the kernel of
QU•5, i.e. the linear combinations of endogenous forecast errors





3.2. Analysis of the uniqueness condition
In this section, we quantify the extent of non-uniqueness of LRE
models. Lubik and Schorfheide (2003) consider an equilibrium to
be indeterminate whenever there is more than one solution η∗t of





multiple solutions η∗t of (5) are necessary but not sufficient for








of (1) to exist.
Thus, certain determinate equilibria (in the sense that they entail
the same observational outcome)would be classified as indetermi-
nate by Lubik and Schorfheide (2003). A necessary and sufficient
condition for the uniqueness of a stable and causal solution of
(1) is equation (42) in Sims (2001) which requires that the space
spanned by the rows of QS•5 be contained in the space spanned
by the rows of QU•5, i.e.
spanrow (QS•5) ⊆ spanrow (QU•5) . (7)
Intuitively, the solution (yt) of (1) is unique if and only if all
linear combinations of endogenous forecast errors ηt which have










of the unstable block (4). In this case,
the endogenous forecast errors which could have an observable
effect on (yt) are already pinned down uniquely by the existence
condition.







and assume that there are one stable and two
unstable eigenvalues. Condition (6) is satisfied because QU•9 =(
1 0












trivial, Lubik and Schorfheide (2003) would conclude that the
equilibrium is indeterminate. However, (7) is satisfied as well
because the first row of 5 is contained in the space spanned by
the second and third row of 5. Hence, there is only one solution
(yt) of (1).
When the uniqueness condition (7) is not satisfied, it is nec-
essary to characterise the extent of non-uniqueness by using the
following definition.
Definition 1. The dimension of indeterminacy of the LRE model (1)
is equal to the rank of the projection of the row space of QS•5 on
the orthogonal complement of the row space of QU•5.
The dimension of indeterminacy denotes the number of non-
trivial linear combinations of endogenous forecast errors ηt which
satisfy the following two conditions. Firstly, they should have no





are thus not pinned down by (5). Secondly, they should have an





stable block of (3).
In order to relate the dimension of indeterminacy to functions
of the parameter matrices (00, 01, 9, 5) in (1), we introduce the
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where D̃11 is an (s × s)-dimensional diagonal matrix with positive



















Proof. It follows from the definition of the dimension of indeter-
minacy that


































where Proj (A | B) denotes the projection of the row space of A on
the row space of B. The fourth line follows from the third line
because Ik − V•1V ′•1 = V•2V
′
•2. □
Note that Lubik and Schorfheide (2003) would characterise the
dimension of indeterminacy as rank (V•2), i.e. the number of non-
trivial linearly independent linear combinations of endogenous






3.3. Analysis of the impulse response function
In this section, we derive the impulse response function of the
solutions (yt) of (1) with respect to the exogenous shocks εt and
the reduced sunspot shocks ζ ∗t = M2ζt . We proceed by solving








. Subsequently, this solution is transformed back
to the original variables yt = Zwt .





which is necessarily identically zero. We next consider the stable





t−1 + QS•9εt + QS•5ηt .




M1εt + ζ ∗t
)
,
premulitplying the inverse of3SS , and solving the system such that





























M1εt−j + ζ ∗t−j
)
.
Finally, the effects of the reduced sunspots ζ ∗t and the exogenous
shocks εt on the solution yt = Z•SwSt , where Z•S are the first nS
columns of Z , are
∂yt
∂ζ ∗t


























If (7) holds, it follows that Ṽ ′
•1V•2 = 0 and thus ∂yt/∂ζ
∗
t = 0 and
the second summand in (8) is zero. Lubik and Schorfheide (2003)
analyse the derivatives of 00yt (instead of yt ). Implications of the
violation of (7) are not reflected in their analysis.
3.4. An economic example
We illustrate by means of an economic example the possibility
that Sims’ uniqueness condition is satisfied when there are multi-
ple equilibria satisfying the existence condition.
Consider the NK model
Et (yt+1) + σπt = yt + σRt
βEt (πt+1) = πt − κyt
Rt = φRRt−1 + φππt + φyyt + εRt
where yt , πt , and Rt are log-deviations from the steady state of
output, inflation and the interest rate. Furthermore, σ denotes the
intertemporal substitution elasticity, β the time preference rate,
κ−1 measures the elasticity of aggregate supply with respect to
inflation, φR denotes the interest rate smoothing coefficient, φπ
denotes the elasticity of the interest rate response with respect to
inflation, and φy denotes the elasticity of the interest rate response
with respect to output. Finally, εRt denotes an unanticipated policy
implementation shock. A similar monetary rule can be found in
equation (26) of Lubik and Marzo (2007).
We transform the equations above, using the methods de-
scribed in Sims (2001) and Lubik and Schorfheide (2003), by
replacing the conditional expectations with new variables ξ yt =
Et (yt+1) and ξπt = Et (πt+1), and adding the respective equations


























It can be verified that for κ = 1
σ
andφy = −φπκ and, e.g., β = 0.95
and φR = 0.6, the existence condition has a non-trivial kernel
but the uniqueness condition is satisfied.2 Lubik and Schorfheide
(2003) classify a model like the one above as indeterminate even
though its solution (yt) is unique.
4. Discussion
In this section, we start by discussing the dimensionality, in-
cluding some general remarks regarding the rank of matrices de-
pending on a low-dimensional parameter vector, of the problem
at hand. Subsequently, the characterisation of the dimension of
indeterminacy is related to the notion of indeterminacy used in
Lubik and Schorfheide (2003) and Farmer et al. (2015). Finally, we
mention how other articles on solution methods for LRE models
treat indeterminate equilibria.
2 The software package indeterminateR, written in the R computing
environment R-Core-Team (2017), contains more detail on the
derivation of the NK model and checks the existence and uniqueness
condition as described above. It can be installed with the command
devtools::install_github(‘‘bfunovits/indeterminateR’’).
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4.1. On the rank of matrices depending on deep structural parameters
In order to discuss the dimensionality of the problem, let us
consider the following. If the number k of endogenous forecast
errors is strictly larger3 than the number of equations n, it follows
that the maximal dimension of indeterminacy nS is strictly smaller
than the maximal dimension (k − nU ) > (n − nU ) = nS of
the kernel of the existence condition (5), i.e. the dimension of
indeterminacy according to Lubik and Schorfheide (2003).
Moreover, matrices depending on a low-dimensional vector of
deep structural parameters are not necessarily of full rank. As an
example consider the NK model analysed in Komunjer and Ng
(2011) which involves a so-called controllability matrix of dimen-
sion (8 × 24)whose rank is equal to three. Taking the possible rank
deficiencies in QU•5 and QS•5 into account is maybe the most
important one among themajor achievements of the paper by Sims
(2001). The respective SVDs of QU•5 and QS•5 are a useful tool
for analysing them. On the one hand, the rows of QU•5 might be
linearly dependent which implies a relatively higher dimensional
kernel. On the other hand, linearly dependent rows in QS•5 imply
a relatively smaller dimension of indeterminacy.
In the applications described in Lubik and Schorfheide (2003)
and Farmer et al. (2015), these rank deficiencies do not occur
firstly because of the small number of deep structural parameters
relative to the dimension of their models, and secondly because
of implicit and explicit rank restrictions on certain matrices. The
first point is exemplified by the determinate solution in Lubik and
Schorfheide (2003) with two endogenous variables and one shock
which is parametrised by three parameters. As an example of an
implicit rank assumption, note that both Lubik and Schorfheide
(2003) and Farmer et al. (2015) invert thematrix3UU , see equation
(12) in Farmer et al. (2015) and Eq. (7) in Lubik and Schorfheide
(2003). Assuming invertibility of this matrix is equivalent to as-
suming invertibility of 00 in Sims’ canonical form. An explicit rank
assumption in Farmer et al. (2015) is the definition of a regular
indeterminate equilibrium on page 21 in Farmer et al. (2015)
which requires that each selection of nU columns of the (nU × k)-
dimensional matrix QU•5 is non-singular.
4.2. Internal and external dimension of indeterminacy
Despite making stronger (implicit or explicit) rank as-
sumptions, the contributions of Lubik and Schorfheide (2003)
and Farmer et al. (2015)4 are important for the analysis and
understanding of indeterminate equilibria. This article can be
interpreted as an extension in the following sense. On the one
hand, the papers mentioned above focus on indeterminacy at the
causal and stable modelling stage. They are concerned with the
internal characteristics5 of an LREmodel and thus analyse internal
indeterminacy. This article, on the other hand, focuses on the
observable consequences of indeterminacy, i.e. on the external
characteristics of an LREmodel and in particular on the observable
consequences of indeterminacy.
3 Note that Sims’ canonical form allows for this case; it covers more general
models than LRE or DSGE models.
4 Note that Farmer et al. (2015) mention in their equation (17) that a solution
might still be unique even when the existence condition is satisfied by multiple
candidates.
5 For precise definitions of internal and external characteristics of an econometric
model see Deistler and Seifert (1978).
4.3. Other approaches and algorithmic implementation
In order to broaden the perspective of this article, it is men-
tioned here that while there are many alternative algorithms that
work in case of a unique solution, there is considerable variation in
practice as to what to do under indeterminacy.6
The article King andWatson (1998), for example, imposesmin-
imal conditions (equivalent to the assumption by Sims (2001) that
there be no coincident zeros in the QZ-decomposition) on the rank
of thematrices involved in their canonical form. In contrast to Sims
(2001), however, the condition for existence and uniqueness is
neither stated as a theorem nor is it minimal: King and Watson
(1998) require that a certain (sub-)matrix be square and invert-
ible. Inspection of the associated algorithmic implementation7 in
MATLAB shows that an exception is thrown when the equilibrium
is indeterminate.
The model in Al-Sadoon (2017) contains, in the same way
as Anderson and Moore (1985), a finite number of leads and lags
of endogenous variables. In contrast to the latter paper, however,
the former one also includes conditional expectations and treats
the impact of different conditioning sets in the conditional expec-
tations. Even though Al-Sadoon (2017) characterises existence,
uniqueness, and non-uniqueness elegantly with partial indices of
certain polynomial matrices, there is no algorithmic implemen-
tation as in Farmer et al. (2015), Lubik and Schorfheide (2003),
or Sims (2001). Moreover, Sims’ canonical form allows, e.g., for
perception variables, and is more general than the one in Al-
Sadoon (2017).
Under the condition that the dimension of the kernel of the ex-
istence condition coincides with the dimension of indeterminacy,
the Dynare, see Adjemian et al. (2017), implementation by Farmer
et al. (2015) provides a convenient way to parametrise solutions
pertaining to indeterminate equilibria.
5. Conclusion
This article characterises the observable extent of non-
uniqueness of stable and causal solutions of the LRE model (1).
Moreover, it shows that some LRE models are classified as in-
determinate by Lubik and Schorfheide (2003) even though they
entail the same observable outcome. Thus, the correct region of
indeterminacy is sometimes smaller than the one obtained by
Lubik and Schorfheide (2003).
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