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In 1956. R. Penrose studied best-approximate solutions of the matrix equation 
AX = B. He proved that A ‘B (where A + is the Moore-Penrose inverse) is the 
unique matrix of minimal Frobenius norm among ail matrices which minimize the 
Frobenius norm of AX-B. In particular. A + is the unique best-approximate 
solution of AX = I. The vector version of Penrose’s result (that is, the fact that the 
vector A ‘b is the best-approximate solution in the Euclidean norm of the vector 
equation .4.x = b) has long been generalized to infinite dimensional Hilbert spaces. 
In this paper, an infinite dimensional version of Penrose’s full result is given. We 
show that a straightforward generalization is not possible and provide new extremal 
characterizations (in terms of the Hermitian order) of A’ and of the classes of 
generalized inverses associated with minimal norm solutions of consistent operator 
equations or with least-squares solutions. For a certain class of operators, we can 
phrase our characterizations in terms of a whole class of norms (including the 
Hilbert-Schmidt and the trace norms), thus providing new extremal charac- 
terizations even in the matrix case. We treat both operators with closed range and 
with not necessarily closed range. Finally, we characterize A + as the unique inner 
inverse of minimal Hilbert-Schmidt norm if lIA + 11: < co. We give an application of 
the new extremal characterization to the compensation problem in systems analysis 
in infinite-dimensional Hilbert spaces. 
1. INTRODUCTION AND PRELIMINARIES 
In this paper, we will give several new extremal characterizations of the 
Moore-Penrose generalized inverse of a closed or bounded linear operator 
between Hilbert spaces. In order to make the paper reasonably self- 
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contained, we first review some basic properties of generalized inverses of 
linear operators between Banach or Hilbert spaces. For a systematic 
treatment of generalized inverses and their properties in an operator-theoretic 
setting, we refer to Nashed and Votruba [9]. For an extensive annotated 
bibliography on theory and applications of generalized inverses. see [8]. 
Let X and Y be Banach spaces and T be a densely defined closed linear 
operator from X into Y. We assume that the nullspace of T. N(T), has a 
topological complement M. and the closure of the range of T, R(T). has a 
topological complement S. By P and Q we denote the projectors onto N(T) 
and R(T), respectively, induced by these complements. We define the 
generalized inverse T:,, relative to these projectors as the unique linear 
extension of (TIM)-’ to R(T) i S such that N(T,i.,) = S. The closed and 
densely defined operator TJ*Q fulfills the following equations, which could 
also be used as a definition of Tp+,,a, if we take as the domain the maximal 
domain for which these equations have a solution. namely D(Ti.,) := 
R(T) + S: 
TT;,o T= T on D(T) (l-l), 
G.,TT,+., = TFT, on D( Tt ) (1.1): 
T;,,T=I-P on D(T) (1.11, 
TTi+s, = Q on D( Tf ). (l.l), 
Note that Ti,, is bounded if and only if R(T) is closed, in which case 
D(T+) = Y, and of course D(T) =X if and only if T is bounded. It follows 
from (1.1) that for JJ E R(T) $ S, Ti,, y is a solution of the “projectional 
equation” 
TX = QJ (1.2) 
and is the unique solution of (1.2) in M. The set of all solutions of (1.2) is 
given by 
T,+,ay + N(T). (1.3) 
Since every complemented proper subspace has infinitely many 
complements, T will in general have infinitely many generalized inverses. In 
Hilbert spaces, however, one choice of complements plays a distinguished 
role, namely orthogonal complements. If X and Y are Hilbert spaces and 
M= N(T)’ and S = R(T)’ (equivalently: P and Q are orthogonal 
projectors), the induced generalized inverse of T is called the Moore-Penrose 
inverse and denoted by T’. In this case, Eqs. (l.l)i and (l.l), and the 
statement, 
27 and T+T are symmetric, (1.4) 
409.‘82!2-I8 
568 ENGL AND NASHED 
uniquely characterize T’ : TT+ and Ti T are not self-adjoint, however, unless 
R(T) is closed or T is bounded, respectively. Thus, for the special case of a 
bounded linear operator T with closed range, Tt can be characterized by the 
“Moore-Penrose equations”: 
TT+T= T (1.51, 
T+TT+ = T+ (IS)? 
(TT+)* = TT+ (1*5), 
(?-+7-)* = T+T. (1.5), 
Penrose used these relations to define the generalized inverse of a matrix in 
[ 11 J. In a subsequent paper [ 121, he showed that this generalized inverse 
(which actually is equivalent o Moore’s “reciprocal” of a matrix [ 5 1) has 
the following extremal property: If A, X, and B are square or rectangular 
matrices with dimensions suitable for AX - B to be defined, then A ‘B can 
be characterized as the unique matrix X which minimizes (1 AX - B((, and for 
which I(XJI, is minimal among all minimizers. Here 11 I]* is the Frobenius 
matrix norm, i.e., Il(aii)]]: = Ci,j ~7;. For properties of the Frobenius matrix 
norm see, e.g., [3. 171. Two particular cases of Penrose’s result are of special 
interest: 
(i) If X and B are vectors (which we then denote by x and 6), A ‘b is the 
unique minimizer of ((Ax - b ]I2 with minimal Euclidean norm I]xIJZ. 
(ii) If B = 1, Penrose’s result gives a characterization of A ’ in terms of 
the (in general unsolvable) matrix equation AX = I. 
The first aspect has long been carried over to the Hilbert space setting (and 
in fact been discovered for closed operators by Tseng [ 181 even before 
Penrose’s paper): If A is a closed densely defined operator between Hilbert 
spaces, then for each b E D(A+), the set of least-squares solutions of Ax = b 
(i.e., the set of all minimizers of ([Ax - 611) is given by 
A +y + N(A), (1.6) 
while the best-approximate solution of Ax = b (i.e., the least-squares solution 
of minimal norm) is given by A ‘b. 
No infinite-dimensional nalogue of Penrose’s full result or its special case 
(ii) has been given so far. A straightforward generalization is not possible, 
since if A acts between infinite-dimensional Hilbert spaces, 11 AA ’ - 111, may 
be +co, where I] II2 is the analogue of the Frobenius matrix norm, namely the 
Hilbert-Schmidt operator norm. 
In this paper, we use a different kind of comparison between operators 
(involving the Hermitian order, see Section 2) to give an infinite-dimensional 
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version of Penrose’s Theorem. We show that our result can be formulated in 
terms of a large class of operator norms (including the Hilbert-Schmidt 
norm) in the case where these norms are finite. Thus, we also get, in the 
finite-dimensional case, new versions of Penrose’s result for matrix norms 
different from the Frobenius norm. 
We also consider the analogous problem involving XA - B instead of 
AX-B. 
We distinguish between two stages of “minimization,” namely of AX - B 
(or XA - B) and of X. This gives rise to characterizations of { 1, 3}- and 
( 1,4 }-inverses. We recall that a ( 1, 3 }- or a ( 1,4 }-inverse of an operator T is 
defined by equations (l.l), and (l.l), or (l.l), and (l.l)l, respectively, and 
that in the Hilbert space setting any { 1, 3}-inverse of T, applied to a 
J E R(T) $ R(T)‘, gives a least-squares olution of TX = y, while for a 
solvable equation Tx = J, each ( 1,4}-inverse of T, applied to I’, gives the 
solution of minimal norm. 
To fix the notation, throughout his paper let H, , H,, and H, be Hilbert 
spaces (either all complex or all real). For a linear operator A, we denote by 
D(A), N(A), and R(A) its domain, nullspace, and range, respectively. Let 
C(H,, H,) be the space of all densely defined closed linear operators from 
H, into H,, and L(H,, H,) be the space of all bounded (and everywhere 
defined) linear operators from H, into H,. For L(H,, H,) and C(H,, H,) we 
will write L(H,) and C(H,), respectively. 
2, ORDER RELATIONS BETWEEN OPERATORS 
A natural and well-known order on spaces of linear operators on a Hilbert 
space can be defined via the quadratic form associated with an operator. We 
will call this order “Hermitian order.” On the other hand, one can compare 
operators by the size of their norm. In this section, we will show that for 
certain operator norms (not including the uniform norm) there is a relation 
between the Hermitian order and the size of the operator norm. This relation 
will be used for specializing our general characterization of the 
Moore-Penrose inverse to classes where these operator norms are finite. 
DEFINITION 2.1. For T, S E L(H), we write T < S if for all ?c E H, 
(T-Y, .v) < (S-u, x). We write T < S if T < S and there is an x E H with 
(Tx, x) < (S-Y, x). We call < the Hermitian order. 
Remark 2.2. If H is a complex Hilbert space, Q is a partial order on 
L(H). For a real Hilbert space, < need not be antisymmetric. Nevertheless, 
the terms “smallest element” and “minimal element” can still be defined as 
for order relations. We will call T and S comparable if either T< S or 
S < T. 
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In [ 151, R. Schatten studied norms on spaces of compact linear operators 
that are defined as functions of the singular values of the operators. 
DEFINITION 2.3. Let T E L(H, , Hz) be compact. By a,(T) > a,(T) ... we 
denote the eigenvalues of 1 Tl := (FT)“*. where each eigenvalue is repeated 
according to its multiplicity. (If T has only finitely many, say n, nonzero 
singular values. we set a,,+,(T) = a,+z(T) = ... = 0.) Let $: [0, +oo)“‘+ 
[O. +co] be such that @(x,,s~ ,... ) < + co if only finitely many xi are 
nonzero. 0 is invariant under arbitrary permutations of its arguments and 
strictly monotonically increasing in each argument separately. The function 
11 Jim: L(H,. Hz) + (0. +co ] defined by 1) Tljm := d(a,(T). a,(T),...) for 
compact T, I/ TJI, := +co for noncompact T, will be called a Schatten-norm 
if its restriction to the space of compact operators fulfills the norm axioms 
with the possible exception that I)TJI, may be foe. 
Remark 2.4. For conditions on Q to generate a Schatten-norm see [ 151. 
Of special interest are the functions $,(a,, a*,...) := (x2, ap)‘i’p, which 
generate Schatten-norms for 1 <p < + co. We will use the symbol )I &, for 
I/ /Imp. It should be noted that the set (T: (I T/I, < + co } is exactly the space of 
operators of type Cp in the terminology of Pietsch ([ 131) (denoted by C,, e.g., 
in [ 14)); for p = 1 it consists precisely of all nuclear operators, for p = 2 of 
all Hilbert-Schmidt operators: II II, is the trace norm, jl II? the 
Hilbert-Schmidt norm, which in the finite-dimensional case coincides with 
the Frobenius matrix norm. 
PROPOSITION 2.5. Let T, SE L(H,, HJ be compact, II TI(, < + 00. If 
FT and S*S are comparable, then for every Schatten-norm I( II0 on L(H,) 
with I( TIJ, < co: 
(a) pT< s*so II Tll, < IISllo; 
@I F’T -c s*s 0 II TII, < IISllm. 
An analogous result holds with T;T and S*S replaced by TF and SS* 
throughout. 
Proof We first treat the special case d = q2 (Hilbert-Schmidt norm). Let 
(e.l: 1 E A ) be an orthonormal basis of H, and assume T*T< S*S. This 
implies for all II E A, 
so that 
IITd G lISe.~l127 
II Tll: = ,k;, II Te.J* < .tT, I/Se.~lI’ = Ilsllf. 
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If TFT < S*S, there is an .?i E H, with 116, I]= 1 such that ]I TF,I)’ < 11 SF,J*. 
By extending {P,} to an orthonormal basis {c,,: 1 E A } of H, and reasoning 
as above, we see that IIT(l: < IlSll~, since I(T(I, < + co. To prove the 
converse, we assume first that T*T < S*S. This implies the existence of an 
x E H, with I] Txll > IlSxll. Since PT and S*S are comparable, we can 
conclude that S*S < PT. Reasoning as above and using that (I Tllz < co, we 
can conclude that /IS]I, < (ITlIz. Thus, jITllz< IIS1I, implies PT<S*S. If 
I] TII? < llSllZ and for all xE H, we had I(Txll = IISx]], this would imply 
T*T> S*S and thus by (a), 11 Till > IIS]lz. Thus IIT(lz < I/S/l1 implies 
PT < S*S. This concludes the proof for the special case @ = $?. We now 
use this intermediate result to show 
irxT < S*S o for all n, a,(T) ,< a,(s) (2.1) 
and 
T*T < S*S o r*T< S”S and for some n, 
a,(T) < ~,W 
(2.2) 
It is well known (see, e.g., [ 15, p. 211) that the singular values can be 
characterized by a variational principle, namely 
a,(7’) = inf(sup(T*Tx, x)}, (2.3) 
where the infimum is taken over all (n - 1)-dimensional subspaces M of H, 
and the supremum over all x E ML with ]lx]l = 1. If r*T< S*S, (2.3) 
implies a,(T) < a,(S) for all n. Conversely, suppose that a,(T) <a,(S) for 
all n. Then I] Tlli = C,“=, an(T)* < /IS 11’2, which by the first part of the proof 
implies T*T < S*S. Thus (2.1) holds. The proof of (2.2) is analogous. 
It follows from (2.1) and the assumption that PT and S*S are 
comparable that either for all n, a,(T) <a,(S), or for all n, a,,(S) < a,(T). 
Thus (2.1) and (2.2) imply the conclusions. Since an operator and its adjoint 
have the same nonzero singular values (see, e.g., [4, p. 262]), PT and S*S 
can be replaced by TT” and SS*. 1 
Remark 2.6. For a complex Hilbert space H, the Hermitian order on 
L(H) is a partial order (see, e.g., [2]), which need not be true if H is a real 
Hilbert space. However, also for a real Hilbert space H, we still have the 
property 
T’T<S*S and S*S< r*T+ T;T=S*S. (2.4) 
Indeed, the assumptions of (2.4) imply I] Txll = IISxll for all x E H. An 
application of the polarization identity then yields (PTx, y) = (S*Sx, y) 
for all x, y E H and thus T*T= S*S. 
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It should also be noted that Proposition 2.5 is not true with (1 IJO replaced 
by the (uniform) operator norm. To see this, let Z-Z, = H, = R’, A = (i y) and 
B E (i ‘j). Then A *A ( B*B, but IJA I( = 11 B 11, where I( 11 is the uniform norm, 
i.e., the spectral matrix norm. 
3. NEW EXTREMAL CHARACTERIZATIONS OF GENERALIZED INVERSES 
In this section we will first give a characterization of all ( 1, 3}-inverses of 
a closed densely defined or bounded linear operator in terms of a minimum 
problem with respect to the Hermitian order. Using an additional minimum 
problem with respect to the Hermitian order, we then characterize the 
Moore-Penrose inverse among all ( 1, 3}-inverses. In a similar way, we 
characterize all ( 1.4)~inverses and among them the Moore-Penrose inverse. 
By combining the results of this section with Proposition 2.5, we obtain 
extremal characterizations in terms of Schatten-norms for classes of 
operators for which these norms are finite. In the finite-dimensional case, we 
recover Penrose’s result for the Frobenius norm and also analogous results 
for other matrix norms, namely all Schatten-norms. It should be stressed 
again, however, that the spectral norm (i.e., the operator norm induced by 
the Euclidean vector norm) is not among them. 
Throughout this section, let A be an element of C(H,, Hz) with closed 
range. We treat the case of a non-closed range in the next section. Let 
BE L(H,, H,). We will characterize A+B by minimizing an expression 
involving AX- B, where X is allowed to vary in 
Z(A) := {X E L(H,, H,): R(X) E D(A) and AX bounded}. (3.1) 
This is an appropriate domain of variation for X, since AA ’ is bounded. If A 
is bounded, then of course Z(A) = L(H,, H,). Two special cases are of 
particular interest: If H, = R, X and B can be identified with vectors in H, 
and H,, respectively; in this case our criterion reduces to the well-known 
characterization of A +ZJ as best-approximate solution of Ax = b 
(Corollary 3.6). If H, = H, and B = I, our criterion gives an extremal 
characterization of A+ in terms of operators between H, and H, 
(Corollary 3.2). For certain classes of operators, e.g., Fredholm operators, 
this characterization involves minimizing IJAX - Ill, for any Schaetten-norm 
11 [IO (Corollary 3.3). This minimum is of course zero if A is invertible. 
THEOREM 3.1. Let F: Z(A) -+ L(H,) be dejked by 
F(X) := (AX - B)*(AX - B). (3.2) 
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Then the set 
{F(X): XE Z(A)} (3.3) 
has a smallest element F, with respect to the Hermitian order on L(H,). Let 
Y:={XEZ(A):F(X)=F,}. ThenXE.Xifandonfyif 
AX = QB, (3.4) 
where Q is the orthogonal projector onto R(A). Furthermore, the set 
(X”X:XE..#q (3.5) 
has a smallest element F, with respect to the Hermitian order on L(H,); the 
unique X E, rY with X*X = F, is X = A + B. 
Proof. Let XE Z(A) and x E H, be arbitrary, but fixed. Then 
(F(X)x,x) = IlAXx - Bxll’h 1IQB.y - Bxll’ = IIAA+Bx - Bxll’ = 
(F(A+B)x, ?c), since QBx is the closest point to Bx in R(A). Because of the 
uniqueness of closest points, equality holds if and only if AXx = QBx. This 
shows that 
F(X) > F(A+B) =: F, (3.6) 
and that X E A if and only if (3.4) holds. Since Q = AA +, this is equivalent 
to 
X=A+B + I’, (3.7) 
where VE L(H,, H,) with 
R(V) IN. (3.8) 
Now we have N((A+B)*) = R(A+B) c R(A+) E N(A)‘, which together with 
(3.8) implies 
(A+B)*V= 0. (3.9) 
Thus. we have for every XE-.X 
X*X = (A +B)*A + B + v* I’, (3.10) 
so that 
(A+B)*A+B <x*X (3.11) 
with equality if and only if V= 0. The conclusion follows now from 
(3.7). I 
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COROLLARY 3.2. Let H! = Hz and F be defined as in Theorem 3.1 with 
B = I. Then the minimizers of F in Z(A) are precisely the ( 1. 3}-inverses of 
A ; among them A ’ is characterized as the unique minimizer of X*X. 
COROLLARY 3.3. Assume that R(A) hasJinite codimension. Let 11 I/* be a 
Schatten-norm on L(H,). and let I be the ident@ operator on Hz. Then, the 
{ 1, 3 J-imerses of A are precisely those X E Z(A) for which 
IlAX- N$ (3.12) 
is minimal. Among them, A + is characterized as the unique minimizer of 
x*X (with respect to the Hermitian order on L(H,)). 
ProoJ We only have to show that the minimizers of I/AX-III, and of 
(AX - I)*(AX - I) coincide. But this follows from Proposition 2.5 and the 
fact that llAA+ - III, < +oo. 1 
COROLLARY 3.4. For an m x n-matrix X, let a,(X), a,(X),..., a,(X) 
(r < min (n, m)) denote the non-zero singular values of X. Let A be an 
m x n-matrix, I,,, the m x m-identity matrix, p and q real numbers 21. Then 
the ( 1, 3 }-inverses of A are exactly the m x n-matrices X for which 
5‘ ai(AX - I,)p (3.13) 
is minimal. Among those minimizers, A f is characterized as the unique X for 
which 
y 4X>” (3.14) 
is minimal. 
Remark3.5. The expressions in (3.13) and (3.14) equal J/AX-1,/I, and 
(JXIJ,, respectively, for p = q = 2, where (I IJZ is the Frobenius matrix norm. 
Thus Corollary 3.4 (which can obviously also be formulated analogously in 
the more general form of Theorem 3.1 involving AX - B instead of AX - I,) 
contains Penrose’s Theorem [ 121 and generalizes it to other matrix norms. 
By taking H, = IR in Theorem 3.1, we finally obtain the following well- 
known result. 
COROLLARY 3.6. The least-squares solutions of Ax = b coincide with the 
solutions of Ax = Qb, where Q is the orthogonal projector onto R(A). The 
best-approximate solution of Ax = b is given by x = A+b. 
Now we replace the equation AX-B by XA -B (with B E L(H,, H3)) 
and carry out a similar analysis to characterize ( 1, 4}-inverses and A ‘. The 
criteria obtained will involve operators of the type XX* instead of X*X. The 
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following example shows that this difference is essential in connection with 
Hermitian order: 
Then S*S < T*T, but SS* and TT” are not comparable. 
For simplicity, we assume that A is bounded (and everywhere defined). 
Also, we still assume that R(A) is closed. We make some remarks about the 
general case in the next section. 
THEOREM 3.7. Let A E L(H,, H,) haue closed range, B be in L(H, , H,), 
G: L(H2, H3) + L(H,) be defined by 
G(X) := (XA - B)(XA -B)*. (3.15) 
Then the set 
{G(X):XE LW,,H,)l (3.16) 
has a smallest element G, with respect to the Hermitian order on L(H,). Let 
.M:= (XE L(H,, H3) : G(X) = G,}. XELX ifand only if 
XA = B(I - P), (3.17) 
where P is the orthogonal projector onto N(A). Furthermore, the set 
(xx* : x E M} (3.18) 
has a smallest element G, with respect to the Hermitian order on L(H,); the 
unique XEM with Xp = G, is X= BAt. 
ProoJ We apply Theorem 3.1 with A, B, and X replaced by A*, B”, and 
X”. -which is possible since R(A*) is closed. With the notation of 
Theorem 3.1 we then have Z(A*) = L(H,, H,) and 
F(X*) = G(X). (3.19) 
By Theorem 3.1, X* minimizes F if and only if A*X* = &I*, where 0 is 
the orthogonal projector onto R(A*) = N(A)‘. So 0 = I- P and X 
minimizes G if and only if A*X* = (I- P)B* or, equivalently. XA = 
B(I-- P). Among all minimizers, XX* = (X*)*X* is minimal by 
Theorem 3.1 if and only if X* = (A*)‘B* or, equivalently, X= BA’ (note 
that (A*)+ = (A+)*). i 
Corollaries analogous to those given after Theorem 3.1 hold again. since 
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T*T can be replaced by Tr” in Proposition 2.5. The analogue to 
Corollary 3.4, e.g., reads as follows. 
COROLLARY 3.8. Let A E L(H,, HZ) be a semi-Fredholm operator (in 
the sense used in 1161). Let I/ IJrn b e a Schatten-norm on L(H,), and I be the 
identity operator on H,. Then the (1,4)-inverses of A are precisely those 
X E L(H, . H,) for which 
II ~4 - Ni, (3.20) 
is minimal. Among them. A + is characterized as the unique minimizer of 
XX* (with respect o the Hermitian order on L(H,)). 
It is now obvious how to characterize (I, 4)-inverses and the 
Moore-Penrose inverse of a matrix in a way analogous to Corollary 3.4 with 
AX-I, replaced by XA - I,. 
Remark 3.9. If the minimization of X*X is replaced by the minimization 
of a Schatten-norm of X. the result does not hold unless dim H, < +co. 
Indeed. by Proposition 2.5 A + would then have finite Schatten-norm and 
hence be compact. which would imply the compactness of the identity 
operator on H,. Similarly, the minimization of XX* can be replaced by the 
minimization of a Schatten-norm of X only if dim H, < +co. This shows 
that a straightforward generalization of Penrose’s result is not possible. 
We conclude this section by an application to a problem in linear systems 
design in finite dimensions. Suppose we have an ordered k-tuple of n- 
dimensional “input” vectors and want to design a linear system (i.e., find a 
matrix X of suitable dimensions) which transforms this input into an ordered 
k-tuple of m-dimensional “output” vectors which are as close as possible (in 
the Euclidean norm) to a given (desirable) output string. Among all possible 
matrices. we want to find one with minimal Frobenius norm. The solution of 
this problem is given by the following result. 
COROLLARY 3.10. Let a, ,..., ak E IR”, 6, ,..., 6, E iR”‘. Then there is a 
unique m x n-matrix C = (c,) with minimal Frobenius norm which minimizes 
(3.21) 
This unique matrix is given bJ7 
C = (b, ,..., b,)(a, ,..., u/J+. (3.22) 
where (b, ,..., bk) and (a, ,..., ak) are the matrices whose column vectors are 
b L . . . . . b, and a, ,..., akr respectively. 
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4. REMARKS ABOUTTHE CASE OF NON-CLOSED RANGE 
Throughout this section, let A be an element of C(H, , Hz) or L(H,, H,) 
with not necessarily closed range, and let B E L(H,, H,). If we want to 
characterize A ‘B in a way similar to Theorem 3.1, then, among’other things, 
we certainly have to alter the set over which the minimization takes place, 
since A + is unbounded if R(A) is not closed, and so A +B in general will not 
be an element of the set Z(A) defined in (3.1). However, AA + is a bounded 
densely defined operator and can therefore be uniquely extended to an 
operator in L(H,). Therefore it seems reasonable to carry out the 
minimization over a set of closed, densely defined linear operators such that 
R(X) E D(A) and AX is bounded. In order to compare X to A ‘B properly, 
we should only consider such X for which 
D(X)n(yEH,:Bq,ED(A+)} (4.1) 
is dense in H,. But even then we cannot expect the eventual minimizer X to 
be unique unless we prescribe the domain. For all these reasons, we assume 
that B is such that 
D(A+B):=(yEH,:BqrED(A+)=R(A)/R(A)L} (4.2) 
is dense in H, and we choose the set of operators over which the 
minimization takes place to be 
.?(A) := (XE C(H,, H,) : D(X) = D(A +B), R(X) c D(A), 
and AX is bounded}. (4.3) 
Note that this definition does not depend on prior knowledge of A +, since 
D(A ‘B) can be described without the use of At (see (4.2)). 
For a densely defined bounded linear operator T, we denote by r its 
unique extension to an everywhere defined bounded linear operator. With 
these preliminaries, we obtain the following analogue to Theorem 3.1. 
THEOREM 4.1. Let F: z(A) + L(H,) be defined by 
p(X) := (AX - B)*(Ak - B). (4.4) 
Then the set 
(F(X) :XE Z(A)} (4.5) 
has a smallest element FO with respect to the Hermitian order on L(H,). Let 
,K?:=(XE~(A):~(X)=~~}. ThenXEJifandonlyif 
AX=QB on D(A+B), (4.6) 
578 ENGL AND NASHED 
where Q is the orthogonal projector onto R(A). Furthermore, for all 
bE D(A+B), the set 
{liXb/l :XE. #} (4.7) 
has a smallest element f(b). There is a unique X E -# such that for all 
b E D(A + B) 
llxbll =f(b) (4.8) 
holds, namely 
X= A+B. (4.9) 
Proof We proceed along the lines of the proof of Theorem 3.1. Let 
X E z(A) and ?c E H, be arbitrary, but fixed, and {x,} be a sequence in 
D(A’B) converging to x. We see as in the proof of Theorem 3.1 that for all 
II E i-4, 
(F(X) x,, x,,) > @(A + B)x, , x,,). (4.10) 
But, by definition of AX, this implies 
(F(X) x, x) > (&4 +B)x, WY>, (4.10) 
and thus 
p(X) >F(A+B) =: F,,. (4.11) 
Analogously to the proof of Theorem 3.1 (and using a limit process as 
above) we see that X E ,# if and only if (4.6) holds. But since Q = AA+ on 
D(A +), (4.6) is equivalent to 
X=A+B+ V on D(A +B), (4.12) 
where V is a linear operator with 
R( I’) c N(A). (4.13) 
Since R(A+) c N(A)‘, this implies that for all b E D(A+B) and X E L#, 
llXbl/2 = IIA+Bbll’+ II Vbll’ (4.14) 
with equality for all b only if X = A ‘B. m 
Remark 4.2. Theorem 4.1 reduces to Theorem 3.1 if R(A) is closed. To 
see this, we note that because of the Closed Graph Theorem, the set .?(A) 
defined in (4.3) reduces to Z(A) of (3.1). The minimum condition in 
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Theorem 4.1 formulated in terms of llXb/l is equivalent to the condition 
involving X*X in Theorem 3.1. The reason that we did not use a condition 
involving X*X in Theorem 4.1 is that the equality (x*X6, b) = IIXbll’ need 
not hold for all b E D(X), since by a theorem of von Neumann (see, e.g., 
14. p. 275]), D(X*X) is always dense in D(X) for XE C(H,, H,); but these 
two domains need not coincide. This would make it very inconvenient to 
deal with the Hermitian order among operators of the form X*X. 
Theorem 4.1 implies corollaries analogous to those of Theorem 3.1. In 
particular. we can obtain a characterization of At (by setting H, = H, and 
B = 1) analogous to Corollary 3.2 and of all least-squares solutions and the 
best-approximate solution of A?c = b (for 6 E R(A) i- R(A)‘) analogous to 
Corollary 3.6. 
With techniques analogous to those employed so far in this section, it is 
also possible to obtain a version of Theorem 3.7 for A E C(H,, Hz) and/or 
R(A ) non-closed. 
Remark 4.3. The results of this section apply to the following problem in 
systems analysis (for a general reference about systems analysis, we refer to 
1191): Consider a linear system consisting of two linear subsystems 
connected in series whose input-output maps are X and A, respectively. With 
A fixed. we want to design X in such a way that the input&output map of the 
overall system is as “close” as possible to a desired map B. In particular. 
suppose that A. B, and X are Volterra integral operators with square- 
integrable kernel matrices K,4, KB, and K,, respectively: for example. let 
A: L$([O, 11) + Li([O, 11) be defined by 
(Ax)(t) := ff K.,(t. s) x(s) ds. 
-II 
(4.15) 
where each K,(t, s) $-an m x n-matrix. Then. 
.I .I 
IW-BII:=jo 1, trace{ [K,(f, s) - KR(f, s)]*[K,(t. s) - KB(f, s)]} dt ds. 
where K,(t,s)=r:K,~(t.r)K,(r,s)dr for s<t and K,(t,s)=O for s>l. 
Thus, choosing X to satisfy (4.6) is tantamount to approximating the desired 
impulse response as closely as possible (in the L2-sense); since this is a 
criterion frequently used in systems design, our results provide an operator- 
theoretic framework for the question addressed here. 
Operators as those considered above typically arise in systems theory in 
the treatment of linear differential systems, where the kernel matrix can be 
calculated from the transition matrix whose elements have a physical inter- 
pretation as responses to appropriate inputs. 
Note that the problem of systems design considered here is to be 
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distinguished from the problem of determining an input to a linear time- 
invariant system so that the actual output is a close as possible to a desired 
output in the L*-norm (see, e.g., [lo]). Both of these problems are ill-posed. 
The results of this paper also have relevance to other types of operator 
networks, not all of which give rise to ill-posed problems (consider, e.g., the 
case where A is a suitable differential operator). 
5. RELATIONS TO GENERALIZED INVERSES 
IN A DIFFERENT SETTING 
Throughout this section, let A be an element of L(H,, HZ) with closed 
range. For any Hilbert space H,, there is a bounded linear operator A’ from 
L(H,, H,) into L(H,. H,) induced by A in the following way: 
K:L(H,.H,)+L(~~,,HJ 
X+AX. 
(5.1) 
It is now of interest to see if A’, as an operator between the Banach spaces 
L(H,, H,) and L(H,, H,), has a generalized inverse and, if so, to relate it to 
AC. 
LEMMA 5.1. Let 2 be defined by (5.1). Then N(A) = (XE L(H,, H,): 
R(X) s N(A)} and R(x) = (YE L(H,, H,):R(Y) G R(A)} are compfemenfed 
subspaces of L(H,, H,) and L(H,, H,), respectively. If 
M:= (XEL(H,.H,):R(X)cN(A)i) (5.2) 
and 
S:= (YEL(H,,H,):R(Y)gR(A)-}, (5.3) 
then 
and 
L(H,,H,)=R@)@S. (5.5) 
Proof The claimed representation of N(A) and the fact that 
R(A)c (Y: R(Y) G R(A)} are obvious. Let YE L(H,, H,) be such that 
R(Y)gR(A). Then Y=A(A+Y), and A+YEL(HJ,H,), so that YER@). 
Thus, the claimed representation of R(A) is established. 
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Clearly, 
N(K)nM= (0) (5.6) 
and 
R(ii)nS= (01. (5.7) 
We show that 
L(H,,H,)=N(J)fM (5.8) 
and 
(algebraically). 
L(H,,H,)=R@)+S (5.9) 
For any X E L(H,, H,), we have X= A +AX + (I -A +A)X, where 
A+AXE M and (I- A+A)XE N(l). This proves (5.8). Similarly, for any 
YEL(H,,H,),wehave Y=AA+Y+(I--AA+)Y,whereAA+YER(&and 
(I- AA+)YE S. Thus (5.9) holds. Finally, all the spaces N(z), M, R(x), 
and S are closed. This fact together with (5.6)-(5.9) implies (5.4) and 
(5.5). I 
We denote by P’ the projector from L(H,, H,) onto N(A) induced by (5.4) 
and by Q the projector from-L(H,, H,) onto R(J) induced by (5.5). Note 
that p and Q are continuous. The next result relates the Banach space 
generalized inverse xz,o and the Moore-Penrose inverse A+ of A in the 
Hilbert space setting. 
THEOREM 5.2. With the notation of this section, we hatle for all 
YEL(H,,H,), 
&Y=A+Y. (5.10) 
Proof We show that the operator 
Z:L(H,,H,)+UH,,H,) 
Y-+A+Y 
(5.11) 
fulfills Eqs. (l.l),-(l.l),. Let YEL(H,,H,) and XEL(H,,H,) be 
arbitrary, but fixed. By P and Q we denote the orthogonal projectors onto 
N(A) and R(A) in H, and. H,, respectively. Then we have: AZY = XA ‘Y = 
AA+ Y = QY = &Y, as can be seen from the proof of Lemma 5.1. Thus, Z 
fulfills (1. l)4. Similarly, ZkY = A +AX = (IH, - P)X = (ILCH,,H,b - P)x, 
which shows that (l.l), holds. Finally, ZkZY = ZQY = A+QY = A+ Y = ZY 
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and AZ,&Y=AA+AX=AX=L&, so that (l.l)? and (l.l), hold. Thus 
z =/i&p which implies (5.10). 1 
Remark 5.3. If H, = Hz, we have as a special case of Theorem 5.2 that 
A’=‘&& 
Remark 5.4. If we assume that H, , H,, and H, are finite-dimensional. 
then L(H,, H,) and L(H,. H,) can be given a Hilbert space structure by 
setting (A, B)? := trace (A*B). Note that the generated norm is exactly the 
Frobenius norm. Thus Penrose’s Theorem in [ 121 implies that the following 
relation between A + and the Moore-Penrose inverse J+ of the operator A’, 
considered as a bounded linear operator between the Hilbert spaces 
L(H,. H,) and L(H,,H?), holds: For every YEL(H,,H& A’Y=J+Y. 
Thus the generalized inverse of A’ in this Hilbert space setting coincides with 
the Banach space generalized inverse Ai.0, 
6, EXTREMAL CHARACTERIZATION 
OF A+ AMONG ALL INNER INVERSES 
The Moore-Penrose inverse of a matrix A can be distinguished among all 
matrices B which satisfy ABA = A as the unique matrix of minimal 
Frobenius norm (see [ 1, 121). In this section we give an extension of this 
result to operators. Throughout this section let A E L(H,) H,) have a closed 
range. An operator B E L(H,, H,) is said to be a (bounded) inner inverse 
(or { 1 }-inverse) of A if ABA = A. By .?‘(A) we denote the set of all bounded 
inner inverses of A. Note that the set cT(A) is a closed linear manifold in 
L(H,. H,) containing A’. For properties and characterizations of inner 
inverses, see [7]. The following representation of .?‘(A) can be easily 
deduced: 
LEMMA 6.1. A bounded linear operator G is in J(A) if and only ifit has 
the following representation: 
G=A++U(Z-AA+)+(I-A+A)V, 
where U and V are arbitrary linear operators. 
Before we use this lemma to characterize A+ as the unique element of 
-r(A) with minimum Hilbert-Schmidt norm, if ,7(A) contains a 
Hilbert-Schmidt operator, we show by an example that A ’ cannot be 
characterized as the element where either G*G or GG* assumes a minimum 
for G E T(A) with respect to the Hermitian order, as one might suspect in 
view of the results of Section 3. 
EXTREMAL CHARACTERIZATIONS OF GENERALIZED INVERSES 583 
Let 
and 
Then A ’ = A and AGA = A. But 
G*G-(A+)*A+= 
and 
GG*-A+(A+)*= 
Let S denote the space of all Hilbert-Schmidt operators on Hz into H, 
with the inner product 
(A, B)Z := $ (Ae,, Be,) = trace(B*A), 
where (ek} is a complete orthonormal system, and the induced norm 
]/A ]I2 := (trace A*A)“‘. 
The definition of (A, B)* is independent of the special choice of ( ek} (see, 
e.g.. [4] or [ 141). The set 3’(A) CT S is a closed convex subset of S. Now the 
function X -+ ]] AXA - A )I is continuous with respect to the operator norm 
and hence continuous in the Hilbert-Schmidt norm on the domain space (see 
141). 
Thus if 
3’(A) n S # 0. (6.1) 
this set has a unique element of minimal Hilbert-Schmidt norm. If we 
set trace(B*B) = ]]B]lz = co for B E L(H,, H,)\S, in accordance with 
Definition 2.3, this unique minimizer is the element of minimal 
Hilbert-Schmidt norm in all of .7(A). From here on, we assume that (6.1) 
holds. Otherwise, it would not make sense to look for an inner inverse of 
minimal Hilbert-Schmidt norm. 
THEOREM 6.2. If A E L(H,, H,) has a closed range and if (6.1) holds, 
then A+ is the unique inner inverse of minimal Hilbert-Schmidt norm. 
409!8212-I9 
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ProoJ By Lemma 6.1, the general form of an inner inverse of A is given 
by 
where 
G=A+ + U(Z-Q)+PV, (6.2) 
Q:=AA+ and P:=I-A+A. (6.3) 
Write G*G =: f(U, V). Then a necessary condition for (LI, v) to minimize 
trace [f(U, v>] is that the partial derivatives of trace [f(U, I’)] vanish at 
(V, V). Since the trace is a linear functional, it commutes with the operation 
of taking partial derivatives, and so the necessary condition for the minimum 
is that 
trace ilG*G av (H) = trace av GG* (K) = 0 (6.4) 
at (U, V) for all H and K. (See [6] for aspects of partial derivatives in 
abstract spaces and operational properties that are needed.) It should be 
noted that we have used the fact that trace (GG*) = trace (G*G) to write the 
second term in (6.4) in a form that is more tractable for the manipulations to 
follow (for a reason similar to the remark following Corollary 3.6). 
Using (6.2) it is easy to show that 
F (H) = (PH)*G + G*PH 
= H*PG + (H*PG)* 
and hence 
trace F (H) 1 = 2 ]trace(H*PG)]. 
Thus the first condition of (6.4) reduces to trace (H*PG) = 0, which, noting 
that PA + = d, reduces to 
trace H*P(U(Z - Q) + V) = 0 (6.5) 
for all H. 
Similarly the second part of (6.4) and the fact that A+(Z - Q) = 0 yield 
trace K*(U + Pv)(Z - Q) = 0 (6.6) 
for all K. Let H be arbitrary and choose K = PH. Then (6.6) takes the form 
trace H*P(U + v)(Z - Q) = 0 for all H. (6.7) 
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Subtracting (6.5) from (6.7) we get 
trace H*PV(Z - Q) = trace H*PV. 
Rewriting (6.6) with H instead of K and using (6.8) we get 
trace H*(U - UQ + PV) = 0 for all H, 
(6.8) 
which implies U(Z - Q) + PV = 0. From (6.2) it then follows that the 
minimizer is A +. I 
COROLLARY 6.3. Let A E L(H,, H,) have a closed range. Then A has a 
Hilbert-Schmidt inner inverse if and only if A ’ is Hilbert-Schmidt. Thus, A 
has a Hilbert-Schmidt inner inverse if and only if dim R(A) < + 00 and 
codim N(A) < +a~. 
Finally we remark that an alternate proof of Theorem 6.2 can be partly 
based on the variational or extremal characterization of orthogonal 
projectors in Hilbert space. Noting that 3(A) is a translate of a closed 
subspace, it follows that X,, E s’(A) n S is of minima1 norm if and only if 
X0 is orthogonal to Z(A) n S, i.e., 
(G-&,&),=0 for all GET(A)nS. (6.9) 
This equation is equivalent o (6.4). Therefore, the rest of the manipulation 
is the same as in the proof of Theorem 6.2. However, if one wishes to verify 
rather than deduce that A+ is the inner inverse of minima1 Hilbert-Schmidt 
norm, the manipulations implify considerably. 
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