Abstract-In metaheuristic optimization, understanding the relationship between problems and algorithms is important but nontrivial. There has been a growing interest in the literature on techniques for analyzing problems and algorithm performance; however, the validity of the assumptions and implementation choices behind many techniques is often not closely examined. In this paper, we review some interesting theoretical properties regarding sampling techniques and distance metrics in continuous spaces. In particular, we examine the effect of using Euclidean distance in conjunction with uniform random sampling on the behavior of the Dispersion metric. We show that the current methodology employed for the estimation of dispersion has important flaws, and we propose and evaluate modifications to improve the methodology. The modifications are simple and do not add significant complexity or computational effort to the methodology.
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I. Introduction
I N EVOLUTIONARY and metaheuristic optimization, the fitness landscape metaphor is widely used to understand both the relationship between algorithms and problems, and the nature of the problems themselves. When the cardinality of the search space S is large or infinite (e.g., continuous problems), fitness landscape analysis is typically performed using random, statistical, or other sampling methods to obtain points of interest and/or their fitness values. A measure of distance between points on a landscape is also fundamental to many techniques. However, the relationship between sampling strategy, distance metric, the quantity being estimated, and problem factors (e.g., the dimensionality of S) is usually ignored.
In this paper, we are interested in how the interaction of the sampling strategy and distance metric may affect the behavior of continuous landscape properties, particularly as dimensionality increases. Section II reviews the sampling methodologies and distance metrics commonly used in continuous landscape analysis. In addition, known theoretical results with interesting implications on certain continuous problem properties are discussed. In Section III, we present a case study to investigate the effect of the sampling method and distance metric on dispersion, a landscape property proposed in continuous spaces. Three improvements to counteract the negative effects of the sampling method and distance metric on dispersion are discussed, implemented, and evaluated in Section IV. Discussion and conclusions are given in Section V.
II. Sampling Methodologies and Distance Metrics
Enumeration of the search space of an optimization problem may be infeasible for a number of reasons. In the continuous scenario, the search space can never be enumerated as there is (assuming infinite precision) an infinite number of solutions. Assuming a certain level of precision, the search space may still be far too large to enumerate (and this is also often the case for discrete problems). Hence, many landscape analysis techniques are based on a sample of the solutions and/or their respective fitness values. Common sampling methodologies include sampling from an assumed distribution (typically uniform and independently and identically distributed over variables), random walks, Latin hypercube design, space filling techniques, and algorithm trajectories [1] , [2] . Choosing an appropriate sampling strategy is nontrivial, and as a result it is often motivated by the objectives and/or requirements of the problem analysis technique. For example, information content quantifies landscape ruggedness based on the transitions observed in objective function values, and so to obtain appropriate transitions, a fixed-step random walk is utilized in [3] . In contrast, the authors of [4] required a sample evenly covering S for their 50 problem properties, and so a Latin hypercube design was used. Analysis into the effect of the sampling technique on the reliability of properties is rarely performed, and a recent investigation by [5] suggests that properties can be significantly affected by the sampling technique. In addition, despite the importance of sampling, there are few guidelines to follow and so critical choices, such as the sample size, are left to the discretion of practitioners [6] .
While there are numerous distance metrics to choose from, many practitioners rely on the canonical metrics, such as the well known Hamming distance. Many fitness landscape analysis techniques originating from discrete optimization utilize distance functions that are inappropriate in continuous spaces, and so practitioners often substitute a metric that is (or at least seems) more appropriate. For example, fitness distance correlation (FDC) was originally proposed using Hamming distance; however, it is generally used with Euclidean distance in the continuous setting [7] - [9] . Problem analysis techniques originating in the continuous domain also typically utilize Euclidean distance [10] , [11] . The motivation behind the use of Euclidean distance is rarely discussed, and given that there are other metrics available, Aggarwal et al. [12] speculate that its popularity (in the context of high dimensional database and indexing) stems from its traditional use in 2-D and 3-D spatial applications.
It has been shown that for certain sampling distributions and distance metrics, given a query point, x q , an arbitrary point in the sample, x i , and the distance between them, as the dimensionality increases to infinity [13] . The consequence of this theorem is that for certain combinations of sampling distributions and distance metrics, the notion of proximity becomes ill-defined as dimensionality increases. Hence, for applications where a notion of proximity is fundamental, it is important to ensure that the combination of sample distribution and distance metric does not yield the behavior in (1).
There are a broad range of sampling distributions and distance metrics for which the theorem holds [13] . Specifically, it holds for the L p norm when a sample of points is drawn independently and identically distributed (i.i.d.) (across dimensions) from a distribution with finite variance [12] , [13] . Hence, a uniform random sample in conjunction with Euclidean distance (the L 2 norm) will result in the convergent behavior of (1) as dimensionality increases. To illustrate how quickly the distance ratio in (1) converges, we calculated
(where
Four different sample sizes-specifically, 100D, 1000D, 10000D, and 1000D 2 -are investigated, and for each sample size at each value of D, 30 different samples are generated to obtain 30 estimates of the distance ratio. Fig. 1 shows the mean and standard deviation (as error bars) of the 30 distance ratios for each sample size as dimensionality increases. Since
is nonnegative, error bars yielding negative values are omitted from the figure.
The results in Fig. 1 show that for all four sample sizes, the distance ratio is converging toward one as D increases, and that the rates of convergence are comparable. The rates of convergence are initially quite fast; at D = 1, the maximum distance (for each sample size) is over four orders of magnitude larger than the minimum distance; however, after only 20 dimensions, the maximum distance (for each sample size) is less than a single order of magnitude larger than the smallest distance. In addition, as D increases, the variance of the distance ratios between the sample sizes also becomes less significant. For example, the distance ratios for the sample sizes range between approximately 5.1 × 10 4 and 1.9 × 10 8 at D = 1, and only 2.6 and 3.7 at D = 50. The rates of convergence in Fig. 1 also appear to slow as D increases, with the rate of convergence of the 1000 − D 2 sample's distance ratio slowing more (and earlier) than the linear variants'. Fig. 1 also shows that the standard deviation of the distance ratio generally decreases as dimensionality increases. This is rather intuitive; Pitzer and Affenzeller (1) indicated that as dimensionality approaches infinity, all points in the sample approach the same distance apart. Hence, as dimensionality increases, one expects decreasing variance in the distance values obtained (and hence, the distance ratio).
To summarize, the sample size affects the distance ratio for small D (in our experiments, D ≤ 10), however, as D increases, the distance ratio quickly converges to small values that tend toward one, regardless of sample size. While the use of a sample size scaled quadratically with dimensionality appears to slow the convergence (compared to the linearlyscaled sample sizes), the reduction in convergence rate is slight and does not prevent the initial, fast decline of the distance ratio. The experiments conducted above are certainly not exhaustive, and we expect that samples of larger (yet subexponentially scaled) sizes will yield slower convergence rates, with perhaps less dramatic initial declines in the distance ratio. However, any sample size that does not match the exponential growth of the volume of [0, 1] D as D increases will ultimately suffer from the convergence behavior in (1).
Since many continuous problem properties utilize Euclidean distance and are based on samples (of sizes that are scaled subexponentially with D) of uniformly distributed points, an obvious research question is whether these properties are affected by the behavior in (1), and if so, how?
III. Dispersion Metric
Originally proposed as a continuous problem metric, dispersion [10] measures the average distance between pairs of high quality solutions. In doing so, the dispersion of a problem indicates the degree to which high quality solutions are concentrated/clustered. Quality is determined by sampling n solutions and using truncation selection to retain the fittest tn solutions, where t ∈ (0, 1]. Dispersion has been shown to be a useful metric in studying the performance of algorithms relative to particular problems (and their structure); covariance matrix adaptation evolution strategy (CMA-ES), hybrid particle swarm optimization (PSO)/CMA-ES algorithms, pattern search methods, and local search have been analyzed on a number of benchmark functions [10] , [14] , [15] . The Dispersion values of 2, 5, 10, and 20 dimensional problems from the Black-Box Optimization Benchmarking 2010 (BBOB'10) problem suite [16] have also been used in the feature-set of an algorithm prediction model [9] .
The original definition of dispersion is based on a uniform random sample of S and Euclidean distance. The sample was also originally normalized to fit within the unit hypercube. This methodology has been adopted by many practitioners; however, to allow equal comparison between problems (particularly of differing dimension), it is common to also normalize the dispersion by the diameter of the search space (resulting values of dispersion will be in [0, 1]) [15] .
D , the dispersion of solutions sampled uniform randomly from S will converge to 1 √ 6 as D → ∞.
Proof: Consider random variables
. Using Euclidean distance and normalizing by √ D (i.e., the diameter of S)
Using the Strong Law of Large Numbers, as
The dispersion of an i.i.d. sample will converge to
≈ 0.4082 as dimensionality increases; however, because dispersion is typically based on a truncated subsample (i.e., t < 1), some problems may yield a non-i.i.d. subsample of fit solutions when truncation is used. Hence, the resulting dispersion values for these types of problems may not converge to 1 √ 6 . Let us now empirically examine the behavior of dispersion as dimensionality increases. To begin, we investigate whether dispersion can differentiate between two problems with drastically different distributions of fit solutions. Here, we use the sphere function Despite the different truncated selection thresholds, the dispersion for both f S and f RS appear to converge to 1 √ 6 . Fig. 2 also shows that as t increases, the dispersion values are more tightly bound around 1 √ 6 . Perhaps more importantly, the dispersion between these two functions becomes increasingly less discriminatory as dimensionality increases. That is, for two functions with drastically different distributions of fit solutions, the estimated dispersion values indicate the distributions are quite similar.
To further illustrate the behavior of dispersion, using the same experimental setup we have estimated the dispersion of the BBOB'12 problem set at t = 0.05, shown in Fig. 3 . 1 Similar to the experiments above, 30 samples of 1000−D solutions are generated randomly from U[ −5, 5] D for each problem. Lines in Fig. 3 are colored/shaded according to each problem's classification within the benchmark set (e.g., problems one to five are within the separable class). Because the dispersion values are quite similar across problems, error bars of the standard deviation of the 30 samples (per D) are not included as they obstructed the mean values. For most functions and dimensions, the standard deviation remained rather constant at 6.5 × 10 −4 (and at most 0.02). While dispersion discriminates between the different BBOB'12 functions in low dimension, it is clear that dispersion becomes less discriminating and converges to 1 √ 6 as dimensionality increases. The difference in dispersion was additionally proposed in [10] as the difference between the dispersion value when no selection is applied and the dispersion value when selection is applied. Our theory has shown that the dispersion of the full sample (when no selection is applied) converges to 1 √ 6 as dimensionality increases. Hence, the difference in dispersion does not give much more information than what is already obtained from dispersion when selection is applied. Furthermore, our experiments indicate that for a number of problems of reasonable dimensionality, the dispersion at a variety of thresholds also seem to converge to 1 √ 6 . This suggests that as dimensionality increases, the difference in dispersion may converge to 0. While dispersion has been used in a variety of applications, it is difficult to detect the convergent trend from results reported in the literature. In [10] , explicit dispersion values for only D = 50 problems are given, and so no comparisons with other dimensions can be made. However, when normalized by the diameter of the search space ( √ 50), the values range from approximately 0.3041 to 0.4243, which is very similar to our results for D = 50 in Fig. 3 . Dispersion values are provided (or rather, difference in dispersion values) in [15] , however, only for 10, 30, and 50 dimensional problems. Despite having a sample of only three different dimensions, the results generally show the difference in dispersion values decreasing in magnitude toward 0 as dimensionality increases. While the dispersion values of the BBOB'10 problem set for 2, 3, 5, 10, and 20 dimensional problems were not explicitly reported in [9] , subsequent analysis of their data shows that the dispersion values converge toward 1 √ 6 as dimensionality increases.
To summarize, the current methodology, namely, the use of uniform random sampling in conjunction with Euclidean distance used to calculate dispersion, has important limitations. These limitations have been outlined theoretically and are clearly presented in experiments conducted in this paper, as well as those in the literature. As a result, dispersion is severely restricted in its ability to adequately discriminate between problems.
IV. Modifications to Dispersion Metric
The behavior of dispersion may be improved through a number of modifications to the methodology currently employed. In this section, we focus on three independent aspects of dispersion's implementation: 1) the normalization scheme, 2) the distance metric, and 3) sampling strategy. For each aspect, we implement a modification and review its efficacy.
A. Modification 1: Normalizing by Dispersion's Bounds
One practical approach to improving the convergent behavior of dispersion is by normalizing the dispersion values by the ideal lower and upper dispersion bounds. That is, given a sample of n solutions, there are 1 2 n(n − 1) possible distances. From these, the distances of the fittest tn solutions are averaged to estimate the dispersion. However, from the 1 2 n(n − 1) distance values, we can use the tn smallest distance values to estimate the lowest (practically) possible value of dispersion. The same can be done for the largest values to obtain the largest (practically) possible value of dispersion. Then, the problem's dispersion value can be normalized within these bounds. Fig. 4 shows the BBOB'12 bound-normalized dispersion values averaged over 30 samples of 1000 − D solutions (randomly sampled from U[ −5, 5] D ) at each value of D. The standard deviations of these estimates for most functions and dimensions were generally very low (at around 2.4 × 10 −3 ), and were at most 0.02. The dispersion values in Fig. 4 are much more discriminatory than those in Fig. 3 . That is, the problems are wellseparated and allow better categorization. Furthermore, the convergence behavior is no longer present; the dispersion values are consistent and stable as dimensionality increases. The bound-normalized dispersion is a significant improvement on the original dispersion.
B. Modification 2: L p norm With Fractional p
The rate of convergence of (1) has been shown to be sensitive to the value of p for the L p norm [12] . In particular, lower (indeed, even fractional) values of p produced better contrast between the maximum and minimum distance than larger values of p. While this does not prevent the convergence behavior, using an L p norm with fractional p-values may at least improve discrimination between problems of modest dimensionality.
To investigate whether low values of p in the L p norm improve dispersion's behavior, let us examine the dispersion of the BBOB'12 problems. In particular, the L p norm will be used with p = 0.1, p = 0.5, p = 1, and p = 2. Fig. 5 shows the resulting dispersion values of the BBOB'12 problems averaged over 30 samples of 1000D solutions (randomly sampled from U[ −5, 5] D ) at each value of D. The standard deviation for most functions and dimensions was generally very low (at around 6.7 × 10 −4 ), and was at most 0.02. although it seems by only a constant factor. In addition, the problems remain clustered together, with no significant improvement in separability compared to Fig. 3 . Hence, while the results give an indication of the empirical differences that can be expected for different values of p, use of the L p norm with small p values in general does not significantly improve dispersion.
C. Modification 3: Fixed-Step Random Walks
Because (1) is dependent on the type of distance metric and sampling technique, using a distance metric and/or sampling technique where the theorem does not hold may improve the behavior of dispersion. Here, we investigate the use of fixedstep-size isotropic random walks. This type of walk takes a step of length α in an isotropic random direction. For this experiment, 1000 − D steps of size α = 0.25 are taken to give wide coverage of the search space. Fig. 6 shows the mean dispersion values for the BBOB'12 problems averaged over 30 samples at each value of D. The random walks resulted in slightly larger standard deviations than the other improvements; however, they were still quite low and generally remained constant at 0.04 (and at most 0.07). Fig. 6 suggests a considerable improvement compared to Fig. 3 with respect to both the convergence behavior and the differentiation of problems.
V. Conclusion
The interaction between sampling strategy and distance metric is complex and can introduce interesting behavior in a wide variety of applications. In this paper, we examined the behavior of the dispersion metric, which utilizes uniform random sampling in conjunction with Euclidean distance. We theoretically showed that using the existing methodology to calculate dispersion, the dispersion of the full sample will converge to 1 √ 6 as dimensionality reached the infinite limit. Experimental analysis on the sphere, Reverse Sphere, and BBOB'12 problems resulted in convergent dispersion values. Furthermore, dispersion was deemed incapable of adequately distinguishing between high and low dispersive structure. We would like to stress that it is the existing methodology behind dispersion that is flawed, rather than the actual concept of dispersion. Hence, in an attempt to improve dispersion, we proposed three independent modifications to its underlying methodology. The modifications are simple and do not add significant complexity or computational effort to dispersion's original methodology. Interestingly, two of the modifications proposed were shown to improve the convergent behavior and increase separability between problems. The modifications we introduced are not exhaustive; we expect that future work can produce further improvements by combining the techniques proposed here as well as considering additional normalization schemes, distance metrics, and sampling techniques.
Many other continuous problem properties (e.g., FDC) are estimated using Euclidean distance and an i.i.d. sample of solutions. An obvious avenue for future work is to investigate whether such properties are also affected, and if so, propose improvements to their methodologies.
