In this note we consider the upper value of a zero-sum game with payoff function depending on a state variable. We provide a new and much simpler proof of a measurable minimax selection theorem established 25 years ago by the author in [19] . A discussion of the basic assumptions and relations with the literature on stochastic games and (minimax) control models is also included.
Let B(s) be the s-section of B. Assume that A(s) and B(s)
are non-empty, for each s ∈ S, and define
C := (s, x, y): s ∈ S, x ∈ A(s), y ∈ B(s) .
By Lemma 1.1 in [19] , C is a Borel subset of S × X × Y .
Let u : C → R be an upper semianalytic function such that u(s, ·,·) is bounded for each s ∈ S. w(s, y).
Then v * can be referred to as the upper value of a zero-sum game with the payoff depending on a state s ∈ S.
Define O := s ∈ S: v * (s) = w(s, y) for some y ∈ B(s) .
Let > 0 be fixed. A mapping g * : S → Y such that g * (s) ∈ B(s) for each s ∈ S is an -minmax strategy if
The following result was established in Theorems 1.1 and 2.1 from [19] . Our aim is to give a new and much simpler proof for this fact together with some comments on the accepted assumptions. 
Note that, for every
Using the sequence {φ n } from Lemma 2, we observe that [19] , it follows that g n is u.s.a. on A × Y which is a Borel subset of S × X × Y . By Proposition 7.42 in [2] , w n is also u.s.a. on S × Y . From (4), it follows that w n (s, ·) is continuous on Y , for each n ∈ N, s ∈ S. Thus, w n is L S ⊗ B Y -measurable. To close the proof of (a), it remains to show that w n ↑ w on B as n → ∞. For this, note that the sequence {g n } is non-decreasing and for each m n and (s, x, y) ∈ C we have inf 
Thus, v * k is u.s.a. for any k ∈ N. It is easy to see that v * k ↓ v * on S as k → ∞. Hence, v * is u.s.a., which completes the proof of (c). 2 Remark 1. The proof of Theorem 1(a) given in [19] is more complicated. It makes use of Fan's minimax theorem [6] and some facts from measure theory, see pp. 471-475 in [19] . The idea was to consider the spaces P (A(s)) and P (B(s)) of probability measures on A(s) and B(s), respectively, and work witĥ (A(s) ). The property thatû is separately affine with respect to μ and ν is crucial in [19] . An application of Fan's minimax theorem [6] is then possible and the measurability problem is reduced to some known results on projections and uniformizations of sets in Borel spaces. The main idea making the proof given in this note much simpler relies on approximating the continuous functions u n (s, x, ·) by the Lipschitz continuous ones defined in (3). This simple "trick" enables us to avoid considering the mixed extension of the game and transfer the problem to larger (in some sense) spaces.
Remark 2. Theorem 1(b) says that v * is universally measurable. This property is not enough if we think of applications to multistage minimax control problems or stochastic games where so-called value iteration arguments are considered, see [2, 4] or [20] . Part (c) of Theorem 1 says that v * is u.s.a. which is a stronger and desirable property. If we make additional assumptions that A(s) is σ -compact for each s ∈ S and u(s, ·,y) is upper semicontinuous for each (s, y) ∈ B, then v * is Borel measurable. This follows from a direct applications of the results in [5] given for optimization problems.
If we assume that u is u.s.a., u(s, x, ·) is lower semicontinuous on B(s) for every (s, x) ∈ A, then v * may not be universally measurable even in the optimization context, that is, when A(s) is a singleton for each s ∈ S. This is shown in the example below. Gödel [9] , it is consistent with the usual axioms of set theory to assume that there exists a coanalytic subset F of the unit square S × Y whose projection proj S F on the horizontal axis is not Lebesgue measurable. By Kondô's theorem [14] , the set F has a coanalytic uniformiza- Clearly, u is u.s.a. and u(s, 0, ·) is l.s.c. on Y for each s ∈ S. Note that v * is the characteristic function of the set proj S graph(ϕ) = proj S F . Thus, it is consistent with the standard axiom of set theory to assume that v * is not universally measurable.
Remark 3.
If u : C → R satisfies the assumptions of Theorem 1, then by Lemma 7.30 in [2] u is u.s. a. and u(s, x, ·) is l.s.c. on  B(s) for all (s, x) ∈ A. As Example 1 shows the converse implication cannot be proved.
