Asymptotic Stability via the Limiting Equations
Another application is treated in Section 6, in which we generalize some results of [S] to nonlinear systems. In Sections 7 and 8 we examine the changes in the main results that occur if two conditions are respectively dropped. Two more applications are given in the final sections. In Section 9 a remark on almost periodic equations is made and in Section 10 a perturbation result is discussed.
Throughout the paper WC work under two restrictions which are made primarily for simplicity of presentation. 1Ye always deal with the asymptotic stability of the origin. The generalization to compact sets is straightforward. 1Ve also discuss the stability properties only on the positive half line, and therefore use only positive limiting equations. By introducing negative limiting equations the stability on the whole line can be handled as well.
XOTATIONS AND A~~U~~PTIONS
We consider nonautonomous equations of the form 2 = f(x, f),
where .v E RqL, the n-dimensional Euclidean space; and f: R" x RR_ + R", where R, = {t: t > O}. We always assume that f is continuous in X, is measurable in t, and satisfies the Caratheodory conditions locally (i.e., for x in bounded sets / f(~, t)i < h(t) with h locally integrable) and that the following assumption on the global behavior off holds. The assumption is fairly relaxed; compare [3] . Unless otherwise stated, we do not assume uniqueness of solutions of the initial-value problems associated with (*).
ASSUMPTION (A)
The f above means derivation with respect to time, x 1 will denote a norm of s and .t' . y denotes the scalar product of I and y. Integration is taken in the Lebesgue sense, equalities of functions of time are meant almost everywhere. The 0 denotes both the number zero and the origin (the zero element) of Rn.
TIE MAIN RESULTS
\Ve shall first state our main results and only then define and discuss all the terms in the statements. An earlier version of the "only if" parts of the statements below can be found in Sell [9] . THEOREM A. Let 1 = f(x, t) (*> be positively precompact and regular. Suppose that 0 is uniformly stable with respect to (*). Then a set W is a region of uniform attraction of 0 with respect to (*) if and only if W is a region of attraction of 0 with respect to every limiting equation of (*).
The following two theorems are actually corollaries of the previous theorem (and of course the definitions below). Under the conditions of Theorem A, 0 is globally uniformly asymptotically stable with respect to (*), if and only if 0 is globally asymptotically stable with respect to every limiting equation of (c).
We shall see by means of a counterexample that it is not true that the uniform asymptotic stability of 0 with respect to (c) is equivalent to the asymptotic stability of 0 with respect to every limiting equation of (*).
The concepts of stability that we use are standard, but since there is no agreement in the literature on terminology we shall give precise definitions here. The origin 0 is uniformly stable with respect to an equation 2 = g(x, t) (1) if for every E > 0 there is a S = S(r) > 0 such that if p is a solution of (1) and 1 cp(t,)\ < S for a certain t, then / F(t)\ < E for all t 2 t, . (Jf S = S(E, to) we have stability.) A neighborhood W of 0 is a region of attraction of 0 with respect to (1) if whenever v is a solution of (1) and q(to) E W for a certain to then p)(t) -0 as t + CO. The neighborhood W is a region of uniform attraction if the convergence to 0 above is uniform in the initial time t, , i.e., for every compact KC W and every E > 0 a positive T exists such that whenever a solution v of (1) satisfies p)(t") E K then 1 v(t)1 < E for t > t, + T. The origin 0 is uniformly asymptotically stable with respect to (1) if it is uniformly stable and there exists a neighborhood of 0 which is a region of uniform attraction of 0 (if the neighborhood is only a region of attraction we have asymptotic stability). The origin is globally uniformly asymptotically stable if it is uniformly stable and R" is a region of uniform attraction of 0. 'Cl'e shall consider below the stability properties of solutions of equations which are not necessarily ordinary differential equations. All the above concepts of stability are valid with no change when (1) (3.1) a n This convergence concept is fairly weak, and covers a wide family of functions. In many cases the convergence has a nicer representation; a useful case will be described in Section 4 below.
We denote by fT the translation off by the time T, i.e., f'(~, s) = f(~, 7 f-s).
If (3.1) holds we say that f tk conaerges to g; compare [4] .
We now make things more complicated by considering limiting equations which are not ordinary differential equations. References [2, 31 are devoted to the study of such limiting equations. In short, we consider equations deter- We then say that f tk converge to H. Proof of Theorem -4. We shall utilize the following continuous-dependence result: Let f'k converge to H and let Y,; ---+ s,, . If q,< is a solution of the initialvalue problem .* =: f'k(x, t), x(f,) :_ L ,s 2' and if for each k the solution q,, is defined over [to, tJ, then yI: converge, as k + E, uniformly on [t, , tJ to the solution 9 of x = Hx, x(t,) z-x0 (the uniqueness of the latter is implied by the regularity).
This continuous-dependence result is not hard to prove and it also follows from [3, Theorem 5.31. As an immediate consequence it follows that the uniform stability of 0 with respect to (*) implies that 0 is uniformly stable with respect to every limiting equation of (*), and furthermore, the estimates S(E) in the definition of uniform stability are inherited by the limiting equations.
Suppose that W is a region of uniform attraction of 0 with respect to (*). Let KC II' be compact and let t > 0. Let T = T(K, c) be the estimate for the uniform attractivity with respect to (c). Let N =--Ifx be a limiting equation. we have to show that the solution F of 3 = Hx, .v(tJ = x,, converges to 0 if s,, E K. There exists a sequence t,? -w such that ffk converge to II. By the continuous-dependence result g, is the uniform limit on compact intervals of the solutions qlc of P = .ftb(x, t), x(t,) :: x0 . Define 11,~ by t&(t) = vk(t ---t,J. Then 1,,4~ is a solution of (*) with #k(tt L-t,) = x,, . Therefore the uniform attractivity of 0 implies that i tbk(tk --. t,, -;-t)l : p,<(t,, pi-t); e: t if f I. T. The inequality is maintained by the limit and thus I p)(t,, t)I -: E if t 7'. This completes the "onlv if" part of the theorem.
Suppose now that W ;s not a region of uniform attraction of 0 with respect to (*). Then there exist: a compact set KC IV, a positive E, a (without loss of generality, converging) sequence s,: -P x0 in K, a sequence tk in R, , and another sequence Tk ---f cx such that for each R a solution #k of (F) exists with tik(tk) = xk and ! yGk(fk 7 T,)j > E. Let S =: S(E/~) be given by the uniform stability; then clearly i I,!J~(T)~ > 6 for t, :'< 7 :: t,. -+ Tit . The positive precompactness of (v) implies that for a subsequence of t,( (and without loss of generality let it be the sequence itself), f TV converge to a limiting operator H. Remark 3. I. Notice that in the first part we have actually proved that II' is a region of uniform attraction for every limiting equation N = Hx, and with the same estimates T(K, 6) as for (*). 31 oreover, the uniform attractivity of 0 with respect to (*) was given on R, , while the limiting equations can be naturally extended to the whole time line R, and 0 is uniformly stable and a uniform attractor with respect to them on all R.
It might happen (even under the conditions of Theorem A4) that 0 is uniformly asymptotically stable with respect to every limiting equation of (*), without being uniformly asymptotically stable with respect to (*) itself. The point is, of course, that each limiting equation has its own region of uniform attraction to 0, but there is no common region for all the limiting equations:
h.WPLE.
For each '1 = 1, 2, 3 ,..., let f,,: R --f R be defined by f,(x) = --s min( 1, ; 2 --7 j x / I). Consider now the sequence of intervals [2", 2'(+l). Let f(x, t) be defined as follows: For t in a fixed interval f(x, t) = f,(x) for a certain fixed 7, and such that each 7 is used on an infinite number of intervals.
The constant function y(t) = 21-l is a solution on [2k, 2k+1) of 1 = .f(x, t) if f(,x, t) = f,(x) on this interval; therefore 0 is not uniformly asymptotically stable with respect to 2 = f(x, t). (It is, however, uniformly stable since sgn P 7 -sgn x.) The family of limiting equations can be easily computed. Every limiting equation is an ordinary differential equation k = g(x, t) satisfying either g(x, t) -f,(x) for t greater than a certain t, and for a fixed 7, or g(x, t) = --s for t greater than a certain t, . In each case 0 is uniformly asymptotically stable with respect to the limiting equation.
4. PRELIMINARIES \Ve shall first provide conditions that will guarantee that the positive precompactness and regularity assumptions in the main results do hold. Results from [l-3] will bc quoted, but we feel that there is still room for impro\~cment. We shall also recall the invariance principle for nonautonomous equations. It will serve us extensively in the examples and applications below. ). Suppose that for every compact K C R" the function f satisfies 1 f (x, s) -f (y, s)j < mn(s) 1 x -y 1 whenever x, y E K, where mn is locally integrable and such that rl" mK(o) dg < M for a fixed M < co and for all s. Then x =. ,f(x, t) is positively precompact and regular.
Remark.
Under the conditions of Proposition 4.2 the convergence to the limiting equations is a metric convergence; see [2] . PROPOSITION 
(see [l]).
Supp ose that in addition to the assumptions in Proposition 4.2 the function f sati.sfies 1 f (x, s)I < bK(s) whenever x E K, where bK is locally integrable and B(t) = If,, bK(s) d s is uniformly continuous in t. Then x = f (x, t) is positively precompact in the restricted sense (i.e., all the limiting equations are ordinary drzerential equations) and regular. PROPOSITION 
(see [I]).
Ljnder th e assumptions of Proposition 4.3 the convergence to the limiting equations is a metric convergence. Also, ftk converge to g if and only if for every fixed interval [so , 1 s ] and every fixed x the sequence of functions f fh(x, s): [sO , sI] -R" converges in the weak L1-topology to g(x, s). Alternatively, for every jxed x the function g(x, s) is the almost-everywhere derivative of lim,-, j"i f (x, t, -I+ U) do.
For the next statement we need the concept of the w-limit set of a function CP; we denote the set by Q(v) and it is defined by Q(q) = (z: there exists a sequence t, + CC such that z = lim cp(t,,)>. We shall now use the natural Liapunov function V(X, y) = (x2/2) + (y2/2), i.e., the total energy at the state (s, y). The time derivative of V(t) = V(x(t), y(t)) is equal to --h(t)y2 (t) if (x(t), y(t)) is a solution of (5.1) and then V(t) is nondecreasing. From this we easily get that 0 is uniformly stable with respect to (5.1). is not a limiting equation of (5.1).
Proof. The "only if" part follows from Theorem B (or Theorem A) by the fact that no nontrivial solution of (5.3) approaches 0. For proving the converse assume that the uniform asymptotic stability does not hold; then by Theorem B a solution v of a limiting equation, say (5.2) does not converge to 0 as t -co. Since V(t) = V(q(t)) is nonincreasing it follows that q(t) approaches a set I' = {(x, y): x2 $-ya = c> as t ---f co, and c > 0 is constant. By the invariance principle stated in Proposition 4.5, a limiting equation of (5.2) and a solution # exist such that a)(t) E r for every t ), 0. This limiting equation is also a limiting equation of (5.1). The only possibility that such a function I/J is a solution of an equation of the form d = y, j == -g,(t)y -x is that gl(t) = 0 for almost every t. Therefore the limiting equation guaranteed by the invariance is (5.3). This completes the proof.
\Ve shall now state the necessary and sufficient conditions of the previous result in terms of the coefficients h(t). for eaery t,, , t 1, t,, nnd eaery unit eector s.
In [S] it is assumed that P(t) is bounded and piecewise continuous. but as was noted by LaSallc [7] the p roof works also under Assumption (A). (Paper [8]
contains other results, too, including conditions equivalent to (6.2) in the particular case (6. I).) Our purpose in this section is to extend Theorem 6. I. By using the methods developed above we will show in particular that it is not the linearity of (6.1) that makes the growth condition work (in [S], too, a "nonlinear" lemma is the basis for the proof). Notice that the function V(x) == s . .t is a Liapunov function of (6.1), i.c., V(x(t)) is nonincreasing along solutions (this is implied by the semidefiniteness of P(t)). Therefore we easily get that 0 is uniformly stable with respect to (6.1). Also, (6.1) is positively precompact and regular; compare Proposition 4.3.
The growth condition in the Rlorgan-Xarenda result is necessary in a very genera1 situation.
'I'HEOREM 6.2. Suppose that is positively precompact and regular, and that 0 is uniformly stable with respect to (*). Then 0 is uniformly asymptotically stable with respect to (*) only if there exists a neighborhood N' of 0 such that for every 6 I,> 0 there are numbers a > 0 and b such that (6.3) for every t, , t > t, and every x E IV such that i .T 1 > 6.
Proof. Let W be a compact neighborhood which is a region of uniform attraction of 0 with respect to (*). If for every a > 0 and b there is a vector N E W such that 1 x j > 6, and times t, and t > t, such that s:,, I f(~, s)l ds < a(t -to) + b, then there exists a sequence X~ (and without loss of generality x,; --f x,, in IV) and sequences t, and T, ---f co such that 
) tk
We can assume that t, --f CO. Th e positive precompactness of (*) implies that a subsequence of t, exists, and without loss of generality let it be the sequence itself, such that f tk converges to a limiting operator H. This convergence implies (see Section 3) that y(t) = .Q is a solution of x = Hx. Therefore IV is not a region of attraction with respect to s == H.x and this contradicts Theorem A. This completes the proof.
Ji'ie cannot hope that (6.3) will be a sufficient condition in the most general case (take, for instance, 2 = y, j = -x). The result below, although seemingly very special, is phrased to extract the geometrical idea behind Theorem 6.1, and to use it in nonlinear systems. For simplicity of presentation we shall work under conditions which are more restricted than those which could probably be used. . Supp ose that for every x E W, a convex compact set K(x) C R" is given such that f(x, t) E K(x) for every t and such that y E K(x) implies that either grad V(x) . y < 0 or y = 0. Then 0 is umformly asymptotically stable with respect to (*) if f or each 6 > 0 there are numbers a > 0 and b such that f" lf(x, s)l ds > a(t -t,,) + b Proof. Since grad V(s) .f(?;, t) .'l 0 it follows that I-is a Liapunov function in W (i.e., I/(x(t)) is nonincreasing if x(t) is a solution of (*)) and therefore 0 is uniformly stable with respect to (*). \Vc will show that II' is a region of attraction of 0 with respect to evrery limiting equation of (k), and by 'I'hcorem II this will complete the proof. Hv the representation results in Proposition 4.4 each limiting equation of (*) has the form 8 g(s, t) (6.6) with g(x, t) E K(X) for ever\; t. Indeed, g(.~, s) for s in a bounded interval is the weak &-limit of a sequence of functions with values in K(x); therefore g(x, s) is the limit in the &-norm of a sequence of convex combinations of elements of the original sequence. Since K(x) is convex it follows that g(x, s) E K(x). If 9 is a solution of (6.6) near 0 then V(v(t)) is nonincreasing, this b) the condition grad V(v(t)) . g(p(t), t) c.; 0. Th us V(X) is constant on the w-limit set Q(v). By the invariance result, Proposition 4.5, a limiting equation, say 1 = h(x, t), of (6.6) exists and a solution z,A
of this limiting equation with values in Q(y). Since grad V(#(t)) . h($(t), t) measures the rate of change of V(#(t))
, which is zero, and since h(x, t) E K(x) it follows that h(#(t), t) = 0 for almost every t, which means that #(t) is a constant function, say $(t) = C. Suppose that c + 0. Since 1 = h(x, t) is a limiting equation of (*), too (which follows since the convergence is metrizable; see Proposition 4.4) it follows that for every N / jy" '\.f(c, s) ds / (6.7) 0 can be made as small as we want by the proper choice of t, . The geometric requirement (namely, grad I'(X) .f(~, s) = 0 implies f(x, s) = 0) implies that if (6.7) is small then offs'" 1 f(c, $)I ds is also small. This contradicts (6.5).
Theorem 6.1 for P(t) bounded, say I P(t)1 -5 a, is a particular case of Theorem 6.3 by the choices I'(?;) = s .Y and K(s) = {Px: P is symmetric, positive semidefinite and P j :G LX:.
Remark.
The reader has surely noticed that (5.4) and (6.3) are two forms of the same growth condition (the change in form was made for convenience in presentation).
The arguments of Section 5 are, however, different from those of the present section. One could probably combine the two results into one, but the cost would be changes in the Liapunov functions that we have used, which are the natural functions; this cost we want to avoid (see the Introduction).
The reason that we should expect conditions expressed in terms of integrals on the right-hand sides of the equations (such as (5.4) or (6.3)) is that the limits of these integrals determine the limiting equations in terms of which our main results arc given; see Section 3.
DROPPING THE REGULARITY
In practice it might be hard to check the regularity of an equation, i.e., to check that initial-value problems for the limiting equations have unique solutions. In this section we want to examine what happens to Theorem A, and consequently to the other results, if the regularity assumption is dropped. Notice that the "if" part of Theorem A remains unchanged. THEOREM D. Let i = f(S, t) (*I be positively precompact and suppose that 0 is uniformly stable with respect to (*). Then (i) W is a region of uniform attraction of 0 with respect to (*) ;f W is a region of attraction of 0 with respect to every limiting equation of (*), and
W is a region of uniform attraction of 0 with respect to (*) only ;f W is a region of weak attraction of 0 with respect to every limiting equation of (*).
Before proceeding with the proof we must define the new concept (new here, but it appears frequently in the literature). The neighborhood W is a region of weak attraction of 0 with respect to a certain equation, if for every The part of the proof that establishes the "only if" part of Theorem A can be repeated now with the only change that we take a subsequence of yl; which converges to a solution q~ on every compact interval, and therefore this F satisfies g)(t) 4 0 as t -+ ~13 (there might of course be other solutions that do not converge). Similar changes in the "if" part of the proof of Theorem A will he sufficient for producing a proof for the "if" part of the present result.
T1Te shall construct examples that show that under the assumptions of Theorem D the attractivity with respect to the limiting equations is not necessary, and that the weak attractivitv is not sufficient. Then R is a region of weak attraction of 0 with respect to (7.1). Yet it is not a region of attraction since p(t) = 1 is a solution. Equation (7.1) is the onl! limiting equation of the two systems
It is also clear that 0 is uniformly stable with respect to both (7.2) and (7.3).
Since any solution of (7.2) with positive initial value is smaller than the corresponding minimal solution of (7.1) it follows that R is a region of uniform attraction with respect to (7.2), yet R is not a region of uniform attraction with respect to (7.1). Since the solution of (7.3) wi . tl 1 initial condition .r(f,) :. 1 is greater than the corresponding maximal solution of (7.1) it follows that R is not a region of attraction of 0 with respect to (7.
3) yet R is a region of weak attraction with respect to (7.1).
Generalizations of Theorems I% and C: in the spirit of Theorem D can easily be made, and Example 7.1 can be modified to include these generalizations. Suppose that (*) is positively precompact. Then the neighborhood W of 0 is a region of uniform attraction with respect to (e) only if W is a region of weak attraction with respect to every limiting equation of (*). In particular, if (*) is regular then the weak attraction is actually attraction.
Notice that uniform stability in Theorems A and D implies that q(t) = 0 is a solution of (*), and indeed the unique solution through 0. This implication does not hold in general, and is not needed in Theorem E.
The sufficiency part of Theorem A does not hold in general without the assumption of uniform stability, as the following example demonstrates. Let the scalar equation (8-l) be defined as follows. Let k,Jt) be defined on the time interval [2", 2" log /<) by h,(t) = k-l exp(t --2"'). On the same interval u-e define g by g(.v, t) :
.\ if s :c 0, b! g(s, t) = x if 0 :,' s :.I /l,,(t), and b!-g(,x. f) = 2/r,.(t) -~-s if x ,;I hk(t). This we do for k = I, 2 ,..., and on the rest of the real line ne define g(s, 1) = -.Y. The origin (although stable) is not uniforml! stable with respect to (8.1) since f%,,(t) is a solution of (8. I), 11,.(2') : I+ and /1,,(2" -, log k) I 1. However, each limiting equation ri :~: h(s, f) of (8. I) has the propel-t!-that 12(x, t) = --x for t large enough; therefore 0 is globally unifor-ml! asymptoticall!-stable with respect to each limiting equation.
In the example above the attractivity of 0 is not uniform with rc-spect to all limiting equations. If this uniformit? is assumed, more can be obtained.
\\'e say that a neighborhood II' of 0 is a region of uniform attraction of 0 collectiz~ely with respect to a farnil?-y of equations if for every compact K C II* and E ;:% 0 there is a T -: T(K, c) such that \vhenever y is a solution of an equation in y and ~(t,,) E K then 9(t) t for t 2 t,, 7
'THEOREM 1:. Suppose that (s) is positively precompacf and regular. Suppose that f (0, t) 1 0 for erevy t atzd that 0 is the unique solution ?f (*) with x(t) 7 0.
Then 0 is uniformly asymptotically stable with respect to (*) (f and only if fherr is a neighborhood TV of 0 which is a region of zmifom atfunction collectirr!~~ vith respect to the family of limiting equations of (x).
Proof. The "only if" part was actually proved in Theorem A; see Remark 3. I. For the "if" part it will be sufficient to prove that 0 is uniformly stable with respect to (*); the result then will follow from Theorem A. If 0 is not uniformI! stable with respect to (+) then an E > 0 exists and sequences t,< , sx --, 0 and T,; > 0 exist such that for each k a solution viz of (*) satisfies p(tJ = x,, while / y(t, + T/J = E. The uniqueness assumption about 0 together with continuous dependence implies that t, + T,, --f GO, and without loss of generalit\ assume t,. -co. We now distinguish between two cases.
Case I. The sequence T, is bounded. In this case let fj be a subsequence of t,. such that f tj converges, say to $1, and Tj converges, say to T,, . The continuous-dependence result mentioned in the proof of Theorem A implies that #j, defined by #j(t) = yj(tj + t), converge uniformly on compact sets to the solution y5 of x = Iris, x(O) = 0 and therefore ~ $(I;)1 = 6. But this contradicts the regularity which implies that 0 is the unique solution of N = Hx, s(O) = 0 (the function 0 is a solution of the latter equation since f(t, 0) = 0 for all t).
Case II.
The sequence Tk is unbounded, and without loss of generalit> assume that / v(t, + T)I < E if 0 S: 7 < TIL . Let T(B, c/2) be the estimate of the uniform attraction to 0 which is valid for all the limiting equations with B =: {x: / h: / < G>. is more evident. Indeed, the right-hand side of every limiting equation .t == g(x, t) of (9.1) is obtained as a pointwise limit, uniform for all t, of a sequence $*(s, t). The positive precompactness in the restricted sense is self-evident. Also, for every F > 0 and every bounded set B there is a number 7 such that q(.w, s) -g(x, 7 -I+ s)! < t (9.2) for every x E B and all S. We shall use Theorem D to prove the following result (which can probably be proved differently in an easier fashion). THEOREM 9.1. Suppose that 0 is unijormly stable zdh respect to (9.1). If 0 is asymptotically stable then 0 is uniformly asymptotically stable uith respect to (9.1).
Proof. If 0 is not uniformly asymptotically stable then by Theorem D, a limiting equation, say f = g(x, t), and a solution q of the equation exist in the region of attraction of 0 with respect to (9.1), such that q(t) does not converge to 0 as t + ~0. The uniform stability implies that p)(t) stays away from 0.
Let 7 be such that (9.2) holds; then the translation of v(s) by 7 (i.e., V(T 1. s)) is close to a solution x of (9.1) with x(O) = ~(7) (by using classical continuousdependence results). In particular, if T is large and E is small, T(T A-T) is close to 0; indeed x(s) --f 0 as s -co (and uniformly for initial values in bounded sets) by the asymptotic stability of 0 with respect to (9.1): a contradiction which completes the proof.
Conley and 3liller [5] produced an example of a linear equation P --f(t)% with almost periodic coefficients j. such that 0 is asymptotically stable but not uniformly asymptotically stable or even uniformly stable. Our Theorem 9.1 implies that the absence of uniform stability is essential. With regard to the Conley-XIiller example it is easy to deduce from the definition of almost periodicitv that there is no almost-periodic function f(t) such that
