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Abstract
In this paper,we analyze the local bifurcation phenomena in a simple systemdescribed by equation x˙(t)=−ax(t)+
b sin(x(t − )), which is an one-dimensional linear system with nonlinear delayed feedback. Such systems have
been proven to exhibit chaotic behavior, and thus can be viewed as the so-called chaos anticontrol systems. In this
paper, the nonlinearity is chosen as the trigonometric function sin(·), different from the existing ones. By local
analysis we prove that with increasing parameters, the number of equilibria increases and Hopf bifurcation occurs
near some equilibria. This complex bifurcation phenomenon can help to understand the complex behavior of such
models. To illustrate the theoretical results, bifurcation diagrams are numerically calculated and Hopf bifurcation
and chaotic behavior are identiﬁed.
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1. Introduction
In this paper, we investigate the local bifurcations in a simple system described by the following
one-dimensional delayed differential equation:
x˙(t)=−ax(t)+ b sin(x(t − )), (1)
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where a is a positive constant and > 0 is the constant time delay. This system is a special case of the
following equation:
x˙(t)=−ax(t)+ bf (x(t − )), (2)
where f is an one-dimensional nonlinear function. Eq. (2) includes many important models existing in
several areas of applied sciences such as the well-known Mackey–Glass equation describing the normal
and pathological behavior of control systems in the physiology of blood cell production and respiration
[6], activities of neural networks [1], pendulum with elastic joint [13] and the nonlinear optical systems
[9]. In different systems, the nonlinear function f takes different forms. For example, in [6], the hump
function was used. In this paper, we ﬁx the nonlinearity as the trigonometric function sin(·). Due to
the periodic property of sin(x), Eq. (1) may possess more equilibria than those with the hump function
nonlinearity, so it may exhibit more complex dynamics. The existence of periodic solutions in a similar
equation x˙(t) =  − sin(x(t − 1) + ) with nonlinearity sin(·) was studied in [4], where  and  are
two nonnegative constants. This equation was used to model the phase-locked loop control of the high-
frequency generators [4].
From the point of view of the system control, (1) and (2) can be regarded as a linear system with
nonlinear delayed feedback. Wang et al. [12] proposed to use a similar system as (1) to generate chaotic
behavior. Dynamical behavior was numerically investigated, and it was shown that the system can ex-
hibit various types of behaviors including chaos in some parameter regions [12]. Therefore, systems
like (1) and (2) can serve as a kind of simple chaos generators known as chaos anticontrol systems
[12]. By chaos anticontrol we mean producing chaos from nonchaotic system by means of control
techniques. In this paper, we do not prove the existence of chaos in (1) in the rigorous sense. Rather,
we focus on its local bifurcations around equilibria, which can help to understand the basic dynamics
of (1).
The delayed feedback technique has been used for chaos control problem in which chaos is sta-
bilized to periodic orbits [3,7,8]. However, in chaos anticontrol problem, where a system is driven
from nonchaotic to chaotic in a predictable and controllable way, the delayed feedbacks play an op-
posite role. Some anticontrol schemes in discrete systems have been proposed in [2,10,11], and exis-
tence of chaos in such systems has been theoretically proven. For continuous systems, however, in-
troduction of a nonlinear term with delay makes them inﬁnite dimensional, and thus arises difﬁculty
in theoretically proving the existence of chaos. In [12], the authors showed that most continuous sys-
tems can be made chaotic by suitably choosing the delayed feedback of sinusoidal form. Their ap-
proach is to approximate a continuous system with a discrete map, and is not mathematically rigorous
enough.
Chaos anticontrol systems like (1) and (2) provide a simple mechanism to produce complex chaotic
behavior that can be useful in many application ﬁelds, such as chaotic secure communications, gen-
eration of random numbers, etc. A chaotic phase shift keying scheme implemented by such a system
was illustrated in [5]. For the purpose of applications, the underlying mechanism of chaos generation
must be investigated, however, this is not an easy task. In this paper, we will analyze local bifurca-
tions of Eq. (1), which can help to understand the complex behavior and can also lay a foundation
for the global analysis of such systems. Our analysis reveals that system (1) may undergo a series
of Hopf bifurcations around a series of equilibrium points that appear with variation of bifurcation
parameters.
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2. Equilibria and lemma
Local bifurcations are the bifurcations around the equilibria of a system. The equilibria of system (1)
are the roots of the following equation:
−ax + b sin(x)= 0. (3)
Obviously, x0 = 0 is always an equilibrium, and other equilibria are the nonzero roots of the following
equation:
sin(x)= a
b
x. (4)
The roots of (4) are the horizontal coordinates of the intersecting points between the line y= (a/b)x and
the periodic curve y=sin(x).When a/b is decreased, the number of equilibria increases in a symmetrical
way, as shown in Fig. 1(a). We analyze in more details as follows.
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Fig. 1. (a) Illustration of equilibria for Eq. (1). (b) Illustration for intersecting points between line y=−w/a and curve y=tan(w).
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When a/b> 1, x0 = 0 is the only equilibrium. When cos(x02)< a/b< 1, there are three equilibria
x0 = 0, x1 ∈ (0, ) satisfying sin(x1)= (a/b)x1 and x−1 =−x1. Here x02 is the horizontal coordinate of
the point of tangency at which y = sin(x) and a line through the origin with positive slope are tangent
with each other. From Fig. 1(a), it is obvious that x02 satisﬁes 2<x02 < 2+/2, and x02= tan(x02).When
cos(x04)< a/b< cos(x
0
2), where x
0
4 ∈ (4, 4 + /2) is another point of tangency shown in Fig. 1(a),
there exist seven equilibria, etc. As a/b continues to decrease, the number of equilibria increases and
approaches to inﬁnite. In another direction when a/b< 0, similar argument can be made. For example,
when a/b< cos(x01), where x
0
1 ∈ (, 3/2) is another point of tangency, there is only one equilibrium
x = 0, and when cos(x01)< a/b< cos(x03), there are totally ﬁve equilibria, etc. The values x01 , x02 , x03 and
x04 can be approximately calculated as x01 = 4.4934, x02 = 7.7253, x03 = 10.9041, x04 = 14.0662 . . . .
The local dynamics of (1) around an equilibrium is determined by the eigenvalues of the linearized
equation at that equilibrium. Suppose x is an equilibrium of (1), the linearized equation at x is given by
y˙(t)=−ay(t)+ b cos(x)y(t − ) (5)
and its characteristic equation is
=−a + b cos(x)e−. (6)
At the equilibrium x0 = 0, linearized equation (5) reduces to
y˙(t)=−ay(t)+ by(t − ) (7)
and its characteristic equation reduces to
=−a + be−. (8)
Eqs. (6) and (8) have similar form, so we focus on (8). In the following, we derive a lemma regarding the
solutions of (8). A similar result is also valid for (6).
Lemma. For characteristic equation (8), the following holds:
1. There exists a negative number b0 with b0< − a such that Eq. (8) has a pure imaginary solution at
b = b0.
2. For every b ∈ (b0, a), all solutions of (8) have negative real part.
3. If b>a, Eq. (8) always has a solution with positive real part.
Proof. Let = u+ iv, then (8) leads to
u=−a + be−u cos(v), (9)
v =−be−u sin(v).
1. If = iv is a pure imaginary solution of (8), then it must satisfy:
0=−a + b cos(v), (10)
v =−b sin(v).
This results in an equation−v/a= tan(v). Let v=w, then we have−w/a= tan(w). Solutions of this
equation are the horizontal coordinates of the intersecting points between the curve y = tan(w) and the
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line y=−w/a. There are inﬁnite number of intersecting points for these two curves that are graphically
illustrated in Fig. 1(b).
Without loss of generality, we only consider the intersecting points with positive horizontal coordinates
wi , i=1, 2, . . . . It is clear that i−/2<wi < i, i=1, 2, . . ., and i−wi → /2 monotonically when
i → ∞. For these wi , from Eq. (10), we can choose b0i = a/ cos(wi), then we have |b0i | → +∞ and
b01, b
0
3, . . . < 0, b02, b04, . . . > 0. Thus we can choose b0 = b01 = a/ cos(w1). It is obvious that b0< − a,
and at b = b0, Eq. (8) has a pure imaginary root iv1. The ﬁrst argument of the Lemma is thus proved.
2. First, we will prove that if 0b<a, then all solutions of Eq. (8) have negative real parts. To show
this, notice that when b = 0, Eq. (8) has only one solution =−a. So what we need to prove is that all
solutions of (8) have negative real parts for 0<b<a. Otherwise, suppose for some b′ ∈ (0, a), Eq. (8)
has a solution ′ = u′ + iv′ with positive real part u′> 0, we then have
u′ = −a + b′e−u′ cos(v′) − a + b′e−u′ <a(e−u′ − 1)< 0
this contradicts the assumption u′> 0. Second, if−a <b< 0, by the proof of argument 1, b0 is the largest
value b satisfying b< 0 and at which Eq. (8) has pure imaginary solution. Thus, when b ∈ (−a, 0),
there exists no pure imaginary solution. It is also impossible to exist solution with positive real parts.
Otherwise, by Eq. (10), u is a continuous function of b, if there is some b′′ ∈ (−a, 0) with u> 0, then
there must exist a b′′′ ∈ (b′′, 0) at which Eq. (8) has a pure imaginary root, this leads to a contradiction
to the fact that there is no pure imaginary solution when b ∈ (−a, 0).
3. If b>a, let
f ()= + a − be−
then real solutions of Eq. (8) are roots of f when viewed as a function of real variable . Since f () is
continuous and f (0)=a−b< 0, and f () →+∞when  →+∞, there must exist at least one positive
real number 0 ∈ (0,+∞) such that f (0)= 0.
This completes the proof of the lemma. 
3. Local bifurcations
In the following, we just consider bifurcations of (1) with respect to parameter a/b for positive b.
(1) When a/b> 1, i.e., b<a, (1) has only one equilibrium x0 = 0. According to the lemma, all the
solutions of (3) have negative real parts. Hence, x0 = 0 is locally stable.
(2) When a/b = 1, (1) also has only one equilibrium x0 = 0. It is obvious that  = 0 is a root of Eq.
(8). As b is increased to a/b< 1, two new equilibria x1 and x−1 appear. The implicit function theorem
implies that for any b, with b>a and sufﬁciently close to a, there exist real roots for Eq. (8), and any
real root is positive. Because if this is not true, there must exist a negative real root . On the other hand,
we have =−a + be−>− a + b> 0, this leads to a contradiction. Thus, the origin x0 = 0 is unstable
when a/b< 1, and a pitchfork bifurcation occurs at a/b = 1 for x0 = 0.
(3)When a/b< 1, i.e., b>a, two new equilibria x1 and x−1=−x1 appear (as illustrated in Fig. 1(a)).
We consider bifurcations of (1) around these two equilibria. According to (6), the characteristic
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equations at the equilibria x1 and x−1 take the same form as
=−a + b cos(x1)e−. (11)
So x1 and x−1 have same stability properties. We discuss the local dynamics in three subcases.
If 2/<a/b< 1, i.e. a <b< /2a, we have 0<x1< /2, so cos(x1)> 0 and a/b> cos(x1). This
relation can be graphically illustrated as in Fig. 1(a) since a/b is the slope of the line y = (a/b)x, while
cos(x1) is the slope of y = sin(x) at x1. As a result, we have 0<b cos(x1)< a and from the Lemma, all
roots of (11) have negative real parts. This implies that x1 and x−1 are locally stable when 2/<a/b< 1.
If a/b = 2/, we have x1 = /2, thus b cos(x1)= 0, and (11) has only one eigenvalue =−a.
If a/b continues to decrease and a/b< 2/, we have /2<x1< , and hence cos(x1) is negative. From
lemma, it is easy to see that when
b cos(x1)= b0 (12)
the characteristic equation (11) has pure imaginary eigenvalue. Fig. 1(a) shows that as b →+∞, we have
x1 →  and thus b cos(x1) → −∞ monotonically. This indicates that there exists only one b satisfying
Eq. (12). On the other hand, x1 also changes with b, so it is difﬁcult to determine b directly from Eq.
(12). However, this problem can be addressed from another point of view. Since x1 varies continuously
on (/2, ) as b changes, we can let x1 varies on (/2, ) and denoted it by x. Thus, b can be viewed as
a function of x deﬁned by the relation a/b = sin(x)/x. Replacing the expression of b in (12), we come
to an equation
a
b0
x = tan(x). (13)
This equation can be solved graphically in a similar way as that illustrated in Fig. 1(b), it has a unique
solution on (/2, ) denoted by x∗1 (keeping in mind that a > 0, b0< 0), and then b can be determined
as b= b0/ cos(x∗1 ). From Lemma, b0 = a/ cos(w1) where w1 ∈ (/2, ). Let b1= a/(cos(x∗1 ) cos(w1)),
then b1>a and for every b ∈ (a, b1), it follows that b0<b cos(x1)< a cos(x1)a. Again, according to
the lemma, it induces that all solutions of Eq. (11) have negative real parts, this indicates that x1 and x−1
are stable when b ∈ (a, b1). When b=b1, we have b cos(x1)=b0, according to the lemma, characteristic
equation (11) has pure imaginary roots.
In the following, we will prove that dR()db |b=b1 > 0, so that the system undergoes a Hopf bifurcation,
and positive periodic solutions appear after b increases and crosses b1. In order to prove this, substituting
 for u+ iv in (11), we obtain
u=−a + b cos(x1)e−u cos(v),
v =−b cos(x1)e−u sin(v). (14)
Differentiating u, v with respect to b, we obtain
du
db
= cos(x1)e−u cos(v)+ b(− sin(x1))dx1db e
−u cos(v)
− b cos(x1)dudb e
−u cos(v)− b cos(x1)dvdbe
−u sin(v),
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dv
db
= − cos(x1)e−u sin(v)+ b sin(x1)dx1db e
−u sin(v)
+ b cos(x1)e−u dudb sin(v)− b cos(x1)e
−u cos(v)dv
db
.
Taking on the value b = b1 (recall that when b = b1, one has x1 = x∗1 and u= 0), we get
du
db
∣∣∣∣
b1
= cos(x∗1 ) cos(w1)− b1 sin(x∗1 ) cos(w1)
dx1
db
∣∣∣∣
b1
− b1 cos(x∗1 ) cos(w1)
du
db
∣∣∣∣
b1
− b1 cos(x∗1 ) sin(w1)
dv
db
∣∣∣∣
b1
= a
b1
− b1 sin(x∗1 ) cos(w1)
dx1
db
∣∣∣∣
b1
− b1 a
b1
du
db
∣∣∣∣
b1
− b1 cos(x∗1 ) sin(w1)
dv
db
∣∣∣∣
b1
= a
b1
− b1 sin(x∗1 ) cos(w1)
sin(x∗1 )
a − b1 cos(x∗1 )
− a du
db
∣∣∣∣
b1
− b1 cos(x∗1 ) sin(w1)
dv
db
∣∣∣∣
b1
, (15)
dv
db
∣∣∣∣
b1
= − cos(x∗1 ) sin(w1)+ b1 sin(x∗1 ) sin(w1)
dx1
db
∣∣∣∣
b1
+ b1 cos(x∗1 ) sin(w1)
du
db
∣∣∣∣
b1
− b1 cos(x∗1 ) cos(w1)
dv
db
∣∣∣∣
b1
= − cos(x∗1 ) sin(w1)+ b1 sin(x∗1 ) sin(w1)
sin(x∗1 )
a − b1 cos(x∗1 )
+ b1 cos(x∗1 ) sin(w1)
du
db
∣∣∣∣
b1
− a dv
db
∣∣∣∣
b1
. (16)
From Eq. (16), it follows that
dv
db
∣∣∣∣
b1
= 1
a + 1
(
− cos(x∗1 ) sin(w1)+ b1
sin2(x∗1 ) sin(w1)
a − b1 cos(x∗1 )
+ b1 cos(x∗1 ) sin(w1)
du
db
∣∣∣∣
b1
)
. (17)
Substitute (17) into (15), we obtain
du
db
∣∣∣∣
b1
= a
b1
− b1 sin
2(x∗1 ) cos(w1)
a − b1 cos(x∗1 )
− a du
db
∣∣∣∣
b1
− b1 cos(x∗1 ) sin(w1)
1
a + 1
(
− cos(x∗1 ) sin(w1)
+b1 sin
2(x∗1 ) sin(w1)
a − b1 cos(x∗1 )
+ b1 cos(x∗1 ) sin(w1)
du
db
∣∣∣∣
b1
)
= a
b1
− b1 sin
2(x∗1 ) cos(w1)
a − b1 cos(x∗1 )
− a du
db
∣∣∣∣
b1
+ b1cos
2(x∗1 )sin2(w1)
a + 1
− b
2
1sin
2(x∗1 ) cos(x∗1 )sin2(w1)
(a + 1)(a − b1 cos(x∗1 ))
− 
2b21 cos
2(x∗1 )sin2(w1)
a + 1
du
db
∣∣∣∣
b1
. (18)
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Fig. 2. Local dynamics of Eq. (1) when taking a = 2,  = 1. (a) b = 1.99; (b) b = 2.01; (c) b = 5.25; (d) time series of (c) the
x-axis represents x(t), and y-axis x(t − 1) in (a)–(c).
This leads to(
1+ a + 
2b21 cos
2(x∗1 )sin2(w1)
a + 1
)
du
db
∣∣∣∣
b1
= a
b1
+ sin
2(x∗1 ) cos(w1)
cos(x∗1 )(1− cos(w1))
+ b1 cos
2(x∗1 )sin2(w1)
a + 1 +
b1 sin2(x∗1 )sin2(w1)
(a + 1)(1− cos(w1)) > 0. (19)
The inequality holds because the second term of the right-hand side of the ﬁrst line in (19) satis-
ﬁes (sin2(x∗1 ) cos(w1))/(cos(x∗1 )(1 − cos(w1)))> 0 since cos(x∗1 )< 0 and cos(w1)< 0. Thus, we have
du
db |b1 > 0.
In summary, when b ∈ (a, b1), both x1 and x−1 are locally stable, and at b= b1, the system undergoes
a Hopf bifurcation at x1 and x−1.
It must be noted that for a/b< 1, the two equilibria x1 and x−1 always exist. In addition, when
cos(x02)< a/b< 1, the system has totally three equilibria x0, x1 and x−1, and when cos(x04)< a/b
< cos(x02), has totally seven equilibria x0, x1, x2, x3, x−1, x−2 and x−3, etc. The smaller a/b is, the
larger the number of equilibria is. Usually, bifurcations at x1 and x−1 occur before x2, x3, x−2 and x−3
appear, this is because a/b1 is usually greater than cos(x02). However, for small a, bifurcations occur after
new equilibria appear.
(4) When a/b< cos(x02), four new equilibria appear. There are totally seven equilibria at this mo-
ment (illustrated in Fig. 1(a)), denoted respectively as x0 = 0, x1, x2, x3, and −x1, −x2, −x3, where
2<x2<x02 <x3< 3. Thus, it follows that cos(x2)> cos(x02)> cos(x3), and b cos(x2)> b cos(x02)>
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Fig. 3. Local dynamics of Eq. (1) when taking a = 2, = 1. (a) b= 5.32, local periodic orbit around x1 = 2.1805; (b) b= 5.32,
local periodic orbit around x−1=−2.1805; (c) b= 16.3, locally stable orbit converging to x3= 8.027559, with initial condition
x(t) ≡ 8.2; (d) b = 16.3, locally stable orbit converging to x−3 =−8.027559, with initial condition x(t) ≡ −8.2.
a >b cos(x3). For a/b satisfying 1/(2+/2)< a/b< cos(x02), we have 0<b cos(x3)< a, and now the
characteristic equation of the system at x3 and x−3 is given by
=−a + b cos(x3)e− (20)
Once, according to the Lemma, all solutions of (20) have negative real parts. For a/b=1/(2+/2), we
have x3= 2+ /2 and b cos(x3)= 0, and now there is only one root =−a for (20). In a way similar to
that in the proof of x1 and x−1, we can prove that at b2= a/(cos(x∗3 ) cos(w1)), a Hopf bifurcation occurs
around x3 and x−3, where x∗3 ∈ (5/2, 3) is the solution of Eq. (13), illustrated in Fig. 1(b).
For x2 and x−2, the characteristic equation turns to  = −a + b cos(x2)e−. Since b cos(x2)>
b cos(x02)> a, according to result 3 of the lemma, there always exist positive real roots for the char-
acteristic equation, so x2 is unstable.
(5)As b continues to increase and thus a/b decreases, more equilibria appear, e.g., when a/b< cos(x04),
another four equilibria emerge and Hopf bifurcations occur for two symmetric new equilibria. As b →
+∞, the number of equilibria also goes to inﬁnity, and global complex dynamical behavior such as chaos
may occur.
4. Numerical simulations
In this section, we will conduct numerical simulations to illustrate the local bifurcation behavior
analyzed in the preceding section. For this, we integrate Eq. (1) using the fourth-order Runge–Kutta
H. Lu, X. Yu / Journal of Computational and Applied Mathematics 181 (2005) 188–199 197
0 500 1000 1500 2000 2500
8.2
8.1
8
7.9
7.8
7.7
Sample data
x(t
)
7.95 8 8.05 8.1 8.15 8.2
7.95
8
8.05
8.1
8.15
8.2
b=16.4
-8.15 -8.1 -8.05 -8 -7.95 -7.9
-8.15
-8.1
-8.05
-8
-7.95
-7.9
b=16.4
5 0 5
-6
-4
-2
0
2
4
6
b=16.4
(a) (b)
(d)(c)
Fig. 4. Dynamics of Eq. (1), when a=2, =1. (a) time series of Fig. 3; (b) b=16.4, locally stable periodic orbit oscillating around
x3 = 8.0474, with initial condition x(t) ≡ 8.2; (c) b = 16.4, locally stable periodic orbit oscillating around x−3 = −8.0474,
with initial condition x(t) ≡ −8.2; (d) b = 16.4, chaotic trajectory, with initial condition x(t) ≡ 10.0.
method,where the delayed term is treated as input.Weﬁx the parameters a=2 and =1, then consider local
bifurcations when b varies. We found that numerical simulations are consistent well with the theoretical
analysis in the above section.
(1) When b< 2, x0 = 0 is the only equilibrium and it is locally stable. Fig. 2(a) shows a typical
trajectory when taking on b = 1.99. In this ﬁgure and those follows, unless the otherwise is stated, the
x-axis represents x(t) and the y-axis represents x(t − ). The ﬁgure explicitly indicates that x(t) → 0,
and thus x0= 0 is locally stable. Our numerical simulations further show that x0 is in fact globally stable
in this case.
(2) When b> 2, two new equilibria x1 and x−1 appear. Now x0 = 0 is unstable, and for those b that
close to 2, x1 and x−1 are locally stable. Fig. 2(b) illustrates this case where b= 2.01, and solutions with
different initial conditions converge to x1 = 0.173 and x−1 =−0.173, respectively.
(3) For these ﬁxed parameters, b0 in the lemma is calculated as b0 =−3.0396, and x∗1 = 2.1797, and
b1 = b0/ cos(x∗1 ) as b1 = 5.3145. By our analysis, when 2<b<b1, x1 and x−1 are locally stable, and
at b = b1, they undergo Hopf bifurcation. Figs. 2(c), (d) and 3(a), (b) demonstrate this. Fig. 2(c) shows
two typical system trajectories when b = 5.25 before Hopf bifurcation, where one trajectory converges
to the positive equilibrium x1 = 2.169061, while another to the negative equilibrium x−1 =−2.169061.
Fig. 2(d) shows the time series of one of trajectories in Fig. 2(c). In Fig. 3(a) and (b), we show two typical
periodic orbits oscillating around x1 = 2.1805 and x−1 = −2.1805 after Hopf bifurcation when taking
on b = 5.32. This coincides with the theoretical analysis.
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Fig. 5. Bifurcation diagrams of Eq. (1) with respect to b ∈ [1, 20] when a = 2, = 1. (a) with initial conditions x(t) ≡ 2.0; (b)
with initial conditions x(t) ≡ 8.2.
(4) When b>a/ cos(x02)= 15.5885, four new equilibria x2, x3, x−2 and x−3 emerge, and the second
bifurcation parameter b2 = b0/ cos(x∗3 ) is calculated as b2 = 16.3654. By the above analysis, Hopf
bifurcations will occur around x3 and x−3 at b2. Figs. 3(c), (d) and 4 (a)–(c) conﬁrm this. Figs. 3(c)
and (d) show the locally stable orbits converging to x3 = 8.027559 and x−3 = −8.027559, with initial
conditions as constant functions x(t) ≡ 8.2 and −8.2 on [−1, 0], respectively, before Hopf bifurcations
occur when taking b = 16.3. Fig. 4(a) shows the data of Fig. 3(d). Figs. 4(b) and (c) are periodic orbits
after Hopf bifurcation when taking on b = 16.4, with the same initial conditions as that of Figs. 3(c)
and (d). This again is consistent with the theoretical analysis. It must be noted that the Hopf bifurcation
is local around x3 and x−3. The system global behavior is related to initial conditions, and the overall
system may exhibit complex behavior in these parameter range with different initial conditions. Fig. 4
shows a chaotic trajectory at the same parameter b = 16.4, but with initial condition x(t) ≡ 10.0.
Fig. 5 depicts the bifurcation diagrams of Eq. (1) with respect to parameter b ∈ [1, 20] when ﬁxing
a=2 and =1, where the horizontal axis is the parameter b and the vertical axis is the value of x(t)when
x(t)=x(t− ), i.e., the value of x(t)when the trajectories in the x(t)−x(t− ) plane across the diagonal
line x(t) = x(t − ). Thus, for each b, a single point of the vertical axis represents a stable equilibrium
and two points represent a stable period 1 limit cycles, and many points represent chaotic behavior.
Figs. 5(a) and (b) are obtained by setting the initial conditions as x(t) ≡ 2.0 and 8.2, t ∈ [−, 0],
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respectively. The bifurcation process agrees quite well with the above analysis. Notice that in some
parameter regions, different initial conditions result in different types of dynamics. For example, in
b ∈ [16, 17], there are two types of dynamics, the global chaotic behavior shown in Fig. 5(a) and the
local periodic oscillations shown in Fig. 5(b).
5. Conclusion
In this paper, we analyze the local dynamics in a simple chaos anticontrol system, which is described
by a one dimensional linear differential equation with a sinusoidal delayed feedback. We show that
with variation of parameters, the number of equilibria changes and there might be many (up to inﬁnite)
equilibria existing. Hopf bifurcations occur at some of these equilibria. Numerical simulations conﬁrm
the theoretical analysis.
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