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Abstract
In this paper we obtain asymptotic formulas of arbitrary order for
the Bloch eigenvalues and Bloch functions of the Schrodinger operator
−∆ + q(x), of arbitrary dimension, with periodic, with respect to arbi-
trary lattice, potential q(x). Moreover, we estimate the measure of the
isoenergetic surfaces in the high energy region.
1 Introduction
In this paper we consider the operator
L(q(x)) = −∆+ q(x), x ∈ Rd, d ≥ 2 (1)
with a periodic (relative to a lattice Ω) potential q(x) ∈W s2 (F ), where
s ≥ s0 = 3d−12 (3d+d+2)+ 14d3d+d+6, F ≡ Rd/Ω is a fundamental domain
of Ω. Without loss of generality it can be assumed that the measure µ(F ) of F
is 1 and
∫
F q(x)dx = 0. Let Lt(q(x)) be the operator generated in F by (1) and
the conditions:
u(x+ ω) = ei(t,ω)u(x), ∀ω ∈ Ω, (2)
where t ∈ F ⋆ ≡ Rd/Γ and Γ is the lattice dual to Ω, that is, Γ is the set of all
vectors γ ∈ Rd satisfying (γ, ω) ∈ 2piZ for all ω ∈ Ω. It is well-known that ( see
[2]) the spectrum of the operator Lt(q(x)) consists of the eigenvalues
Λ1(t) ≤ Λ2(t) ≤ ....The function Λn(t) is called n-th band function and its
range An = {Λn(t) : t ∈ F ∗} is called the n-th band of the spectrum Spec(L) of
L and Spec(L) = ∪∞n=1An. The eigenfunction Ψn,t(x) of Lt(q(x)) corresponding
to the eigenvalue Λn(t) is known as Bloch functions. In the case q(x) = 0 these
eigenvalues and eigenfunctions are | γ + t |2 and ei(γ+t,x) for γ ∈ Γ.
This paper consists of 4 section. First section is the introduction, where we
describe briefly the scheme of this paper and discuss the related papers.
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In papers [13-17] for the first time the eigenvalues |γ + t|2, for big γ ∈ Γ,
were divided into two groups: non-resonance ones and resonance ones and for
the perturbations of each group various asymptotic formulae were obtained. Let
the potential q(x) be a trigonometric polynomial
∑
γ∈Q
qγe
i(γ,x),
where qγ = (q(x), e
i(γ,x)) =
∫
F
q(x)e−i(γ1,x)dx, and Q consists of a finite number
of vectors γ from Γ. Then the eigenvalue |γ + t|2 is called a non-resonance
eigenvalue if γ + t does not belong to any of the sets
{x ∈ Rd :|| x |2 − | x + b |2|<| x |α1}, that is, if γ + t lies far from the
diffraction hyperplanes {x ∈ Rd :| x |2=| x+ b |2}, where α1 ∈ (0, 1),
b ∈ {b1 + b2 + ...bm : b1, b2, ...bm ∈ Q}, and m is fixed integer (see [15-17]).
If q(x) ∈ W s2 (F ), then to describe the non-resonance and resonance eigen-
values |γ + t|2 of the order of ρ2 ( written as |γ + t|2 ∼ ρ2) for big paramater ρ
we write the potential q(x) ∈ W s2 (F ) in the form
q(x) =
∑
γ1∈Γ(ρα)
qγ1e
i(γ1,x) +O(ρ−pα), (3)
where Γ(ρα) = {γ ∈ Γ : 0 < | γ |< ρα)}, p = s − d, α = 1q , q = 3d + d + 2,
and the relation |γ + t|2 ∼ ρ2 means that c1ρ < |γ + t| < c2ρ. Here and in
subsequent relations we denote by ci (i = 1, 2, ...) the positive, independent of
ρ constants whose exact values are inessential. Note that q(x) ∈W s2 (F ) means
that
∑
γ | qγ |2 (1+ | γ |2s) <∞. If s ≥ d, then∑
γ
| qγ |< c3, sup |
∑
γ /∈Γ(ρα)
qγe
i(γ,x) |≤
∑
|γ|≥ρα
| qγ |= O(ρ−pα), (4)
i.e., (3) holds. By definition, put αk = 3
kα for k = 1, 2, ... and introduce the
sets Vγ1(ρ
α1) ≡ {x ∈ Rd :|| x |2 − | x+ γ1 |2|< ρα1},
E1(ρ
α1 , p) ≡
⋃
γ1∈Γ(pρα)
Vγ1(ρ
α1), U(ρα1 , p) ≡ Rd\E1(ρα1 , p)
Ek(ρ
αk , p) ≡
⋃
γ1,γ2,...,γk∈Γ(pρα)
(∩ki=1Vγi(ραk)),
where the intersection ∩ki=1Vγi in the definition of Ek is taken over γ1, γ2, ..., γk,
that are linearly independent. The set U(ρα1 , p) is said to be a non-resonance
domain and the eigenvalue |γ + t|2 ∼ ρ2 is called a non-resonance eigenvalue if
γ + t ∈ U(ρα1 , p). The domains Vγ1(ρα1) for γ1 ∈ Γ(pρα) are called resonance
domains and | γ + t |2 is called a resonance eigenvalue if γ + t ∈ Vγ1(ρα1).
In section 2 we prove that for each γ+t ∈ U(ρα1 , p) there exists an eigenvalue
ΛN (t) of the operator Lt(q(x)) satisfying the following formulae
ΛN (t) =| γ + t |2 +Fk−1(γ + t) +O(| γ + t |−3kα) (5)
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for k = 1, 2, ..., [ 13 (p− 12q(d−1))], where [a] denotes the integer part of a, F0 = 0,
and Fk−1 ( for k > 1) is explicitly expresed by the potential q(x) and eigenvalues
of Lt(0). Besides, we prove that if the conditions
| ΛN (t)− | γ + t |2|< 1
2
ρα1 , (6)
| b(N, γ) |> c4ρ−cα (7)
hold, where b(N, γ) = (ΨN,t, e
i(γ+t,x)), ΨN,t(x) is a normalized eigenfunction
of Lt(q(x)) corresponding to ΛN (t), then the following statements are valid:
(a) if γ + t is in the non-resonance domain, then ΛN (t) satisfies (5) for
k = 1, 2, ..., [ 13 (p− c)] ( see Theorem 1);
(b) if γ + t ∈ Es\Es+1, where s = 1, 2, ..., d− 1, then
ΛN (t) = λj(γ + t) +O(| γ + t |−kα), (8)
where λj is an eigenvalue of the matrix C(γ + t) ( see (26) and Theorem 2).
Moreover, we prove that every big eigenvalue of the operator Lt(q(x)) for all
values of quasimomenta t satisfies one of these formulae.
For investigation of the Bloch function, in section 3, we find the values of
quasimomenta γ+t for which the corresponding eigenvalues are simple , namely
we construct the subset B of U(ρα1 , p) with the following properties:
Pr.1. If γ+t ∈ B, then there exists a unique eigenvalue, denoted by Λ(γ+t),
of the operator Lt(q(x)) satisfying (5). This is a simple eigenvalue of Lt(q(x)).
Therefore we call the set B the simple set of quasimomenta.
Pr.2. The eigenfunction ΨN(γ+t)(x) ≡ Ψγ+t(x) corresponding to the eigen-
value Λ(γ + t) is close to ei(γ+t,x), namely
ΨN (x) = e
i(γ+t,x) +O(| γ + t |−α1), (9)
Ψγ+t(x) = e
i(γ+t,x) +Φk−1(x) +O(| γ + t |−kα1), k = 1, 2, ... , (10)
where Φk−1 is explicitly expresed by q(x) and the eigenvalues of Lt(0).
Pr.3. The set B contains the intervals {a + sb : s ∈ [−1, 1]} such that
Λ(a − b) < ρ2, Λ(a + b) > ρ2, and Λ(γ + t) is continuous on these intervals.
Hence there exists γ + t such that Λ(γ + t) = ρ2 for ρ ≫ 1. It implies that
there exist only a finite number of gaps in the spectrum of L, that is, it implies
the validity of Bethe-Sommerfeld conjecture for arbitrary dimension and for
arbitrary lattice.
Construction of the set B consists of two steps.
Step 1. We prove that all eigenvalues ΛN (t) ∼ ρ2 of the operator Lt(q(x))
lie in the ε1 = ρ
−d−2α neighborhood of the numbers
F (γ+t) =| γ+t |2 +Fk1−1(γ+t), λj(γ+t) ( see (5), (8)), where k1 = [ d3α ]+2.
We call these numbers as the known parts of the eigenvalues. Moreover, for
γ + t ∈ U(ρα1 , p) there is ΛN (t) satisfying ΛN(t) = F (γ + t) + o(ε1) ( see (5))
Step 2. By eliminating the set of quasimomenta γ + t, for which the known
parts F (γ + t) of ΛN (t) are situated from the known parts F (γ
′
+ t), λj(γ
′
+ t)
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(γ
′ 6= γ) of other eigenvalues at a distance less than 2ε1, we construct the set B
with the following properties: if γ+ t ∈ B, then the following conditions (called
simplicity conditions for ΛN (t)) hold
| F (γ + t)− F (γ′ + t) |≥ 2ε1 (11)
for γ
′ ∈ K\{γ}, γ′ + t ∈ U(ρα1 , p) and
| F (γ + t)− λj(γ
′
+ t) |≥ 2ε1 (12)
for γ
′ ∈ K, γ′ + t ∈ Ek\Ek+1, j = 1, 2, ..., where K is the set of γ′ ∈ Γ satisfying
| F (γ + t)− | γ′ + t |2|< 13ρα1 . Thus B is the set of γ + t ∈ U(ρα1 , p) satisfying
the simplicity conditions (11), (12). As a consequence of these conditions the
eigenvalue ΛN (t) does not coincide with other eigenvalues. To prove this, namely
to prove the Pr.1 and (9), we show that for any normalized eigenfunction ΨN(x)
corresponding to ΛN (t) the following equality holds:
∑
γ′∈Γ\γ
| b(N, γ′) |2= O(ρ−2α1). (13)
For the first time in [15-17] we constructed the simple set B with the Pr.1 and
Pr.3., though in those papers we emphasized the Bethe-Zommerfeld conjecture.
Note that for this conjecture and for Pr.1, Pr.3. it is enough to prove that
the left-hand side of (13) is less than 14 ( we proved this inequality in [15-17]
and as noted in Theorem 3 of [16] and in [18] the proof of this inequality does
not differ from the proof of (13)). From (9) we got (10) (see [18]) . But in
those papers these results are written briefly. The enlarged variant is written
in [19] which can not be used as reference. In this paper we write these results
in improved and enlarged form. The main difficulty and the crucial point of
papers [15-17] were the construction of the simple set B with the Pr.1.,Pr.3.
This difficulty of the perturbation theory of L(q(x)) is of a physical nature and
it is connected with the complicated picture of the chystal diffraction. If d = 2, 3,
then F (γ+ t) =| γ+ t |2 and the matrix C(γ+ t) corresponds to the Schrodinger
operator with directional potential qδ(x) =
∑
n∈Z qnδe
in(δ,x) ( see [16]). So for
construction of the simple set B of quasimomenta we eliminated the vicinities
of the diffraction planes and the sets connected with directional potential ( see
(11), (12)). Besides, for nonsmooth potentials q(x) ∈ L2(R2/Ω), we eliminated
a set, which is described in the terms of the number of states ( see [15,19]). The
simple sets B of quasimomenta for the first time is constructed and investigated
( hence the main difficulty and the crucial point of perturbation theory of L(q)
is investigated) in [16] for d = 3 and in [15,17] for the cases:
1. d = 2, q(x) ∈ L2(F ); 2. d > 2, q(x) is a smooth potential.
Then, Yu.E. Karpeshina proved ( see [7-9]) the convergence of the perturba-
tion series of two and three dimensional Schrodinger operator L(q) with a wide
class of nonsmooth potential q(x) for a set, that is similar to B, of quasimo-
menta. In papers [3,4] the asymptotic formulas for the eigenvalues and Bloch
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function of the two and three dimensional operator Lt(q(x)) were obtained. In
[5] the asymptotic formulae for the eigenvalues of L0(q(x)) were obtained.
In section 4 we consider the geometrical aspects of the simple sets. We
prove that the simple sets B has asymptotically full measure on Rd. Moreover
we construct a part of isoenergetic surfaces corresponding to ρ2, which is smooth
surfaces and has the measure asymptotically close to the measure of the Fermi
surfaces {x ∈ R :| x |= ρ} of the operator L(0). The nonemptyness of the Fermi
surfaces for ρ≫ 1 implies the the validity of the Bethe-Sommerfeld conjecture.
For the first time M.M. Skriganov [11,12] proved the validity of the Bethe-
Sommerfeld conjecture for the Scrodinger operator for dimension d = 2, 3 for
arbitrary lattice, for dimension d > 3 for rational lattice. The Skriganov’s
method is based on the detail investigation of the arithmetic and geometric
properties of the lattice. B.E.J.Dahlberg and E.Trubowits [1] using an asymp-
totic of Bessel function, gave the simple proof of this conjecture for the two
dimensional Scrodinger operator. Then in papers [15-17] we proved the valid-
ity of the Bethe-Sommerfeld conjecture for arbitrary lattice and for arbitrary
dimension by using the asymptotic formulas and by construction of the sim-
ple set B, that is, by the method of perturbation theory. Yu.E. Karpeshina
( see [7-9]) proved this conjecture for two and three dimensional Schrodinger
operator L(q) for a wide class of singular potentials q(x), including Coulomp
potential, by the method of perturbation theory. B. Helffer and A. Mohamed
[6], by investigations the integrated density of states, proved the validity of the
Bethe-Sommerfeld conjecture for the Scrodinger operator for d ≤ 4 for arbitrary
lattice. Recently L. Parnovski and A. V. Sobelev [10] proved this conjecture for
d ≤ 4. The method of this paper and papers [15-17] is a first and uniqie, for the
present, by which the validity of the Bethe-Sommerfeld conjecture for arbitrary
lattice and for arbitrary dimension is proved.
In this paper for the different types of the measures of the subset A of Rd
we use the same notation µ(A). By | A | we denote the number of elements of
the set A ⊂ Γ and use the following obvious fact. If a ∼ ρ, then the number
of elements of the set {γ + t : γ ∈ Γ} satisfying || γ + t | −a |< 1 is less than
c5ρ
d−1. Therefore the number of eigenvalues of Lt(q) lying in (a
2 − ρ, a2 + ρ) is
less than c5ρ
d−1. Besides, we use the inequalities:
α1 + dα < 1− α , dα < 1
2
αd, k1 ≤ 1
3
(p− 1
2
(q(d − 1)), (14)
p1α1 ≥ pα, 3k1α > d+ 2α, αk + (k − 1)α < 1,
αk+1 > 2(αk + (k − 1))α
for k = 1, 2, ..., d, which follow from the definitions p = s− d, αk = 3kα, α = 1q ,
q = 3d + d+ 2, k1 = [
d
3α ] + 2, p1 = [
p
3 ] + 1 of the numbers p, q, αk, α, k1, p1.
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2 Asymptotic Formulae for Eigenvalues
First we obtain the asymptotic formulas for the non-resonance eigenvalues by
iteration of the formula
(ΛN− | γ + t |2)b(N, γ) = (ΨN,t(x)q(x), ei(γ+t,x)), (15)
which is obtained from equation −∆ΨN,t(x) + q(x)ΨN,t(x) = ΛNΨN,t(x) by
multiplying by ei(γ+t,x)). Introducing into (15) the expansion (3) of q(x), we get
(ΛN− | γ + t |2)b(N, γ) =
∑
γ1∈Γ(ρα)
qγ1b(N, γ − γ1) +O(ρ−pα). (16)
From the relations (15), (16) it follows that
b(N, γ
′
) =
(ΨN,tq(x), e
i(γ
′
+t,x))
ΛN− | γ′ + t |2 =
∑
γ1∈Γ(ρα)
qγ1b(N, γ
′ − γ1)
ΛN− | γ′ + t |2 +O(ρ
−pα) (17)
for all vectors γ
′ ∈ Γ satisfying the inequality
| ΛN− | γ
′
+ t |2|> 1
2
ρα1 . (18)
This inequality is called the iterability condition. If (6) holds and | γ + t |2 is a
non-resonance eigenvalue, i.e., γ + t ∈ U(ρα1 , p), then
|| γ + t |2 − | γ − γ1 + t |2|> ρα1 , | ΛN− | γ − γ1 + t |2|> 1
2
ρα1 (19)
for all γ1 ∈ Γ(pρα). Hence the vector γ−γ1 for γ+t ∈ U(ρα1 , p) and γ1 ∈ Γ(pρα)
satisfies (18). Therefore, in (17) one can replace γ
′
by γ − γ1 and write
b(N, γ − γ1) =
∑
γ2∈Γ(ρα)
qγ2b(N, γ − γ1 − γ2)
ΛN− | γ − γ1 + t |2 +O(ρ
−pα).
Substituting this for b(N, γ − γ1) into right-hand side of (16) and isolating the
terms containing the multiplicand b(N, γ), we get
(ΛN− | γ + t |2)b(N, γ) =
∑
γ1,γ2∈Γ(ρα)
qγ1qγ2b(N, γ − γ1 − γ2)
ΛN− | γ − γ1 + t |2 +O(ρ
−pα) =
∑
γ1∈Γ(ρα)
| qγ1 |2 b(N, γ)
ΛN− | γ − γ1 + t |2 +
∑
γ1,γ2∈Γ(ρ
α),
γ1+γ2 6=0
qγ1qγ2b(N, γ − γ1 − γ2)
ΛN− | γ − γ1 + t |2 +O(ρ
−pα),
since qγ1qγ2 =| qγ1 |2 for γ1 + γ2 = 0 and the last sum is taken under the
condition γ1+ γ2 6= 0. Repeating this process p1 ≡ [p3 ]+ 1 times, i.e., in the last
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formula replacing b(N, γ − γ1 − γ2) by its expression from (17) ( in (17) replace
γ
′
by γ − γ1 − γ2) and isolating the terms containing b(N, γ) etc., we obtain
(ΛN− | γ + t |2)b(N, γ) = Ap1(ΛN , γ + t)b(N, γ) + Cp1 +O(ρ−pα), (20)
where Ap1(ΛN , γ + t) =
∑p1
k=1 Sk(ΛN , γ + t) ,
Sk(ΛN , γ + t) =
∑
γ1,...,γk∈Γ(ρα)
qγ1qγ2 ...qγkq−γ1−γ2−...−γk∏k
j=1(ΛN− | γ + t−
∑j
i=1 γi |2)
,
Cp1 =
∑
γ1,...,γp1+1∈Γ(ρ
α)
qγ1qγ2 ...qγp1+1b(N, γ − γ1 − γ2 − ...− γp1+1)∏p1
j=1(ΛN− | γ + t−
∑j
i=1 γi |2)
.
Here the sums for Sk and Cp1 are taken under the additional conditions
γ1+ γ2+ ...+ γs 6= 0 for s = 1, 2, ..., k and s = 1, 2, ..., p1 respectively. These
conditions and the inclusion γi ∈ Γ(ρα) for i = 1, 2, ..., p1 imply the relation∑j
i=1 γi ∈ Γ(pρα). Therefore from the second inequality in (19) it follows that
the absolute values of the denominators of the fractions in Sk and Cp1 are greater
than (12ρ
α1)k and (12ρ
α1)p1 respectively. Hence the first inequality in (4) and
p1α1 ≥ pα ( see the fourth inequality in (14)) yield
Cp1 = O(ρ
−p1α1) = O(ρ−pα), Sk(ΛN , γ+ t) = O(ρ
−kα1 ), ∀k = 1, 2, ..., p1. (21)
Since we used only the condition (6) for ΛN , it follows that
Sk(a, γ + t) = O(ρ
−kα1 ) (22)
for all a ∈ R satisfying | a− | γ + t |2|< 12ρα1 . Thus finding N such that ΛN is
close to | γ + t |2 and b(N, γ) is not very small, then dividing both sides of (20)
by b(N, γ), we get the asymptotic formulas for ΛN .
Theorem 1 (a) Suppose γ + t ∈ U(ρα1 , p), | γ |∼ ρ. If (6) and (7) hold, then
ΛN satisfies formulas (5) for k = 1, 2, ..., [
1
3 (p− c)], where
Fs = O(ρ
−α1), ∀s = 0, 1, ..., (23)
and F0 = 0, Fs = As(| γ + t |2 +Fs−1, γ + t) for s = 1, 2, ....
(b) For γ + t ∈ U(ρα1 , p), | γ |∼ ρ there exists an eigenvalue ΛN of Lt(q(x))
satisfying (5).
Proof. (a) To prove (5) in case k = 1 we divide both side of (20) by b(N, γ)
and use (7), (21). Then we obtain
ΛN− | γ + t |2=| γ + t |2 +O(ρ−α1). (24)
This and α1 = 3α ( see the end of the introduction) imply that formula (5)
for k = 1 holds and F0 = 0. Hence (23) for s = 0 is also proved. Moreover,
from (22), we obtain Sk(| γ + t |2 +O(ρ−α1), γ + t) = O(ρ−α1) for k = 1, 2, ....
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Therefore (23) for arbitrary s follows from the definition of Fs by induction.
Now we prove (5) by induction on k. Suppose (5) holds for k = j, that is,
ΛN =| γ+t |2 +Fk−1(γ+t)+O(ρ−3kα). Substituting this into Ap1(ΛN , γ+t)
in (20) and dividing both sides of (20) by b(N, γ), we get
ΛN =| γ + t |2 +Ap1(| γ + t |2 +Fj−1 +O(ρ−jα1 ), γ + t) +O(ρ−(p−c)α) =
| γ + t |2 +{Ap1(| γ + t |2 +Fj−1 +O(ρ−jα1 ), γ + t)−
Ap1( | γ + t |2 +Fj−1, γ + t)}+Ap1(| γ + t |2 +Fj−1, γ + t) +O(ρ−(p−c)α).
To prove (a) for k = j+1 we need to show that the expression in curly brackets
is equal to O(ρ−(j+1)α1 ). It can be checked by using (4), (19), (23) and the
obvious relation
1∏s
j=1(| γ + t |2 +Fj−1 +O(ρ−jα1 )− | γ + t−
∑s
i=1 γi |2)
−
1∏s
j=1(| γ + t |2 +Fj−1− | γ + t−
∑s
i=1 γi |2)
=
1∏s
j=1(| γ + t |2 +Fj−1− | γ + t−
∑s
i=1 γi |2)
(
1
1−O(ρ−(j+1)α1 ) − 1)
= O(ρ−(j+1)α1 ) for s = 1, 2, ..., p1.
(b) Let A be the set of indices N satisfying (6). Using (15) and Bessel
inequality, we obtain
∑
N /∈A
| b(N, γ) |2=
∑
N /∈A
| (ΨN (x), q(x)e
i(γ+t,x))
ΛN− | γ + t |2 |
2= O(ρ−2α1)
Hence, by the Parseval equality, we have
∑
N∈A | b(N, γ) |2= 1−O(ρ−2α1). This
and the inequality | A |< c5ρd−1 = c5ρ(d−1)qα ( see the end of the introduction)
imply that there exists a number N satisfying | b(N, γ) |> 12 (c5)−1ρ−
(d−1)q
2 α,
that is, (7) holds for c = (d−1)q2 . Thus ΛN satisfies (5) due to (a)
Theorem 1 shows that in the non-resonance case the eigenvalue of the per-
turbed operator Lt(q(x)) is close to the eigenvalue of the unperturbed operator
Lt(0). However, in theorem 2 we prove that if γ + t ∈ ∩ki=1Vγi(ραk)\Ek+1 for
k ≥ 1, where γ1, γ2, ..., γk are linearly independent vectors of Γ(pρα), then the
corresponding eigenvalue of Lt(q(x)) is close to the eigenvalue of the matrix
constructed as follows. Introduce the sets:
Bk ≡ Bk(γ1, γ2, ..., γk) = {b : b =
∑k
i=1 niγi, ni ∈ Z, | b |< 12ρ
1
2αk+1},
Bk(γ + t) = γ + t+Bk = {γ + t+ b : b ∈ Bk}, (25)
Bk(γ + t, p1) = {γ + t+ b+ a : b ∈ Bk, | a |< p1ρα, a ∈ Γ}.
Denote by hi + t for i = 1, 2, ..., bk the vectors of Bk(γ + t, p1), where
bk ≡ bk(γ1, γ2, ..., γk) is the number of the vectors of Bk(γ + t, p1). Define
the matrix C(γ + t, γ1, γ2, ..., γk) ≡ (ci,j) by the formulas
ci,i =| hi + t |2, ci,j = qhi−hj , ∀i 6= j, (26)
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where i, j = 1, 2, ..., bk. We consider the resonance eigenvalue | γ + t |2 for
γ + t ∈ (∩ki=1Vγi(ραk)) by using the following lemma.
Lemma 1 If γ + t ∈ ∩ki=1Vγi(ραk)\Ek+1, h+ t ∈ Bk(γ + t, p1),
(h− γ′ + t) /∈ Bk(γ + t, p1), then
|| γ + t |2 − | h− γ′ − γ′1 − γ
′
2 − ...− γ
′
s + t |2|>
1
5
ραk+1 , (27)
where γ
′ ∈ Γ(ρα), γ′j ∈ Γ(ρα), j = 1, 2, ..., s and s = 0, 1, ..., p1 − 1.
Proof. The inequality p > 2p1 ( see the end of the introduction) and the
conditions of the lemma 1 imply that
h−γ′−γ′1−γ
′
2− ...−γ
′
s+ t ∈ Bk(γ+ t, p)\Bk(γ+ t) for all s = 0, 1, ..., p1−1.
It follows from the definitions of Bk(γ + t, p), Bk that ( see (25))
h− γ′ − γ′1 − γ
′
2 − ...− γ
′
s + t = γ + t+ b+ a, where
| b |< 1
2
ρ
1
2αk+1 , | a |< pρα, γ + t+ b+ a /∈ γ + t+Bk. (28)
Then (27) has the form
|| γ + t+ a+ b |2 − | γ + t |2|> 1
5
ραk+1 . (29)
To prove (29) we consider two cases:
Case 1. a ∈ P , where P = Span{γ1,γ2, ..., γk}. Since b ∈ Bk ⊂ P, we have
a + b ∈ P. This with the third relation in (28) imply that a + b ∈ P\Bk ,i.e.,
| a + b |≥ 12 ρ
1
2αk+1 . Consider the orthogonal decomposition γ + t = y + v of
γ + t, where v ∈ P and y⊥P. First we prove that the projection v of any vector
x ∈ ∩ki=1Vγi(ραk) on P satisfies
| v |= O(ρ(k−1)α+αk ). (30)
For this we turn the coordinate axis so that Span{γ1,γ2, ..., γk} coincides with
the span of the vectors e1 = (1, 0, 0, ..., 0), e2 = (0, 1, 0, ..., 0), ..., ek. Then
γs =
∑k
i=1 γs,iei for s = 1, 2, ..., k . Therefore the relation x ∈ ∩ki=1Vγi(ραk)
implies that
k∑
i=1
γs,ixi = O(ρ
αk), s = 1, 2, ..., k; xn =
det(bnj,i)
det(γj,i)
, n = 1, 2, ..., k,
where x = (x1, x2, ..., xd), γj = (γj,1, γj,2, ..., γj,k, 0, 0, ..., 0), b
n
j,i = γj,i for n 6= j
and bnj,i = O(ρ
αk) for n = j. Taking into account that the determinant det(γj,i)
is a volume of the parallelepiped {∑ki=1 biγi : bi ∈ [0, 1], i = 1, 2, ..., k} and using
| γj,i |< pρα ( since γj ∈ Γ(pρα) ), we get the estimations
xn = O(ρ
αk+(k−1)α) ,∀n = 1, 2, ..., k; ∀x ∈ ∩ki=1Vγi(ραk). (31)
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Hence (30) holds. Therefore, using the inequalities | a + b |≥ 12 ρ
1
2αk+1 ( see
above), αk+1 > 2(αk + (k − 1)α) ( see the seventh inequality in (14)), and the
obvious equalities (y, v) = (y, a) = (y, b) = 0,
| γ + t+ a+ b |2 − | γ + t |2=| a+ b+ v |2 − | v |2, (32)
we obtain the estimation (29).
Case 2. a /∈ P. First we show that
|| γ + t+ a |2 − | γ + t |2|≥ ραk+1 . (33)
Suppose, to the contrary, that it does not hold. Then γ+ t ∈ Va(ραk+1). On the
other hand γ + t ∈ ∩ki=1Vγi(ραk+1) ( see the conditions of Lemma 1). Therefore
we have γ+ t ∈ Ek+1 which contradicts the conditions of the lemma. So (33) is
proved. Now, to prove (29) we write the difference | γ+ t+a+b |2 − | γ+ t |2 as
the sum of d1 ≡| γ+ t+a+ b |2 − | γ+ t+ b |2 and d2 ≡| γ+ t+ b |2 − | γ+ t |2 .
Since d1 =| γ + t + a |2 − | γ + t |2 +2(a, b), it follows from the inequalities
(33), (28) that | d1 |> 23 ραk+1 . On the other hand, taking a = 0 in (32) we
have d2 =| b + v |2 − | v |2 . Therefore (30), the first inequality in (28) and the
seventh inequality in (14) imply that | d2 |< 13 ραk+1 , | d1 | − | d2 |> 13ραk+1 ,
that is, (29) holds
Theorem 2 (a) Suppose | γ |∼ ρ, γ + t ∈ (∩ki=1Vγi(ραk))\Ek+1, where
k = 1, 2, ..., d− 1. If (6) and (7) hold, then there is an index j such that
ΛN = λj(γ + t) +O(ρ
−(p−c− 14d3
d)α), (34)
where λ1(γ + t) ≤ λ2(γ + t) ≤ ... ≤ λbk(γ + t) are the eigenvalues of the matrix
C(γ + t, γ1, γ2, ..., γk) defined in (26).
(b) Every eigenvalue ΛN (t) ∼ ρ2 of the operator Lt(q(x)) satisfies either (5)
or (34) for c = q(d−1)2 .
Proof. (a)Writing the equation (16) for all hi+ t ∈ Bk(γ+ t, p1), we obtain
(ΛN− | hi + t |2)b(N, hi) =
∑
γ′∈Γ(ρα)
qγ′ b(N, hi − γ
′
) +O(ρ−pα) (35)
for i = 1, 2, ..., bk ( see (25) for definition of Bk(γ + t, p1)). It follows from (6)
and lemma 1 that if (hi − γ′ + t) /∈ Bk(γ + t, p1), then
| ΛN− | hi − γ
′ − γ1 − γ2 − ...− γs + t |2|> 1
6
ραk+1 ,
where γ
′ ∈ Γ(ρα), γj ∈ Γ(ρα), j = 1, 2, ..., s and s = 0, 1, ..., p1 − 1. Therefore,
applying the formula (17) p1 times, using (4) and p1αk+1 > p1α1 ≥ pα ( see the
fourth inequality in (14)), we see that if (hi − γ′ + t) /∈ Bk(γ + t, p1), then
b(N, hi − γ′) =
10
∑
γ1,...,γp1−1∈Γ(ρ
α)
qγ1qγ2 ...qγp1 b(N, hi − γ
′ −∑p1i=1 γi)∏p1−1
j=0 (ΛN− | hi − γ′ + t−
∑j
i=1 γi |2)
+ (36)
+O(ρ−pα) = O(ρp1αk+1) +O(ρ−pα) = O(ρ−pα).
Hence (35) has the form
(ΛN− | hi + t |2)b(N, hi) =
∑
γ′
qγ′ b(N, hi − γ
′
) +O(ρ−pα), i = 1, 2, ..., bk,
where the sum is taken under the conditions γ
′ ∈ Γ(ρα) and
hi − γ′ + t ∈ Bk(γ + t, p1). It can be written in matrix form
(C − ΛNI)(b(N, h1), b(N, h2), ...b(N, hbk)) = O(ρ−pα),
where the rigth-hand side of this system is a vector having the norm
|| O(ρ−pα) ||= O(√bkρ−pα). Now, taking into account that
γ + t ∈ {hi + t : i = 1, 2, ..., bk} and (7) holds, we have
c4ρ
−cα < (
bk∑
i=1
| b(N, hi) |2) 12 ≤‖ (C − ΛNI)−1 ‖
√
bkc6ρ
−pα, (37)
max
i=1,2,...,bk
| ΛN − λi |−1=‖ (C − ΛNI)−1 ‖> c4c−16 b−
1
2
k ρ
−cα+pα. (38)
Since bk is the number of the vectors of Bk(γ + t, p1), it follows from the defi-
nition of Bk(γ + t, p1) ( see (25)) and the obvious relations| Bk |= O(ρ k2αk+1),
| Γ(p1ρα) |= O(ρdα) and dα < 12αd ( see the end of introduction), we get
bk = O(ρ
dα+ k2αk+1) = O(ρ
d
2αd) = O(ρ
d
2 3
dα), ∀k = 1, 2, ..., d− 1 (39)
Thus formula (34) follows from (38) and (39).
(b) Let ΛN (t) be any eigenvalue of order ρ
2 of the operator Lt(q(x)). Denote
by D the set of all vectors γ ∈ Γ satisfying (6). From (15), arguing as in the
proof of Theorem 1(b), we obtain∑
γ∈D | b(N, γ) |2= 1−O(ρ−2α1). Since | D |= O(ρd−1) ( see the end of the
introduction), there exists γ ∈ D such that
| b(N, γ) |> c7ρ− (d−1)2 = c7ρ− (d−1)q2 α, that is, condition (7) for c = (d−1)q2
holds. Now the proof of (b) follows from Theorem 1 (a) and Theorem 2(a), since
either γ + t ∈ U(ρα1 , p) or γ + t ∈ Ek\Ek+1 for k = 1, 2, ..., d− 1 ( see (42) in
Remark 1)
Remark 1 Here we note that the non-resonance domain U(c8ρ
α1 , p) has an
asymptotically full measure on Rd in the sence that µ(U∩B(ρ))µ(B(ρ)) tends to 1 as ρ
tends to infinity, where B(ρ) = {x ∈ Rd :| x |= ρ}. Clearly, B(ρ) ∩ Vb(c8ρα1) is
the part of sphere B(ρ), which is contained between two parallel hyperplanes
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{x :| x |2 − | x + b |2= −c8ρα1} and {x :| x |2 − | x + b |2= c8ρα1}. The
distance of these hyperplanes from origin is O(ρ
α1
|b| ). Therefore, the relations
| Γ(pρα) |= O(ρdα), and α1+dα < 1−α ( see the first inequality in (14)) imply
µ(B(ρ) ∩ Vb(c8ρα1)) = O(ρ
α1+d−2
| b | ), µ(E1 ∩B(ρ)) = O(ρ
d−1−α) (40)
µ(U(c8ρ
α1 , p) ∩B(ρ)) = (1 +O(ρ−α))µ(B(ρ)). (41)
If x ∈ ∩di=1Vγi(ραd), then (31) holds for k = d and n = 1, 2, ..., d. Hence we have
| x |= O(ραd+(d−1)α). It is imposible, because of αd+(d−1)α < 1 ( see the sixth
inequality in (14)) and x ∈ B(ρ). It means that (∩di=1Vγi(ραk)) ∩B(ρ0) = ∅ for
ρ0 ≫ 1. Thus, for ρ0 ≫ 1, we have
R
d ∩ {| x |> ρ0} = (U ∪ (∪d−1s=1(Es\Es+1))) ∩ {| x |> ρ0}. (42)
Remark 2 Here we note some properties of the known parts
| γ + t |2 +Fk(γ + t) (see Theorem 1)and λj(γ + t) ( see Theorem 2) of the
non-resonance and resonance eigenvalues of Lt(q(x)). Denoting γ + t by x ,
where | γ + t |∼ ρ, γ + t ∈ U(ρα1 , p), we prove
∂Fk(x)
∂xi
= O(ρ−2α1+α), ∀i = 1, 2, ..., d; ∀k = 1, 2, ... (43)
by induction on k. For k = 1 the formula (43) follows from (4) and
∂
∂xi
(
1
| x |2 − | x− γ1 |2 ) =
−2γ1(i)
(| x |2 − | x− γ1 |2)2 = O(ρ
−2α1+α), (44)
where γ1(i) is the i-th component of the vector γ1 ∈ Γ(pρα) hence is equal to
O(ρα). Now suppose that (43) holds for k = s. Using this and (23), replacing
| x |2 by | x |2 +Fs(x) in (44) and evaluting as above we obtain
∂
∂xi
(
1
| x |2 +Fs− | x− γ1 |2 ) =
−2γ1(i) + ∂Fs(x)∂xi
(| x |2 +Fs− | x− γ1 |2)2 = O(ρ
−2α1+α).
This formula together with the definition of Fk give (43) for k = s+ 1.
Now denoting λi(γ + t)− | γ + t |2 by ri(γ + t) we prove that
| ri(x)− ri(x′ ) |≤ 2ρ 12αd | x− x′ |, ∀i. (45)
Clearly r1(x) ≤ r2(x) ≤ ... ≤ rbk(x) are the eigenvalue of the matrix
C(x)− | x |2 I ≡ C ′(x), where C(x) is defined in (26). By definition, only
the diagonal elements of the matrix C
′
(x) depend on x and they are
| x |2 − | x − ai |2= 2(x, ai)− | ai |2, where ai = hi + t − γ − t and
hi+t ∈ Bk(γ+t, p1). It follows from the definitions of Bk(γ+t, p1) ( for k < d see
(25)), and αd ( see introduction) that | ai |< 12ρ
1
2αk + p1ρ
α < ρ
1
2αd . Using this
and taking into account that C
′
(x) − C ′(x′) = (ai,j), where ai,i = 2(x− x′ , ai),
ai,j = 0 for i 6= j, we obtain ‖ C ′(x) − C ′(x′) ‖≤ 2ρ 12αd | x − x′ | from which
follows (45).
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3 Asymptotic Formulas for Bloch Functions
In this section using the asymptotic formulas for eigenvalues and the simplicity
conditions (11), (12), we prove the asymptotic formulas for the Bloch functions
with a quasimomenta of the simple set B.
Theorem 3 If γ+ t ∈ B and | γ+ t |∼ ρ, then there exists a unique eigenvalue
ΛN (t) satisfying (5) for k = 1, 2, ..., [
p
3 ], where p is defined in (3). This is
a simple eigenvalue and the corresponding eigenfunction ΨN,t(x) of L(q(x))
satisfies (9) if q(x) ∈W s02 (F ), where s0 = 3d−12 (3d + d+ 2) + 14d3d + d+ 6.
Proof. By Theorem 1(b) if γ + t ∈ B ⊂ U(ρα1 , p), then there exists an
eigenvalue ΛN (t) satisfying (5) for k = 1, 2, ..., [
1
3 (p− 12q(d− 1))]. Since
k1 = [
d
3α ] + 2 ≤ 13 (p − 12q(d − 1)) (see the third inequality in (14)) formula
(5) holds for k = k1. Therefore using (5), the relation 3k1α > d + 2α ( see
the fifth inequality in (14)), and notations F (γ + t) =| γ + t |2 +Fk1−1(γ + t),
ε1 = ρ
−d−2α ( see Step 1 in introduction), we obtain
ΛN (t) = F (γ + t) + o(ε1). (46)
Let ΨN be any normalized eigenfunction corresponding to ΛN . Since the nor-
malized eigenfunction is defined up to constant of modulas 1, without loss of
generality it can assumed that arg b(N, γ) = 0, where b(N, γ) = (ΨN , e
i(γ+t,x)).
Therefore to prove (9) it suffices to show that (13) holds. To prove (13) first
we estimate
∑
γ′ /∈K | b(N, γ
′
) |2and then ∑γ′∈K\{γ} | b(N, γ′) |2, where K is
defined in (11), (12). Using (46), the definition of K, and (15), we get
| ΛN− | γ′ + t |2|> 1
4
ρα1 , ∀γ′ /∈ K, (47)
∑
γ′ /∈K
| b(N, γ′) |2=‖ q(x)ΨN ‖2 O(ρ−2α1) = O(ρ−2α1 ).
If γ
′ ∈ K , then by (46) and by definition of K, it follows that
| ΛN− | γ
′
+ t |2|< 1
2
ρα1 (48)
Now we prove that the simplicity conditions (11), (12) imply
| b(N, γ′) |≤ c4ρ−cα, ∀γ
′ ∈ K\{γ}, (49)
where c = p − dq − 14d3d − 3. If for γ
′
+ t ∈ U(ρα1 , p) and γ′ ∈ K\{γ} the
inequality in (49) is not true, then by (48) and Theorem 1(a), we have
ΛN =| γ
′
+ t |2 +Fk−1(γ
′
+ t) +O(ρ−3kα) (50)
for k = 1, 2, ..., [ 13 (p− c)] = [ 13 (dq + 14d3d + 3)]. Since α = 1q and
13
k1 ≡ [ d3α ] + 2 < 13 (dq + 14d3d + 3), the formula (50) holds for k = k1.
Therefore arguing as in the prove of (46), we get ΛN −F (γ′ + t) = o(ε1). This
with (46) contradicts (11). Similarly, if the inequality in (49) does not hold for
γ
′
+ t ∈ (Ek\Ek+1) and γ′ ∈ K, then by Theorem 2(a)
ΛN = λj(γ
′
+ t) +O(ρ−(p−c−
1
4d3
d)α), (51)
where (p− c− 14d3d)α = (dq + 3)α > d+ 2α . Hence we have
ΛN − λj(γ′ + t) = o(ε1). This with (46) contradicts (12). So the inequality
in (49) holds. Therefore, using | K |= O(ρd−1), qα = 1, we get
∑
γ′∈K\{γ}
| b(N, γ′) |2= O(ρ−(2c−q(d−1))α) = O(ρ−(2p−(3d−1)q− 12d3d−6)α). (52)
If s = s0, that is, p = s0− d then 2p− (3d− 1)q− 12d3d− 6 = 6. Since α1 = 3α,
the equality (52) and the equality in (47) imply (13). Thus we proved that the
equality (9) holds for any normalized eigenfunction ΨN corresponding to any
eigenvalue ΛN satisfying (5). If there exist two different eigenvalues or multiple
eigenvalue satisfying (5), then there exist two orthogonal normalized eigenfunc-
tion satisfying (9), which is imposible. Therefore ΛN is a simple eigenvalue. It
follows from Theorem 1(a) that ΛN satisfies (5) for k = 1, 2, ..., [
p
3 ], because the
inequality (7) holds for c = 0 ( see (9)).
Remark 3 Since for γ + t ∈ B there exists a unique eigenvalue satisfying
(5), (46) we denote this eigenvalue by Λ(γ + t). Since this eigenvalue is simple,
we denote the corresponding eigenfunction by Ψγ+t(x). By Theorem 3 this
eigenfunction satisfies (9). Clearly, for γ + t ∈ B there exists a unique index
N ≡ N(γ + t) such that Λ(γ + t) = ΛN(γ+t)) and Ψγ+t(x) = ΨN(γ+t)(x)).
Now we prove the asymptotic formulas of arbitrary order for Ψγ+t(x).
Theorem 4 If γ + t ∈ B and | γ + t |∼ ρ, then the eigenfunction
Ψγ+t(x) ≡ ΨN(γ+t)(x) corresponding to the eigenvalue ΛN ≡ Λ(γ+ t) satis-
fies formulas (10), for k = 1, 2, ..., n, where n = [ 16 (2p− (3d− 1)q − 12d3d − 6)],
Φ0(x) = 0, Φ1(x) =
∑
γ1∈Γ(ρα)
qγ1e
i(γ+t+γ1,x)
(| γ + t |2 − | γ + γ1 + t |2) ,
and Φk−1(x) for k > 2 is a linear combination of e
i(γ+t+γ
′
,x) for
γ
′ ∈ Γ((k − 1)ρα) ∪ {0} with coefficients (58), (59).
Proof. By Theorem 3, formula (10) for k = 1 is proved. To prove formula
(10) for arbitrary k ≤ n we prove the following equivalent relations
∑
γ′∈Γc(k−1)
| b(N, γ + γ′) |2= O(ρ−2kα1 ), (53)
ΨN = b(N, γ)e
i(γ+t,x) +
∑
γ′∈Γ((k−1)ρα)
b(N, γ + γ
′
)ei(γ+t+γ
′
,x) +Hk(x), (54)
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where Γc(m) ≡ Γ\(Γ(mρα) ∪ {0}) and ‖ Hk(x) ‖= O(ρ−kα1 ). The case k = 1 is
proved due to (13). Assume that (53) is true for k = m . Then using (54)
for k = m, and (3), we have ΨN (x)(q(x)) = H(x) + O(ρ
−mα1 ), where
H(x) is a linear combination of ei(γ+t+γ
′
,x) for γ
′ ∈ Γ(mρα) ∪ {0}. Hence
(H(x), ei(γ+t+γ
′
,x)) = 0 for γ
′ ∈ Γc(m). So using (15) and the inequality in
(47), we get
∑
γ′
| b(N, γ + γ′) |2=
∑
γ′
| (O(ρ
−mα1 ), ei(γ+t+γ
′
,x))
ΛN− | γ + γ′ + t |2 |
2= O(ρ−2(m+1)α1), (55)
where the sum is taken under conditions γ
′ ∈ Γc(m), γ + γ′ /∈ K. On the other
hand, using α1 = 3α, (52), and the definition of n ( see Theorem 4), we get
∑
γ′∈K\{γ}
| b(N, γ′) |2= O(ρ−2nα1).
This with (55) implies (53) for k = m+1. Thus (54) is also proved. Here b(N, γ)
and b(N, γ + γ
′
) for γ
′ ∈ Γ((n − 1)ρα) can be calculated as follows. First we
express b(N, γ + γ
′
) by b(N, γ). For this we apply (17) for b(N, γ + γ
′
), where
γ
′ ∈ Γ((n − 1)ρα), that is, in (17) replace γ′ by γ + γ′ . Iterate it n times and
every times isolate the terms with multiplicand b(N, γ). In other word apply (17)
for b(N, γ+γ
′
) and isolate the terms with multiplicand b(N, γ). Then apply (17)
for b(N, γ + γ
′ − γ1) when γ′ − γ1 6= 0. Then apply (17) for
b(N, γ + γ
′ −∑2i=1 γi) when γ′ −∑2i=1 γi 6= 0, etc. Apply (17) for
b(N, γ + γ
′ −∑ji=1 γi) when γ′ −∑ji=1 γi 6= 0, where γi ∈ Γ(ρα),
j = 3, 4, ..., n− 1. Then using (4) and the relations
| ΛN− | γ + t+ γ′ −
∑j
i=1 γi |2|> 12ρα1 ( see (19) and take into account that
γ
′ −∑ji=1 γi ∈ Γ(pρα), since p > 2n), ΛN = P (γ + t) + O(ρ−nα1 ), where
P (γ + t) =| γ + t |2 +F[ p3 ](γ + t) ( see Theorem 3), we obtain
b(N, γ + γ
′
) =
n−1∑
k=1
Ak(γ
′
)b(N, γ) +O(ρ−nα1), (56)
where
A1(γ
′
) =
qγ′
P (γ + t)− | γ + γ′ + t |2 =
qγ′
| γ + t |2 − | γ + γ′ + t |2 +O(
1
ρ3α1 ),
Ak(γ
′
) =
∑
γ1,...,γk−1
qγ1qγ2 ...qγk−1qγ′−γ1−γ2−...−γk−1∏k−1
j=0 (P (γ + t)− | γ + t+ γ′ −
∑j
i=1 γi |2)
= O(ρ−kα1 ),
∑
γ∗∈Γ((n−1)ρα)
| A1(γ∗) |2= O(ρ−2α1 ),
∑
γ∗∈Γ((n−1)ρα)
| Ak(γ∗) |= O(ρ−kα1 ) (57)
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for k > 1. Now from (54) for k = n and (56), we obtain
ΨN(x) = b(N, γ)e
i(γ+t,x)+
∑
γ∗∈Γ((n−1)ρα)
n−1∑
k=1
(Ak(γ
∗)b(N, γ) +O(ρ−nα1 ))ei(γ+t+γ
∗,x)) +Hn(x).
Using the equalities ‖ ΨN ‖= 1, arg b(N, γ) = 0, ‖ Hn ‖= O(ρ−nα1 ) and taking
into account that the functions ei(γ+t,x), Hn(x), e
i(γ+t+γ∗,x), (γ∗ ∈ Γ((n−1)ρα))
are orthogonal, we get
1 =| b(N, γ) |2 +∑n−1k=1 (∑γ∗∈Γ((n−1)ρα) | Ak(γ∗)b(N, γ) |2 +O(ρ−nα1)),
b(N, γ) = (1 +
n−1∑
k=1
(
∑
γ∗∈Γ((n−1)ρα)
| Ak(γ∗) |2))− 12 +O(ρ−nα1 )) (58)
(see the second equality in (57)). Thus from (56), we obtain
b(N, γ + γ
′
) = (
n−1∑
k=1
Ak(γ
′
))(1 +
n−1∑
k=1
∑
γ∗
| Ak(γ∗) |2)− 12 +O(ρ−nα1). (59)
Consider the case n = 2. By (58), (57), (59) we have b(N, γ) = 1 +O(ρ−2α1),
b(N, γ + γ
′
) = A1(γ
′
) + O(ρ−2α1) =
qγ′
| γ + t |2 − | γ + γ′ + t |2 + O(ρ
−2α1)
for all γ
′ ∈ Γ(ρα). These and (54) for k = 2 imply the formula for Φ1
4 Simple Sets and Fermi Surfaces
In this section we consider the simple sets B and construct a big part of the
isoenergetic surfaces corresponding to ρ2 for big ρ. The isoenergetic surfaces of
L(q) corresponding to ρ2 is the set Iρ(q(x)) = {t ∈ F ∗ : ∃N,ΛN (t) = ρ2}. In the
case q(x) = 0 the isoenergetic surface Iρ(0) = {t ∈ F ∗ : ∃γ ∈ Γ, | γ + t |2= ρ2}
is the translation of the sphere
B(ρ) = {γ + t : t ∈ F ∗, γ ∈ Γ, | γ + t |2= ρ2} by the vectors γ ∈ Γ. We call
B(ρ) the translated isoenergetic surfaces of L(0) corresponding to ρ2. Similarly,
we call the sets P
′
ρ = {γ + t : Λ(γ + t) = ρ2} and
P
′′
ρ = {t ∈ F ∗ : ∃γ ∈ Γ,Λ(γ + t) = ρ2}, where Λ(γ + t) = ΛN(γ+t)(t) is de-
fined in Remark 3, the parts of translated isoenergetic surfaces and isoenergetic
surfaces of L(q). In this section we construct the subsets I
′
ρ and I
′′
ρ of P
′
ρ and
P
′′
ρ respectively and prove that the measures of these subsets are asymptotically
equal to the measure of the isoenergetic surfaces Iρ(0) of L(0). In other word
we construct a big part (in some sense) of isoenergetic surfaces Iρ(q(x)) of L(q).
As we see below the set I
′′
ρ is a translation of I
′
ρ by vectors γ ∈ Γ to F ∗ and the
set I
′
ρ lies in ε nieghborhood of the surface Sρ = {x ∈ U(2ρα1 , p) : F (x) = ρ2},
where F (x) is defined in Step 1 of introduction. Due to (46) ( replace γ + t by
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x in F (γ + t) ) it is natural to call Sρ the approximated isoenergetic surfaces
in the nonresonance domain. Here we construct a part of the simple set B in
nieghborhood of Sρ that containes I
′
ρ. For this we consider the surface Sρ. As
we noted in introduction ( see Step 2 and (11)) the non-resonance eigenvalue
Λ(γ + t) does not coincide with other non-resonance eigenvalue Λ(γ + t+ b) if
| F (γ+t)−F (γ+t+b) |> 2ε1 for γ+t+b ∈ U(ρα1 , p) and b ∈ Γ\{0}. Therefore
we eliminate
Pb = {x : x, x+ b ∈ U(ρα1 , p), | F (x)− F (x + b) |< 3ε1} (60)
for b ∈ Γ\{0} from Sρ. Denote the remaining part of Sρ by S′ρ. Then we consider
the ε neighbourhood Uε(S
′
ρ) = ∪a∈S′ρUε(a)} of S
′
ρ ,
where ε = ε17ρ , Uε(a) = {x ∈ Rd :| x− a |< ε}. In this set the first simplicity
condition (11) holds (see Lemma 2(a)). Denote by
Tr(E) = {γ + x ∈ Uε(S′ρ) : γ ∈ Γ, x ∈ E} and
TrF⋆(E) ≡ {γ + x ∈ F ⋆ : γ ∈ Γ, x ∈ E} the translations of E ⊂ Rd into
Uε(S
′
ρ) and F
⋆ respectively. In order that the second simplicity condition (12)
holds, we discart from Uε(S
′
ρ) the translation Tr(A(ρ)) of
A(ρ) ≡ ∪d−1k=1(∪γ1,γ2,...,γk∈Γ(pρα)(∪bki=1Ak,i(γ1, γ2, ..., γk))), (61)
where Ak,i(γ1, ..., γk) =
{x ∈ (∩ki=1Vγi(ραk)\Ek+1) ∩Kρ : λi(x) ∈ (ρ2 − 3ε1, ρ2 + 3ε1)},
λi(x), bk is defined in Theorem 2 and
Kρ = {x ∈ Rd :|| x |2 −ρ2 |< ρα1}. (62)
As a result we construct the part Uε(S
′
ρ)\Tr(A(ρ)) of the simple set B (see
Theorem 5(a)) which contains the set I
′
ρ (see Theorem 5(c)). For this we need
the following lemma.
Lemma 2 (a) If x ∈ Uε(S′ρ) and x+ b ∈ U(ρα1 , p), where b ∈ Γ, then
| F (x)− F (x + b) |> 2ε1, (63)
where ε = ε17ρ , ε1 = ρ
−d−2α, F (x) =| x |2 +Fk1−1(x), k1 = [ d3α ] + 2, hence for
γ + t ∈ Uε(S′ρ) the simplisity condition (11) holds.
(b) If x ∈ Uε(S′ρ), then x+ b /∈ Uε(S
′
ρ) for all b ∈ Γ .
(c)If E is a bounded subset of Rd, then µ(Tr(E)) ≤ µ(E).
(d) If E ⊂ Uε(S′ρ), then µ(TrF⋆(E)) = µ(E).
Proof. (a) If x ∈ Uε(S′ρ), then there exists a point a in S
′
ρ such that
x ∈ Uε(a). Since S′ρ ∩ Pb = ∅ ( see (60) and the definition of S
′
ρ), we have
| F (a)− F (a+ b) |≥ 3ε1 (64)
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On the other hand, using (43) and the obvious relations
| x |< ρ+ 1, | x− a |< ε, | x+ b− a− b |< ε, we obtain
| F (x)− F (a) |< 3ρε, | F (x+ b)− F (a+ b) |< 3ρε (65)
These inequalities together with (64) give (63), since 6ρε < ε1.
(b) If x and x + b lie in Uε(S
′
ρ), then there exist points a and c in S
′
ρ such
that x ∈ Uε(a) and x+ b ∈ Uε(c). Repeating the proof of (65), we get
| F (c)− F (x+ b) |< 3ρε. This, the first inequality in (65), and the relations
F (a) = ρ2, F (c) = ρ2 (see the definition of Sρ) give
| F (x)− F (x+ b) |< ε1, which contradicts (63).
(c) Clearly, for any bounded set E there exist only a finite number of vectors
γ1, γ2, ..., γs such that E(k) ≡ (E + γk) ∩ Uε(S′ρ) 6= ∅ for k = 1, 2, ..., s and
Tr(E) is the union of the sets E(k). For E(k) − γk we have the relations
µ(E(k)− γk) = µ(E(k)), E(k)− γk ⊂ E. Moreover, by (b)
(E(k)− γk) ∩ (E(j) − γj) = ∅ for k 6= j. Therefore (c) is true.
(d) Now let E ⊂ Uε(S′ρ). Then by (b) the set E can be devided into a
finite number of the pairwise disjoint sets E1, E2, ..., En such that there exist
the vectors γ1, γ2, ..., γn satisfying (Ek+γk) ⊂ F ⋆, (Ek+γk)∩ (Ej +γj) 6= ∅ for
k, j = 1, 2, ..., n and k 6= j. Using µ(Ek + γk) = µ(Ek), we get the proof of (d),
because TrF⋆(E) and E are union of the pairwise disjoint sets Ek + γk and Ek
for k = 1, 2, ..., n respectively
Theorem 5 (a) The set Uε(S
′
ρ)\Tr(A(ρ)) is a subset of B. For every con-
nected open subset E of Uε(S
′
ρ)\Tr(A(ρ) there exists a unique index N such
that ΛN (t) = Λ(γ + t) for γ + t ∈ E, where Λ(γ + t) is defined in Remark 3.
Moreover,
∂
∂tj
Λ(γ + t) =
∂
∂tj
| γ + t |2 +O(ρ1−2α1), ∀j = 1, 2, ..., d. (66)
(b) For the part Vρ ≡ S′ρ\Uε(Tr(A(ρ))) of the approximated isoenergetic
surface Sρ the following holds
µ(Vρ) > (1− c9ρ−α))µ(B(ρ)). (67)
Moreover, Uε(Vρ) lies in the subset Uε(S
′
ρ)\Tr(A(ρ)) of the simple set B.
(c) The isoenergetic surface I(ρ) contains the set I
′′
ρ , which consists of the
smooth surfaces and has the measure
µ(I
′′
ρ ) = µ(I
′
ρ) > (1− c10ρ−α)µ(B(ρ)), (68)
where I
′
ρ is a part of the translated isoenergetic surfaces of L(q), which is con-
tained in the subset Uε(S
′
ρ)\Tr(A(ρ)) of the simple set B. In particular the
number ρ2 for ρ ≫ 1 lies in the spectrum of L(q), that is, the number of
the gaps in the spectrum of L(q) is finite, where q(x) ∈ W s02 (Rd/Ω), d ≥ 2,
s0 =
3d−1
2 (3
d + d+ 2) + 14d3
d + d+ 6, and Ω is an arbitrary lattice.
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Proof. (a) To prove that Uε(S
′
ρ)\Tr(A(ρ)) ⊂ B we need to show that for
each point γ + t of Uε(S
′
ρ)\Tr(A(ρ)) the simplicity conditions (11), (12) hold
and Uε(S
′
ρ)\Tr(A(ρ)) ⊂ U(ρα1 , p). By lemma 2(a), the condition (11) holds.
Now we prove that (12) holds too. Since γ + t ∈ Uε(S′ρ), there exists a ∈ S
′
ρ
such that γ + t ∈ Uε(a). The inequality (65) and equality F (a) = ρ2 imply
F (γ + t) ∈ (ρ2 − ε1, ρ2 + ε1) (69)
for γ + t ∈ Uε(S′ρ). On the other hand γ + t /∈ Tr(A(ρ)). It means that for
any γ
′ ∈ Γ, we have γ′ + t /∈ A(ρ). If γ′ ∈ K and γ′ + t ∈ Ek\Ek+1, then by
definition of K ( see introduction) the inequality | F (γ + t)− | γ′ + t |2|< 13ρα1
holds. This and (69) imply that γ
′
+ t ∈ (Ek\Ek+1) ∩ Kρ ( see (62) for the
definition of Kρ). Since γ
′
+ t /∈ A(ρ), we have λi(γ′ + t) /∈ (ρ2 − 3ε1, ρ2 + 3ε1)
for γ
′ ∈ K and γ′+ t ∈ Ek\Ek+1. Therefore (12) follows from (69). Moreover, it
is clear that the inclusion S
′
ρ ⊂ U(2ρα1 , p) ( see definition of Sρ and S
′
ρ) implies
that Uε(S
′
ρ) ⊂ U(ρα1 , p). Thus Uε(S
′
ρ)\Tr(A(ρ)) ⊂ B.
Now let E be a connected open subset of Uε(S
′
ρ)\Tr(A(ρ) ⊂ B. By Theorem
3 and Remark 3 for a ∈ E ⊂ Uε(S′ρ)\Tr(A(ρ) there exists a unique index N(a)
such that Λ(a) = ΛN(a)(a), Ψa(x) = ΨN(a),a(x), | (ΨN(a),a(x), ei(a,x)) |2> 12
and Λ(a) is a simple eigenvalue. On the other hand, for fixed N the functions
ΛN (t) and (ΨN,t(x), e
i(t,x)) are continuous in neighborhood of a if ΛN(a) is
a simple eigenvalue. Therefore for each a ∈ E there exists a neighborhood
U(a) ⊂ E of a such that | (ΨN(a),y(x), ei(y,x)) |2> 12 , for y ∈ U(a). Since for
y ∈ E there is a unique integer N(y) satisfying | (ΨN(y),y(x), ei(y,x)) |2> 12 , we
have N(y) = N(a) for y ∈ U(a). Hence we proved that
∀a ∈ E, ∃U(a) ⊂ E : N(y) = N(a), ∀y ∈ U(a). (70)
Now let a1 and a2 be two points of E , and let C ⊂ E be the arc that joins
these points. (Note that the open connected subset of Rd is arcwise connected).
Let U(y1), U(y2), ..., U(yk) be a finite subcover of the open cover ∪a∈CU(a) of
the compact C, where U(a) is a neighborhood of a satisfying (70). By (70),
we have N(y) = N(yi) = Ni for y ∈ U(yi). Clearly, if U(yi) ∩ U(yj) 6= ∅, then
Ni = N(z) = Nj , where z ∈ U(yi) ∩ U(yj). Thus N1 = N2 = ... = Nk and
N(a1) = N(a2).
To calculate the partial derivatives of the function Λ(γ+t) = ΛN(t) we write
the operator Lt in the form −△− (2it,∇) + (t, t). Then, it is clear that
∂
∂tj
ΛN (t) = 2tj(ΦN,t(x),ΦN,t(x)) − 2i( ∂
∂xj
ΦN,t(x),ΦN,t(x)), (71)
ΦN,t(x) =
∑
γ′∈Γ
b(N, γ
′
)ei(γ
′
,x), (72)
where ΦN,t(x) = e
−i(t,x)ΨN,t(x). If | γ′ |≥ 2ρ, then using
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ΛN ≡ Λ(γ + t) = ρ2 +O(ρ−α), ( see (46), (69)), and the obvious inequality
| ΛN− | γ′ − γ1 − γ2 − ... − γk + t |2|> c11 | γ′ |2 for k = 0, 1, ..., p,
where | γ1 |< 14p | γ
′ |, and itarating (17) p times by using the decomposition
q(x) =
∑
|γ1|<
1
4p |γ
′ | qγ1e
i(γ1,x) +O(| γ′ |−p), we get
b(N, γ
′
) =
∑
γ1,γ2,...
qγ1qγ2 ...qγpb(N, γ
′ −∑pi=1 γi)∏p−1
j=0(ΛN− | γ′ −
∑j
i=1 γi + t |2)
+O(| γ′ |−p), (73)
b(N, γ
′
) = O(| γ′ |−p), ∀ | γ′ |≥ 2ρ (74)
By (74) the series in (72) can be differentiated term by term. Hence
−i( ∂
∂xj
ΦN,t,ΦN,t) =
∑
γ′∈Γ
γ
′
(j) | b(N, γ′) |2= γ(j) | b(N, γ) |2 +Σ1 +Σ2, (75)
where Σ1 =
∑
|γ′ |≥2ρ γ
′
(j) | b(N, γ′) |2, Σ2 =
∑
|γ′ |<2ρ,γ′ 6=γ γ
′
(j) | b(N, γ′) |2 .
By (13),
∑
2 = O(ρ
−2α1+1), γ(j) | b(N, γ) |2= γ(j)(1 + O(ρ−2α1), and by
(74),
∑
1 = O(ρ
−2α1 ). Therefore (71) and (75) imply (66).
(b) To ptove the inclusion Uε(Vρ) ⊂ Uε(S′ρ)\Tr(A(ρ)) we need to show that
if a ∈ Vρ, then Uε(a) ⊂ Uε(S′ρ)\Tr(A(ρ)). This is clear, because the relation
a ∈ Vρ ⊂ S′ρ implies that Uε(a) ⊂ Uε(S
′
ρ) and the relation a /∈ Uε(Tr(A(ρ)))
implies that Uε(a) ∩ Tr(A(ρ)) = ∅. To prove (67) first we estimate the measure
of Sρ, S
′
ρ, U2ε(A(ρ)), namely we prove
µ(Sρ) > (1− c12ρ−α)µ(B(ρ)), (76)
µ(S
′
ρ) > (1− c13ρ−α)µ(B(ρ)), (77)
µ(U2ε(A(ρ))) = O(ρ
−α)µ(B(ρ))ε (78)
( see below, Estimations 1, 2, 3). The estimation (67) of the measure of the set
Vρ is done in Estimation 4 by using Estimations 1, 2, 3.
(c) In Estimation 5 we prove the formula (68). The Theorem is proved
In Estimations 1-5 we use the notations: G(+i, a) = {x ∈ G, xi > a},
G(−i, a) = {x ∈ G, xi < −a}, where x = (x1, x2, ..., xd), a > 0. It is not hard to
verify that for any subset G of Uε(S
′
ρ) ∪ U2ε(A(ρ)) , that is, for all considered
sets G in these estimations, and for any x ∈ G the followings hold
ρ− 1 <| x |< ρ+ 1, G ⊂ (∪di=1(G(+i, ρd−1) ∪G(−i, ρd−1)) (79)
Indeed, if x ∈ S′ρ, then F (x) = ρ2 and by definition of F (x) ( see Lemma 2)
and (23) we have | x |= ρ+ O(ρ−1−α1). Hence the inequalities in (79) hold for
x ∈ Uε(S′ρ). If x ∈ A(ρ), then by definition of A(ρ) ( see (61), (62)), we have
x ∈ Kρ, and hence | x |= ρ+O(ρ−1+α1 ). Thus the inequalities in (79) hold for
x ∈ U2ε(A(ρ)) too. The inclusion in (79) follows from these inequalities.
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If G ⊂ Sρ, then by (43) we have ∂F (x)∂xk > 0 for x ∈ G(+k, ρ−α). Therefore
to calculate the measure of G(+k, a) for a ≥ ρ−α we use the formula
µ(G(+k, a)) =
∫
Prk(G(+k,a))
(
∂F
∂xk
)−1 | grad(F ) | dx1...dxk−1dxk+1...dxd, (80)
where Prk(G) ≡ {(x1, x2, ..., xk−1, xk+1, xk+2, ..., xd) : x ∈ G} is the projection
of G on the hyperplane xk = 0. Instead of Prk(G) we write Pr(G) if k is
unambiguous. If D is m−dimensional subset of Rm, then to estimate µ(D), we
use the formula
µ(D) =
∫
Prk(D)
µ(D(x1, ...xk−1, xk+1, ..., xm))dx1...dxk−1dxk+1...dxm, (81)
where D(x1, ...xk−1, xk+1, ..., xm) = {xk : (x1, x2, ..., xm) ∈ D}.
ESTIMATION 1. Here we prove (76) by using (80). During this estimation
the set Sρ is redenoted by G. If x ∈ G, then x /∈ Vb(ρα1) for all b ∈ Γ(pρα). Since
the rotation does not change the measure, we choose the coordinate axis so that
the direction of a fixed b ∈ Γ(pρα) coinsides with the direction of (1, 0, 0, ..., 0),
that is, b = (b1, 0, 0, ..., 0), b1 > 0. Then the relations
x /∈ Vb(ρα1), | b |< pρα, α1 = 3α imply that | x1 |> a, where
a = (ρα1 − b21)(2b1)−1 > ρα. Therefore G = G(+1, a) ∪ G(−1, a). Now we
estimate µ(G(+1, a)) by using (80) for k = 1 and the relations
∂F
∂x1
> ρα, (
∂F
∂x1
)−1 | grad(F ) |= | x |
x1
+O(ρ−2α), (82)
Pr(G(+1, a)) ⊃ Pr(A(+1, 2a)), (83)
where x ∈ G(+1, a), a > ρα, A = B(ρ) ∩ U(3ρα1 , p). Here (82) follows from
(43). Now we prove (83). If (x2, ..., xd) ∈ Pr1(A(+1, 2a)), then by definition of
A(+1, 2a) there exists x1 such that
x1 > 2a > 2ρ
α, x21 + x
2
2 + ...+ x
2
d = ρ
2, |
∑
i≥1
(2xibi − b2i ) |≥ 3ρα1 (84)
for all (b1, b2, ..., bd) ∈ Γ(pρα). Therefore for h = ρ−α we have
(x1 + h)
2 + x22 + ... + x
2
q > ρ
2 + ρ−α, (x1 − h)2 + x22 + ... + x2q < ρ2 − ρ−α.
This and (23) give F (x1 + h, x2, ..., xd) > ρ
2, F (x1 − h, x2, ..., xd) < ρ2. Since
F is a continuous function there is y1 ∈ (x1 − h, x1 + h) such that (see (84))
y1 > a, F (y1, x2, ..., xd) = ρ
2, | 2y1b1 − b21 +
∑
i≥2
(2xibi − b2i ) |> ρα1 , (85)
because the expression under the absolute value in (85) differ from the expression
under the absolute value in (84) by 2(y1 − x1)b1, where | y1 − x1 |< h = ρα,
b1 < pρ
α, | 2(y1 − x1)b1 |< 2pρ2α < ρα1 . The relations in (85) means that
21
(x2, ..., xd) ∈ PrG(+1, a). Hence (83) is proved. Now (80), (82), and the obvious
relation µ(PrG(+1, a)) = O(ρd−1) ( see the inequalities in (79)) imply that
µ(G(+1, a)) =
∫
Pr(G(+1,a))
| x |
x1
dx2dx3...dxd +O(ρ
−α)µ(B(ρ)) ≥
∫
Pr(A(+1,2a))
| x |
x1
dx2dx3...dxd − c14ρ−αµ(B(ρ)) =
µ(A(+1, 2a))− c14ρ−αµ(B(ρ)).
Similarly, µ(G(−1, a)) ≥ µ(A(−1, 2a)) − c14ρ−αµ(B(ρ)). Therefore using the
relations G = G(−1, a) ∪G(+1, a)), A = A(−1, 2a) ∪ A(+1, 2a),
µ(A)) = (1 +O(ρ−α))µ(B(ρ)) (see (41) ) we obtain (76).
ESTIMATION 2 Here we prove (77). For this we estimate the measure of
the set Sρ∩Pb by using (80). During this estimation the set Sρ∩Pb is redenoted
by G. We choose the coordinate axis so that the direction of b coincides with
the direction of (1, 0, 0, ..., 0), i.e., b = (b1, 0, 0, ..., 0) and b1 > 0. It follows from
the definitions of Sρ, Pb and F (x) ( see the beginning of this section, (60), and
Lemma 2(a)) that if (x1, x2, ..., xd) ∈ G then
x21 + x
2
2 + ...+ x
2
d + Fk1−1(x) = ρ
2, (86)
(x1 + b1)
2 + x22 + x
2
3 + ...+ x
2
d + Fk1−1(x+ b) = ρ
2 + h, (87)
where h ∈ (−3ε1, 3ε1). Subtracting (86) from (87) and using (23), we get
(2x1 + b1)b1 = O(ρ
−α1). (88)
This and the inequalities in (79) imply
| b1 |< 2ρ+ 3, x1 = b1
2
+O(ρ−α1b−11 ), | x21 − (
b1
2
)2 |= O(ρ−α1 ). (89)
Consider two cases. Case 1: b ∈ Γ1, where Γ1 = {b ∈ Γ :| ρ2− | b2 |2|< 3dρ−2α}.
In this case using the last equality in (89), (86), (23), and taking into account
that b = (b1, 0, 0, ..., 0), α1 = 3α, we obtain
x21 = ρ
2 +O(ρ−2α), | x1 |= ρ+O(ρ−2α−1), x22 + x23 + ...+ x2d = O(ρ−2α). (90)
Therefore G ⊂ G(+1, a)∪G(−1, a), where a = ρ−ρ−1. Using (80), the obvious
relation µ(Pr1(G(±1, a)) = O(ρ−(d−1)α) (see (90)) and taking into account that
the expression under the integral in (80) for k = 1 is equal to 1 + O(ρ−α) (see
(82) and (90)), we get µ(G(±1, a)) = O(ρ−(d−1)α). Thus µ(G) = O(ρ−(d−1)α).
Since | Γ1 |= O(ρd−1), we have
µ(∪b∈Γ1(Sρ ∩ Pb) = O(ρ−(d−1)α+d−1) = O(ρ−α)µ(B(ρ)). (91)
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Case 2: | ρ2− | b2 |2|≥ 3dρ−2α. Repeating the proof of (90), we get
| x21 − ρ2 |> 2dρ−2α,
d∑
k=2
x2k > dρ
−2α, max
k≥2
| xk |> ρ−α. (92)
ThereforeG ⊂ ∪k≥2(G(+k, ρ−α)∪G(−k, ρ−α)). Nowwe estimate µ(G(+d, ρ−α))
by using (80). Redenote by D the set PrdG(+d, ρ
−α). If x ∈ G(+d, ρ−α), then
according to (86) and (43) the under integral expression in (80) for k = d is
O(ρ1+α). Therefore the first equality in
µ(D) = O(ε1 | b |−1 ρd−2), µ(G(+d, ρ−α)) = O(ρd−1+αε1 | b |−1) (93)
implies the second equality in (93). To prove the first equality in (93) we use
(81) for m = d− 1 and k = 1 and prove the relations µ(Pr1D) = O(ρd−2),
µ(D(x2, x3, ..., xd−1)) < 6ε1 | b |−1 (94)
for (x2, x3, ..., xd−1) ∈ Pr1D. First relation follows from the inequalities in (79)).
So we need to prove (94). If x1 ∈ D(x2, x3, ..., xd−1) then (86) and (87) holds.
Subtructing (86) from (87), we get
2x1b1 + (b1)
2 + Fk1−1(x− b)− Fk1−1(x) = h, (95)
where x2, x3, ..., xd−1 are fixed . Hence we have two equations (86) and (95) with
respect two unknown x1 and xd. Using (43), the implicit function theorem, and
the inequalities | xd |> ρ−α, α1 > 2α from (86), we obtain
xd = f(x1),
df
dx1
= −2x1 +O(ρ
−2α1+α)
2xd +O(ρ−2α1+α)
= −x1
xd
+O(ρ−α1 ). (96)
Substituting this in (95), we get
2x1b1+b
2
1+Fk1−1(x1+b1, x2, ..., xd−1, f(x1))−Fk1−1(x1, ..., xd−1, f) = h. (97)
Using (43), (96), the first equality in (89), and xd > ρ
−α we see that the absolute
value of the derivative (w.r.t. x1) of the left-hand side of (97) satisfies
| 2b1 +O(ρ−2α1+α)(1+ | dfdx1 |) |=
| 2b1 + O(ρ−2α1+α)(1+ | x1xd |) + O(ρ−3α1+α) |> b1. Therefore from (97)
by implicit function theorem, we get | dx1dh |< 1|b| . This inequality and relation
h ∈ (−3ε1, 3ε1) imply (94). Thus (93) is proved. In the same way we get the
same estimation for G(+k, ρ−α) and G(−k, ρ−α) for k ≥ 2. Hence
µ(Sρ ∩ Pb) = O(ρd−1+αε1 | b |−1), for b /∈ Γ1. Since | b |< 2ρ + 3 ( see
(89)) and ε1 = ρ
−d−2α, taking into account that the number of the vectors of Γ
satisfying | b |< 2ρ+ 3 is O(ρd), we obtain
µ(∪b/∈Γ1(Sρ ∩ Pb)) = O(ρ2d−1+αε1) = O(ρ−α)µ(B(ρ)). This, (91) and (76)
give the proof of (77).
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ESTIMATION 3. Here we prove (78). Denote U2ε(Ak,j(γ1,γ2, ..., γk)) by G,
where γ1,γ2, ..., γk ∈ Γ(pρα), k ≤ d− 1, and Ak,j is defined in (61). We turn the
coordinate axis so that
Span{γ1,γ2, ..., γk} = {x = (x1, x2, ..., xk, 0, 0, ..., 0) : x1, x2, ..., xk ∈ R}.
Then by (31), we have xn = O(ρ
αk+(k−1)α) for n ≤ k, x ∈ G. This, (79), and
αk + (k − 1)α < 1 ( see the sixth inequality in (14)) give
G ⊂ (∪i>k(G(+i, ρd−1) ∪G(−i, ρd−1)),
µ(Pri(G(+i, ρd
−1))) = O(ρk(αk+(k−1)α)+(d−1−k)) for i > k. Now using this
and (81) for m = d, we prove that
µ(G(+i, ρd−1)) = O(ερk(αk+(k−1)α)+(d−1−k)), ∀i > k. (98)
For this we redenote by D the set G(+i, ρd−1) and prove that
µ((D(x1, x2, ...xi−1, xi+1, ...xd)) ≤ (42d2 + 4)ε (99)
for (x1, x2, ...xi−1, xi+1, ...xd) ∈ Pri(D) and i > k. To prove (99) it is sufficient to
show that if both x = (x1, x2, ..., xi, ...xd) and x
′
= (x1, x2, ..., x
′
i, ..., xd) are inD,
then | xi−x′i |≤ (42d2+4)ε. Assume the converse. Then | xi−x
′
i |> (42d2+4)ε.
Without loss of generality it can be assumed that x
′
i > xi. So x
′
i > xi > ρd
−1
( see definition of D). Since x and x
′
lie in the 2ε neighborhood of Ak,j , there
exist points a and a
′
in Ak,j such that | x−a |< 2ε and | x′−a′ |< 2ε. It follows
from the definitions of the points x, x
′
, a, a
′
that the following inequalities hold:
ρd−1 − 2ε < ai < a′i, a
′
i − ai > 42d2ε, (100)
(a
′
i)
2 − (ai)2 > 2(ρd−1 − 2ε)(a′i − ai),
|| as | − | a′s ||< 4ε, ∀s 6= i.
On the other hand for points of Ak,j the inequalities in (79) hold, that is, we
have | as |< ρ+1, | a′s |< ρ+1. Therefore these inequalities and the inequalities
in (100) imply || as |2 − | a′s |2|< 12ρε for s 6= i, and hence∑
s6=i || as |2 − | a
′
s |2|< 12dρε < 27ρd−1(a
′
i − ai),
|| a |2 − | a′ |2|> 3
2
ρd−1 | a′i − ai | . (101)
Now using the inequality (45), the obvious relation 12αd < 1 ( see the end of the
introduction), the notations rj(x) = λj(x)− | x |2 ( see Remark 2), ε1 = 7ρε (
see Lemma 2(a)), and (101), (100), we get
| rj(a)− rj(a′) |< ρ 12αd | a− a′ |< 12ρd−1 | a
′
i − ai |,
| λj(a)− λj(a′) |≥|| a |2 − | a′ |2| − | rj(a)− rj(a′) |>
ρd−1 | a′i − ai |> 42dρε > 6ε1.
The obtained inequality | λj(a) − λj(a′) |> 6ε1 controdicts with inclutions
a ∈ Ak,j , a′ ∈ Ak,j , since by definition of Ak,j ( see (61)) both λj(a) and λj(a′)
lie in (ρ2 − 3ε1, ρ2 + 3ε1). Thus (99), hense (98) is proved. In the same way we
get the same formula for G(−i, ρd). So
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µ(U2ε(Ak,j(γ1,γ2, ..., γk))) = O(ερ
k(αk+(k−1)α)+d−1−k). Now taking into ac-
count that U2ε(A(ρ)) is union of U2ε(Ak,j(γ1,γ2, ..., γk) for k = 1, 2, .., d − 1;
j = 1, 2, ..., bk(γ1, γ2, ..., γk), and γ1, γ2, ..., γk ∈ Γ(pρα) ( see (61)) and using
that bk = O(ρ
dα+ k2αk+1) ( see (39)) and the number of the vectors (γ1, γ2, ..., γk)
for γ1, γ2, ..., γk ∈ Γ(pρα) is O(ρdkα), we obtain
µ(U2ε(A(ρ))) = O(ερ
dα+ k2αk+1+dkα+k(αk+(k−1)α)+d−1−k).
Therefore to prove (78), it remains to show that
dα+ k2αk+1 + dkα+ k(αk + (k − 1)α) + d− 1− k ≤ d− 1− α or
(d+ 1)α+
k
2
αk+1 + dkα+ k(αk + (k − 1)α) ≤ k (102)
for 1 ≤ k ≤ d−1. Dividing both side of (102) by kα and using αk = 3kα, α = 1q ,
q = 3d + d+ 2 ( see the end of the introduction) we see that (102) is equivalent
to d+1k +
3k+1
2 +3
k+k− 1 ≤ 3d+2. The left-hand side of this inequality gets its
maximum at k = d− 1. Therefore we need to show that d+1d−1 + 563d+ d ≤ 3d+4,
which follows from the inequalities d+1d−1 ≤ 3, d < 163d + 1 for d ≥ 2.
ESTIMATION 4. Here we prove (67). During this estimation we de-
note by G the set S
′
ρ ∩ Uε(Tr(A(ρ)). Since Vρ = S
′
ρ\G and (77) holds, it
is enough to prove that µ(G) = O(ρ−α)µ(B(ρ)). For this we use (79) and
prove µ(G(+i, ρd−1)) = O(ρ−α)µ(B(ρ)) for i = 1, 2, ..., d by using (80) ( the
same estimation for G(−i, ρd−1) can be proved in the same way). By (43),
if x ∈ G(+i, ρd−1), then the under integral expression in (80) for k = i and
a = ρd−1 is less than d+ 1. Therefore it is sufficient to prove
µ(Pr(G(+i, ρd−1)) = O(ρ−α)µ(B(ρ)) (103)
Clearly, if (x1, x2, ...xi−1, xi+1, ...xd) ∈ Pri(G(+i, ρd−1)), then
µ(Uε(G)(x1, x2, ...xi−1, xi+1, ...xd)) ≥ 2ε and by (81), it follows that
µ(Uε(G)) ≥ 2εµ(Pr(G(+i, ρd−1)). (104)
Hence to prove (103) we need to estimate µ(Uε(G)). For this we prove that
Uε(G) ⊂ Uε(S
′
ρ), Uε(G) ⊂ U2ε(Tr(A(ρ))), Uε(G) ⊂ Tr(U2ε(A(ρ))). (105)
The first and second inclusions follow from G ⊂ S′ρ and G ⊂ Uε(Tr(A(ρ)))
respectively (see definition of G ). Now we prove the third inclusion in (105).
If x ∈ Uε(G), then by the second inclusion of (105) there exists b such that
b ∈ Tr(A(ρ)), | x−b |< 2ε. Then by the definition of Tr(A(ρ)) there exist γ ∈ Γ
and c ∈ A(ρ) such that b = γ + c. Therefore | x− γ − c |=| x− b |< 2ε,
x − γ ∈ U2ε(c) ⊂ U2ε(A(ρ)). This together with x ∈ Uε(G) ⊂ Uε(S′ρ) (see
the first inclusion of (105)) give x ∈ Tr(U2ε(A(ρ))) ( see the definition of Tr(E)
in the beginning of this section), i.e., the third inclusion in (105) is proved. The
third inclusion, Lemma 2(c), and (78) imply that
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µ(Uε(G)) = O(ρ
−α)µ(B(ρ))ε. This and (104) imply the proof of (103)♦
ESTIMATION 5 Here we prove (68). Divide the set Vρ ≡ V into pairwise
disjoint subsets V
′
(±1, ρd−1) ≡ V (±1, ρd−1),
V
′
(±i, ρd−1) ≡ V (±i, ρd−1)\(∪i−1j=1(V (±j, ρd−1))), for i = 2, 3, ..., d. Take
any point a ∈ V ′(+i, ρd−1) ⊂ Sρ and consider the function F (x) ( see Lemma
2(a)) on the interval [a−εei, a+εei], where e1 = (1, 0, 0, ..., 0), e2 = (0, 1, 0, ..., 0), ....
By the definition of Sρ we have F (a) = ρ
2. It follows from (43) and the def-
inition of V
′
(+i, ρd−1) that ∂F (x)∂xi > ρd
−1 for x ∈ [a − εei, a + εei]. Therefore
F (a− εei) < ρ2 − c15ε1, F (a+ εei) > ρ2 + c15ε1. (106)
Since [a−εei, a+εei] ∈ Uε(a) ⊂ Uε(Vρ) ⊂ Uε(S′ρ)\Tr(A(ρ)) ( see Theorem 5(b)),
it follows from Theorem 5(a) that there exists index N such that Λ(y) = ΛN(y)
for y ∈ Uε(a) and Λ(y) satisfies (46)( see Remark 3). Hence (106) implies that
Λ(a− εei) < ρ2,Λ(a+ εei) > ρ2. (107)
Moreover it follows from (66) that the derivative of Λ(y) with respect to i-th
coordinate is positive for y ∈ [a − εei, a + εei]. So Λ(y) is a continuous and
increasing function in [a− εei, a+ εei]. Therefore (107) implies that there exists
a unique point y(a, i) ∈ [a − εei, a + εei] such that Λ(y(a, i)) = ρ2. Define
I
′
ρ(+i) by I
′
ρ(+i) = {y(a, i) : a ∈ V
′
(+i, ρd−1)}). In the same way we define
I
′
ρ(−i) = {y(a, i) : a ∈ V
′
(−i, ρd−1)} and put I ′ρ = ∪di=1(I
′
ρ(+i) ∪ I
′
ρ(−i)). To
estimate the measure of I
′
ρ we compare the measure of V
′
(±i, ρd−1) with the
measure of I
′
ρ(±i) by using the formula (80) and the obvious relations
Pr(V
′
(±i, ρd−1)) = Pr(I ′ρ(±i)), µ(Pr(I
′
ρ(±i))) = O(ρd−1), (108)
(
∂F
∂xi
)−1 | grad(F ) | −( ∂Λ
∂xi
)−1 | grad(Λ) |= O(ρ−2α1). (109)
Here the first equality in (108) follows from the definition of I
′
ρ(±i). The sec-
ond equality in (108) follows from the inequalities in (79), since I
′
ρ ⊂ Uε(S
′
ρ).
Formulas (43), (66) imply (109). Clearly, using (108), (109), and (80) we get
µ(V
′
(±i, ρd−1))− µ(I ′ρ(±i)) = O(ρd−1−2α1). On the other hand if
y ≡ (y1, y2, ..., yd) ∈ I ′ρ(+i)∩I
′
ρ(+j) for i < j then there are a ∈ V
′
(+i, ρd−1)
and a
′ ∈ V ′(+j, ρd−1) such that y = y(a, i) = y(a′ , j) and y ∈ [a− εei, a+ εei],
y ∈ [a′ − εej, a′ + εej]. These inclusions imply that ρd−1 − ε ≤ yi ≤ ρd−1.
Therefore µ(Prj(I
′
ρ(+i) ∩ I
′
ρ(+j))) = O(ερ
d−2). This equality, (80) and (66)
imply that µ((I
′
ρ(+i) ∩ I
′
ρ(+j))) = O(ερ
d−2) for all i and j. Similarly
µ((I
′
ρ(+i) ∩ I
′
ρ(−j))) = O(ερd−2) for all i and j. Thus
µ(I
′
ρ) =
∑
i
µ(I
′
ρ(+i)) +
∑
i
µ(I
′
ρ(−i)) +O(ερd−2) =
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∑
i µ(V
′
(+i, ρd−1)) +
∑
i µ(V
′
(−i, ρd−1)) +O(ρd−1−2α1) =
µ(Vρ) + O(ρ
−2α1 )µ(B(ρ)). This and (67) yeild the inequality (68) for I
′
ρ.
Now we define I
′′
ρ as follows. If γ + t ∈ I
′
ρ then Λ(γ + t) = ρ
2, where Λ(γ + t) is
a unique eigenvalue satisfying (5) ( see Remark 3). Since
Λ(γ+ t) =| γ+ t |2 +O(ρ−α1) ( see (5) and (23)), for fixed t there exist only
a finite number of vectors γ1, γ2, ..., γs ∈ Γ satisfying Λ(γk + t) = ρ2. Hence I ′ρ
is the union of pairwise disjoint subsets I
′
ρ,k ≡ {γk+ t ∈ I
′
ρ : Λ(γk + t) = ρ
2} for
k = 1, 2, ...s. The translation I
′′
ρ,k = I
′
ρ,k − γk = {t ∈ F ∗ : γk + t ∈ I
′
ρ,k} of
I
′
ρ,k is a part of the isoenergetic surfaces Iρ of L(q(x)). Put I
′′
ρ = ∪sk=1I
′′
ρ,k. If
t ∈ I ′′ρ,k ∩ I
′′
ρ,m for k 6= m, then γk+ t ∈ I
′
ρ ⊂ Uε(S
′
ρ) and γm+ t ∈ Uε(S
′
ρ), which
contradict Lemma 2(b). So I
′′
ρ is union of the pairwise disjoint subsets I
′′
ρ,k for
k = 1, 2, ...s. Thus
µ(I
′′
ρ ) =
∑
k µ(I
′′
ρ,k) =
∑
k µ(I
′
ρ,k) = µ(I
′
ρ) > (1− c10ρ−α))µ(B(ρ))♦
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