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Nous proposons un algorithme simple et efficace pour calculer l’hyperbolicite´ de grands graphes dont la complexite´
temporelle est fonction de la distribution des plus courts chemins dans les composantes biconnexes du graphe et de la va-
leur de l’hyperbolicite´. Nous montrons e´galement comment re´duire la taille de l’instance en utilisant une de´composition
par des cliques-se´paratrices. L’algorithme peut de plus eˆtre utilise´ pour fournir une approximation de l’hyperbolicite´ a`
un facteur multiplicatif ou une constante additive donne´s. Nous e´valuons les performances de notre algorithme sur des
cartes des syste`mes autonomes de l’Internet (CAIDA et DIMES).
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1 Introduction
De nombreuses proprie´te´s structurelles de grands graphes, en particulier de l’Internet, ont e´te´ e´tudie´es ces
dernie`res anne´es en vue de mieux comprendre leur structure, de les mode´liser et de proposer de nouveaux
algorithmes de routage. Dans cet article, nous nous inte´ressons a` la notion d’hyperbolicite´, introduite par
Gromov [Gro87], qui indique la diffe´rence entre la mesure des distances dans le graphe et dans un arbre. Par
exemple, lorsque la topologie de l’Internet est plonge´e dans un espace hyperbolique, il a e´te´ montre´ qu’un
algorithme de routage glouton utilisant les coordonne´es des sommets et les distances entre sommets dans cet
espace me´trique a une faible e´longation (stretch) par rapport aux plus courts chemins [BPK10, PKBV09].
Cette notion fournit aussi des informations sur la dispersion des plus courts chemins (distance entre les
sommets de deux plus courts chemins de s a` t). C’est donc une notion importante pour la conception
d’algorithmes de routage.
Une de´finition de l’hyperbolicite´ δ d’un graphe, appele´e condition des 4 points, est la suivante : Soit G
un graphe connexe et d(a,b) la distance entre les sommets a et b de G.
De´finition 1. Un graphe simple sans boucle G est dit δ-hyperbolique si pour tout quadruplet a,b,c,d ∈V,
les deux plus grandes des sommes S1 = d(a,b)+d(c,d), S2 = d(a,c)+d(b,d), et S3 = d(a,d)+d(b,c)
diffe`rent d’au plus 2δ. L’hyperbolicite´ de G de´signe la valeur du plus petit δ ve´rifiant cette de´finition.
L’arbre et la clique sont 0-hyperbolique, le cycle d’ordre n est (n/4)-hyperbolique, et la grille n×m avec
n≤m est n−1-hyperbolique. Ceci indique bien que les plus courts chemins entre deux sommets de la grille
peuvent-eˆtre tre`s e´loigne´s. Dans cet article, nous cherchons a` de´terminer la valeur exacte de l’hyperbolicite´
du graphe des syste`mes autonomes (AS) de l’Internet qui avait e´te´ estime´e avec des heuristiques [dMSV11].
Le meilleur algorithme exact a une complexite´ en O
(
n3.69
)
[FIV12], ce qui est prohibitif sur les graphes
conside´re´s (O(1016) ope´rations pour un graphe biconnexe a` 25000 sommets, soit des semaines de calculs).
Dans cet article, nous proposons un nouvel algorithme exact combinant des me´thodes de de´composition
(section 2) et un ordre de parcours des donne´es permettant de couper l’espace de recherche (section 3). Si cet
algorithme a une complexite´ the´orique en O(n4), il est tre`s efficace en pratique (section 4) et nous a permis
de de´terminer l’hyperbolicite´ de toutes les cartes des AS collecte´es par CAIDA en un temps raisonnable. De
plus, cet algorithme peut-eˆtre utilise´ comme un algorithme d’approximation avec un facteur multiplicatif
ou une constante additive donne´s.
†Ce travail a e´te´ effectue´ dans le cadre du projet europe´en FP7 EULER et des projets ANR AGAPE et GRATEL.
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2 Me´thodes de de´composition
Dans cette section, nous expliquons comment utiliser une de´composition du graphe G = (V,E) par des
cliques-se´paratrices [Tar85] pour faciliter le calcul de l’hyperbolicite´. Nous conside´rons que G est bicon-
nexes et d’hyperbolicite´ δ > 1. En effet, l’hyperbolicite´ d’un graphe est la valeur maximale de l’hyper-
bolicite´ de ses composantes biconnexes (par l’ine´galite´ triangulaire), et les graphes d’hyperbolicite´ δ ≤ 1
peuvent eˆtre reconnus en temps line´aire [BKM01,B03,KM02].
Nous appellons X ⊂ V une (A|B)-clique-se´paratrice si G[X ] est une clique se´parant A\X de B\X , et un
atome est un sous-graphe maximal deG ne contenant pas de clique-se´paratrice. Une de´composition deG par
des cliques-se´paratrices est donne´e par l’ensemble de ses atomes et se calcule en temps O(|V | · |E|) [Tar85].
En utilisant l’ine´galite´ triangulaire, nous montrons que si a1,a2 ∈A et b1,b2 ∈B alors δ(a1,a2,b1,b2)≤ 1.
Ainsi, nous pouvons ignorer de tels quadruplets. Il restent a` conside´rer i) tous les quadruplets appartenant a`
un meˆme atome, ii) les quadruplets avec a ∈ A se´pare´ de b1,b2,b3 ∈ B par une (A|B)-clique-se´paratrice X .
Pour le cas ii), nous commenc¸ons par choisir xi ∈ X tel que d(a,bi) = d(a,xi) + d(xi,bi) et poser
m = d(a,X). Alors, si nous ajoutons un sommet va a` G si et seulement si d(a,xi) = m, nous obtenons
δ(a,b1,b2,b3) = δ(va,b1,b2,b3). De plus, si x1 = x2 = x3 nous avons δ(a,b1,b2,b3) = δ(x1,b1,b2,b3). En-
suite, nous construisons le substitut A∗ de A\X qui contient un sommet vi, j ∈ A
∗ adjacent a` xi,x j ∈ X si il
existe un sommet a ∈ A\X tel que d(a,xi) = d(a,x j) = d(a,X) et xi 6= x j. Nous avons |A
∗| ≤
(|X |
2
)
. Clai-
rement, si |A∗| > |A| alors nous utilisons directement A. Les sommets de A tels que d(a,x1) = d(a,x2) =
d(a,x3) sont e´mule´s par les sommets v1,2,v1,3,v2,3 ∈ A
∗. Ensuite, si (V\A)∗ est l’union des substituts des
composantes connexes de V\A, nous obtenons :
The´ore`me 2. Soit G = (V,E) un graphe et Ai l’ensemble des atomes de la de´composition par des cliques-
se´paratrices. Nous avons δ(G) = max{1, maxi δ(G[Ai∪ (V\Ai)
∗])}.
Clairement, nous avons δ(G[Ai∪ (V\Ai)
∗])≥ δ(G[Ai]). Par ailleurs, si xa ∈ Xa est un voisin de a ∈ A
∗ et
b,c,d /∈ A∗ nous obtenons par l’ine´galite´ triangulaire que δ(a,b,c,d)≤ δ(xa,b,c,d)+1/2. Si de plus d est
se´pare´ de a,b,c,xa par une clique Xd alors nous pouvons montrer que δ(a,b,c,d)≤ δ(xa,b,c,xd)+1/2. En
appliquant au plus deux fois ce re´sultat a` un quadruplet, nous montrons que l’hyperbolicite´ des atomes sans
les substituts donne une approximation de l’hyperbolicite´ de G a` un pre`s.
The´ore`me 3. Soit G = (V,E) un graphe et Ai l’ensemble des atomes de la de´composition par des cliques-
se´paratrices. Nous avons maxi δ(G[Ai])≤ δ(G)≤maxi δ(G[Ai])+1.
Ainsi, quand δ(G) > 1, nous de´composons le graphe en atomes par des cliques-se´paratrices, nous ajou-
tons a` chaque atome le substitut deV \A et nous appliquons sur chacun des graphes re´sultants l’algorithme 1.
3 Algorithme pour le calcul de l’hyperbolicite´
L’ide´e de l’algorithme est de parcourir les quadruplets en commenc¸ant par ceux pouvant fournir la plus
grande valeur d’hyperbolicite´. Plus pre´cise´ment, nous parcourons les quadruplets de fac¸on a` ce que le qua-
druplet a,b,c,d soit teste´ avant le quadruplet a′,b′,c′,d′ si min(d(a,b),d(c,d)) >min(d(a′,b′),d(c′,d′)).
Ceci repose sur le lemme 4 qui montre en outre que δ ≤ D/2, ou` D est le diame`tre du graphe.
Lemme 4. Soient G= (V,E) un graphe connexe, a,b,c,d ∈V, S1 =d(a,b)+d(c,d), S2 =d(a,c)+d(b,d),
et S3 = d(a,d)+d(b,c). Si S1 ≥max{S2, S3}, alors δ(a,b,c,d)≤min{d(a,b), d(c,d)}/2.
De´monstration. S2+S3 =(d(a,c)+d(b,d))+(d(a,d)+d(b,c))= (d(a,c)+d(b,c))+(d(a,d)+d(b,d)).
L’ine´galite´ triangulaire permet de de´duire S2 + S3 ≥ 2 · d(a,b). Comme S1 ≥ max{S2, S3}, nous avons
2 · δ(a,b,c,d) = S1 −max{S2, S3} ≤ S1 − (S2 + S3)/2 ≤ S1 − d(a,b) = d(c,d). De la meˆme manie`re
2 ·δ(a,b,c,d)≤ d(a,b).
Grace au lemme 4, a` chaque e´tape de l’algorithme, d(c,d) est une borne supe´rieure de la valeur de
δ∗(a,b,c,d). Si la borne infe´rieure courante est δ∗, aucun quadruplet tel que d(c,d)≤ δ∗ ne peut eˆtre utilise´
pour ame´liorer la borne infe´rieure. L’exploration des quadruplets est ainsi coupe´e. Comme notre algorithme
peut avoir a` parcourir les
(
n
2
)
paires de sommets (notamment lorsque G est chordal), sa complexite´ dans le
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Algorithm 1: Hyperbolicite´
Require: G = (V,E) est un graphe biconnexe.
Ensure: δ, l’hyperbolicite´ de G (avec δ = 2δ∗).
1: Soit paires la liste des
(
n
2
)
paires de sommets
trie´e par distances de´croissantes
2: δ∗ := 0
3: for 0≤ i<
(
n
2
)
do
4: (c,d) := paires[i]
5: if d(c,d)≤ δ∗ then
6: break
7: for 0≤ j < i do
8: (a,b) := paires[ j]
9: δ∗ := max{δ∗,δ∗(a,b,c,d)}
10: if d(a,b)≤ δ∗ then
11: break
12: return δ∗/2
FIGURE 1: Nombre de quadruplets teste´s pour atteindre
des bornes infe´rieures (LB) et supe´rieures (UB) sur
l’hyperbolicite´ de cartes CAIDA. Les bornes infe´rieures
e´voluent de gauche a` droite, et de droite a` gauche pour
les bornes supe´rieures.
pire des cas est de O(n4). L’exe´cution de notre algorithme requiert le calcul de la matrice des distances et
le tri des paires de sommets par ordre de distances de´croissantes (ceci revient a` associer a` chaque entier ℓ la
liste des paires de sommets a` distance ℓ). Ces ope´rations ont respectivement une complexite´ en O(n(n+m))
et O(n2) pour des graphes a` n sommets et m areˆtes.
La complexite´ the´orique de l’algorithme peut eˆtre parame´tre´e par la valeur optimale de l’hyperbolicite´
et la distribution des distances. Notons Pℓ le nombre de paires (a,b) telles que d(a,b) = ℓ. L’algorithme ne
conside`re que les paires de paires ((a,b),(c,d)) telles que D≥ d(c,d) = ℓ2 ≥ d(a,b) = ℓ1 ≥ 2δ. En parti-
culier, pour les grilles n×n ou` l’hyperbolicite´ est donne´e par le quadruplet (0,0),(0,n−1),(n−1,0),(n−
1,n−1), l’algorithme termine apre`s avoir teste´ un seul quadruplet.
Proposition 5. Etant donne´ un graphe δ-hyperbolique de diame`tre D avec Pℓ paires de sommets a` distance
ℓ, la complexite´ des lignes 2-12 de l’algorithme est en O
((
∑
D
ℓ=2δPℓ
)2)
.
A chaque e´tape de l’algorithme, d(c,d)/2 est une borne supe´rieure et δ∗/2 une borne infe´rieure. Nous
pouvons donc obtenir une approximation du re´sultat a` un facteur multiplicatif ou a` une constante additive
en stoppant l’exe´cution de l’algorithme lorsque l’approximation demande´e est prouve´e.
4 Re´sultats expe´rimentaux
Notre algorithme est maintenant disponible dans Sage [S+13] et Grph ‡. Nous avons utilise´ l’imple´men-
tation de Sage pour calculer l’hyperbolicite´ de l’ensemble des 190 cartes CAIDA des AS de 2004 a` 2012
(Fig. 2). Les temps de calculs vont de quelques secondes pour les cartes d’hyperbolicite´ 3 a` 8 jours pour
la carte de 2012 d’hyperbolicite´ 2. Nous observons une augmentation du temps de calcul avec la taille
du graphe et la diminution de la valeur de l’hyperbolicite´. Une grande partie du temps est passe´e a` prouver
l’optimalite´ de la solution (Fig. 1). Les re´sultats complets avec certificats (quadruplets tels que δ(a,b,c,d) =
δ(G) pour chaque carte) sont disponibles dans [CCL12]. Les me´thodes de de´compositions de la section 2
re´duisent significativement la taille des graphes a` conside´rer. La carte CAIDA du 01/06/2012 a 41203
sommets, sa composante biconnexe principale 25815, le plus grand atome donne´ par la de´composition par
des cliques-se´paratrices a 18717 sommets et avec le substitut nous obtenons un graphe a` 19241 sommets.
En dehors de l’observation que l’hyperbolicite´ des cartes des AS de l’Internet a globalement diminue´e au
cours du temps de 2.5 a` 2, nous avons identifie´ la pre´sence d’un grand nombre de sommets simpliciaux (de
l’ordre de 16% des sommets), principalement des triangles. Ceci donne des informations supple´mentaires
pour la mode´lisation de ces graphes et la conception d’algorithmes de routage.
‡. http://grph.inria.fr
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FIGURE 2: Evolution de l’hyperbolicite´ pour les cartes des AS de CAIDA depuis 2004.
(a) Hyperbolicite´ moyenne (b) Nombre de quadruplets teste´s
FIGURE 3: Barabasi-Albert.
La figure 3 montre l’hyperbolicite´ moyenne (sur 100 graphes) et le nombre de quadruplets teste´s par
l’algorithme pour des graphes ale´atoires du mode`le Barabasi-Albert. Ces graphes sont construits par atta-
chement pre´fe´rentiel, chaque nouveau sommet e´tant connecte´ a` k sommets existants avec une probabilite´
proportionnelle au degre´ de ces sommets. Les re´sultats montrent que notre algorithme ne visite qu’une pe-
tite partie des quadruplets (moins de 0.1%). Les irre´gularite´s dans les courbes s’expliquent par l’e´volution
de la distribution des distances corre´le´e a` la valeur de l’hyperbolicite´. Il nous reste a` e´tablir analytiquement
le temps d’exe´cution de l’algorithme sur ces graphes.
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