Abstract. We provide a survey of the current state of the study of diagonals of operators, especially selfadjoint operators. In addition, we provide a few new results made possible by recent work of Müller-Tomilov and Kaftal-Loreaux. This is an expansion of the second author's lecture part II at OT27.
Introduction
By a diagonal of an operator T ∈ B(H) we mean a sequence ( T e n , e n ) ∞ n=1 where {e n } ∞ n=1 is an orthonormal basis of H. The orthonormal basis is not fixed, and so T has many diagonals. Throughout this paper, we will use D(T ) to denote the set of all diagonals of T . Instead of varying the orthonormal basis, a useful equivalent viewpoint is to fix the orthonormal basis and consider the diagonals of the operators U T U −1 = U T U * in the unitary orbit U(T ) relative to this fixed orthonormal basis. If E denotes the canonical trace-preserving conditional expectation onto the subalgebra of diagonal operators determined by this fixed basis (i.e., E denotes the operation of "taking the main diagonal"), then there is a natural identification between D(T ) and E(U(T )) via the *-isomorphism diag :
∞ → E(B(H)). As such, sometimes we regard elements of E(U(T )) ⊆ B(H) as diagonals of T even though they are operators as opposed to sequences.
The collection D(T ) contains a substantial amount of information about the operator T . For example, since every unit vector (in fact, any k-tuple of orthonormal vectors) is contained in some orthonormal basis, D(T ) encodes the numerical range W (T ) (and correspondingly all the k-numerical ranges, see [Hal64] for the origin of this notion). Therefore, since an operator is selfadjoint if and only if its numerical range is contained in R, it is clear that T is selfadjoint if and only if D(T ) contains only real-valued sequences. This illustrates an example of how information about D(T ) can yield obvious information about T . A less obvious illustration of information encoding: when H is finite dimensional, T is normal if and only if all the k-numerical ranges of T are polygons (see [Li94] ), so from this, normality of T can be determined from D(T ). We believe it is an open question whether normality of T can be determined from D(T ) when H is infinite dimensional; normality certainly cannot be determined solely from the k-numerical ranges of T . Indeed, the latter is because, as is not hard to prove, both the unilateral shift (which is non-normal) and a diagonal operator whose eigenvalues are dense in the open unit disk have that disk as their k-numerical range for each k. Another less immediate example: diagonals * also encode the essential numerical range by means of the fact that λ ∈ W e (T ) if and only if there is some diagonal of T which contains a subsequence converging to λ.
Over the past century, diagonals of operators, especially of selfadjoint operators, have been investigated a great deal with substantial success. A foundational result concerning diagonals of selfadjoint operators is due to Schur [Sch23] and Horn [Hor54, Theorems 1 and 5], and is therefore called the Schur-Horn theorem. Of central importance in their theorem is the notion of majorization of real-valued sequences.
Definition 1.1. Given finite sequences d, λ ∈ R n , to say that d is majorized by λ (or that λ majorizes d), denoted d ≺ λ, means
for 1 ≤ m ≤ n, and
where the sequences d * , λ * denote the nonincreasing rearrangements of the sequences d, λ, respectively. Theorem 1.2 ( [Sch23, Hor54] ). For a selfadjoint operator T on a finite dimensional Hilbert space H of dimension n, with eigenvalue sequence λ, repeated according to multiplicity, and a sequence d ∈ R n , the following are equivalent:
(ii) d is majorized by λ (d ≺ λ); (iii) d is a convex combination of permutations of λ (d ∈ conv{λ π ∈ R n | π is a permutation}).
The Schur-Horn theorem is fascinating for several reasons. Firstly, it was the first major result on diagonals of operators. In addition, it provides a complete characterization of the diagonals of any fixed selfadjoint operator T on a finite dimensional Hilbert space. Moreover, it shows that the diagonals D(T ) of such an operator form a convex set which, as can be easily shown, has the permutations of the eigenvalue sequence as its extreme points. This last fact is particularly surprising in that the authors are unaware of any direct proof; indeed, it is false in general if T is not assumed to be selfadjoint (even for certain normal matrices, see Example 5.1). Moreover, the unitary orbit of a selfadjoint operator (on a finite dimensional space) is completely determined by D(T ) via any extreme point. It is the Schur-Horn theorem that sparked a great deal of interest and focus on diagonals of selfadjoint operators in particular which are the main subject of this survey.
The purpose of this paper is to provide a brief survey of the current state of knowledge, describe the history (apologies to the many significant unmentioned), add a few new results to the tapestry, and highlight open questions. The information is arranged categorically rather than chronologically. However, we try to provide some indication of the order in which results were discovered when they occur anachronistically in the order of appearance in the paper.
The remainder of this paper is organized as follows. In Section 2 we discuss results for diagonals of compact selfadjoint operators on an infinite dimensional Hilbert space. These can be thought of in some way as the most direct generalizations of the Schur-Horn theorem. Results from this section focus on work found in [AK06, GM64, KW10, LW15, Mar64] . In Section 3 we review the study of diagonals of finite spectrum selfadjoint operators. This was initiated by Kadison [Kad02a, Kad02b] and a complete characterization was provided by Bownik and Jasper [BJ15b, BJ15a, Jas13] . In Section 4 we discuss several results which hold for broad classes of selfadjoint operators coming from [MT19, Neu99] . It is in this context that we are able to establish a new result which completely classifies diagonals of certain selfadjoint operators with at least three points in the essential spectrum (see Theorem 4.6). In Section 5 we review the comparatively small amount of work that has been done for diagonals of normal operators due to [Arv07, Hor54, JLW18, Lor19, Wil71] . Finally, in Section 6 we conclude with an overview of the few results which hold for more general classes of operators from [Fan84, FFH87, Neu99, JLW18, Tho77, Sin76, MT19, Her91].
Compact selfadjoint operators
We begin by defining some notation which occurs repeatedly throughout this section. Let c 0 denote the collection of infinite sequences converging to zero, let c 
If in addition
here we allow for the case when both sums are infinite. 
Gohberg and Markus [GM64] were the first to extend the Schur-Horn theorem, and ultimately they characterized diagonals of selfadjoint trace-class operators modulo the number of zeros which occur in the diagonal sequence.
Theorem 2.3 ([GM64, Theorem 1]). Let T be a selfadjoint trace-class operator in B(H) with eigenvalue sequence λ ∈ 1 repeated according to multiplicity. Then 
The singular value orbit S(A) is the collection of positive compact operators with the same singular values as A, namely,
The next proposition appears in the first author's dissertation, and to our knowledge, is the only reference for this result. When the operator is positive and compact, it unifies the seemingly disparate perspectives of the singular value orbit, partial isometry orbit, norm closure of the unitary orbit and, when the operator is trace-class, even the trace-norm closure of the unitary orbit. This unification makes it possible to realize Theorem 2.7 as a strict generalization of Theorem 2.4. Proposition 2.6 ([Lor16, Proposition 2.1.12]). If A ∈ K + is a positive compact operator, then
If in addition A is trace-class, then these are also equal to U(A) · 1 . Furthermore, if A has finite rank, then all these sets coincide with the unitary orbit U(A).
The following fundamental result of Kaftal and Weiss [KW10] characterizes the diagonals of positive compact operators in the partial isometry orbit, which, by Proposition 2.6 is the same as the trace-norm closure of the unitary orbit when the operator is trace-class. Therefore, their following Theorem 2.7 is a generalization of Theorem 2.4 to compact operators. Moreover, it has a striking resemblance to the majorization portion of the Schur-Horn theorem.
As we have already mentioned about all the results concerning compact operators thus far, they only characterize the diagonals modulo the dimension of the kernel. The next result, also from [KW10] , is significant in that it overcomes this limitation, at least for positive compact operators with trivial kernel. In the following, D denotes the diagonal operators.
Theorem 2.8 ([KW10, Proposition 6.6]). Let A ∈ K + whose range projection R A is the identity. Then
From the equivalent viewpoint of diagonals as sequences, this becomes
Since [KW10] , it has become apparent to the authors and several other researchers (private communications) that understanding the interplay between the dimension of the kernel of a positive compact operator and its diagonal sequences is essential to characterizing diagonals of all selfadjoint operators more generally. However, aside from the cases when the kernel is infinite dimensional or trivial, this remains an open problem.
Open Problem. Characterize, in terms of majorization, the diagonals of a positive compact operator with nontrivial, finite dimensional kernel. In particular, the following cases are important representative problems:
There has been some limited progress by the authors [LW15] on the above problem, which we now describe. In order to describe these results, we need the closely related notions of p-majorization and approximate p-majorization.
Definition 2.9. Given d, λ ∈ c + 0 and p ∈ Z ≥0 , we say that d is p-majorized by λ, denoted d ≺ p λ, if d ≺ λ and for sufficiently large n, we have the inequality
and for every ε > 0, and for sufficiently large n,
Furthermore, if d p λ for infinitely many p ∈ N (equivalently obviously, for all p ∈ N), this we call approximate ∞-majorization and denote it by d ∞ λ.
In the next theorem, for a positive compact operator A, R ⊥ A is the projection onto the kernel of A, and so its trace is the dimension of the kernel. Informally, this theorem says that for a sequence d:
and d has p fewer zeros than the dimension of the kernel of A,
where p is the difference in the number of zeros of d and the dimension of the kernel of A.
Theorem 2.11 ([LW15, Theorems 2.4 and 3.4]). Let
The p-majorization condition in Theorem 2.11(i) is known not to be a necessary condition for d to be a diagonal of A [LW15, Example 2.6]. In contrast, it is not known whether approximate p-majorization in Theorem 2.11(ii) is a sufficient condition for d to be a diagonal of A. However, since ∞-majorization and approximate ∞-majorization turn out to be equivalent concepts, there is the following corollary which characterizes diagonals of positive compact operators with infinite dimensional kernel.
Corollary 2.12 ([LW15, Corollary 3.5]). Suppose A ∈ K + has infinite rank and infinite dimensional kernel (tr
the members of E(U(A)) with finite dimensional kernel and infinite dimensional kernel, respectively, are characterized by 
Finite spectrum selfadjoint operators
As we remarked in Section 2, Kadison authored two of the pioneering papers [Kad02a, Kad02b] which led to a resurgence in the study of diagonals of selfadjoint operators. In these papers, Kadison investigated diagonals of projections starting from first principles, namely, the Pythagorean Theorem. For the link between the Pythagorean Theorem and diagonals of projections, we refer the reader to Kadison's original paper [Kad02a] . However, the real surprise came in the second paper, where Kadison completely characterized diagonals of projections in B(H) with H separable and infinite dimensional, in which an unexpected integer appeared:
is the diagonal of a projection P if and only if it takes values in the unit interval and the quantities
satisfy one of the mutually exclusive conditions
Since the advent of this theorem, there have been three primary outgrowths. Firstly, there was a push to generalize Kadison's result to arbitrary selfadjoint operators with finite spectrum. This is a natural extension because projections are just selfadjoint operators with two-point spectrum, suitably normalized. Secondly, several authors have tried to explain the integer appearing in Theorem 3.1. Thirdly, Arveson found a generalization of this integer condition for certain normal operators with finite spectrum. We will discuss the first two of these in this section, and the third in Section 5. Of course, we would be remiss if we didn't mention that the first paper [Kad02a] launched an investigation of "diagonals" (expectations of unitary orbits) in von Neumann factors ([AM13, AM08, AM07, BR14]), but as mentioned in our introduction, this topic is outside the scope of this survey.
In a series of papers [Jas13, BJ15b, BJ15a], Bownik and Jasper managed to extend Kadison's theorem to arbitrary finite spectrum selfadjoint operators. In [Jas13] , Jasper handles the case when the selfadjoint operator has three points in the spectrum. In [BJ15b] , Bownik and Jasper do all the legwork to deal with the general case. However, this results in a very complex theorem, in part because there is a great deal which depends on the precise multiplicity of each of the eigenvalues. So, in [BJ15a] , they provide a slightly simplified version of their theorem. This new version, although still somewhat complex, is remarkably easier to state (see Theorem 3.2 below), and it comes with an entirely independent and much shorter proof. 
There exists a selfadjoint operator T with finite spectrum σ(T ) = {λ j } (ii) C(B/2) + D(B/2) < ∞ and there exist N 1 , . . . , N n ∈ N and k ∈ Z such that
and for all 1 ≤ r ≤ n,
Note that Theorem 3.2 does not specify the precise multiplicity of the eigenvalues. This is not a deficiency of the theorem, but rather a feature; Bownik-Jasper have a theorem which completely characterizes diagonals of a finite spectrum selfadjoint operator with specified multiplicities of the eigenvalues [BJ15b, Theorem 1.3], but that theorem is significantly more cumbersome.
In addition to their generalizations of Theorem 3.1, Bownik and Jasper also provided a new and different proof of the sufficiency direction of this theorem [BJ14] , which Kadison referred to as the Carpenter's theorem, i.e., that conditions (i) and (ii) of Theorem 3.1 imply that d is a diagonal of a projection P . This new proof was constructive, and as a byproduct ensured that the theorem was true even for real Hilbert spaces, not just complex ones. While that may seem like an esoteric distinction, this is a topic that has actually arisen repeatedly in the study of diagonals of selfadjoint operators, even as far back as Horn's original paper [Hor54] (see also [KW10] in their discussion of orthogonal matrices, i.e., unitaries with real entries; or see [JLW18] ).
The other primary outgrowth of Theorem 3.1 is the elucidation of the necessity direction (which Kadison referred to as the Pythagorean Theorem), particularly the integer in condition Theorem 3.1(ii). Even Kadison referred to it as "the curious 'integrality' condition imposed on a−b" [Kad02b, p. 5220]. Perhaps more surprising is Kadison's proof, which concludes: "As a − b is arbitrarily close to an integer, a − b is an integer" [Kad02b, p. 5221] . This is a rather analytic way to prove some quantity is an integer, and in this case the proof is rather opaque and does not lend much insight into the origin of this integer.
As a result of this unexplained integer, several authors have given new proofs of the necessity of Theorem 3.1(ii). 
General selfadjoint operators
In this section we present both a survey and new results on this topic.
Existing results.
In Sections 2 and 3 we considered two extensions of the Schur-Horn theorem to infinite dimensions, both of which were conservative in their spectral characteristics; indeed, there were only ever finitely many points in the essential spectrum, with the interesting cases being when there were only one or two. In this section, we explore results about diagonals of selfadjoint operators which have much weaker, or even no constraints on the spectral characteristics of the operator. The first of these is due to Neumann in [Neu99, Theorem 3.13], where he provided a generalization of the convexity aspect of the Schur-Horn theorem to diagonalizable selfadjoint operators. 
While this theorem is incredibly interesting as a generalization of the SchurHorn theorem, we remark that because it takes closures, it loses much of the fine structure present in the theorems mentioned in Sections 2 and 3. For example, when applied to an infinite, coinfinite projection P , we can see that D(P ) . Contrasting this to the more nuanced (i.e., exact) Theorem 2.7, we see that the effect of taking the ∞ -closure is in some sense to ignore the exact value of the trace (anything smaller will do). Therefore, even when restricted to compact, or even trace-class, operators, Theorem 4.1 misses out on some fine structure in the set of diagonal sequences. Nevertheless, this is an important result in the understanding of diagonals of selfadjoint operators because of its generality. * In addition, Neumann proved another powerful result [Neu99, Remark 4.5], again using the ∞ -closure, which applies also to all selfadjoint operators. In essence, this theorem states that a sequence d is the diagonal of a selfadjoint operator T if and only if the part of d which lies outside the convex hull of the essential spectrum of T is majorized by the part of the spectrum which lies outside the convex hull of the essential spectrum. 
Very recently, Müller and Tomilov [MT19] recognized an important pattern in results about diagonals of operators, and they have turned this into a powerful theorem. In particular, they noticed that often a sufficient condition for a sequence to be the diagonal of some operator is that the sequence lies "well-inside" the interior of the essential numerical range, in that it does not approach the boundary too rapidly. This involves what they refer to as a Blaschke-type condition (see Theorem 4.3 below) in reference to the Blaschke product analytic function on the open unit disk, albeit in Theorem 4.3 the condition is that the sum is infinite rather than finite. Situations in which Müller and Tomilov noticed the Blaschketype condition prior to their discovery include Theorem 3.1(i), Theorem 5.7, and other examples due to Herrero [Her91] . The power of their theorem is at least two-fold: it applies to the vast majority of selfadjoint operators, and it provides a sufficient condition for a sequence to lie in D(T ), as opposed to the closure of this set as in Neumann's theorems mentioned above. 
Then d ∈ D(T ).
We remark that Müller and Tomilov's entire paper actually applies more generally to finite tuples of operators, but we have restricted here our focus to the setting of a single operator both because it is more in line with the scope of this paper and because it would be cumbersome to define the joint essential numerical range. Theorem 4.3 is a wonderful tour de force for establishing that such sequences occur as diagonals and it subsumes in part several earlier results of others (e.g., Theorems 3.1, 3.2 and 4.2). However, the parts that it misses are the edge cases (e.g., Theorem 3.1(ii)), and these are in general the harder results to establish. Moreover, because this is concerned with the interior of the essential numerical range, this theorem has nothing to say about diagonals of compact operators, whose essential numerical range is zero. In this sense, Theorem 4.3 is orthogonal to the study of diagonals of compact operators explored in Section 2.
New results.
In what follows, we use the above result (Theorem 4.3) of Müller and Tomilov to provide the legwork in establishing that certain sequences are diagonals of selfadjoint operators. In conjunction, we use Lemma 4.4 from [KL17, Lemma 3.3] to place a constraint (Corollary 4.5) on which sequences can appear as the diagonals of certain selfadjoint operators. Consequently, in Theorem 4.6 we characterize the diagonals of all selfadjoint operators whose numerical range is contained in the essential numerical range (this is equivalent to the minimum and maximum of the spectrum being elements of the essential spectrum), as long as there are at least three points in the essential spectrum. This class of operators includes, for example, all selfadjoint multiplication operators on a nonatomic measure space.
We begin with the lemma from [KL17] which has as a consequence a constraint on the essential spectrum of a selfadjoint operator when the Blaschke condition (4.1) is finite instead of infinite. (
While it may not be immediately obvious, Lemma 4.4 has the following new corollary. We first reduce to the case when a = 0 and b = 1. In order to do this, we simply replace T with 1 b−a (T − a). Note that because this is just a scaling and translation of T , the cardinality of the essential spectrum is preserved. Moreover, the diagonal of this new operator is the sequence
, and it is straightforward to check that the corresponding sum (4.2) differs from the one for T by a factor of b − a.
From the preceding paragraph, we may assume without loss of generality that a = 0 and b = 1. We next reduce to the case when (T − 1) + and T − are zero. For this, simply replace T with T = T − (T − 1) + + T − . Then notice that their difference T − T is a trace-class operator, and hence T, T have the same essential spectrum. The former fact implies that the difference in their diagonal sequences
Hence, the hypotheses of the theorem are satisfied by T and this has the same essential spectrum as T , so if Corollary 4.5 holds for T it also holds for T .
From the preceding paragraph, we may assume without loss of generality that (T − 1) + and T − are zero, so that T is a positive contraction. This implies that * W (T ) ⊆ W e (T ) = [0, 1]; note that we don't necessarily have equality with W (T ) because W (T ) may not contain the endpoints 0, 1. In particular, this means that
. Therefore, the sum (4.1) can be split and written as 
Since both of these sums are finite and the operators are positive, Q ⊥ T Q ⊥ and Q − QT Q are trace-class. Therefore T, Q satisfy the hypotheses of Lemma 4.4(i) when J is the ideal of trace-class operators, and hence T − Q is Hilbert-Schmidt. Being compact, T − Q has image zero in the Calkin algebra. Therefore, the image of T = (T − Q) + Q is a projection in the Calkin algebra and hence T has at most {0, 1} in its essential spectrum.
Using Theorem 4.3 and Corollary 4.5 we can completely characterize the diagonals of a large class of selfadjoint operators with at least three points in their essential spectrum. This class includes all selfadjoint multiplication operators on a nonatomic measure space. In addition, every selfadjoint operator is a compact perturbation of an operator from this class, hence the image of this class in the Calkin algebra consists of all the selfadjoint elements.
Theorem 4.6. Suppose that T ∈ B(H) is a selfadjoint operator with W (T ) ⊆ W e (T ) and with at least three points in the essential spectrum. Then a sequence
and the number of occurrences of each of min σ ess (T ), max σ ess (T ) in the sequence
is less than or equal to the dimension of the corresponding eigenspace of T . Proof. Before we prove either direction, we establish a few facts relevant to both directions. When T is normal it is well-known that W (T ) = conv σ(T ) and the closed set W e (T ) = conv σ ess (T ). Then, since T is selfadjoint, if a := min σ ess (T ) and b := max σ ess (T ), then conv σ ess (T ) = [a, b] and so W (T ) = conv σ(T ) ⊇ conv σ ess (T ) = W e (T ) = [a, b]. Moreover, by hypothesis W (T ) ⊆ W e (T ), and using the previous string of inclusions we conclude W (T ) = W e (T ) = [a, b]. Finally, since W (T ) is convex and hence an interval that contains (a, b), we know that the difference W e (T )\W (T ) is contained in {a, b}. Additionally, (T −a) − = (T −b) + = 0 since a, b are also the minimum and maximum of σ(T ).
We first prove the "only if" direction. Suppose that (d k )
∞ k=1 ∈ D(T ). First note that d k = T e k , e k ∈ W (T ). Next, because T has at least three points in its essential spectrum by hypothesis, and (T −a) − = (T −b) + = 0 since W (T ) ⊆ W e (T ), we can use Corollary 4.5 to conclude that
it is elementary to show that a (or b) ∈ W (T ) if and only if a (or b) is an eigenvalue of T because these points are the minimum and maximum of σ(T ). In fact, more is true; if T e k , e k = a (or b), then e k is an eigenvector for a (or b). Therefore, if a diagonal sequence (d k ) ∞ k=1 of T takes the value a exactly m times (here, m = ∞ is allowable), then there are at least m orthogonal eigenvectors for a, so the dimension of the eigenspace is at least m.
We now prove the "if" direction. , {g k } n k=1 of eigenvectors for the eigenvalues a, b, respectively. Note that if m (or n) is infinite, we can choose the vectors f k (or g k ) so that the complement of their span inside the eigenspace for a (or b) is infinite dimensional.
Let P be the projection (which commutes with T ) onto the closed span of
To see a is still in this set, note that if m is finite, we only removed a finite rank portion of T at a. Whereas, if m is infinite, our choice of {f k } m k=1 guarantees that the eigenspace of a for T P ⊥ is infinite dimensional. Similar arguments hold for b. Now, consider the sequence 
Normal operators
Up until this point we have only discussed diagonals of selfadjoint operators. That is primarily because the bulk of the research is focused on this case. In this section, we explore results on diagonals of normal operators as well.
The first and most natural situation to consider is normal matrices, just as the Schur-Horn theorem (Theorem 1.2) investigated selfadjoint matrices. In this regard, there are several things to be said. Upon examination of Theorem 1.2, there are given two characterizations for diagonals of selfadjoint matrices: one in terms of majorization and the other in terms of permutations of the eigenvalue sequence. Of course, the former is only defined for real sequences, so there is little hope to generalize it to the setting of normal matrices, but the latter is a set of sequences which is easily defined for normal matrices. One might naively hope that the equivalence of (i) and (iii) from Theorem 1.2 extends verbatim to the setting * of normal matrices. The following example, due to Horn [Hor54, pg. 625 ] based on an idea he attributes to A. J. Hoffman, shows that this is not necessarily the case when three of the eigenvalues are not collinear.
Example 5.1. Suppose N is a 3×3 normal matrix with eigenvalues λ 1 , λ 2 , λ 3 which are not collinear. Then the sequence with values
is not a diagonal of N . To see this, notice that d is a diagonal of N if and only if there is unitary matrix U such that U (diag λ)U * has diagonal d. Upon computation of the diagonal entries of U (diag λ)U * in terms of the entries of U ,
which is a convex combination of λ 1 , λ 2 , λ 3 since the rows of U have norm 1. Since there is a unique way to write each entry d i as a convex combination λ 1 , λ 2 , λ 3 , it is clear that the square of the moduli of the entries of U must have the form 1 2
Then we observe that it is impossible for U to have orthonormal rows/columns, and therefore U cannot actually be unitary. Therefore d is not a diagonal of N .
In 1973, J.P. Williams [Wil71] completely characterized the diagonals of 3 × 3 normal matrices and the description given is entirely geometric. Below, we restate Williams theorem using the terminology of geometry because it becomes quite concise. In comparison, the description given by Williams is rather cumbersome. But first we illustrate with a picture the general case when a diagonal entry does not lie on the boundary of the numerical range described in Theorem 5.2(iii). One might hope to generalize Williams' result to matrices which are larger than 3 × 3. However, it seems that at this stage there is little hope for progress in this area. Williams proof of Theorem 5.2 depends in an essential way on the fact that the diagonals of 2 × 2 matrices, not just the normal ones, are completely characterized. Indeed, a diagonal of a 2 × 2 matrix T is necessarily of the form (d, tr T − d) for any d ∈ W (T ), and it is well-known that W (T ) is an ellipse whose foci are the eigenvalues of T . In contrast, there is no such analogous characterization for the diagonal of an arbitrary 3×3 matrix, which makes the 4×4 normal case intractable using his approach.
Although necessary and sufficient conditions for a sequence to be a diagonal of a normal operator seem out of reach in general, in [Arv07] Arveson did manage to determine a necessary condition on diagonals of certain finite spectrum normal operators. Arveson discovered this condition as a generalization of Kadison's Theorem 3.1.
Theorem 5.3 ([Arv07, Theorem 4]). Let X = {λ 1 , . . . , λ m } be the set of vertices of a convex polygon P ⊆ C and let d = (d 1 , d 2 , . . .) be a sequence of complex numbers satisfying d n ∈ P for n ≥ 1, together with the summability condition
Then d is the diagonal of a normal operator N with spectrum σ(N ) = σ ess (N ) = X if and only if for any x n ∈ X such that ∞ n=1 |d n − x n | < ∞ there are integers c 1 , . . . , c m whose sum is zero for which
The above Theorem 5.3 contains Theorem 3.1(ii) as the special case X = {0, 1}. Moreover, just like Theorem 3.1 could be expressed in terms of essential codimension in Theorem 3.4, the first author in [Lor19] showed it is possible to do the same for * Arveson's theorem. What follows is a slight generalization and reinterpretation of Arveson's theorem in operator theoretic language.
Theorem 5.4 ([Lor19, Theorem 4.3]). Let N be a normal operator with finite spectrum. If N is diagonalizable by a unitary which is a Hilbert-Schmidt perturbation of the identity, then there is a diagonal operator N with σ(N ) ⊆ σ(N ) for which E(N − N ) is trace-class. Moreover, for any such N ,
where P λ , Q λ are the spectral projections onto {λ} of N, N respectively. Moreover, P λ − Q λ is Hilbert-Schmidt for each λ ∈ σ(N ).
Even though the problem of characterizing diagonals of a specific normal operator seems to be intractable at this time, there has been progress determining the diagonals of all normal operators in certain classes. For example, Horn originally proved Theorem 1.2 primarily as a stepping stone to get as his main results [Hor54, Theorems 8-11] which are characterizations of those finite sequences which are diagonals of some rotation or some unitary matrix.
Theorem 5.5 ([Hor54]). For a sequence d ∈ R
n , the following are equivalent.
(i) d is the diagonal of a rotation matrix, i.e., an orthogonal matrix with determinant 1.
If, in addition, d ≥ 0, then these are also equivalent to
, is the diagonal of an n × n unitary (respectively, orthogonal) matrix if and only if its sequence of absolute values satisfies any of the equivalent conditions of Theorem 5.5.
Because the unitary (orthogonal) matrices are precisely the matrices whose sequence of singular values is the constant sequence with value 1, it is possible to recognize Theorems 5.5 and 5.6 as special cases of Thompson's Theorem (see Theorem 6.1) via the equivalence Theorem 5.5(iv).
In [JLW18] , the authors with J. Jasper were able to extend Horn's theorem to the infinite dimensional setting. 
Moreover, if d is real-valued then U can be chosen to be orthogonal.
General operators
In this section we review results concerning diagonals of general operators with no assumptions of selfadjointness or normality. One of the early results along these lines is due to Thompson [Tho77] and, in dimension 2, independently to Sing [Sin76] .
It is a finite dimensional result which characterizes diagonals of the collection of matrices with specified singular values. 
Moreover, if d is real-valued, we may choose the matrix T to have real-valued entries.
In [JLW18] , the authors with J. Jasper were able to extend Thompson's Theorem to compact operators in the natural way. In particular, since both the sequence s, d converge to zero for a compact operator T , it is natural to expect that the second condition in Thompson's theorem disappears entirely, and this is exactly the outcome. Moreover, if d is real-valued, we may choose the matrix T to have real-valued entries.
As described in Section 4, the paper [MT19] of Müller and Tomilov focuses on Blaschke-type conditions as sufficient conditions for a sequence to be the diagonal of an operator. Not only are their results generally applicable for tuples of selfadjoint operators, they also describe several results for general single operators (or tuples). In fact, Theorem 4.3 for selfadjoint operators extends nearly verbatim to general operators with the key difference being that in Theorem 4.3 the interior of the essential numerical range is taken with respect to R, whereas in Theorem 6.3 it is with respect to C. In addition, it should be noted that the work of Herrero in [Her91] preceded and inspired [MT19] , and we have only refrained from mentioning the main theorem of Herrero because it is completely subsumed by Theorem 6.3 above. In turn, Herrero mentions that he views the start of the attention to diagonals of operators (presumably not just selfadjoint operators) as originating with the work of Fan [Fan84] , and then later Fan, Fong and Herrero [FFH87] .
In [Fan84] , Fan proved an extension to infinite dimensions of the following finite dimensional result: any n × n matrix with trace zero has an orthonormal basis with respect to which the diagonal is identically zero.
Theorem 6.5 ([Fan84, Theorem 1]). A necessary and sufficient condition that an operator T has a zero-diagonal (i.e., a diagonal whose entries are all zero) is that there exists an orthonormal basis {e j } ∞ j=1 so that a subsequence of the partial sums n j=1 T e j , e j of the diagonal entries relative to this basis converges to zero.
This sparked Fan, Fong and Herrero in [FFH87] to determine the shape of the set of "traces" of an operator T . To explain this, suppose that {e j } ∞ j=1 is an orthonormal basis relative to which n j=1 T e j , e j converges to a sum s as n → ∞. Then R{tr T } denotes the set of all such s as {e j } ∞ j=1 ranges over all orthonormal bases (for which the partial sums converge). Fan, Fong and Herrero managed to show that R{tr T } can only have one of four possible shapes: empty, a point, a line or the entire plane C. Moreover, they characterized when each situation occurs.
Theorem 6.6 ([FFH87, Theorem 4]). For any operator T ∈ B(H), the set R{tr T } of traces of T is:
(i) empty if and only if for some θ, (e iθ T ) + is not trace-class, but (e iθ T ) + is trace-class; (ii) a point if and only if T is trace-class; (iii) a line if and only if for some θ, (e iθ T ) is trace-class, but neither of (e iθ T ) + is trace-class; (iv) the entire plane C if and only if for all θ, (e iθ T ) + is not trace-class.
