Let w be a morphic word over a finite alphabet Σ, and let ∆ be a subalphabet. We study the behavior of maximal blocks of ∆ letters in w, and prove the following: let (i k , j k ) denote the starting and ending positions, respectively, of the k'th maximal ∆-block in w. Then lim sup k→∞ (j k /i k ) is algebraic if w is morphic, and rational if w is automatic. As a results, we show that the same holds if (i k , j k ) are the starting and ending positions of the k'th maximal zero block, and, more generally, of the k'th maximal x-block, where x is an arbitrary word. In this we answer a question posed by Yann Bugeaud.
Introduction
Let Σ be a finite alphabet, let ǫ denote the empty word, and let h : Σ * → Σ * be a morphism. We say that h is prolongable on a letter a ∈ Σ if h(a) = ax for some x ∈ Σ + , and furthermore, h n (a) = ǫ for all n ≥ 0. These conditions imply that the sequence a, h(a), h 2 (a), . . . converges as n tends to infinity to the infinite word h ω (a) = axh(x)h 2 (x) · · · , which is a fixed point of the morphism h. Such infinite fixed points are called pure morphic words. An infinite word is morphic if it is the image under a coding (that is, a letter-to-letter morphism) of a pure morphic word; it is automatic if it is morphic, and the underlying pure morphic word can be generated by a uniform morphism, that is, a morphism that maps all letters to words of equal length. (Note: the standard definition of automatic words, or sequences, uses finite automata. See, e.g., [1, Chapter 5] .)
Let w = w 0 w 1 w 2 · · · be an infinite word over a finite alphabet Σ = Σ n = {0, 1, . . . , n − 1}. For k ≥ 0, let (i k , j k ) denote the starting and ending positions, respectively, of the k'th maximal zero block in w (we assume here that 0 ω is not a suffix of w). Yann Bugeaud asked the following questions:
1. If w is automatic, is lim sup k→∞ j k /i k rational?
2. If w is morphic, is lim sup k→∞ j k /i k algebraic?
More generally, instead of maximal zero blocks we can consider maximal x-blocks, where x ∈ Σ + is an arbitrary word. An occurrence y = w i · · · w j in w is an x-block if there exist some proper suffix x ′ and proper prefix x ′′ of x, such that y = x ′ x n x ′′ for some integer n ≥ 1; if x ′′ w i+1 is not a prefix of x, and either i = 0 or w i−1 x ′ is not a suffix of x, then the x-block is maximal. For example, let w = 0100111010101000 · · · ∈ {0, 1} ω , and let x = 01. Then w 0 w 1 w 2 = 010, w 3 w 4 = 01, and w 6 · · · w 13 = 10101010 are all maximal x-blocks. Given a finite word x, questions 1 and 2 above can be asked about the maximal x-blocks in w.
In what follows, we give a positive answer to these two questions. In Section 2 we analyze the structure of so-called ∆-blocks in pure morphic words. In Section 3 we apply the results of Section 2 to morphic words in general.
2 ∆-blocks in pure morphic words Definition 1. Let w = w 0 w 1 w 2 · · · ∈ Σ ω . Denote by Sub(w) the set of finite subwords of w. An occurrence of w is a triple (u, i, j), where ǫ = u ∈ Sub(w) and 0 ≤ i ≤ j, such that w i · · · w j = u. We usually denote an occurrence (u, i, j) simply by u. The set of all occurrences of w is denoted by Occ(w). An occurrence (u, i, j) ∈ Occ(w) contains an occurrence (u
and either i = 0 or w i−1 ∈ ∆.
Our goal in this section is to prove the following theorem: Theorem 1. Let h : Σ * → Σ * be a nonerasing morphism, and let w = w 0 w 1 w 2 · · · = h ω (w 0 ). Let ∆ Σ be a nonempty subalphabet, such that w contain infinitely many letters of ∆ and ∆-blocks of unbounded length. For k = 0, 1, 2, . . ., let (i k , j k ) denote the starting and ending positions, respectively, of the k'th maximal ∆-block in w. Then lim sup k→∞ j k /i k is an algebraic number of degree at most |Σ|. If h is also uniform then lim sup k→∞ j k /i k is rational.
We require w to contain ∆-blocks of unbounded length because otherwise lim sup k→∞ j k /i k is trivially rational. This condition implies in particular that w is aperiodic, that is, it is not ultimately periodic. Here an ultimately periodic word is a word of the form w = xy ω , where x ∈ Σ * and y ∈ Σ + .
Proving Theorem 1 will enable us to prove the algebraicity (resp. rationality) of the sequence of zero blocks in morphic (resp. automatic) words in general: if w = τ (h ω (a)), where τ is a coding, then a maximal zero block in w is the image under τ of a maximal ∆-block in h ω (a), where ∆ = τ −1 (0). The case of maximal x-blocks will be proved by applying a morphicity-preserving (resp. automaticity-preserving) transformation to w.
The technique we use to prove Theorem 1 is very similar to the technique used to prove the algebraicity of critical exponents in pure morphic words [3, 4] . The idea is as follows:
1. The sequence of maximal ∆-blocks can be partitioned into subsequences, where for each subsequence, every element is an image under h of the previous element, up to a small change at the edges.
2. There are only finitely many different such subsequences in w. Since we are interested in lim sup, it is enough to consider only the first of each of the different subsequences.
3. The lim sup of a subsequence can be computed using the incidence matrix of h (see Definition 3). In particular, the lim sup is a rational expression of the eigenvalues of the said matrix, which are algebraic numbers of degree at most |Σ|.
4. When h is uniform, the expression turns out to be rational.
Definition 3. Let Σ = Σ n = {0, 1, . . . , n − 1}, let h : Σ * n → Σ * n , and let u ∈ Σ * n . The Parikh vector of u, denoted by [u] , is a vector of size n that counts how many times different letters occur in u:
[u] = (|u| 0 , |u| 1 , . . . , |u| n−1 ) T . The incidence matrix associated with h, denoted by A(h), is an n × n matrix, whose jth column is the Parikh vector of h(j):
Proposition 2. Let h : Σ * → Σ * , and let A = A(h). Then:
See, e.g., [1, Section 8.2] .
Notation: for a word w (finite or not), alph(w) denotes the set of letters occurring in w.
Lemma 3. Let h : Σ * → Σ * . Then there exists some power g of h such that for all a ∈ Σ and for all n ≥ 1, alph(g n (a)) = alph(g(a)).
Proof. Let A = A(h) = (a i,j ), and denote A n = A(h n ) = (a b,a > 0. Since we care only about the zero pattern of A n and not about the value of the non-zero entries, it is enough to consider A as a boolean matrix. Let B be a |Σ| × |Σ| boolean matrix, such that b i,j = 0 if and only if a i,j = 0. Then it is enough to prove the following: there exists some power B ′ of B, such that B ′n = B ′ for all n ≥ 1.
Since there are only finitely many boolean matrices of a given size, there exist some integers t ≥ 0 and c ≥ 1 such that B t = B t+c , and so B t+k = B t+k+nc for all k ∈ {0, 1, . . . , c − 1} and for all n ≥ 0. Choose a k ∈ {0, 1, . . . , c − 1} such that c|t + k, and let B ′ = B t+k . Then t + k = mc for some integer m, and for all n ≥ 1,
By setting g = h t+k we get the desired morphism.
Let w = h ω (a) be a pure morphic word over Σ. Then w = (h t ) ω (a) for all t ≥ 1, and so we can replace h by some convenient power. Therefore, by Lemma 3, we can assume the following: Assumption 1. For all a ∈ Σ and for all n ≥ 1, alph(h n (a)) = alph(h(a)).
In addition, for the rest of this section we assume that h is nonerasing.
Definition 4.
Let h : Σ * → Σ * , and let w = w 0 w 1 w 2 · · · = h ω (w 0 ). The inverse image under h of an occurrence u ∈ Occ(w), denoted h −1 (u), is the shortest occurrence v ∈ Occ(w) such that h(v) contains u.
Note that for an occurrence u (rather than a subword u), the inverse image is well defined. Whenever we use the notation h −1 (u) it should be understood that u is an occurrence.
In the next two lemmas, we want to establish the following idea: if a pure morphic word w = h ω (w 0 ) contains ∆-blocks of unbounded length and infinitely many letters of ∆, then sufficiently long ∆-blocks are images under h of other ∆-blocks, except perhaps for edges of a bounded length. 
Proof. Suppose there is a letter a occurring in u such that
Then by Assumption 1, h 2 (c) contains b, and so h 2 (c) = h 2 (h −2 (a)) is not contained in u. This implies that b (which is contained in h(c)) occurs at a distance of at most M from the edges of h −1 (u). Therefore,
Lemma 5. Under the conditions of Lemma 4, let
Proof. Suppose h(u) contains a letter b ∈ ∆. Then there exists a letter a ∈ ∆ such that h(a) contains b. By the same argument as in the proof of Lemma 4, h(h −1 (a)) contains b, and cannot be contained in u. We get that a occurs at a distance of at most M from the edges of u, and so h(w i+M · · · w j−M ) is a ∆-block. The rest is proved similarly. Lemma 4 , the set of maximal ∆-blocks u = w i · · · w j that satisfy i > M and |u| > M 2 can be partitioned into (infinitely many) sequences, each of which has the form u (0) , u (1) , u (2) , · · · , where for all k ≥ 0:
Corollary 6. Under the conditions of
Definition 5. Let w = w 0 w 1 w 2 · · · = h ω (w 0 ) be an aperiodic pure morphic word over an alphabet Σ, let M = max{|h(a)| : a ∈ Σ}, and let ∆ Σ. A ∆-sequence in w is a sequence u (k) = w i k · · · w j k of maximal ∆-blocks, where for all k ≥ 0
Similarly, u (k+1) is growing on the right if j k+1 > n k+1 , shrinking on the right if j k+1 < n k+1 , and stationary on the right if j k+1 = n k+1 . The left stretch of u (k+1) , denoted by σ (k+1) , is the word that occurs between the left edge of u (k+1) and the left edge of h(u (k) ). That is, if u (k+1) is shrinking on the left, then σ (k+1) := w r k+1 · · · w i k+1 −1 (in this case we say that the left stretch is negative); if u (k+1) is growing on the left, then σ (k+1) := w i k+1 · · · w r k+1 −1 (in this case we say that the left stretch is positive). Note that if σ (k+1) is positive then it is contained in u (k+1) , and if it is negative then it borders u (k+1) on the left. If r k+1 = i k+1 then σ (k+1) := ǫ. The right stretch, denoted by ρ (k) , is defined similarly.
The k'th left pivot, denoted by p Proof. We prove the lemma for the left stretch. The proof for the right stretch is similar.
For
, and so h n (w p 0 +1 · · · w i 0 +M −1 ) ∈ ∆ + for all n > 0 (recall Assumption 1). In particular, h 2 (w p 0 +1 · · · w i 0 +M −1 ) ∈ ∆ + , and so p (1) L cannot occur in h(w p 0 +1 · · · w i 0 +M −1 ). On the other hand, alph(h 2 (w p 0 )) = alph(h(w p 0 )), and so h(w p 0 ) contains a letter a such that h(a) contains a letter of ∆. In particular, p
) such that h(a) contains a letter of (2) can be also shrinking. However, in this case both h(w i 1 ) and
) for all k ≥ 2. This implies that {σ (k) } k≥1 is ultimately periodic.
Let {u (k) } k≥0 be a ∆-sequence. Since both {σ (k) } k≥1 and {ρ (k) } k≥1 are ultimately periodic sequences, the sequence {(σ (k) , ρ (k) )} k≥1 is also ultimately periodic. By ignoring the first few elements of the sequence we can assume it is purely periodic; by replacing h by h p , where p is the period, we can partition {(σ (k) , ρ (k) )} k≥1 into p subsequences, where each subsequence has period 1. We now compute i k and j k for a sequence of maximal ∆-blocks, assuming that σ (k) and ρ (k) are fixed.
Lemma 8. Let {u (k) } k≥0 be a ∆-sequence, and assume that σ (k) = σ and ρ (k) = ρ for all k ≥ 0. Let A be the incidence matrix of h, and let 1 be the all ones vector of size 1 × |Σ|. Then there exist integral vectors U, V, X, Y of size |Σ| × 1, where U and V are nonnegative and nonzero, and a constant c, such that for all k ≥ 0,
To compute i k and j k we need to compute [u (k) 
is a nonempty word, and so both U and V are nonnegative, nonzero vectors. Let us assume for the moment that ρ = ǫ. Depending on whether σ is positive or negative, there are two possible situations: (2) , and
Now suppose that σ is positive. Then
If ρ = ǫ, then, depending on its sign, we get that [
if σ is positive (here the roles are inverted: if σ is negative then it is positive with respect to v (k) , and vice versa).
It remains to show that the sequence j k /i k is bounded by a constant. Let w (k) = w j k +1 · · · w i k+1 −1 . Since maximal ∆-blocks are disjoint and separated by at least one letter from ∆, |w (k) | ≥ 1 for all k ≥ 0. Now, for all k ≥ 1,
and so
This completes the proof of the lemma.
The following theorem was proved in [3, 4] :
Theorem 9. Let A be an n × n nonnegative integral matrix with no zero columns, and let U, V, W be nonnegative integral column vectors of size n, with W = 0. Let
, m ≥ 0 . 
if α is a finite accumulation point of F, then α is a rational expression of the eigenvalues of
A. In particular, α is algebraic of degree at most n.
The proof of Theorem 9 can be adapted, with slight changes, to the case of the sequence {j k /i k } k≥0 . Here we have a sequence of the form
where A is a |Σ|×|Σ| nonnegative integral matrix with no zero columns (recall that h is nonerasing), U and V are nonnegative integral vectors, both nonzero, and X and Y are integral vectors, with possibly negative entries. However, since both |u (k) | and |v (k) | are tending to infinity as k tends to infinity, both nominator and denominator are always positive. In particular, the fact that X and Y may contain negative entries does not alter the result. Also, Lemma 8 implies that all accumulation points are finite. Proof. If h is an r-uniform morphism, then |h(w)| = r|w| for all w ∈ Σ * . Let y = ±|σ| ± |ρ| and x = ∓|σ|. Then the expressions for |u (k) | and |v (k) | are reduced to
Therefore,
Proof of Theorem 1. Let M = max{|h(a)| : a ∈ Σ}. Since we are interested in lim sup j k /i k , it is enough to consider only ∆-blocks of size larger than M 2 that occur at an index i > M . By Corollary 6, these ∆-blocks can be partitioned into sequences, where for each sequence, an element is the image under h of the previous element, save perhaps for edges of a bounded length. Let u = w i · · · w j be the first element of such a sequence. Then |u| > M 2 and i > M , and so by Lemma 4 v := h −1 (u) is a maximal ∆-block (up to the edges); however, |v| ≤ M 2 , or it would be part of the sequence itself. Taking into account the the occurrences of size M on both sides of v, we get that each sequence is uniquely determined by a subword of w of length at most M 2 + 2M . Since there are only finitely many such subwords, there are only finitely many different such sequences. To compute the lim sup, it is enough to consider only the first of each of the different sequences, where i k is the smallest. Therefore, we need to consider only finitely many sequences. Each sequence can be further partitioned into finitely many subsequences, where for each of those, lim sup j k /i k is algebraic of degree at most |Σ| (Lemma 8). For uniform morphisms, lim sup j k /i k is rational (Lemma 11).
∆-blocks and x-blocks in morphic words
In this section we extend Theorem 1 to morphic words in general, as described in the beginning of Section 2. First, the next theorem shows that we lose no generality by restricting ourself to nonerasing morphisms:
Theorem 12 ([1, Theorem 7.5.1]). Every pure morphic word is the the image under a coding of a pure morphic word generated by a nonerasing morphism.
Theorem 13. Let w be a morphic word over a finite alphabet Σ. Let ∆ ⊂ Σ be a nonempty proper subalphabet, such that w contain infinitely many letters of ∆ and ∆-blocks of unbounded length.
Proof. Since w is morphic, there exists some alphabet Σ ′ , a morphism h : Σ ′ * → Σ ′ * , and a coding τ : Σ ′ * → Σ * , such that w = τ (h ω (a)) for some a ∈ Σ ′ . By Theorem 12, we can assume that h is nonerasing. Let ∆ ′ = τ −1 (∆). Then every maximal ∆-block in w is the image under τ of a maximal ∆ ′ -block in h ω (a), and every maximal ∆ ′ -block in h ω (a) is mapped by τ to a maximal ∆-block in w. The result follows from Theorem 1. is algebraic (resp. rational) if v m is morphic (resp. automatic), and so lim sup k→∞ j k,m /i k,m is algebraic (resp. rational) if w is morphic (resp. automatic). By (1), the result follows.
Note: We have defined x-blocks as blocks starting with some cyclic shift of x. However, the result still holds if we require that x-blocks begin only with x itself, since the difference between the starting position of the x-block and the starting position of the α-block is still bounded by |x|.
