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Quasicrystals are frequently encountered in condensed matter. They are important candidates for
equilibrium phases from the atomic scale to the nanoscale. Here, we investigate the computational
self-assembly of four quasicrystals in a single model system of identical particles interacting with
a tunable isotropic pair potential. We reproduce a known icosahedral quasicrystal and report a
decagonal quasicrystal, a dodecagonal quasicrystal, and an octagonal quasicrystal. The quasicrystals
have low coordination number or occur in systems with mesoscale density variations. We also report
a network gel phase.
I. INTRODUCTION
The history of quasicrystals is characterized by three
waves of discoveries: (i) intermetallic quasicrystals,
(ii) molecular and nanoscale quasicrystals, and (iii) qua-
sicrystals in computer simulations. The first wave started
with the report of an icosahedral phase in Al-(Mn,Fe,Cr)
alloys in 1984 [1]. Within four years, a dodecagonal
phase in Ni-Cr alloys [2], a decagonal phase in Al-Mn al-
loys [3], and an octagonal phase in (V,Cr)-Ni-Si alloys [4]
followed. These early intermetallic quasicrystals have
in common that they are metastable grains in rapidly
cooled alloys. Thermodynamically stable quasicrystals
were found later [5, 6]. All of them are densely packed
crystal structures.
With the advent of molecular and nanoscale self-
assembly, dodecagonal quasicrystals were reported in var-
ious systems, such as dendrimeric macromolecules in
2004 [7], star polymers [8], nanoparticles [9, 10], meso-
porous silica [11], perovskite thin films [12], and coordi-
nation networks [13], as well as decagonal quasicrystals
of pentameric molecules [14], and octakaidecagonal qua-
sicrystals of block co-polymer micelles [15]. While the
decoration of quasiperiodic tilings varies depending on
the choice of building block (atoms, molecules, nanopar-
ticles), the tilings themselves and thus their symmetries
are universal across length scales. These and other sim-
ilarities suggest there are mechanisms for quasicrystal
formation and stabilization that are independent of the
identity of the building blocks. Computer simulations
can then be a valuable tool to supplement experimental
observations. Of particular importance are simulations
that capture essential features common to all condensed
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matter systems forming quasicrystals. Such simulations
of model systems have the advantage that they are fast
and require the tuning of only a few parameters.
Most early computer simulations reporting quasicrys-
tals were conducted in two dimensions [16, 17], either
with lattice models [18, 19] or with freely moving par-
ticles [20, 21]. Two-dimensional quasicrystals are now
known in many models [22–29]. As sources for their stabi-
lization either competing length scales [25, 27, 28, 30–32]
or appropriate bond angles [32–34] have been identified,
though neither is strictly necessary [29]. Both approaches
introduce local order that is incompatible with periodic
lattices, like for example pentagonal rings of five parti-
cles. Phase diagrams of soft-core systems [28, 35–37] and
the effect of quasiperiodicity on particle dynamics [38, 39]
and stabilization [40] have been studied in detail. An-
other direction are continuum simulations, such as phase
field models [41–44]. In all cases, quasicrystals formed
spontaneously from disordered starting configurations.
Computational discovery of quasicrystals in three di-
mensions is much less developed. Because there is no
general strategy to search for quasicrystals, observations
are often accidental or require trial-and-error. That is
the case for the work of Dzugutov in 1993, who stumbled
upon a Frank-Kasper-type dodecagonal quasicrystal [45]
while investigating a simple monatomic liquid with icosa-
hedral inherent local order [46]. Computational stud-
ies of dodecagonal quasicrystals comprise a polymeric
alloy [47], hard polyhedra [48–50], confined bilayer wa-
ter [51] and silicon [52], deformable micelles and micelles
self-assembled from both mono- and di-tethered nanopar-
ticles [53], smectic layers [54], and polymer-tethered
POSS cubes [55]. Due to the complexity of self-assembly
simulations in three dimensions and the apparent abun-
dance of dodecagonal quasicrystals [31, 56], other qua-
sicrystal symmetries received much less attention.
The list of quasicrystal simulations in three dimen-
sions with symmetries other than dodecagonal is rela-
tively short. Phases resembling binary icosahedral [57]
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2and decagonal [58] quasicrystals were investigated early
on, but the system sizes were too small for unambiguous
structure identification. In other studies of icosahedral
crystals particles were pinned on a lattice [59, 60], which
confirmed that quasicrystals can grow efficiently. Reli-
able simulation of non-dodecagonal quasicrystal growth
was achieved only recently. The exhaustive list includes
an icosahedral quasicrystal with an oscillatory pair po-
tential [61], the observation of a similar icosahedral qua-
sicrystal in a phase field model [62], and the finding of
a decagonal quasicrystal in a core/shell model [63]. We
also mention the proposal of an octagonal quasicrystal
related to β-Mn [64], which, however, has not yet been
observed in simulation.
In this contribution, we report three axial quasicrys-
tals together with the icosahedral quasicrystal from ear-
lier work [61]. The four quasicrystals are observed with
a tunable pair potential that was originally intended to
stabilize a diamond lattice. The axial quasicrystals are
rather unusual. The decagonal quasicrystal contains pen-
tagonal spirals with handedness that break ten-fold rota-
tional symmetry. The dodecagonal quasicrystal consists
of narrow lamellae with hexagonal crystal structures in
two layers that are rotated relative to one another by
multiples of 30◦. Finally, the octagonal quasicrystal has
a relationship to β-Mn but incorporates pairs of helices
of equal handedness at the location of the tile vertices.
All quasicrystals form robustly in molecular dynamics
simulations and can be grown as single crystals.
II. METHODS
Our model system consists of identical particles inter-
acting via an isotropic pair potential. We varied the func-
tional form of the pair potential, temperature, and pres-
sure. This is a simple simulation setup that can easily
be investigated with any standard molecular dynamics
code.
A. Pair potential design
Pair potentials were constructed by a series of educated
guesses. Our initial aim was to search for assemblies
in parameter space in the vicinity of the diamond crys-
tal. This is a good choice because tetrahedral coordina-
tion has proven to be promising for stabilizing quasicrys-
tals [48, 61]. The fact that diamond is an open structure
with space for diffusion and reorganization helps to avoid
kinetic traps.
We started by constructing a tabulated potential of
mean force VPMF(r) = −kBT0 ln(g(r)) from the radial
distribution function g(r) of a known diamond-forming
system. Configuration data for diamond was taken from
earlier work on hard truncated tetrahedra [50] at temper-
atures close to but below the melting temperature. By
construction, VPMF has oscillations that resemble those
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FIG. 1. The family of isotropic pair potentials V(r) used
in this work. The potentials are derived from the potential
of mean force of a diamond crystal. The ratio of the po-
sitions of the first and second well of the potential is close
to the edge length to circumsphere radius ratio of a tetrahe-
dron,
√
8/3 ≈ 1.63, as required for the stabilization of local
tetrahedral order. The second well is wide, which introduces
flexibility in the preferred bond angle and allows the potential
to stabilize a variety of different crystal structures. Depend-
ing on the choice of , the first minimum can be higher or
lower than the second minimum.
in the oscillatory pair potential [65] and Friedel oscilla-
tions in metals [45, 66]. It is therefore a pair potential
that is similar to those typically used to study alloys. In
the following we measure energy in units of kBT0 and
temperature in units of T0 by setting kBT0 = T0 = 1.
Next, we created a family of pair potentials by adding
to VPMF a Gaussian located at the first minimum r1 with
width σ chosen equal to the width of the first well,
V(r) = VPMF(r)−  exp
(
− (r − r1)
2
2σ2
)
− V (r3). (1)
We cut off the potential in the third minimum r3 = 2.94
where the potential is shifted to be zero. The moti-
vation to add a Gaussian was to control the coordina-
tion number by varying the depth of the first well while,
at the same time, keeping bond angles unchanged by
not varying the ratio between well positions [61]. Over-
all, ten smooth pair potentials with  = −2.2 + 0.4n,
n = 1, . . . , 10 were constructed (Fig. 1). Data tables of
the ten potentials are included as Supplementary Infor-
mation.
B. Self-assembly simulations
Molecular dynamics simulations were performed with
HOOMD-blue [67, 68] in the NpT ensemble using a cubic
box with periodic boundary conditions. In total 30× 10
self-assembly simulations were initialized for the ten pair
potentials and pressures in the range 1.1 ≤ p ≤ 4.0 by
placing N = 50000 particles randomly in the box and
lowering the temperature linearly from Tinit to Tend over
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FIG. 2. Phase observation diagram in the pressure–well
depth plane for the isotropic pair potentials in Fig. 1. Sim-
ulations were initialized in a disordered fluid phase at high
temperature and slowly cooled at fixed pressure until self-
assembly was observed. Each colored region highlights an
area where a certain phase is predominantly observed in sim-
ulation. Labels are defined in the text. Bold labels specify
phases with quasiperiodic order. White areas correspond to
simulations that remain disordered, homogeneous glasses on
the timescale of our runs.
120 million molecular dynamics time steps. The initial
temperature Tinit was chosen in the fluid regime above
the melting temperature and the final temperature Tend
well below the melting temperature in the solid. Those
values were found prior to production runs by performing
smaller simulations with N = 4096 particles and lowering
the temperature linearly from 5.0 to 0.1 over 100 million
molecular dynamics time steps.
The final frames of the self-assembly simulations were
analyzed without applying a quench to zero temperature
or thermal averaging. Crystal structures were identified
manually with the help of diffraction patterns and bond-
orientational order diagrams following literature proce-
dures [61]. In situations with several (quasi-)crystalline
grains, we focused on the dominant phase. Particles
are drawn in figures with diameter equal to the nearest-
neighbor distance if the whole system is shown, or with
diameter equal to 40% of their nearest-neighbor distance
if projections or small parts of the system are shown.
Bond-orientational order diagrams are shown in stereo-
graphic projection.
III. RESULTS AND DISCUSSION
The crystal structures found in the self-assembly sim-
ulations are summarized in a phase observation diagram
(Fig. 2). Overall, 70% of the simulations developed some
form of (quasi-)crystalline order, a number comparable
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FIG. 3. (a) Probability histogram for a particle to have a
certain number of nearest neighbors. Nearest neighbors are
defined as those corresponding to the first peak in the radial
distribution function. (b) Distribution of the angles between
nearest-neighbor bonds. The probability of a given angle to
occur P (θ) is divided by the Jacobian sin(θ). Data is shown
for the four quasicrystals at parameters given in the captions
of Figs. 4-7.
to simulations with similar potentials [61]. We observe
eight ordered phases, among them four quasicrystals and
four periodic crystals.
The periodic crystals correspond to the well-known
body-centered cubic (BCC), diamond (DIA) and β-Mn
(MN) structures, which are frequently observed in sim-
ulations of identical particles [50, 64, 69, 70]. We also
observe a hexagonal phase (HEX) with Pearson symbol
hP2 [61]. The quasicrystals include a decagonal qua-
sicrystal (DEC), a dodecagonal quasicrystal (DOD), an
octagonal quasicrystal (OCT), and an icosahedral qua-
sicrystal (ICO). All of them are non-close-packed with av-
erage coordination number well below twelve (Fig. 3). We
also observe a gel-like disordered network phase (NW)
that is distinct from glassy configurations usually occur-
ring in simulations of spherical particles with short-range
interactions. The structures of the four quasicrystals and
the network gel are now discussed in more detail.
A. Icosahedral quasicrystal
Icosahedral quasicrystals are quasiperiodic in all direc-
tions. We reproduce a recently reported [61] icosahe-
dral quasicrystal, ICO, in our system (Fig. 4(a)). The
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FIG. 4. Icosahedral quasicrystal for the parameters  = −0.2, p = 1.5. (a) Final frame of the self-assembly simulation at
T = 0.2. A single-crystalline grain is shown. The inset shows the bond-orientational order diagram. (b) Pair potential V(r)
and scaled radial distribution function β−1g(r) with β−1 = kBT . (c-e) Snapshots (left) and corresponding diffraction images
(right) along a five-fold (c), three-fold (d), and two-fold (e) axis.
agreement of the present ICO with prior work is con-
firmed by comparing radial distribution functions, bond-
orientational order diagrams, and diffraction patterns
(Fig. 4(b-e)).
ICO is robust under mild variations of the formation
conditions and nucleates and grows easily in simulation,
comparable to much simpler crystal phases. Its coordi-
nation spans a broad range from zero to six neighbors
(Fig. 3(a)) with average coordination number 3.1, which
is even lower coordinated than the low-density icosahe-
dral quasicrystal reported previously [61]. A comparison
of ICO at different pressures shows that the structure is
surprisingly flexible and responds to density fluctuations
by varying the average coordination number over a broad
range from 2.5 and 4.0. Together, these two observations
indicate that the stabilization of ICO is not controlled by
nearest-neighbor bonds alone. Energetic contributions
stemming from second-neighbors are at least equally im-
portant because V(r) is deeper at the second-neighbor
shell, 1.5 < r < 2.0, than at the nearest-neighbor shell,
0.9 < r < 1.2 (Fig. 4(b)). The width of the second
well V(r) also helps to stabilize ICO because the second-
neighbor shell is broad. The distribution of nearest-
neighbor angles shows peaks at the three-fold angles 60◦
and 120◦ and at the tetrahedral angle 109◦ (Fig. 3(b)).
B. Decagonal quasicrystal
Decagonal, dodecagonal, and octagonal quasicrystals
are axial quasicrystals. This means they are quasiperi-
odic in a plane and periodic perpendicular to this plane.
The decagonal quasicrystal we observe, DEC, is of differ-
ent structure and of higher quality than the only other
decagonal quasicrystal reported in simulation [63]. The
most noticeable features of DEC are decagonal rings
when viewed along the ten-fold axis (Fig. 5(a)). Whereas
decagonal rings in [63] are directly in contact, decago-
nal rings in DEC are separated by other tiles. In pro-
jection, DEC is identical to a random Tu¨bingen tri-
angle tiling [71], which is frequently observed in two-
dimensional simulations [17, 22, 24, 25]. Its three-
dimensional extension is reported here for the first time.
A view from the side reveals that decagonal rings are
not planar but staggered, just like the C6-ring in cy-
clohexane (Fig. 5(a)). Pentagons, typically found next
to decagonal rings in the tiling, correspond to helices
with a pitch of five particles. More generally, any even-
membered ring (hexagon, decagon) is planar while any
odd-membered ring (pentagon, nonagon) is a helix. The
handedness of a helix is determined by the orientation of
its ring in the tiling projection. For example, the hand-
edness of pentagons alternates around the decagon. As
a result, DEC is not invariant under inversion and has
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FIG. 5. Decagonal quasicrystal for the parameters  = −1.8,
p = 3.9. (a) Final frame of the self-assembly simulation at
T = 0.2 viewed along the ten-fold axis. The inset shows
the bond-orientational order diagram. (b) A decagon sur-
rounded by ten pentagons is cut out. Side views show that
decagons are staggered and pentagons correspond to a helix.
(c) Pair potential V(r) and scaled radial distribution function
β−1g(r). (d) Diffraction image along the ten-fold axis.
a chiral five-dimensional space group [5]. The chirality
of the space group is apparent also in the bond orienta-
tional order diagram, which exhibits five-fold rotational
symmetry only.
The pair potential for DEC (Fig. 5(c)) has a first well
that is significantly higher than the second well. This
means DEC is stabilized mostly by second-neighbor in-
teractions and pressure is required to push particles into
the nearest-neighbor shell. A majority of the particles in
DEC have three nearest neighbors (Fig. 3(a)). Only a few
particles (e.g. those in the centers of decagons) have lower
coordination. The most common bond angles (Fig. 3(b))
are the tetrahedron angle 109◦, found in pentagon he-
lices, and 135◦, found in decagonal rings. As expected,
the diffraction image of DEC (Fig. 5(d)) is identical to
the diffraction image of the Tu¨bingen triangle tiling [25].
C. Dodecagonal quasicrystal
As discussed in the introduction, dodecagonal qua-
sicrystals are frequently found in soft matter experi-
ments [7–13, 15] and simulations [45, 54]. The dodecago-
nal quasicrystal observed here, DOD, shows similarity
with a recently reported smectic dodecagonal quasicrys-
tal [54]. Both consist of hexagonal layers rotated relative
to one another by 30◦ and not all in direct contact. How-
ever, whereas the smectic dodecagonal quasicrystal has
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FIG. 6. Dodecagonal quasicrystal for the parameters  = 1.8,
p = 1.2. (a) The final frame of the self-assembly simulation
at T = 0.2 viewed along the dodecagonal axis. A lamellar
phase is present. (b) A single lamella viewed along its nor-
mal axis has dodecagonal order. The inset shows the bond-
orientational order diagram. (c) The close-up view reveals
that the lamella consists of two rotated hexagonal layers of
particles (red and blue). A few particles (gray) are in-between
the two hexagonal layers. (d) Pair potential V(r) and scaled
radial distribution function β−1g(r). (e) The diffraction im-
age along the twelve-fold axis is a sum of two hexagonal re-
ciprocal lattices. A part of one hexagonal lattice is shown as
a red overlay.
all layers spaced equally along the twelve-fold axis, our
system has thicker lamellae (Fig. 6(a)). Similar rotations
of hexagonal layers have been reported in a micellar col-
loidal dodecagonal quasicrystal [15].
Each individual lamella in DOD has dodecagonal or-
der (Fig. 6(b)). Dodecagonal order is synchronized be-
tween lamellae, which means it extends throughout the
whole system. However, synchronization is weak. We
cannot exclude that periodic boundaries assisted in the
synchronization by introducing correlations. Boundary
effects could play a role because, in contrast to the other
crystals and quasicrystals we observe, lamellae are rela-
tively far apart and therefore only weekly coupled. Each
lamella consists of two layers of particles that project on
hexagonal lattices along the twelve-fold axis (Fig. 6(c)).
This is confirmed by the diffraction image (Fig. 6(e)),
which is the superposition of diffraction images of hexag-
onal lattices rotated by 30◦. The hexagonal layers are
not flat but exhibit some puckering. Additional particles
are sometimes introduced between the layers but rarely
do we find more than a few of them.
The pair potential for DOD (Fig. 6(d)) has a deep first-
neighbor well that dominates the interaction. Additional
peaks destabilize close-packing (e.g. face-centered cubic)
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FIG. 7. Octagonal quasicrystal for the parameters  = −1.8,
p = 2.5. (a) Final frame of the self-assembly simulation at
T = 0.2 viewed along the eight-fold axis. Some particles form
double rings, shown in dark green for the inner ring and light
green for the outer ring. Color is for highlighting purposes
only. (b) A side view of a double ring reveals that it is a pair
of helices. In the absence of defects all pairs of helices have
the same handedness. Rings of light green particles without
inner rings are slightly deformed tetrahelices. (c) Pair po-
tential V(r) and scaled radial distribution function β
−1g(r).
(d) Diffraction image along the eight-fold axis.
and cause the appearance of lamellae. Particles have a
range of coordination numbers (Fig. 3(a)) depending on
whether a particle sits deep within the layer or is more
exposed at the surface. Coordination is overall much
higher than for the other quasicrystals due to the deeper
first well. Common bond angles are 60◦, 109◦, 155◦, and
180◦ (Fig. 3(b)).
We did not search for the existence of a lamellar liq-
uid crystalline phase with freely mobile particles in each
lamella. But we expect it to appear between DOD and
the isotropic liquid for appropriately chosen parameters.
D. Octagonal quasicrystal
Besides this work, octagonal quasicrystals have not
been observed in simulation. The octagonal quasicrys-
tal in our data, OCT, is obtained with the same pair
potential as DEC but at lower pressure. Particles align
in planes with normals pointing in four directions perpen-
dicular to an eight-fold axis (Fig. 7(a)). A characteristic
feature is the presence of double rings along the eight-fold
axis. The double rings are spaced at discrete distances
and with angles multiples of 45◦ from one another, form-
ing the vertices of a quasiperiodic tiling with octahedral
symmetry.
When viewed from the side (Fig. 7(b)), the double
rings are revealed to be a pair of helices with equal hand-
edness. The inner ring has a pitch length of six particles
and the outer ring has a pitch length of eight particles.
The combination of the difference in pitch lengths and the
difference in radii allows equal bond length in both he-
lices. All pairs of helices in double rings have equal hand-
edness throughout the quasicrystal, although we some-
times find defects that flip the handedness. This means
OCT is not invariant under inversion and has a chiral
five-dimensional space group [5]. We also find wider rings
in the structure. They correspond to slightly deformed
tetrahelices as apparent when viewed from the side. The
diffraction image (Fig. 7(d)) and radial distribution func-
tion of OCT show a similarity with a proposed octago-
nal quasicrystal based on the β-Mn crystal structure [64].
However, the elementary square and rhomb tiles that can
be extracted from our simulation data are larger by a
factor of
√
2. In our simulations, OCT competes with β-
Mn and it is not possible to separate them clearly in the
phase observation diagram (Fig. 1). However, we observe
a preference for OCT towards higher pressure.
The pair potential for OCT has a high first well
(Fig. 7(c)). Because the applied pressure is low, there
are only a few nearest-neighbor bonds. These bonds oc-
cur exclusively within double rings, which means the ma-
jority of the particles do not have any nearest-neighbor
bonds (Fig. 3(a)). We are not aware of an experimen-
tal system with such a low coordination number. The
bond angle distribution shows a single peak around 140◦
(Fig. 3(b)), which is the angle formed along the pair of
helices.
E. Network gels
Inhomogeneous clustering is observed for pair poten-
tials with an intermediate depth of the first well. The
system develops mesoscale order under such a condition
without the need for short-range order or long-range or-
der. We observe in our simulations gel-like networks
of densely packed particles separated by empty pores
(Fig. 8). Similar inhomogeneous networks frequently ap-
pear with isotropic pair potentials if the potential is soft
or has competing length scales [72–77].
It is unclear if the network gels will order at lower
temperature. However, DOD appears to be one limit
that occurs when the pores are large enough to aggregate
and form lamellae. Other mesophases including colum-
nar phases or cluster phases [78] might appear nearby in
parameter space.
IV. CONCLUSION
This work reported three axial quasicrystals in three
dimensions and investigated an icosahedral quasicrys-
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FIG. 8. Network-like gels for the parameters  = 0.6, (a) p = 1.1, (b) p = 2.5, and (c) p = 4.0. The gels are disordered and
porous. The number of pores, but not their average lateral diameter, decreases with pressure.
tal using molecular dynamics simulations. The qua-
sicrystals are distinct from quasicrystals found in alloys
and distinct from quasicrystals known in molecular and
nanoscale matter as particles have unusual coordination
that is not close-packed. Stabilization of the quasicrys-
tals observed in our simulations requires the interplay of
two length scales, which might be non-trivial in experi-
ments. Nevertheless, our model system is well suited to
study structure formation and other aspects of quasicrys-
tals because particle dynamics and quasicrystal growth
are fast. Future work could extend our computational
approach to binary systems that are more similar to al-
loys. But even without such an extension, it is possible
to consider our simulations as a coarse-grained descrip-
tion of experiments by identifying particles in simulation
not with individual atoms or molecules but with groups
of atoms or molecules. The observation of network gels
with inhomogeneous density variations also provides op-
portunities for follow-up work.
Our search for quasicrystals in the vicinity, in param-
eter space, of the diamond crystal was more successful
than expected. The fact that we self-assembled the di-
amond crystal structure with an only slightly modified
potential of mean force (a slightly deeper first well), an
achievement that is not trivial or expected, suggests that
the potential of mean force approach employed here is
also a promising starting point for the stabilization of
other crystal structures with pair potentials. At the same
time the connection between local tetrahedral order and
the appearance of quasiperiodicity, in the four variants
we observe here, is not well understood. In this first
report we did not attempt to prove thermodynamic sta-
bility or obtain phase diagrams. Instead, we focused on
the geometric description of the quasicrystal phases. Our
findings show new ways to achieve quasiperiodic long-
range order and demonstrate that different types of qua-
sicrystals appear naturally as condensed matter phases
in three dimensions.
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