Introduction
The protein folding problem (PFP) is one of the most challenging problems in the bioinformatics area. The folding protein process starts with an initial protein state (i.e. special configuration of amino acids' atoms), followed by intermediate states and ends in a final state. The final state is known as native structure, which is characterized by the minimal energy in the last configuration of amino acids' atoms. The natural protein folding process is not yet completely understood; the protein follows an unknown path from any conformation to its native structure [1] . It seems that in natural folding, the protein does not explore all its possible states [2] . In order to save time, computational folding simulation helps to find the native structure of a given protein and avoids generating all the possible states. Ab Inition Methods are very popular to predict protein final conformation. The protein states are characterized by their energy which depends on the interaction among their atoms. Atomic energies are affected by position of atoms, torsion angles and distance among atoms. The force fields are used to measure the configuration energies of a protein; these include many interactions among atoms, affecting different energies; the most important are: 1) Torsional energy; 2) Hydrogen bonds energy; 3) Non-bonded energy; 4) Electrostatic energy. The most popular and successful software systems for calculating force fields are AMBER [3] , CHARMM [4] , ECEPP/2 [5] and ECEPP/3 [6] . Heuristic methods are used for solving PFP, the most common are: Genetic Algorithms, Simulated Annealing (SA), Neural Network, and Tabu Search. SA provides excellent solutions [7] - [20] in a short execution time [21] - [22] ; it is an analogy with thermodynamics and the way that liquids freeze and crystallize. The SA parameters must be tuned for finding good solutions; these parameters are obtained by an analytical method [27] or by experimentation [31] - [32] . Analytical methods are used for defining the parameters with formal models; on the other hand, in experimental methods, the parameters are defined by trial and error. Once SA is tuned, it is executed to obtain very good solutions; during the execution, the temperature changes in accordance with equilibrium stochastic, which is detected by three methods [24] : (1) trial and error, (2) mean and standard deviation and (3) accepted solutions vs proposed solutions criterion. Recently, a new method was developed [23] to set the cooling scheme parameters in SA Algorithms, this method establishes that both, the initial and final temperature are a function of the maximum and minimum cost increment obtained from the neighborhood structure. This method has been applied to solve NPHard Problems like Satisfiability problem [SAT] [23] - [24] . This papers deals with a new SA algorithm for PFP. The proposed algorithm has two phases named Quenching and Annealing Phases. The first phase is an analogy of the physical quenching process, which is similar to the annealing process but the temperature, is quickly decreased until a quasi-thermal equilibrium is reached. In the case of PFP, the energy is changed in a chaotic way because it has extreme variations. The quenching phase is applied at very high temperatures and decreased with an exponential function. Once the quasi-thermal is reached by this function, the algorithm starts the annealing phase, which gradually reduces the temperature values adapting the analytical tuning [23] methods to PFP.
Analytical Tuning

Setting initial and final temperatures
Analytical tuning can be helpful for setting up the initial temperature. The probability of accepting any new solution is near to 1 at high temperatures, so, the deterioration of cost function is maximal. The initial temperature C(1) is associated with the maximum deterioration admitted and the defined acceptance probability. Let Si be the current solution and Sj a new proposed one, and Z(Si) and Z(Sj) are the costs associated to Si and Sj; the maximum and minimum deteriorations are expressed as ∆ Zmax and ∆ Zmin. Then, the probability P( ∆ Zmax) of accepting a new solution with the maximum deterioration is (1) and then C(1) can be calculated as in (2) . In a similar way, the final temperature is established according to the probability P( ∆ Zmin) of accepting a new solution with the minimum deterioration (see (3)).
With these parameters, SA is able to find solutions near the optimal or in some cases, the optimal one. The initial temperature can be extremely high because according to (2) , C(1) is extremely affected by ∆ Zmax.
Setting the Markov chain length
SA can be devised with constant or variable Markov Chains (MC). Let L(k) be the number of iterations at k temperature in Metropolis Loop (ML); it can be set as a multiple of variables of the problem. In SA with constant MC, L(k) is set as a constant for all the temperatures; in other implementations, ML is stopped by a certain number of accepted solutions. On other hand, analytical methods determine L(k) with a simple Markov model [23] ; at high temperatures, only a few iterations are required because the stochastic equilibrium is quickly reached; nevertheless, at low temperatures a more exhaustive exploration is needed, so, a larger L(k) is used. Let L(1) be L(k) at C(1) and Lmax be the maximum MC length; L(k) is decreased by the cooling function (4), whereα parameter is between 0.7 and 0.99 [21] - [22] and L(k) is calculated with (5):
In (5), β is the increment coefficient of MC (>1); so, L(k+1) > L(k) and L(1) =1 and the last MC L(f) is equal to Lmax. The functions (4) and (5) are applied successively in SA from C(1) to C(f); consequently C(f) and Lmax can be obtained in (6) and (7).
In (6) and (7), n is the step number from C(1) to C(f); so we get (8) and (9) .
This tuning approach prevents: a) SA spends a large amount of time making computations even though the stochastic equilibrium is indeed reached or b) SA stops far away the equilibrium state. So, SA becomes faster than other implementations. As we have shown, Metropolis parameters depend only on the definition of the C(1) and C(f) shown in section 2.1. Lmax must be set to a value that allows a good exploration (between 1 to 4 times the neighborhood size or 63% to 99%) [23] .
Implementation
The general cooling scheme was tested with two small proteins (Met 5 -enkephaline, C-peptide). SMMP was used [28] - [29] , and the objective to evaluate the conformation energy function with ECEPP/2 [5] . Neighbor solutions were selected randomly (angles in [-180º, 180º]), and C(1) and C(f) were calculated using P( ∆ Zmax)=0.7 and P( ∆ Zmin)=0.3. If the former probability were superior to 0.70 and closer to 1, it would allow excellent exploration, but SA would be inefficient; on the contrary, with lower values, SA would have a short exploration level but it would not be able to find a good solution. The initial temperature (C(1)=1.76x10 25 ) is extremely high because the high values of the energies; therefore, ∆ Zmax has extremely high or low values; C(f) is set as 0.001. At the end of the process, a small probability to accept deteriorations is enough and after trial and error, 0.3 was chosen. In other words, the general cooling scheme establishes the adequate value of C(1) to perform a better stochastic walk. Nevertheless, the cooling function allows that the temperature decreases very fast at the beginning of the process (chaos phase) and gradually decreases slowly. High deteriorations of cost function are presented in the chaos phase. The cooling function at this phase is given by (10) , and it uses (11) and (12):
In (11) and (12) (8) and (9) are applied for calculating the Metropolis parameters.
Results
The following implementations were tested and compared: 1) Original SMMP code [26] ; 2) Experimental tuning with MC of constant length (ESAC); 3) Experimental tuning with MC of adaptable length as [6] (ESAP); 4) Experimental with MC of adaptable length as [6] and low dispersion as [6] Table 1 shows the results for Met 5 -enkephaline, and table 2 shows the results for Cpeptide. These tables show the average and standard deviation of the results obtained after thirty tests in each case. Results are displayed in terms of the cost for the final solution and the time required for finding it. All the results were validated in Ramachandran Plots [30] and we can notice that all the final configurations have angles into the feasible region. The final configuration of ASAR was also very similar to the one reported in PDB (Protein Data Bank, www.pdb.org). When the searching process of these implementations is close to the end, the variables of the problem converge to a specific value; the total variables of Met 5 -enkephaline are nineteen, of which only seventeen are clearly convergent. We made additional experimentation using a Genetic Algorithm obtaining the worst results. With Met 5 -enkephaline the algorithm reached only -3.5 Kal/mol in average, and with C-Peptide an average of -57 Kcal/mol was obtained. 
Conclusions
A SA algorithm for Folding Problems is presented in this paper. This algorithm uses extremely high temperatures in a chaos (quenching) phase allowing the exploration of a bigger percentage of the solution space than previous SA approaches; the algorithm uses two phases, one for the chaos phase where temperatures are too high and the other for lower temperatures. The results presented in the paper with two peptides show that the new approach is able to find solutions with better quality than the classical SA algorithms. According to this experimentation, the general cooling scheme presented here obtains very good results. This method is useful for setting the initial temperature of SA applied to the protein folding problem and it guarantees to reach more suitable solutions. This method also provides a good technique to save time execution at high temperatures using dynamic Markov Chains. The values of the cost function for the best configurations obtained with the analytical implementations are fairly close to each other and they are very close to those obtained by experimental tuning procedures. For the quenching phase, a cooling function decreasing gradually the temperature of the system is presented. The most remarkable advantage of this tuning method is the saving of time in setting the initial and final temperatures. Now we are validating these approaches with larger common proteins; it represents a very interesting greater challenge.
