Abstract-The coordinate rotational digital computer (CORDIC) algorithm is a well-known iterative method for the computation of vector rotation. For applications that require forward rotation (or vector rotation) only, the angle recoding (AR) technique provides a relaxed approach to speed up the operation of the CORDIC algorithm. In this paper, we further apply the concept of AR technique to extend the elementary angle set in the microrotation phase. This technique is called the extended elementary-angle set (EEAS) scheme. The proposed EEAS scheme provides a more flexible way of decomposing the target rotation angle in CORDIC operation, and its quantization error performance is better than AR technique. Meanwhile, to solve the optimization problem encountered in the EEAS scheme, we also proposed a novel search algorithm, called the trellis-based searching (TBS) algorithm. Compared with the greedy algorithm used in the conventional AR technique, the proposed TBS algorithm yields apparent signal-to-quantization-noise ratio (SQNR) improvement. Moreover, in the scaling phase of the EEAS-based CORDIC algorithm, we suggest a novel scaling operation, called Extended Type-II (ET-II) scaling operation. The ET-II scaling operation applies the same design concepts as the EEAS scheme. It results in much smaller quantization error than conventional Type-I scaling operation in the numerical approximation of scaling factor. By combining the aforementioned new schemes, the proposed EEAS-based CORDIC algorithm can improve the overall SQNR performance by up to 25 dB compared with previous works. Also, given the same target SQNR performance, we require only about 66% iteration number in the iterative CORDIC structure, or use 66% hardware complexity in the parallel CORDIC structure compared with conventional AR technique. Hence, high-performance/low-latency CORDIC very large-scale integration architectures can be achieved without degrading the SQNR performance.
I. INTRODUCTION
T HE COORDINATE rotational digital computer (CORDIC) algorithm is a well-known iterative technique to perform various basic arithmetic operations [1] - [3] . The algorithm is very attractive for hardware implementation because it uses only elementary shift-and-add operations to perform the vector rotation in the two-dimensional (2-D) plane. Hence, the CORDIC algorithm can be applied to many digital signal processing (DSP) applications where rotation-based arithmetic functions are heavily utilized, such as linear system solver [4] , [5] , digital lattice filters [6] , [7] , singular value problems [8] , and the fast Fourier transformation (FFT) [9] , [10] .
However, the major disadvantage of the CORDIC algorithm is its slow computational speed. For iterative CORDIC structure [3] , the speed performance of CORDIC operation is limited by the large iteration number, , which is generally equal to the internal wordlength, . To speed up the operations, usually, carry-save adder can be used to eliminate the carry-propagation. However, this is done at the expense of hardware complexity [11] - [13] . At algorithmic level, one trivial solution for such a problem is to reduce the iteration number directly; however, signal will be seriously distorted by the approximation and quantization noises in practical implementations [14] . On the other hand, the angle recoding (AR) technique is proposed to solve the aforementioned problem [15] . It is very suitable for applications that use CORDIC algorithm in only forward rotation mode (also known as vector rotation mode). 1 That is, the rotation angles are fixed and known in advance, such as digital lattice filters [6] , [7] , [16] and discrete orthogonal transformations [10] , [17] - [19] . The major feature of those applications is that the rotation sequence, , which controls the rotation direction of each elementary angle in the microrotation phase, can be computed in advance. In the AR technique, by reformatting and searching for new rotation sequences, the iteration number can be reduced significantly, while the quantization noise level is not increased.
Basically, the superior performance (improved angle precision and reduced iteration number) of the AR technique comes from the relaxation on the form of rotation sequence, , in the CORDIC algorithm. Motivated by this, we proposed an algorithmic-level improvement scheme, called extended elementary-angle set (EEAS) scheme. In addition to the relaxation on , the EEAS scheme further applies the relaxation on the elementary angles. We first treat the elementary angles as the set of arctangent of single signed-power-of-two (SPT) term. From such a different viewpoint, employing one additional SPT term in the representation of elementary angles provides a very straightforward way to relax the constraint of conventional elementary angles, and the precision/range of the elementary angle set can be significantly extended. In fact, the use of EEAS scheme has the effect of improving the signal-to-quantization-noise ratio (SQNR) performance of the CORDIC algorithm in vector rotation mode. The reason is that now we have more choices of elementary angles in approximating the target rotation angle.
Moreover, to solve the constrained optimization problem encountered in our EEAS-based CORDIC algorithm, we propose a novel search algorithm, called the trellis-based searching (TBS) algorithm. The search process operates in the similar way to the trellis search (also known as Viterbi decoding algorithm [20] - [22] ), which is frequently used in decoding convolutional codes in communication systems. We will show that the proposed TBS algorithm has superior performance over the greedy algorithm (GA), suggested in [15] .
Next, to improve the scaling phase of the EEAS-based CORDIC algorithm, we introduce the technique of Extended Type-II (ET-II) scaling operation to perform the scaling correction. The ET-II scaling operation inherits the feature of the EEAS scheme in the microrotation phase, which makes the very large-scale integration (VLSI) architecture of the EEAS-based CORDIC algorithm regular and reusable. It can also achieve much smaller quantization error than conventional Type-I scaling operation (canonical signed digit (CSD)-based representation [23] ) in the approximation of scaling factor.
With the aid of the proposed EEAS scheme, TBS algorithm, and ET-II scaling operation, we can derive an efficient VLSI architecture to perform low-latency rotational operations. The resulting parallel structures of EEAS-based CORDIC has the least latency time compared with existing CORDIC approaches [30] , [31] , [33] , [34] for fixed target rotational angles. Specifically, we obtain additional 25-dB SQNR gain compared with the conventional approach developed in [15] under the same complexity. We will show that given the same target SQNR performance, we require only 66% iteration number in the iterative CORDIC structure, or use 66% hardware complexity in the parallel CORDIC structure compared with the conventional approach. Hence, high-performance/low-latency CORDIC VLSI architectures become feasible without sacrificing SQNR performance. The details of the implementational issues are discussed in Section VIII.
The rest of the paper is organized as follows. In Section II, the conventional CORDIC algorithm as well as AR technique are briefly reviewed. In Section III, we develop the EEAS scheme to improve the SQNR performance in the microrotation phase. In Section IV, the TBS algorithm is discussed. Then, we compare the performance between the proposed schemes (EEAS scheme with TBS algorithm) and existing works (AR technique with GA) in Section V. In Section VI, the proposed ET-II scaling operation is addressed. Next, the combination of microrotation and scaling phase is demonstrated in Section VII by using a design example. Two CORDIC VLSI architectures are addressed in Section VIII. Finally, we conclude the paper in Section IX.
II. CORDIC ALGORITHM AND AR TECHNIQUE

A. Conventional CORDIC Algorithm
The CORDIC algorithm decomposes the rotation angle, , into a combination of predefined elementary angles [1] - [3] , [11] , and [12] , i.e., (1) where is the number of elementary angles, is the rotation sequence which determines the direction of the th elementary angle of , and denotes the residue angle. Based on (1), the recurrence equations of the CORDIC algorithm can be written as (2) for . In practical fixed-point implementation, for data wordlength of bits, no more than iterations of the recurrence relation in (2) need be performed. To achieve a good performance, the number of microrotations, , is usually chosen as , i.e.,
. Also, the final values, and , need to be scaled by an accumulated scaling factor (3) to retain the norm of the initial vector . Other details of the conventional CORDIC algorithm can be found in [3] . [15] In the conventional CORDIC algorithm, each elementary angle needs to be performed sequentially so as to complete the microrotation phase. However, in the applications where the rotation angles are known in advance, it would be advantageous to relax the sequential constraint on the microrotation phase. The AR technique is done by extending the set of from { } to { } [15] . With the relaxation on , for certain angles, we can obtain better approximation of (i.e., smaller residue angle, ) but with reduced iteration number.
B. The AR Technique
Nevertheless, the AR technique presented in [15] imposes no restriction on the iteration number. Rotation angles of different values may need unequal numbers of iterations, which may lead to bus/timing alignment problems in VLSI circuits. In this paper, we employ one additional parameter, the maximum iteration number , to limit the number of iterations. By doing so, the number of total iterations in the microrotation phase can be held fixed for various rotation angles . Now, the AR problem with fixed iteration number can be summarized as follows.
Given a target angle and the maximum iteration number, find the rotation sequence for such that the residue angle error (4) is minimized subject to the constraint that the number of total iterations (5)
III. CORDIC ALGORITHM BASED ON EEAS
A. Reformulation of the AR Problem
To facilitate the derivation of the proposed EEAS scheme, we first rewrite the AR problem described above in an alternative form. The reformulation is done by removing the redundant iterations of in (4), changing the variable and index, and using the equality of . Then, (4) and (5) can be recast in one single compact form as (6) where
• , , denotes the iteration index; • is the rotational sequence that determines the microrotation angle in the th iteration; • is the directional sequence that controls the direction of the th microrotation of ; • is the th microrotation angle, defined as . Equation (6) shows that the reformulated AR problem is to find the combination of elements from a set, which consists of all possible values of , so that can be minimized. We call such a set the elementary angles set (EAS) , defined as (7) The reason for using the subscript 1 will become apparent later. By doing so, the AR problem becomes: Given and , find the combination of elementary angles from EAS , such that the residue angle error is minimized.
B. EEAS Scheme
Next, we want to relax the constraint of elementary angles so as to extend the EAS . By doing this, we can have more choices (elementary angles) in approximating the target angle . Hence, it is expected that the residue angle error can be reduced correspondingly. First, by observing (7), we can see that the EAS are comprised of arctangent of single SPT term, i.e., [see (7)]. In the problem of SPT-based digital filter design, one effective way to increase the coefficient resolution (hence, the filter performance) is to employ more SPT terms to represent the filter coefficients [24] , [25] . In [31] , the authors suggested adding one more term to increase the accuracy of the elementary angles. Motivated by these works, we can extend the angle set by representing the elementary angles as the arctangent of the sum of two SPT terms. That is (8) We call it EEAS in our derivation. The subscript is used to denote the number of SPT terms. With the formulation in (8), we can derive the EEAS-CORDIC algorithm and architecture with very small iteration numbers. Note that the approach in [31] has large fixed iteration number (19 for 16-bit accuracy), rather than the small fixed constrained iteration number (around 4 for 16-bit accuracy) as suggested in this paper. The design focus and treatment are different. In addition, with the new treatment/formulation of EEAS, we derive the corresponding optimization schemes in Sections IV and V. The design concept of EEAS can be also applied to the scaling factor design in Section VI.
To demonstrate the effectiveness of the proposed scheme, we show the constellation of the elementary angles from and in Fig. 1 (a) and (b), respectively. As we can see, the number of reachable angles of is much larger than that of . This implies that EEAS can yield better error performance (smaller ) than with a fixed number of microrotations of elementary angles (iterations).
Based on the EEAS developed in (8), the recurrence equations of the conventional CORDIC algorithm in (2) now can be modified as (9) for , where , , , and denote the parameters to control the th microrotation of elementary angle of . In Table I , we summarize the microrotation procedure as well as the scaling operation (to be discussed in Section VI) of the proposed EEAS-based CORDIC scheme. Note that now four additions are required to complete each microrotation , which is twice as many as in the conventional AR technique. Hence, the relaxation on the set of elementary angles is obtained at the expense of the doubled hardware/computational complexity. Fortunately, as will be discussed in Section V, the increased complexity can be compensated by using the halved maximum iteration number. Also, the SQNR performance can be greatly improved.
IV. SEARCHING ALGORITHMS OF THE EEAS SCHEME
With the newly derived EEAS , now the optimization problem of AR technique becomes: Given and , find the parameters of , , , and (i.e., the combination of elementary angles from EEAS ), such that the residue angle error (10) can be minimized.
One intuitive solution to the optimization problem is to perform exhaustive search, i.e., exploring all possible combinations of . However, it is practically impossible due to its extraordinarily heavy computational complexity. In what follows, we address two searching algorithms to solve the optimization problem.
A. GA
First, the optimization problem of in (10) can be solved by the GA. In [15] , a similar approach has been used to solve the conventional AR problem described in Section II-B. The GA tries to approximate the remaining angle using a closest elementary angle at each search step without looking ahead of future steps. By successively applying such an operation, the accumulated angle can continually approach the target angle until the searching algorithm is terminated; it terminates when no further improvement can be found, or the th microrotation angle is determined.
B. TBS Algorithm
In this paper, we propose an alternative searching algorithm, called the TBS algorithm, to solve the optimization problem described in (10) . The use of the trellis-based search can also be found in the applications of digital filter design [26] . We will show in Section V-B that the proposed searching approach outperforms the GA in terms of residue angle error .
To facilitate our discussion, we use an example to illustrate the proposed TBS algorithm. Suppose that we need to perform the rotation of angle , the internal wordlength , and the maximum iteration number is restricted to . 1) Definition and Initialization: First of all, let denote the number of the elementary angles in the extended set , and each distinct elementary angle in the set is expressed as , for , i.e., . In this example, . In the TBS algorithm, there are states in each step. For th state ( ) of th search step, we use the cumulative angle, , to denote the best approximation of angle in the th state up to the th step. The TBS algorithm is performed column-wise from left to right. Initially, we start the TBS algorithm by setting all as the corresponding elementary angles. That is for all (11) which is illustrated in the left-most part of Fig. 2 .
2) Accumulation: A path in the trellis, which leaves the th state at th step and enters the th state at th step, corresponds to an operation of adding by . Then, the appended angle of becomes the candidate for . Moreover, as shown in the right part of Fig. 2 , from a given state at step , the paths can diverge to all the states at the next search step . Namely, there are paths, carrying the corresponding appended angles of for all , enters the th state at th step. Then, those appended angles form the candidate set for the cumulative angle of . 
3) Comparison and Selection:
Conceptually, the whole process is similar to the trellis decoding of convolutional code [20] - [22] . The TBS algorithm involves calculating and minimizing the difference between the target angle and for all at each search step . To be specific, is determined in the way that (12) Then, the selected path is denoted as the surviving path. 2 Note that we have to calculate all the cumulative angles for all (thus, their corresponding surviving paths) before moving to the th step. Continuing in this manner, we can successively advance deeper into the trellis (set ), until the maximum iteration number is reached ( ). Consider our design example, in which and . The process of (12) is illustrated in Fig. 3 . From those 15 paths entering the twelfth state at the third search step, the path, of which the appended angle is closest to , is selected as the surviving path. In this case, the third path ( ), which is marked by the solid line, is selected. Then, the resultant angle is assigned to for the subsequent search process. 2 In the situation that some appended angles entering the state are of equal value, we can arbitrarily choose one path for the surviving path without affecting the performance of the search results.
4) Determination of the Global Result and Trace
Back: After calculating the cumulative angles for all states at the last search step, i.e., for , the next procedure for the TBS algorithm is to determine the global result,
. Similar to the determination of surviving path, we decide as follows:
Next, we can determine all the microrotations by tracing from the state, whose corresponding is best approximation of , along its surviving path backward.
In our example, the procedure for trace back is illustrated in Fig. 4 . All the surviving paths for each state at each step (except ) are represented by the dash line. First, is selected as the global result. Then, trace along the surviving path that connecting the thirteenth state at final step backward. Next, find the state from which the surviving path leaves in the previous step. By doing the process repeatedly, we can thus determine the global surviving path of the TBS algorithm, as marked by the solid line in Fig. 4 . By traveling along the global surviving path, we can find the visited states and read all the microrotation angles that form the global result . In this case, , which is the best approximation of angle generated by the proposed TBS algorithm.
In Table II , we summarized the operations of the proposed TBS algorithm in the form of pseudo code. In addition, it is noteworthy that the proposed TBS algorithm can also be applied to solve the AR problem in [15] , i.e., the case of .
C. Error Bound of TBS Algorithm
Since the GA is also a progressive search procedure, for comparison purposes, the GA can also be illustrated in a similar fashion to the trellis diagram. Consider the example of , , and . In Fig. 5 , the trellis-like representation of the GA process (marked by the bold dashed line) is demonstrated. In our discussion, we call such a line the greedy path. In this figure, we show the global surviving path of the TBS algorithm as well. Note that only some important states as well as their surviving paths are shown.
From Fig. 5 , we can easily explore the difference between the GA and TBS algorithm. As we can see, for the GA, only one single surviving path is allowed from one step to next step; while in the TBS algorithm, there are simultaneous surviving paths run in parallel. That is, at each search step of GA, we are forced to select the best path among candidates and eliminate all the other paths before moving to next step. Namely, the process, which is used to determine the global results in the TBS algorithm, is performed at each search step of GA.
Lemma: Let and denote the residue angle error provided by the GA and the TBS algorithm, respectively. It is guaranteed that the TBS algorithm outperforms the GA in terms of residue angle error, i.e., . Proof: First, assume that the first segment of greedy path starts at th state at the first step and enters the th state at the second step (in this case, and ). It is noteworthy that the segment of the greedy path must be one of the candidates of the surviving path of th state at the second step in the TBS algorithm. Recall that , the best approximation of along its surviving path up to the second step in th state, is determined such that for is closest to . This implies that the difference between the cumulative angle and must be equal to or smaller than the difference between the greedy results up to the second step and .
Advancing deeper into the trellis by tracing along the greedy path, we find that the statement described above holds for all search steps . That is, for any state at any search step visited by the greedy path, say th state at th step, the corresponding cumulative angle is always a better (or equally well) approximation of than the result of GA up to step . Of course, the statement is also true for . In the last step, moreover, the determination of the global surviving path further pushes the result of TBS algorithm toward the target angle . Let and be the resultant angles of the TBS and GA, respectively. Then, we have (14) where denotes the state that the greedy path terminated at the last search step. It follows that (15)
D. Comparison of Computational Complexity
Lemma: Assume that addition is an elementary operation. For EEAS , greedy and TBS algorithm takes a computational complexity of order and , respectively. Proof: For GA, two procedures are performed at each search step (assume th step).
Proc. 1: Find the closest elementary angle to target angle from EAS (or EEAS)
. Such a procedure takes operations of addition and one operation of finding the minimum value, where denotes the size of the elementary angle set ( for EAS or for EEAS ). Proc. 2: Determine the th output angle and the target angle of th search step. For TBS algorithm, similarly, two procedures are performed in each state at each search step (assume th state at th step).
Proc. 1:
The same as Proc. 1 of GA.
Proc. 2:
Determine the surviving path of th state at th step and its corresponding cumulative angle.
It can be found that the basic operation (two procedures) of these two searching algorithms are almost the same, implying similar computational complexity. The major difference is that TBS algorithm is executed in the parallel fashion: basic operations are performed at each search step, as opposed to one operation in GA. As one can expect that the -parallel operation dominates the computational complexity (hence, the runtime) of TBS algorithm. Based on the discussion above, we can find that the order of computational complexity of GA is and the one of TBS algorithm is . Moreover, for EEAS , is approximately proportional to . Hence, we can simply relate the order of computational complexity of GA and TBS algorithm to as and , respectively. 6 shows the averaged runtime for TBS and GAs based on EEAS . The results are obtained by the averaged runtime by running 1000 randomly generated angles. These two searching algorithms are implemented using MATLAB based on a 350 MHz Pentium II processor.
Based on the results shown in Fig. 6 , we can make the following two observations.
• For a fixed , the curves show that GA takes the quadratic time, while TBS algorithm takes the biquadratic time.
• Given and , the ratio of runtime between greedy and TBS algorithm is approximately equal to , confirming the aforementioned arguments. With the proposed TBS algorithm, basically, we trade the computational complexity for the error performance. However, note that all the searching algorithms are performed offline, i.e., no real-time or online operations solving the optimization problem are required in performing the EEAS-based CORDIC algorithm.
V. PROPOSED SCHEME AND PERFORMANCE COMPARISON
A. EEAS Scheme versus AR Technique (EEAS versus EAS )
Recall that it takes four full adders (FAs) to perform each microrotation of the elementary angle in the EEAS scheme, as opposed to two FAs in the AR technique. To make a fair comparison, the performance of these two approaches must be evaluated under the condition that the maximum number of FAs are the same. Denote the maximum iteration number of EEAS scheme and AR technique as and , respectively. They need to satisfy the constraint of (16) In the experiment, 4097 uniformly spaced rotation angles in the region from 0 to , i.e., , , are performed. The GA is adopted to solve the optimization problem, and the wordlength . The simulation results are shown in Fig. 7 , where and denote the ensemble-averaged residue angle error of the AR technique and the EEAS scheme, respectively. The response in Fig. 7 is obtained by plotting versus the maximum iteration number, , and versus . From Fig. 7 , we can make the following observations. • Increasing the maximum iteration number ( or ) has the effect of improving error performance. This is consistent with the conventional CORDIC algorithm.
• The results show that the proposed EEAS scheme outperforms the AR technique when the comparison criteria (16) is satisfied. This can be explained that the elementary angle set in (7) is only a subset of in (8) . Any possible combination of elementary angles from can also be constructed by using set . Moreover, for the case of , the , which is only 50.4% of the ensemble-averaged residue angle error of the AR technique, . In addition, we employ another performance index, SQNR. It provides more insights about the signal quality in practical implementations. The SQNR is related to as [27] dB (17) where denotes the scaling approximation error, as will be discussed in Section VI.
B. TBS Algorithm versus GA
Next, we repeat the simulation used above to see the effectiveness of the proposed TBS algorithm. In this simulation, both GA and TBS algorithms are applied to solve the optimization problem of AR technique. They are run for eight different values of the maximum iteration number, namely, . Let and denote the residue angle error generated by the greedy and TBS algorithm, respectively. The simulation results are shown in Fig. 8 .
Based on these results, we can make the following observations.
• For any , we can obtain superior error performance with the proposed TBS algorithm over the GA. This confirms our arguments in Section IV. For the case of , it can be easily shown that the operation of TBS algorithm is identical to the GA. Hence, the error performance is the same.
• The improvement of the error performance of TBS algorithm become more significant as maximum iteration number, , increases. The reason is that as increases, more possible combinations of the elementary angles can be found by the TBS algorithm than the GA. Next, consider the case of . The ensemble-averaged residue angle error of GA is , while the one of the proposed TBS algorithm is as small as . In term of SQNR value, the proposed TBS algorithm can provide additional 8.6 dB SQNR gain over the result of greedy search in solving the AR problem.
C. Combination of EEAS Scheme and the TBS Algorithm
Under the same simulation environment, the combined scheme is also performed. The results are shown in Fig. 8 , marked by the solid bold line. Finally, Table III presents a summary of the error performance of four distinct possible combinations. Both the ensemble-averaged residue angle error and the additional SQNR gain (compared with the combination of AR technique and GA used in [15] ) are shown. In this case, for 3, 27.5 dB additional SQNR gain can be obtained when the proposed EEAS-based CORDIC algorithm is employed with the help of TBS algorithm.
VI. SCALING PHASE OF THE PROPOSED EEAS SCHEME
From the modified recurrence equations in (9), each microrotation enlarges the norm of the vector of by a factor of for . Hence, after the completion of (9), the accumulated norm equals (18) To ensure the preservation of the norm of the input vector, , we have to multiply by a scaling factor of after the sequence of microrotations, as summarized in Table I .
A. Conventional Scaling Approach
To save hardware complexity, practical implementation performs the scaling operation by quantizing the scaling factor, , in the two forms [28] , [29] Type I:
Type II: (20) where is the quantized value of , is the maximum iteration number in the scaling phase, , and . The corresponding iteration procedures are Type I: (21) with , and Type II:
(22) with and . Note that it takes iterations to complete the scaling phase, and the resultant vector (i.e., the final output vector) is . By doing so, we can approximate the multiplication of with only shift-and-add operations, which eliminates the overhead of scaling multipliers.
As one can expect, this approximation process will introduce some quantization noise, and the noise increases as decreases. As with the microrotation phase, we introduce another performance index of scaling approximation error , which is defined as (23) to describe the amount of error introduced by the approximation process. The relationship between the scaling approximation error, , and its corresponding SQNR performance is also described as (17) [27] .
B. The ET-II Scaling Operation
Similar to the EEAS scheme, the key concept of the proposed scaling operation is to reformulate the aforementioned scaling types. We start the derivation with Type-II scaling operation. The basic idea here is to increase the number of possible values that can be represented by ( ), as shown inside the square bracket in (20) . Similar to the derivation of EEAS scheme, this can be achieved by employing one extra SPT term in (20) . Then, we obtain (24) Since the relaxation of scaling procedure is done by extending the conventional Type-II scaling operation, we call it the ET-II scaling operation. By doing so, it is expectable that we can obtain more accurate approximation of due to the increased design parameters.
By quantizing in this way, the scaling operation can be accomplished within iterations by using the recurrence equations, as shown in (25) at the bottom of the next page. The initial settings of scaling phase are set as and . The advantages of the proposed ET-II scaling operation are as follows.
• Equation (24) adds one more design parameter compared with conventional Type-I and Type-II scaling operations. The flexibility implies the less scaling approximation error, .
• The recurrence equations of (25) are very similar to the EEAS scheme in the microrotation phase, as shown in (9). This suggests that the ET-II scaling operation can share the same circuits with microrotation module. The consistency of the circuits in these two phases makes the structure more regular, which is a desirable feature in practical VLSI implementation.
C. Simulations
Similar to comparison between EEAS scheme and AR technique in Section V-A, the iteration number of Type-I or Type-II, , and the one of ET-II scaling operation, , must satisfy the constraint of (26) TABLE IV  SUMMARY OF ERROR PERFORMANCE OF THREE SCALING TYPES, TYPE-I  SCALING, TYPE-II SCALING, AND PROPOSED ET-II SCALING OPERATION Here we continue the computer simulation in Section V-C. Specifically, 4097 rotation angles are run for the proposed TBSbased EEAS scheme in the microrotation phase, thus generating 4097 sets of , , , and . Next, we calculate their respective scaling factors based on (18) . Then, with the aid of TBS algorithm, the simulations are carried out by quantizing these 4097 scaling factors with Type-I, Type-II, and the proposed ET-II scaling operation, respectively. Table IV shows the comparison results.
From Table IV , we can see that significant improvement is obtained in performing the scaling operation with the ET-II scheme. The resulting scaling approximation error ( ) is much smaller than that of Type-I scaling operation ( ), which is the most commonly used approach. In terms of SQNR value, we can achieve additional 27.4 dB SQNR gain.
VII. COMBINATION OF MICROROTATION PHASE AND SCALING PHASE
A. Design Example
Consider the example of rotation angle . Here, we assume the wordlength , and the maximum iteration numbers in microrotation phase and scaling phase are and , respectively. The number of states in the TBS algorithm is . First, by applying the TBS algorithm in the microrotation phase, we can obtain the combination of elementary angles from . In this case, . Then, from the indexes of these elementary angles, we can find the corresponding sequences of , , , and for , as listed in Table V . Next, the scaling factor can be calculated by substituting the sequences above into (18) . Similarly, with the help of TBS algorithm, we can obtain the approximated scaling factor as . The corresponding parameters of ET-II scaling operation are summarized in Table V . The resultant and show that the proposed scheme can effectively reduce the quantization noise in practical implementation.
B. Simulation of Complete EEAS-Based CORDIC Algorithm
Now we combine the microrotation phase and the scaling phase, which finishes the complete EEAS-based CORDIC rotation. In this simulation, two kinds of combination are performed.
• Combination 1 (the conventional approach developed in [15] ): AR technique in microrotation phase with greedy search, and Type-I scaling operation in scaling phase.
• Combination 2 (the proposed approach): The EEAS scheme in microrotation phase and the ET-II scaling operation in scaling phase, both performed with the aid of the TBS algorithm.
In Fig. 9 , the SQNR performance of these two combination is plotted for 64 uniform spaced angles in the region from 0 to , i.e., . Actually, these angles are the basis rotation angles (the twiddle fac-(25) tors) of the 512-point FFT/IFFT. 3 For each rotation angle , the SQNR value is obtained by first computing the residue angle error,
, and the scaling approximation error, , in the two separate phases. Then, using (17), we can accurately estimate the SQNR performance.
The results in Fig. 9 indicate the following.
• The proposed approach consistently behaves better than the conventional approach for all the rotation angles. The ensemble-averaged SQNR value of the 65 angles is 94.9 dB, which is about 25 dB greater than that of conventional approach.
• The proposed approach provides apparent SQNR improvement for those large rotation angles.
• In certain applications, what we are concerned with is the worst case instead of the ensemble-averaged performance. In this simulation, the worst case generated by our approach is 75.2 dB, while the one of the conventional approach is as low as 45.3 dB. The SQNR difference is nearly 30 dB.
VIII. VLSI ARCHITECTURE OF THE EEAS-BASED CORDIC ALGORITHM
In Fig. 10 , we illustrate the iterative structure for the proposed EEAS-based CORDIC algorithm. It is built based on the conventional iterative CORDIC structure in [3] . It consists of two barrel shifters (BS), four multiplexers (MUX), and four adders/subtractors. As shown in Fig. 10 , two separate phases are performed to complete single CORDIC rotation, i.e., the microrotational phase (marked by solid line) and the scaling phase (marked by dashed line). In each phase, three kinds of control signal are used to control the operations:
• and in microrotation phase as well as , in scaling phase: they control the number of bits to be shifted by barrel shifters; 3 The rotation angles, which are greater than =4, can be easily performed by introducing the prerotation angle [15] . For example, rotation of = 3111=256 can be done by first rotating =2 followed by a rotation angle of 551=256.Note that rotation of =2 can be done without going through CORDIC algorithm.
• and in microrotation phase as well as , in scaling phase: they determine the operations of adders/subtractors; • control signal, : it governs the phase switching of the iterative structure. All the control signals can be generated by the proposed TBS algorithm in advance.
By unfolding the iterative implementation of Fig. 10 , we can obtain the parallel structure, as depicted in Fig. 11 . The structure is composed of ( ) basic EEAS-based CORDIC processors connected in cascade form, in which the leading processors perform the microrotations and the following processors execute the scaling operations. Each basic processor performs one iteration as specified in Fig. 10 . Moreover, for the case that the parallel structure is dedicated to perform a particular rotation angle, the operation of each processor is kept fixed. We can thus save the hardware complexity easily by replacing all the control circuits, barrel shifters, and multiplexers with only wire routing. To design a general purpose EEAS-CORDIC rotational circuits, we can apply a variety of adders/subtractors to trade off hardware complexity and computational speed. For example, carry-save adder can be used to eliminate the effect of carry-propagation in each iteration, but we will have two times the cost of the conventional one.
Table VI presents the comparison of the existing approaches/algorithms performing vector rotation in the 2-D plane, including several CORDIC-based algorithms [30] - [34] . Note that the simulation results are the ensemble average of 1000 different rotation angles. As we can see, by using the proposed EEAS-based CORDIC algorithm, vector rotation can be accomplished with only 16 adders/subtractors of 16-bit wordlength, while the SQNR performance, in an average sense, is as high as 95.1 dB. Compared with the direct implementation with compatible error performance, which demands four 16-bit*16-bit array multipliers and two 16-bit adders, we require only 24% hardware complexity. Compared with the AR technique in [15] , only 66% hardware complexity is required. The saving in hardware complexity is significant. Note that in Table VI , the complexities of conventional CORDIC algorithm and fast CORDIC algorithm [30] are the results of averaged complexities. Actually, the averaged complexities imply the nonuniform designs in the practical implementation. That is, given a target rotation performance, the complexity can be quite different form two different rotation angles. In the situation that the rotation module is reused for all the angles, the largest rotation complexity needs to be employed so as to perform the all the rotation with good performance. Otherwise, the overall performance can be significantly destroyed by those rotations requiring larger complexity.
Also, the latency (speed) of these approaches are also compared in Table VI, where denotes the delay introduced by single full adder and denotes the delay from vector merging adder (VMA). Finally, in this table, we also provide a commonly-used comparison index, , which is a product result of estimated area ( ) and operation time ( ). As can be seen in Table VI , the proposed algorithm requires the smallest among all the rotational algorithms. According to the estimation equation of power consumption, , it can easily be shown that reducing the number of adders (hence, the effective capacitance, ) has the effect of reducing the power directly in the parallel architecture. On the other hand, in the iterative implementation, for a given data throughput rate, we can lower down the operation frequency ( ) of arithmetic operators directly due to the reduced iteration number. Consequently, low power can also be achieved for iterative architecture with the EEAS-based CORDIC algorithm. Moreover, for both of these architectures, we can also lower down the supply voltage because that the speed requirement is relaxed [35] . Namely, with the help of the reduced iteration number in iterative structure or the reduced hardware complexity in parallel structure, the high-performance/low-latency applications become feasible without sacrificing SQNR performance.
IX. CONCLUSIONS
In this paper, motivated by the SPT representation of elementary angles, we proposed three novel schemes. The EEAS scheme reduces the number of iterations in the microrotation phase. The ET-II scaling operation improves the approximation process of scaling factor in the scaling phase of the EEAS-based CORDIC algorithm. The TBS algorithm plays essentially the role of solving optimization problems encountered in these two phases. Putting these techniques together, vector rotation can be easily accomplished with only a few shift-and-add operations, while the SQNR performance is maintained. The significant improvement makes applications, which call for high complexity, feasible, such as high-point/high-speed discrete transformations and high-order digital lattice filters.
