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ABSTRACT
We consider a GI=G=1 queue in which the service time distribution and/or the interarrival time distribu-
tion has a heavy tail, i.e., a tail behaviour like t
 
with 1 <   2, so that the mean is nite but the
variance is innite. We prove a heavy-trac limit theorem for the distribution of the stationary waiting time
W. If the tail of the service time distribution is heavier than that of the interarrival time distribution, and
the trac load a! 1, thenW, multiplied by an appropriate `coecient of contraction' that is a function
of a, converges in distribution to the Kovalenko distribution. If the tail of the interarrival time distribution
is heavier than that of the service time distribution, and the trac load a ! 1, then W, multiplied
by another appropriate `coecient of contraction' that is a function of a, converges in distribution to the
negative exponential distribution.
1991 Mathematics Subject Classication: 60K25, 90B22.
Keywords & Phrases: GI=G=1 queue, heavy tails, regular variation, waiting time distribution,
heavy-trac limit theorems.
Note: This work is carried out under the project LRD in PNA2.1.
1. Introduction
In this paper we consider the classical GI=G=1 queue, with i.i.d. (independent, identi-
cally distributed) interarrival times 
1
;
2
; : : : with distribution A() with nite mean
, and with i.i.d. service times 
1
; 
2
; : : : with distribution B() with nite mean .
The trac load a := = is assumed to be less than one, so that the queue is stable.
When the variances of the interarrival and service time distributions are nite, the
standard heavy-trac limit theorem for the stationary waiting timeW in the GI=G=1
queue holds, i.e.,
lim
#0
P[W  t] = 1  e
 t
; t  0; (1.1)
with  := 2( )=(V ar(
1
)+V ar(
1
)). This exponential heavy-trac theorem was
obtained by Kingman in the early sixties; see Kingman [21] for an early survey, and
Whitt [28] for an extensive overview of heavy-trac limit theorems for queues.
In the present study we prove a heavy-trac limit theorem for the GI=G=1 queue in
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which the second moment of the service time and/or interarrival time is innite. Our
main motivation for this study, apart from the wish to extend the classical GI=G=1
theory, is the following. Plots of recent trac measurements in Ethernet Local Area
Networks [29], Wide Area Networks [26] and VBR video [2] have shown a striking
similarity when one considers a time period of hours, minutes or milliseconds: bursty
subperiods are alternated by less bursty subperiods on each time scale. This scale-
invariant or self-similar feature of trac, and the related phenomenon of long-range
dependence (i.e., the integral of the covariance of the trac rate diverges), were con-
vincingly demonstrated in [22] via a careful statistical analysis. A natural possibility
to introduce long-range dependence (LRD) in a trac process is to take a uid queue
fed by one or more on/o sources (viz., sources that alternate between active and silent
periods), and to assume that either the on-period or the o-period of a source has the
following `heavy-tail' behaviour:
P[O > t]
t!1
 h

t
 
; (1.2)
with h

a positive constant and 1 <  < 2 (here f(t)
t!1
 g(t) stands for f(t)=g(t)! 1
with t ! 1). As soon as one of the sources exhibits such behaviour, the cumulative
input process is LRD. As observed in [29], in many cases on- and/or o-periods of
actual trac sources do indeed exhibit such a heavy-tail behaviour. The occurrence of
heavy-tailed on- and/or o-periods of sources seems to provide the most natural ex-
planation of LRD and self-similarity in aggregated packet trac. These observations
have triggered much research on uid queues with, in particular, heavy-tailed on-period
distributions. In this context, regularly varying and subexponential on-period distri-
butions have received special attention. In its turn, this is reviving an interest in the
eect of heavy-tailed service time distributions in classical single server queues. Indeed,
there appears to be a considerable similarity between the behaviour of both types of
queues. In [7] a link between them is established. That paper studies a uid queue fed
by independent on/o sources, and relates the buer content, embedded at the begin-
nings of periods in which at least one source is active, to the waiting time in a certain
G/G/1 queue. In [6] it had been shown that, in the ordinary GI/G/1 queue, the tail
of the waiting time distribution is regularly varying if and only if the tail of the service
time distribution is regularly varying. Combination of the above-mentioned results
from [6, 7] has led [4, 5] to a relation, in the uid queue, between regular variation of
at least one on-period distribution and regular variation of the embedded buer content.
We consider service time and/or interarrival time distributions for which the dominant
tail behaviour is a generalization of the behaviour specied in (1.2). First assume that
the tail of the service time distribution exhibits this behaviour, with 1 <  < 2, while
the tail of the interarrival time distribution is less heavy than that of the service time
distribution. Our main result (Theorem 5.1) for this case states the following. The
`contracted' waiting time (a)W= converges in distribution for a " 1 to a limiting
distribution R
 1
(t). This distribution is specied in (5.13), and the `coecient of
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contraction' (a) (that typically behaves roughly like (1  a)
1=( 1)
) is specied in the
`contraction equation' (4.6).
Next assume that the tail of the interarrival time distribution exhibits the tail be-
haviour of (1.2), while the tail of the service time distribution is less heavy than that
of the interarrival time distribution. Our main result (Theorem 7.1) for this case states
the following. The `contracted' waiting time (a)W= converges in distribution for
a " 1 to the negative exponential distribution. The `coecient of contraction' (a)
(that typically behaves roughly like (1  a)
1=( 1)
) is specied in (7.5).
Remark 1.1. Recently some special cases of Theorem 5.1 have been obtained. In [10]
this heavy-trac result has been derived for the M=G=1 queue with a special Pareto-
type service time distribution; in [11] it has been obtained for the GI=G=1 queue with
a Pareto-type service time distribution and an interarrival time distribution that has
a less heavy tail than the service time distribution.
Remark 1.2. The above-mentioned heavy-trac limit theorems open possibilities for
approximating the waiting time distribution in the GI=G=1 queue with heavy-tailed
interarrival and/or service time distributions. These possibilities will be explored in
a future study. Preliminary results are most promising. For example, approximating
P[W > t] in the case of Theorem 5.1 by 1   R
 1
((a)t=) gives, for  = 3=2, a
remarkably accurate approximation, even if the trac load a is not close to one; cf.
Remark 5.4.
The remainder of the paper is organized in the following way. Section 2 presents the
class of service time distributions under consideration in the case of Theorem 5.1;
examples taken from this class are given in Section 3. In Section 4 the coecient of
contraction (a) is discussed. Theorem 5.1 is proven in Section 5. Section 6 presents
the class of interarrival time distributions under consideration in the case of Theorem
7.1. In Section 7 the coecient of contraction (a) is discussed, after which Theorem
7.1 is proven.
Our proofs rely on a well-known expression for the Laplace-Stieltjes transform of the
GI=G=1 waiting time distribution, on representations of the Laplace-Stieltjes transform
of heavy-tailed distributions, and on boundary value techniques. Various analytical
results and derivations concerning these are gathered in the appendices.
2. On the service and interarrival distributions
For the GI=G=1 queueing model, denote by A(t) the distribution of the interarrival
times 
n
, and by B(t) that of the service times 
n
. In this section we describe the
classes of distributions A() and B() for which we analyse the heavy-trac behaviour
of the waiting time distribution.
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Put
 :=
Z
1
0
tdA(t) <1;  :=
Z
1
0
tdB(t) <1; a := = < 1; (2.1)
and, for Re   0:
fg :=
Z
1
0 
e
 t
dA(t); fg :=
Z
1
0 
e
 t
dB(t): (2.2)
Concerning the service time distribution B() we only introduce assumptions about its
tail probabilities, i.e., about 1  B(t) for t!1. It is assumed that for some nite T
we may write: for t > T ,
1 B(t) = G
1
(t) + G
2
(t): (2.3)
Here G
2
(t) will be a function for which holds that: for a  > 0,
Z
1
T
e
 t
G
2
(t)dt exists for Re  >  : (2.4)
For instance, (2.4) holds if
G
2
(t) = O(e
 t
) for t!1: (2.5)
Note that it is no restriction to take T = , as we shall do in the sequel for reasons of
simplicity.
The function G
1
(t) shall describe the dominant asymptotic behaviour of 1 B(t); e.g.,
G
1
(t) = C(=t)
3=2
, with C a positive constant. In Section 3 we shall discuss the class of
functions G
1
(t) in more detail. Instead of with the representation (2.3) we shall mainly
work with the following closely related LST (Laplace-Stieltjes) representation of fg.
We have chosen this representation because it easily relates to the tail behaviour of
probability distributions, and because it allows us to operate in the whole complex
half-plane; see further the examples in Section 3. It is assumed that fg can be
represented as: for Re   0,
1 
1  fg

= g() + c()
 1
L(); (2.6)
where:
(i) c > 0 is a constant; (2.7)
(ii) 1 <   2;
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(iii) g() is a regular function of  for Re  >  , g(0) = 0;
(iv) L() is regular for Re  > 0, and continuous for Re   0, except possibly
at  = 0;
L()! b > 0 for jj ! 0, Re   0, with b =1 if  = 2,
lim
x#0
L(x)
L(x)
= 1 for Re   0,  6= 0;
(v) for a  2 (1; ):
Z
1
0
t

dB(t) <1:
Concerning A(t) it will be assumed that
M

:=
Z
1
0
t

dA(t) <1 for a  > : (2.8)
Remark 2.1. Whenever in the present analysis many-valued functions occur, like
()

or log, then they are assumed to be dened by their principal value; the prin-
cipal value of ()

is positive for  > 0, that of log is real for  > 0.
Remark 2.2. The class of service time distributions specied by (2.6) and (2.7)
contains the class of regularly varying distributions of index   2 ( 2; 1); cf. p. 333,
334 of [3], and notice that L(x) is a slowly varying function of x for x real. It should
also be noticed that condition (2.7)v for  < 2 is immediately implied by the previous
conditions; for reasons of reference we have inserted it in (2.7).
3. On the class of distributions B()
In this section we present a number of examples of service time distributions with heavy
tails, of which the LST's have the properties described in the previous section.
(i) In [10] the subject of study is the M=G=1 queue with service time distribution B(t)
given by
1 B(t) =
s
2 
 (2  )
^

Z
1
0
e
 s

( + t)

d; t  0; (3.1)
1 <  < 2; s > 0; 0 <
^
  1;
 =
2  
   1
^

s
; B(0+) = 1 
^
:
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It is readily seen that (3.1) implies:
1 B(t)  c(

t
)

for t!1; c > 0;
and it is also readily veried that this B(t) for t >  can be written in the form (2.3).
In [10] it has been shown that (3.1) leads to: for Re   0,
1 
1  fg

=  
=s
1  =s
 
1
2  
=s
(1  =s)
2
+
1
2  
(=s)
 1
(1  =s)
2
: (3.2)
Obviously (3.2) satises (2.6) and (2.7); note that here c =
1
2 
(
2 
 1
^
)
1 
and L() =
(1  =s)
 2
.
Further note that for  = 3=2;
^
 = 1,
1  fg

=
1
(1 +
p
)
2
; Re   0: (3.3)
(ii) In [11] the following case is being considered:
1 B(t) = c(

t
)

+ G
2
(t) for t > ; c > 0; 1 <  < 2; (3.4)
and it is shown that: for Re   0,
1 
1  fg

= g
1
() +
c
 ()sin(   1)
()
 1
; (3.5)
with: for Re  >  ,
g
1
() =
Z

0
(1  e
 t
)(1 B(t))
dt

+
Z
1

c(

t
)

dt

(3.6)
+
Z
1

(1  e
 t
)G
2
(t)
dt

+
c
   1
e
 
+
c
1  
Z

0
e
 t
(
t

)
1 
dt;
obviously g
1
(0) = 0 and g
1
() is regular for Re  >  . Clearly, (3.5) satises (2.6)
and (2.7), note that here L() is a constant.
The following extension is also considered in [11]:
1 B(t) = c(

t
)

+
N
X
n=1
c
n
(

t
)

n
+ G
2
(t) for t > ; (3.7)
c > 0; 1 <  < 2; 
n
> ; 1  N <1:
From [11] it is seen that for this B(t) we again get (2.6) and (2.7), but of course with
a dierent g() and a dierent L(). Actually, we have for Re   0:
1 
1  fg

= g
2
() (3.8)
+
c()
 1
 ()sin(   1)
f1 +
c
1
c
 ()sin(   1)
 (
1
)sin(
1
  1)
()

1
 
g;
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for c
n
= 0; n = 2; : : : ; N , 
1
> , 
1
not an integer;
whereas for 
1
= k > , k an integer,
1 
1  fg

= g
3
() (3.9)
+
c()
 1
 ()sin(   1)
f1 +
c
1
c
( 1)
k 1
 ()sin(   1)
 (k   1)
()
k 
logg:
iii. The case
1 B(t) = c(

t
)

flog
t

 
 
(1)
(1  )
 (1  )
g + G
2
(t) for t  ; (3.10)
with c > 0; 1 <  < 2. From [13], Vol. I, p. 469, it is seen that: for Re   0,
1 
1  fg

= g
4
() + c (1  )()
 1
log; (3.11)
and this agrees again with (2.6) and (2.7); note that
c (1  ) =  
c
 ()sin(   1)
;
so that for the present case
L() =

 ()sin(   1)
log
1

; Re   0;  6= 0:
(iv) The case
1 B(t) = c(

t
)
2
+G
2
(t); t > : (3.12)
From [13], Vol. I, p. 467, it is seen that: for Re   0,
1 
1  fg

= g
5
() + clog
1

; (3.13)
with g
5
() regular for Re  >   and g
5
(0) = 0. Obviously, we have here an example
with  = 2 and
L() = log
1

: (3.14)
A heavy-tailed distribution of the type (3.12) has been studied in [1].
(v) The case
1 B(t) = c(

t
)
2
log
t

+G
2
(t); t  : (3.15)
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From (3.15) we have: for Re   0,
1 
1  fg

= h
1
()   c
Z
1

e
 t
(

t
)
2
log
t

dt

; (3.16)
with
h
1
() :=
Z

0
(1  e
 t
)(1  B(t))
dt

(3.17)
+
Z
1

(1  e
 t
)G
2
(t)
dt

+ c
Z
1

(

t
)
2
(log
t

)
dt

:
Obviously h
1
() is regular for Re  >  , since the Laplace transform of G
2
(t) exists
for Re  >  , cf. (2.4).
The integral in (3.16) is calculated in Appendix A. We obtain from (3.16), (a.1), (a.6)
and (a.7): for Re   0,
1 
1  fg

= g
6
() + c()log
1

+
1
2
c()
2
(log)
2
; (3.18)
with
g
6
() := h
1
()   ch
2
(); (3.19)
for h
2
() see (a.7), and it is readily seen that
g
6
() is regular for Re  >   and g
6
(0) = 0; (3.20)
L() = (log
1

)[1 
1
2

(log)
2
log
]; Re   0;  6= 0:
4. The coefficient of contraction
In the heavy-trac limit theorem, to be presented in Section 5, it will be shown that
the waiting timeW, scaled by the coecient of contraction (a), approaches a proper
limiting distribution for a " 1. In the present section that coecient of contraction is
discussed.
The function
1 
1  fg

;   0;
is zero for  = 0. It is monotonously increasing in  with limit equal to one for !1.
Hence the equation
1 
1  fg

=
1  a
a
;  > 0; a 2 (
1
2
; 1); (4.1)
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has a unique root  = (a)= > 0 and
(i) (a) # 0 for a " 1: (4.2)
(ii) (a) is regular for a 2 (
1
2
; 1), continuous for a 2 (
1
2
; 1].
Consequently, cf. (2.6), (a) is that root of
g(x) + cx
 1
L(x) =
1  a
a
; x > 0; a 2 (
1
2
; 1); (4.3)
which satises (4.2). From (2.7)iii it is seen that
g() = f
1
 + O(jj
2
) for jj ! 0; Re  >  ; (4.4)
with f
1
a nite constant, and so from (2.7)iv we obtain:
g() = o(jj
 1
jL()j) for jj ! 0; Re   0: (4.5)
Consequently, the equation
cx
 1
L(x) =
1  a
a
; x > 0; 0 < 1  a << 1; (4.6)
has a unique root x = (a) such that
(a) # 0 for a " 1; (4.7)
note that the lefthand side of (4.6) is regular for Re x > 0, continuous for Re x  0.
This root of (4.6) will be called the coecient of contraction, and Equation (4.6) will
be called the contraction equation.
Obviously we have:
lim
a"1
(a)
(a)
= 1: (4.8)
From (4.6) we obtain:
ac
1  a
(a) = (
1  a
ac
)
2 
 1
[L((a))]
 
1
 1
; (4.9)
hence from (2.7)iv and (4.7),
lim
a"1
ac
1  a
(a) = 0: (4.10)
Further,
ac
1  a
[(a)]
 1
= (
1  a
ac
)
 
 1
[L((a))]
 
 1
 1
: (4.11)
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Hence from (2.7)i,ii,iv, (2.8) and (4.11),
lim
a"1
ac
1  a
[(a)]
 1
= 0: (4.12)
Remark 4.1. Note that (4.10) and (4.12) also hold if    = 2, cf. (2.7)iv for  = 2.
Below we consider the equations for the coecient of contraction for the ve cases
discussed in Section 3.
Case (i)
We take for the sake of simplicity
^
 = 1 so that  =
2 
 1
1
s
. The equation for the
coecient of contraction reads:
1
2  
(
   1
2  
)
 1
x
 1
[1 
   1
2  
x]
 2
=
1  a
a
; x > 0; 0 < 1  a << 1:
(4.13)
Obviously we have
(a)  
1
(a) :=
2  
   1
[(2  )
1  a
a
]
1
 1
; for a " 1: (4.14)
Case (ii)
Here the equation for the coecient of contraction reads:
c
 ()sin(   1)
x
 1
=
1  a
a
; x > 0; 0 < 1  a << 1; (4.15)
so that
(a) = [
1  a
ac
 ()sin(   1)

]
1
 1
; for 0 < 1  a << 1: (4.16)
For the case (3.8) it is readily seen that the equation for the coecient of contraction
reads:
c
 ()sin(   1)
x
 1
f1 +
c
1
c
 ()sin(   1)
 (
1
)sin(
1
  1)
x

1
 
g =
1  a
a
: (4.17)
Obviously, the righthand side of (4.16) is a rst-order approximation for a " 1 of the
zero (a) of (4.17) which tends to zero for a " 1. Similarly for the case (3.9).
Case (iii)
For this case, cf. (3.11), the equation reads:
c
 ()sin(   1)
x
 1
logx
 1
=
1  a
a
; x > 0; 0 < 1  a << 1: (4.18)
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Remark 4.2. Since we need the root (a) of (4.18) which approaches zero from above
for a " 1, the equation (4.18) should be only considered for those values of a 2 (
1
2
; 1)
for which
1  a
ac
 ()sin(   1)

< 1:
For the numerical solution of (4.18) put y = x
 1
, so that (4.18) transforms into
ylogy
 1
= c
2
(a);
with
c
2
(a) # 0 for a " 1;
and y(a) (= ((a))
 1
) is that solution for which holds that y(a) # 0 for a " 1, see
Figure 1.
y log y  -1
c  (a)2
y(a) 1 y
Figure 1
Case (iv)
The equation reads here:
cxlogx
 1
=
1  a
a
; x > 0; 0 < 1  a << 1: (4.19)
It can be easily solved numerically.
Case (v)
The equation reads:
cxlogx
 1
+
1
2
cx
2
(logx)
2
=
1  a
a
; x > 0; 0 < 1  a << 1: (4.20)
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It is readily seen that the zero (a) of (4.20) with (a) # 0 for a " 1 has as a rst-order
approximation the zero (a) of (4.19).
From the above examples of the equations for the coecient of contraction it is seen
that in general the determination of (a) for a suciently close to one can only be done
numerically; cf., e.g., the equations (4.17), (4.20). However, a rst-order approximation
of (a) is usually easy to obtain. In this respect the following result from the theory
of regularly varying functions is very useful. In [3], p. 334,335 it is shown that the
following are equivalent:
1 B(t) 
 1
 (1  )
(

t
)

l(
t

); t!1; 1 <  < 2; (4.21)
with l(t) a slowly varying function at innity (cf. [3]), and
1 
1  fg

 ()
 1
l(
1

) for jj # 0;  > 0: (4.22)
Hence, if in (2.3),
G
1
(t) =
 1
 (1  )
(

t
)

l(
t

) for t!1; 1 <  < 2; (4.23)
then (4.22) holds. Consequently, it is seen that a rst-order approximation of (a) for
a " 1 is given by that root of the equation
x
 1
l(
1
x
) =
1  a
a
; (4.24)
which tends to zero for a " 1. Interesting examples are here:
(i) l(
t

) = log(
t

)
n
; n a positive integer; (4.25)
(ii) l(
t

) = log logt:
5. The stationary waiting time distribution
The main goal of this section is to prove Theorem 5.1, a heavy-trac limit theorem for
the waiting time distribution in the GI=G=1 queue with interarrival and service time
distributions satisfying the (tail-) assumptions of Section 2.
The GI=G=1 queueing model under consideration has a unique stationary waiting
time distribution W (t), say, since a < 1, cf. (2.1). Let W be a stochastic variable with
distribution W (t). Denote by n the number of customers served in a busy period, and
by i the idle period. It is well-known, cf. [8], p. 286, that
a < 1, E[n] <1 ) E[i] = (  )E[n]; (5.1)
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and that, cf. [8], p. 371: for Re  = 0,
E[e
 W
] =
(   )
1  fgf g
1  E[e
i
]
 E[i]
;
or
!fg =
(   )
1  fgf g
f g; Re  = 0; (5.2)
with: for Re   0,
!fg := E[e
 W
]; fg :=
1  E[e
 i
]
E[i]
: (5.3)
!fg and fg are regular for Re  > 0, continuous for Re   0, and !f0g = 1,
f0g = 1.
We rst write for Re  = 0:
1  fgf g
(   )
= 1 +
a
1  a
[1 
1  fg

] 
1
1  a
[1 
1  f g
 
] (5.4)
+
a
1  a
[1  f g][1  fg]

= [1 +
a
1  a
[1 
1  fg

]][1 + F (; a)];
with: for Re  = 0,
F (; a) :=
 
1
1 a
[1 
1 f g
 
] +
a
1 a
[1  f g][1  fg]=
1 +
a
1 a
[1 
1 fg

]
: (5.5)
By starting from the relations (4.10) and (4.12), the following lemma has been proven
in Appendix B. We remind the reader that the function g(), that is mentioned below,
has been introduced in (2.6). For the denition of the coecient of contraction (a)
see (4.6) and (4.7).
Lemma 5.1. For Re r = 0, r 6= 0,
(i) lim
a"1
j
a
1  a
g(r(a))j = 0,
(ii) lim
a"1
j
a
1  a
[1  f r(a)g][1  fr(a)g]=(r(a))j = 0,
(iii) lim
a"1
j
1
1  a
[1 
1  f r(a)g
 r(a)
]j = 0,
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(iv) lim
a"1
(1 +
a
1  a
[1 
1  fr(a)g
r(a)
]) = 1 + (r)
 1
.
From (5.5) and Lemma 5.1 it is seen that, for Re r = 0,
lim
a"1
F (r(a); a) = 0; (5.6)
lim
a"1
1  fr(a)gf r(a)g
(   )r(a)
= 1 + (r)
 1
: (5.7)
Notice that the determination of !fg and fg from (5.2) and the required properties
formulated below (5.3) amounts to solving a Wiener-Hopf boundary value problem. We
shall solve this boundary value problem for 0 < 1   a << 1, and then consider the
limit for a " 1 (see Appendix C). First dene, cf. (c.4), for jj <1:
H() :=
1
2i
Z
i1
 i1
[log
1  fgf g
(   )
]
d
(   )
:
Replacing  by r(a) and  by (a) it follows from (5.7) (cf. Appendix C) that
lim
a"1
H(r(a)) =
1
2i
Z
i1
 i1
[log(1 + ()
 1
)]
rd
(   r)
: (5.8)
Note that the last integral is a principal value singular Cauchy integral for Re r 6= 0 at
 = 0 and also a principal value singular Cauchy integral for Re r = 0. The integral
converges absolutely and the logarithm satises on intervals with nite endpoints the
Holder condition, because it is dierentiable, except at  = 0, cf. [24], p. 13 and further
the condition (26)iv of [9], since 0 <    1 < 1.
It follows from Theorem 4 of [9] that the solution of the boundary value problem reads,
for 0 < 1  a << 1 and after taking  = r(a) in (5.2):
!fr(a)g = e
H(r(a))
; Re r > 0; (5.9)
f r(a)g = e
H( r(a))
; Re r < 0:
Now apply contour integration of the integral in (5.8) in the righthalf respectively
lefthalf plane, cf. Appendix C. Because 1+ ()
 1
is regular for Re  > 0, continuous
for Re   0, and
j1 + ()
 1
j  (R)
 1
for  = Re
i
; jj 
1
2
; R >> 1;
and 1 <   2, the following limits exist and for Re r > 0:
(i) !^frg := lim
a"1
!fr(a)=g =
1
1 + r
 1
; (5.10)
(ii) ^f rg := lim
a"1
f r(a)=g = 1:
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From the continuity theorem for LST of probability distributions with support con-
tained in [0;1) it follows that !^frg is the LST of a nondefective probability distribution
R
 1
(t):
Z
1
0 
e
 rt
dR
 1
(t) =
1
1 + r
 1
; Re r  0; (5.11)
note that the righthand side in (5.10) (i) indeed tends to one for jrj ! 0, Re r  0.
The distribution R
 1
(t) is called the Kovalenko distribution in [17]. In [3] it is called
the Mittag-Leer law, for further details see p. 391 of [3].
Consequently, (a)W= converges in distribution for a " 1, with limiting distribution
R
 1
(t). For this distribution we have:
Z
1
0
e
 rt
(1  R
 1
(t))dt =
r
 2
1 + r
 1
; Re r  0; r 6= 0: (5.12)
By applying Theorem 2 of [13], Vol. II, p. 175, it is readily seen that: for t  0,
1 R
 1
(t) =
1
X
n=0
( 1)
n
t
n( 1)
 (n(   1) + 1)
: (5.13)
It should be observed that R
 1
(t) = E
 1
( t
 1
), with E
 1
(t) the Mittag-Leer
function, cf. [14] Vol. 3, p. 206. By applying Theorem 2 of [13], Vol. II, p. 159, we
obtain the following asymptotic series for R
 1
(t), 1 <  < 2. For t ! 1 and every
nite H 2 f1; 2; : : :g:
1 R
 1
(t) =
H
X
n=1
( 1)
n 1
t
 n( 1)
 (1  n(   1))
+ O(t
 (H+1)( 1)
) (5.14)
=
1

1
X
n=1
( 1)
n 1
 (n(   1))sinn(   1)
t
n( 1)
+O(t
 (H+1)( 1)
):
In the last equality we have used the identity 1= (1   z) = [ (z)sinz]=, see also
below (3.11). Note that
R
2
(t) = 1  e
 t
; t  0:
From the analysis in this section it is seen that the following heavy-trac limit theorem
has been proved.
Theorem 5.1. For the stable GI=G=1 queue with interarrival and service time distri-
butions A(t) and B(t) satisfying the conditions (2.1), (2.3), : : : , (2.8), the \contracted"
waiting time (a)W= converges in distribution for a " 1, the limiting distribution
R
 1
(t) is given by (5.13) and the coecient of contraction (a) is that root of the
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equation (4.6) with the property that (a) # 0 for a " 1.
Corollary 5.1. Theorem 5.1 holds for    = 2 and also for 1 <  < 2,   , if
jL()j ! 1 for jj ! 0, Re   0.
Proof. Because (4.10) and (4.12) also hold for    = 2, cf. Remark 4.1, it is readily
veried that Lemma 5.1 and (5.9) both apply for    = 2, so (5.10) follows as before.
Further for 1 <  < 2 the relation (4.10) always holds, but (4.12) with  =  holds
only if jL()j ! 1 for jj ! 0, Re   0.
Remark 5.2. Clearly, a special case of Theorem 5.1 occurs when one considers the
M=G=1 queue in which B() satises the conditions of Section 2. According to the
Pollaczek-Khintchine formula (cf. [8], p. 255) we have for Re   0:
E[e
 W
] =
1  a
1  a
1 fg

: (5.15)
Hence, after some rewriting, for Re r  0,
E[e
 r(a)W=
] =
1
1 +
a
1 a
(1 
1 fr(a)=g
r(a)
)
: (5.16)
The result of Theorem 5.1 for the M=G=1 queue now follows from Lemma 5.1 (iv).
It is also simply obtained from a limit theorem formulated in [17], p. 38, concerning
geometrical sums of i.i.d. stochastic variables. Notice that the geometrical sum
(1  a)
1
X
n=0
a
n
(X
1
+   +X
n
);
with X
1
;X
2
; : : : independent stochastic variables with common distribution the dis-
tribution of a residual service time (hence with LST (1   fg)=), has the same
distribution as W. For detailed results concerning the M=G=1 queue with B() a
Pareto-type tail see [10].
Remark 5.3. R
 1
(t) has recently also turned up as limiting distribution in functional
limit theorems for risk processes with heavy tails. Consider the classical model of risk
theory, with claims occurring according to a compound Poisson process. It is known
that the ruin probability, starting from a level x, equals the steady-state probability
P[W > x] in the M=G=1 queue; cf. [27], p. 86. Furrer et al. [19] consider that classical
risk model. They assume that the claim size distribution is heavy-tailed, in such a way
that the sum of n claim sizes, after subtraction of the mean and appropriate scaling
by a factor n
1=
times a slowly varying function, weakly converges to -stable Levy
motion. They assume that 1 <  < 2 (viz., the claim sizes have innite variance).
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Under additional conditions, they show that a sequence of risk processes, parametrized
by n, weakly converges for n ! 1, in the Skorokhod topology, to an -stable Levy
motion with drift. They also discuss the weak convergence of functionals of the risk
process, like the ruin probability. Notice that the above scaling bears a relation to the
coecient of contraction that we apply to obtain a heavy-trac limit result for the
single-server queue.
Furrer [18] extends the classical model of risk theory by adding an -stable Levy motion
to the compound Poisson process. He derives an elegant expression for the probability
of ruin starting from a level x. The -stable Levy motion turns out to give rise to
the Mittag-Leer function, that we have also encountered in (5.13). Furrer [18] subse-
quently discusses the case in which the claim sizes of the compound Poisson process are
heavy-tailed; he considers the separate eects of these heavy tails and of the -stable
Levy motion on the tail of the ruin probability function.
Remark 5.4. Theorem 5.1 opens possibilities for approximating the waiting time
distribution in the GI=G=1 queue with heavy-tailed service time (and possibly also
interarrival time) distribution. These possibilities will be explored in a future study.
Preliminary results are most promising. For example, consider an M=G=1 queue with
LST of the service time distribution given by (3.3) (hence  = 3=2). This distribution
is suciently nice to allow one to determine P[W > t] exactly. Following Theorem
5.1, we approximate P[W > t] by 1  R
1=2
((a)t=); note that
R
1=2
(t) = 1   e
t
Erfc(
p
t); t > 0; (5.17)
with the complementary error function being dened by
Erfc(x) =
2
p

Z
1
x
e
 u
2
du: (5.18)
Take (a) = 
1
(a) = (
1 a
2a
)
2
, cf. (4.14). The above approximation is remarkably
accurate, even if the trac load a is not close to one. Comparison with 1 W
ex
(t), the
exact waiting time tail, shows that for a = 0:9 the approximation is o by less than
one percent for 1  W
ex
(t) less than 0:2, and by less than 0:3 percent for 1  W
ex
(t)
less than 0:1. For a = 0:5 those same percentages increase to 12% and 4%. Even for
a = 0:1, a very light trac situation, the approximation provides errors less than 10%
from t = 20 on.
6. The GI=G=1 queue with heavy-tailed interarrival time distribution
In this section we consider the case that the interarrival time distribution has a heavy
tail; a tail that is, moreover, heavier than the tail of the service time distribution.
Concerning A() and B() we make similar assumptions as in (2.3) { (2.8), but now
with A() and B() reversed. It is assumed that:
1  A(t) = J
1
(t) + J
2
(t); t  : (6.1)
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Here J
2
(t) will be a function for which holds that: for a  > 0,
Z
1
0
e
 t
J
2
(t)dt exists for Re  >  ; (6.2)
and fg can be represented as: for Re   0,
1 
1  fg

= h() + c()
 1
L(); (6.3)
where:
(i) c > 0 is a constant; (6.4)
(ii) 1 <   2;
(iii) h() is a regular function of  for Re  >  , h(0) = 0;
(iv) L() is regular for Re  > 0, and continuous for Re   0, except possibly
at  = 0;
L()! b > 0 for jj ! 0, Re   0, with b =1 if  = 2,
lim
x#0
L(x)
L(x)
= 1 for Re   0,  6= 0;
(v) for a  2 (1; ):
Z
1
0
t

dA(t) <1:
Concerning B(t) it will be assumed that
N

:=
Z
1
0
t

dB(t) <1 for a  > : (6.5)
Note that c, , L() and b are only for convenience denoted by the same symbols as in
(2.7).
The analysis for the present case is quite similar to that for the case described in
Section 2. In the next section the main points of the analysis for the present case will
be discussed in so far they dier from the heavy-tailed B() case.
7. A heavy-traffic limit theorem for the case of a heavy-tailed inter-
arrival time distribution
We start from (5.4): for Re  = 0,
1  fgf g
(   )
= 1 
1
1  a
[1 
1  f g
 
] +
a
1  a
[1 
1  fg

] (7.1)
+
a
1  a
[1  f g][1  fg]

:
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We have for Re   0,
1 
1
1  a
[1 
1  f g
 
] =
1
1  a
[ a +
1  f g
 
]: (7.2)
From GI=M=1 theory it is well-known that the equation
1  fg

= a; Re   0; a < 1; (7.3)
has exactly one root  = (a)=; this root is real, positive, and (a) # 0 for a " 1.
Hence it follows from (6.3) that (a) is the only root of
h(x) + cx
 1
L(x) = 1  a; Re x  0: (7.4)
Denote, for 0 < 1  a << 1, by (a) that unique root of
cx
 1
L(x) = 1  a; x  0; (7.5)
which tends to zero for a " 1. Obviously we have:
lim
a"1
(a)
(a)
= 1: (7.6)
For the present case (a) will be called the coecient of contraction, and Equation
(7.5) the contraction equation.
Put  = r(a), then from (7.2) and (6.3) we have: for Re r = 0,
1 
1
1  a
[1 
1  f r(a)g
 r(a)
] (7.7)
=
1
1  a
[1  a  c( r)
 1
((a))
 1
L( r(a))
L((a))
L((a))  h( r(a))]:
So from (7.5) and the conditions on h() and L() in Section 6 we obtain: for Re r = 0,
lim
a"1
1 
1
1  a
[1 
1  f r(a)g
 r(a)
] = 1  ( r)
 1
: (7.8)
A similar analysis as in Section 5 shows that for a " 1 the last two terms in (7.1) with
 = r(a), Re r = 0, both tend to zero for a " 1.
Next we consider the boundary value problem for the present case. It follows from
(5.2) that
(i) !fr(a)g(1 + r) =
(   )r(a)(1 + r)
1  fr(a)gf r(a)g
f r(a)g; Re r = 0;
(7.9)
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(ii) !fr(a)g and fr(a)g are both regular for Re r > 0, continuous for
Re r  0,
(iii) j!fr(a)gj  1; jfr(a)gj  1; for Re r  0; and !f0g = f0g = 1:
In Appendix D it is shown that this boundary value problem has a unique solution
apart from a constant factor D
1
if the rst factor in the righthand side of (7.9) satises
certain conditions, cf. (d.2) of Appendix D. As in Appendix C it is shown by using
(7.8) that for 0 < 1   a << 1 these conditions are satised, and that the following
limits exist:
(1 + r)!^frg := lim
a"1
(1 + r)!fr(a)g = D
1
; Re r > 0; (7.10)
^f rg := lim
a"1
f r(a)g (7.11)
= D
1
exp[
 1
2i
Z
i1
 i1
[log
1 + 
1  ( )
 1
]
rd
(   r)
]; Re r < 0:
Because !^f0g = 1 we obtain
D
1
= 1: (7.12)
Hence we nd: for Re r  0,
!^fr=g = lim
a"1
Efe
 r(a)W=
g =
1
1 + r
: (7.13)
We nally determine ^fr=g: for Re r  0,
^fr=g = 1: (7.14)
The latter result follows by considering the following principal value singular Cauchy
integral: for Re r < 0,
 
1
2i
Z
i1
 i1
[log
1 + 
1  ( )
 1
]
rd
(   r)
=
1
2i
Z
i1
 i1
[log
1  ()
 1
1  
]
rd
( + r)
= 0:
The latter integral has been closed by taking a large semicircle in the right-half plane,
after which Cauchy's theorem has been applied.
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The analysis given above leads to the following
Theorem 7.1. For the stable GI=G=1 queue with interarrival and service time distri-
butions A(t) and B(t) satisfying the conditions (2.1), (6.1) { (6.5), the \contracted"
waiting time (a)W= converges in distribution for a " 1, the limiting distribution is
the negative exponential distribution with mean one, and the coecient of contraction
(a) is that root of the equation (7.5) with the property that (a) # 0 for a " 1.
Remark 7.2. It is well-known (cf. [8], p. 230) that the waiting time distribution in
the GI=M=1 queue is given by:
P[W > t] = 
0
e
 (1 
0
)t=
; t > 0; (7.15)
with 
0
the smallest zero, in absolute value, of z   f
1 z

g. Obviously, cf. (7.3),
(a)= =
1 
0

. This immediately yields Theorem 7.1 in the GI=M=1 case.
Appendix A
In this appendix we calculate the integral
I() :=
Z
1

e
 t
(

t
)
2
log
t

dt

=
Z
1
1
e
 t
logt
t
2
dt; Re   0: (a.1)
We have
I() = e
 t
[ 
logt
t
 
1
t
]j
1
1
  
Z
1
1
e
 t
[
logt
t
+
1
t
]dt (a.2)
= e
 
  
Z
1
1
e
 t
dt
t
  
Z
1
1
e
 t
logt
t
dt:
From [14], Vol. 2, p. 144, we have for Re   0:
I
1
() := 
Z
1
1
e
 t
dt
t
=     log+
1
X
n=1
( )
n+1
n!n
; (a.3)
with  Euler's constant.
Further, partial integration yields:
I
2
() := 
Z
1
1
e
 t
logt
t
dt =
1
2

Z
1
1
e
 t
d
dt
(logt)
2
dt (a.4)
=
1
2
()
2
Z
1
1
e
 t
(logt)
2
dt:
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From [15], Vol. 1, p. 149, we have: for Re  > 0,
I
2
() =
1
2
()
2
Z
1
0
e
 t
(logt)
2
dt 
1
2
()
2
Z
1
0
e
 t
(logt)
2
dt (a.5)
1
2
[
1
6

2
+ (log)
2
] 
1
2
()
2
Z
1
0
e
 t
(logt)
2
dt:
Note that
Z
u
0
(logt)
2
dt = u(logu)
2
  2ulogu+ 2u;
which shows that the last integral exists for all . Hence we obtain from the above
relations: for Re   0,
I() = h
2
() + log 
1
2
()
2
(log)
2
; (a.6)
with
h
2
() = e
 
+ (  
1
12

2
) +
1
2
()
2
Z
1
0
e
 t
(logt)
2
dt 
1
X
n=1
( )
n+1
n!n
:
(a.7)
Obviously h
2
() is an entire function of .
Appendix B
In this appendix we prove Lemma 5.1. The rst statement of Lemma 5.1 follows from
(4.4) and (4.10). For Re   0,
1  f g
 
=
Z
1
0
e
t
(1  A(t))
dt

;
so that, for Re r = 0,
j
1  f r(a)g
 r(a)
j  1;
(and similarly for the corresponding -term). By using (4.10) we have that: for Re r =
0, r 6= 0,
j
a
1  a
r(a)
1  f r(a)g
 r(a)
1  fr(a)g
r(a)
j ! 0 for a " 1;
and the second statement of Lemma 5.1 has been proved.
From [23], p. 199, and (2.8) we have: for   2 and Re r = 0, r 6= 0,
f rg = 1 + r + f
2
M

jr

j for jrj ! 0; (b.1)
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with f
2
a nite constant. Hence, by using (b.1) and (4.12): for Re r = 0, r 6= 0,
j
1
1  a
[1 
1  f r(a)g
 r(a)
]j =
f
2
M


jrj
 1
1
1  a
(a)
 1
! 0;
which proves the third statement of Lemma 5.1 for   2; for  > 2 the statement
follows again by using p. 199 of [23].
Finally, from (2.6), (2.7)iv, (4.6) and the rst statement of the lemma: for Re r = 0,
r 6= 0, and for a " 1,
a
1  a
[1 
1  fr(a)g
r(a)
] =
a
1  a
g(r(a)) + (r)
 1
L(r(a))
L((a))
! (r)
 1
;
which proves the last statement of Lemma 5.1.
Appendix C
In this appendix we discuss the contour integration of (5.8).
Let  and  be stochastic variables with distribution B() and A(), respectively. Then
with ^ := min(; ) so that, cf. (2.7)v and (2.8),
1 < ^ < 2; (c.1)
we have, cf. [23], p. 155, that
Efj   j
^
g < f
0
[Ef
^
g+ Ef
^
g] <1; (c.2)
with f
0
a nite constant.
With n the number of customers served in a busy period we have, cf. (2.1),
a < 1) E[n] <1 and E[i] = (  )E[n]: (c.3)
Put for jj <1,
H() :=
1
2i
Z
i1
 i1
[log
1  fgf g
(   )
]
d
(   )
: (c.4)
In [9], Lemma 3 of its Appendix A, it is shown that the integral in (c.4) is well-dened
as a principal value Cauchy integral because of (c.2) and (c.3). Note that, cf. [9], with
D(R) := f : jj  R; Re  = 0g,
j
1
2i
Z
D(R)
[log
1  fgf g
(   )
]
d
(   )
j ! 0 for R!1: (c.5)
Because (c.2) holds, it is seen that the logarithm in (c.4) satises the Holder condition
with index ^   1 on every interval of the imaginary axis with nite endpoints. The
condition (26)iv of [9] plays the role of the Holder conditions on intervals (ih
1
; ih
2
) of
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the imaginary axis with jh
1
j and jh
2
j both large. This condition reads for the present
case:
j
1  f
1
gf 
1
g
(   )
1
 
1  f
2
gf 
2
g
(   )
2
j  f
1
j
1
j
1
j

1
 
1
j
2
j

1
j; (c.6)
for j
1
j and j
2
j both large, for a 
1
2 (0; 1], and f
1
a constant. Putting in (c.6)

1
= 
1
(a); 
2
= 
2
(a); Re 
1
= Re 
2
= 0;
it is seen that for 0 < 1   a << 1, i.e., for 0 < (a) << 1, the relation (c.6) applies
because of (5.7).
With
 = r(a) and  = (a);
we have for R > 0, jrj <1, Re  = 0,
1
2i
Z
iR
 iR
[log
1  fgf g
(   )
]
d
(   )
(c.7)
=
1
2i
Z
iR=(a)
 iR=(a)
[log
1  f(a)gf (a)g
(   )(a)
]
rd
(   r)
:
Hence from (5.7) and the absolute and uniform convergence of the integral in (c.4): for
jrj <1,
lim
a"1
H(r(a)) =
1
2i
Z
i1
 i1
[log(1 + ()
 1
)]
rd
(   r)
: (c.8)
We shall now perform the contour integration in (c.8) (= (5.8)). Note that the integral
in (c.8) is a principal value singular Cauchy integral, cf. [24], p. 27,28 or [12], Section
I.1.5. It is dened by
1
2i
Z
i1
 i1
log[1 + ()
 1
]
rd
(   r)
:= lim
R!1
lim
#0
1
2i
Z
D(;r)
log[1 + ()
 1
]
rd
(   r)
;
with D(; R) the line segment:
D(; R) := f :   jj  R; Re  = 0g:
Denote by C(; R) the contour
C(; R) := D(; R) [ f :  = e
i
; jj 
1
2
g [ f :  = Re
i
; jj 
1
2
g:
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The calculation of the integral in (c.8) proceeds as follows. Application of Cauchy's
theorem to C(; R) yields (notice that integration is clockwise, and that the rst term
in the righthand side below stems from the residue at the pole in r, for Re r > 0):
1
2i
Z
D(;R)
log[1 + ()
 1
]
rd
(   r)
=   log[1 + (r)
 1
]
 
1
2i
Z
=2
 =2
log[1 + ()
 1
]
rd
(   r)
j
=e
i
+
1
2i
Z
=2
 =2
log[1 + ()
 1
]
rd
(   r)
j
=Re
i ;
with  < jrj < R. Here the last integral converges to zero for R ! 1 because
1 <   2. The second integral converges for  # 0 also to zero, because log[1+()
 1
]
is zero for  = 0, cf. [24], p. 27,28 or [12], Section I.1.5. From the last two relations it
is readily seen that  log[1 + (r)
 1
] is the value of the integral in (c.8) (=(5.8)) for
Re r > 0. The result in (5.10)ii, for Re r < 0, follows also from contour integration.
For Re r = 0 the result follows by applying the Plemelj-Sokhotski formula, cf. [12].
Appendix D
Consider the boundary value problem
(i) () = K()
(); Re  = 0; (d.1)
(ii) () is regular for Re  > 0, continuous for Re   0,

() is regular for Re  < 0, continuous for Re   0;
(iii) j()=j <1 for jj ! 1, Re   0,
j
()j <1 for jj ! 1, Re   0.
Concerning K() the following is assumed. The integral
	() :=
1
2i
Z
i1
 i1
logK()
d
(   )
; (d.2)
with j	()j <1 for jj ! 1 exists as a principal value singular Cauchy integral and:
for Re  = 0,
	
+
() := lim
z!; Re z<0
	(z) =
1
2
logK() + 	(); (d.3)
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 
() :=   lim
z!; Re z>0
	(z) =  
1
2
logK() + 	(): (d.4)
It then follows that: for Re  = 0,
()e
	
 
()
= 
()e
	
+
()
: (d.5)
From (d.2) it is seen that 	() is regular for Re  < 0 as well as for Re  > 0, and
further that, cf. (d.1)ii and (d.4), ()exp[	
 
()], Re  = 0, is the boundary value of
a regular function in Re  > 0, and 
()exp[	
+
()], Re  = 0, is the boundary value
of a regular function in Re  < 0. Hence the functions ()exp[	()], Re  > 0 and

()exp[	()], Re  < 0 are each other's analytic continuations. Because j	()j <1
for jj ! 1 it follows from (d.1)iii and Liouville's theorem that
()e
	()
= D
1
+ D
2
; Re  > 0; (d.6)

()e
	()
= D
1
+ D
2
; Re  < 0;
or
() = (D
1
+ D
2
)e
 	()
; Re  > 0; (d.7)
= (D
1
+ D
2
)e
 	
 
()
; Re  = 0;

() = (D
1
+ D
2
)e
 	()
; Re  < 0;
= (D
1
+ D
2
)e
 	
+
()
; Re  = 0:
From (d.1)iii and (d.2) it follows that we should have D
2
= 0. Actually, (d.7) with
D
2
= 0 is the unique solution of the boundary value problem (d.1) under the conditions
assumed to hold for K().
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