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Eduardo Fradkin, Advisor 
Large N - slave fermion techniques have been established as a powerful computational tool 
to study quantum many-body systems. They have been applied successfully to the study of 
various systems of strongly correlated electrons in condensed matter physics, particularly to 
problems where a non-perturbative treatment is required. 
In the first part of this thesis we use this approach to investigate the Frustrated Quantum 
Antiferromagnet. We study the Chiral Spin Liquid state of the antiferromagnet at zero-
temperature, which has a spin-gap generated by the spontaneous breakdown of time-reversal-
symmetry. This state is known as the Chiral Spin State. We determine conditions for 
the restoration of time-reversal-symmetry in a bilayer antiferromagnet with an interlayer 
exchange interaction. We show the energetically favored ground state has Chiral Spin Liquids 
with opposite chiralities on each layer. This constitutes a dynamic mechanism which prevents 
the observation of broken time-reversal-symmetry in a bilayer system, even though this 
breakdown may be present on each layer independently. 
In the second part of this thesis we use the slave-fermion technique to study the physics 
of magnetic impurities both in Quantum Antiferromagnets (in a flux phase) and in d-wave 
superconductors. This is a system consisting of a magnetic impurity coupled to either the 
low lying excitations of a flux phase, or to the normal quasi-particles close to the Fermi 
surface of a superconductor whose gap function exhibits nodes. We show that both systems 
display a zero temperature quantum phase transition in the large N approximation. The 
transition takes place between a weak coupling regime, in which the magnetic impurity is 
effectively decoupled from the quasi-particles, to a strong coupling phase which exhibits a 
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Kondo effect and the magnetic impurities are screened. The ground state is a singlet, if 
the system has particle-hole symmetry the impurity appears to be overscreened. This effect 
is not due to a multichannel character in the system. The physical origin of the quantum 
phase transition is directly related to the fact that this is a non-marginal Kondo system. 
This follows from having a quasi-paxticle band with a density of states that vanishes linearly 
with the energy in the proximity of the Fermi surface. 
We show that, due to the presence of nodes in the gap function of a d-wave supercon-
ductor, there is a striking analogy between the problem of a Kondo impurity coupled to a 
flux phase and a magnetic impurity coupled to the superconductor. We consider a clean 
<fg2_y2 superconductor in the presence of a fully quantum mechanical magnetic impurity. It 
is assumed that the temperature is sufficiently low so as to neglect both phase and amplitude 
fluctuations of the order parameter. We study the zero temperature behavior and the low 
temperature and low magnetic field regimes in the vicinity of the quantum phase transition. 
In the strong coupling phase, we obtain scaling behavior for the chemical potential of the 
impurity e/ and for the amplitude of the ground state singlet A. At zero temperature we 
show that they present different scaling behavior with the distance to critical coupling: ej 
scales linearly while A scales with a vanishing exponent. Both magnitudes present logarith-
mic corrections to scaling suggesting that the theory may be at an upper critical dimension. 
At finite field (zero temperature) and/or at finite temperature (zero field), at the critical cou-
pling the magnetic field or the temperature respectively, play a similar role as the distance 
to the critical coupling in the scaling formulas. 
The susceptibility and the specific heat are investigated both at zero temperature, zero 
field limit and at low temperature, low field regimes. The results are consistent with the 
existence of perfect screening and a singlet ground state in the strong coupling phase. When 
particle-hole is an exact symmetry of the system, the impurity appears to be overscreened 
with a vanishing paramagnetic susceptibility. 
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Chapter 1 
Introduction 
1.1 Strongly Correlated Electron Systems 
The standard model to describe the physics of strongly correlated electron systems is, without 
any doubt, the Hubbard model. This model is very simple. It can be obtained from a 
Hartree-Fock band theory Hamiltonian and introducing the effects of correlation. One key 
assumption is that essentially only one orbital per unit cell makes an important contribution 
to the ground state properties. Consequently only one band matters. The band electrons 
interact via a two-body repulsive Coulomb interaction. Another strong assumption consists 
of neglecting any Coulomb correlation apart from this on site term. In a sense, one assumes 
that the charge screening is so effective that the screening length is shorter than the lattice 
spacing. The model is due to Gutzwiller and Hubbard, and has been object of intensive 
and extensive work[l, 2, 3, 4, 5, 6] for many years. The one band Hubbard model can be 
expressed in the form 
H=-t '£y£l(ct(r)cAr,)+h.c.)+Uy£fn^r)ni(r) (1.1) 
<r,r'> * V ' r 
where <, > means nearest neighbor sites and we have used na(r) = c^rfc^r). The model 
does keep the important feature of the competition between the kinetic energy or "hopping" 
and the onsite repulsion between electrons. The "hopping" parameter t comes from band 
theory and it is basically of the order of the bandwidth and the overlap of the nearest 
neighbor Wannier functions. Hence, there are two energy scales, t and U. Usually one of 
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these scales is used to define the units of energy and the theory is parametrized in terms of 
the ratio t/U. 
It will be useful (and it will be used in the body of this thesis) to define the spin operator 
2(f) = ^4(f)w<v(0 (1.2) 
where f are the (three) Pauli matrices, and h has been set to be one. This is the slave 
fermion representation of the spin operator S. If we enforce the constraint that each site is 
occupied by only one of these fermions we will select the fundamental representation of the 
spin symmetry group SU(2). In terms of the spin operator, the Hubbard Hamiltonian can 
be written as 
H=~t E E (4(fK(f) + h*) - ^ E (S(rl)2 + ^f (1-3) 
where Ne is the number of electrons (and the number of sites on the lattice at half-filling). 
This expression is manifestly 577(2) invariant [6]. For U > 0, the interaction energy is 
lowered if the total spin at each site is maximized. Therefore, some sort of magnetic ground 
state must be expected, at least for single occupancy. This requires that the system pick a 
global (i.e., the same for all sites) quantization axis, and the global 5(7(2) spin symmetry 
may be spontaneously broken. 
The problem that has to be solved is to find the ground state and the low energy spectrum 
as a function of a) the ratio t/U; b) the dimensionality of the system and the lattice structure: 
c) the number n of electrons per site (filling); d) the temperature. 
This problem, though innocent-looking as it is, has only been solved exactly in one 
dimension for any number of electrons [7]. However, although the methods used for one 
dimension are powerful and non-perturbative -the Bethe ansatz solution, bosonization, the 
Luttinger-Tomonaga model, etc.-, they are fairly specific to one dimension and cannot be 
generalized to two and three dimensions (Bosonization has been generalized but it is not as 
powerful as in D = l [8, 9, 10]). 
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In the limit (7 —» 0, the Hubbard hamiltonian can be diagonalized in the basis of Bloch 
states. The one-particle excitations have the simple spectrum e* = t £n.n. U ~ c o s k' Rn)-
which is the usual tight-binding expression. The band width is 2zt, where z is the coordina-
tion number, and 17 = U/2zt serves as an expansion parameter. One may try perturbation 
theory in 17. It is generally believed that perturbation theory fails for all 77 in one dimension, 
but holds for sufficiently small values in the three dimensional case, and that Fermi-liquid 
theory (FLT) can then be applied; for the two dimensional case the question is open. 
There is also another expansion scheme which consists in increasing z —*• 00. This is 
the large dimension expansion which essentially maps the problem onto a local impurity 
problem [11]. 
For strong coupling limit we have U/2zt -* 00. Neglecting the kinetic term, the ground 
state will have one electron per site when possible, to minimize the Coulomb repulsion. At 
half filling there is exactly one per site and there is a massive degeneracy: 2N where N is the 
number of sites. The kinetic energy term moves a particle from a site i to a neighboring site 
j without changing its spin. This can only happen if the spins are antiparallel. The energy of 
the virtual state is U and the second order correction in the energy is — \Vno\2/AE = —t2/U. 
When the spins are parallel the process is impossible because of the Pauli exclusion principle. 
Summing over all these processes and projecting onto the manifold of degenerate ground 
states one finds an effective quantum Heisenberg antiferromagnetic hamiltonian 
H = J Y. §i?)'§lf) (1-4) 
where the exchange constant J is J = t2/U. In terms of the Hubbard model, the Heisen-
berg limit occurs when the charge excitation sector develops a gap which scales with U and 
effectively decouple from the low-energy spectrum. Indeed spin and charge behave as inde-
pendent degrees of freedom and the spin sector is at a critical point. For a formal derivation 
using degenerate perturbation theory see chapter II of reference [6] and references therein. 
3 
1.2 Phases of the Quantum Antiferromagnet 
La this thesis we are going to deal with the Quantum Heisenberg Antiferromagnet. It was 
mentioned in the previous section that the model can be derived as a large (positive) U limit 
of the Hubbard hamiltonian. 
The Heisenberg model has only been solved exactly in one dimension. In fact, the solution 
of the Quantum Antiferromagnet in D=l was the first example of the use of the Bethe 
ansatz [12]. 
For half-integer spin the system is at a quantum critical point. Its ground state has no 
long range order in spite of what a naive classical mean field approximation would suggest. 
The spectrum has fairly striking features, showing gapless spinless fermions playing the role 
of low-lying excitations. These are actually kinks (or solitons) in the picture of the component 
spin degrees of freedom of the model. The correlation functions present power law decays as 
a function of the distance. 
The integer spin chain however is a quantum paramagnet. The (disordered) ground 
state still lacks long range order but it is no longer critical. There is a gap to the low 
lying excitations (the Haldane gap). It has correlation functions showing exponential decay 
as a function of the distance, and its quantum fluctuations are correctly described in the 
(semi-classical) limit of large spin by a quantum non-linear sigma model [13, 14]. 
However, for the half-integer chain, the sigma model acquires an extra term which is 
proportional to a topological invariant. This topological invariant is the winding number or 
Pontryagin index (or Berry phase) of the smooth spin configurations. That term drastically 
changes the physics and is responsible for the critical!ty [6, 13, 15, 16]. This phenomenology 
has been checked both experimentally and theoretically by many authors. 
The effective action for the one-dimensional quantum antiferromagnet can be obtained 
by using a path-integral formalism [6, 15] for spin system and starting from the Heisenberg 
Hamiltonian of Eqn.( 1.4). 
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From a classical point of view the state that is expected for an antiferromagnetic chain 
is a state in which the spins alternate direction from one site to the neighboring site. This 
is the situation which minimizes the energy, when J > 0 in the Hamiltonian of Eqn.( 1.4). 
This state is known as the Neel state. In other words, the magnetization reverses its sign 
from one site to the nearest neighbor. The Neel state can be generalized to any bipartite 
lattice, such as a square lattice in two dimensions or a cubic lattice in three dimensions. 
Here we are taking into account only nearest neighbor interactions. This suggest that the 
order parameter field to be picked up in order to study the magnetic ground state should 
reflect this staggering of the magnetization. Therefore if ft(j) represents the spin field at the 
site j , it is convenient to stagger the configuration by doing n(j) —» (—l)jn(j). The spin 
field may in turn be split into a slowly varying part rh(j) (the order parameter field) and a 
small rapidly varying part l(j) which roughly represents the average spin [16] 
n(i)=m(j) + (-iya0T(j) (1.5) 
Since n2 = 1 = m2 this implies m • / = 0. The /-field represents the fast (and small) 
ferromagnetic fluctuations over the configuration of the slow varying field m. The strategy 
now consists of taking the continuum limit and integrating out the fast degrees of freedom 
(the field Q. 
The resulting lagrangian density has the form 
CM= ^ - ( - (dom)2 - vs frrh)2) + ^-e ,„ m • (d„m A dvm) (1.6) 
lg \ vs J IT 
where s is the magnitude of the spin per site, g = 2/s and vs = 2<%o J s are the coupling 
constant and the spin-wave velocity, and 9 = 2ir s. 
The first term on the r.h.s. of Eqn.(1.6) is the lagrangian density for a quantum non-
linear sigma model, and the second term is the celebrated topological term [17, 18]. Turning 
into Euclidean (imaginary time) space one obtains the free energy density to be given by 
r E = 77- Ui^rn)2 + - (dim)2) + i, •?- aj m • («9t-m A 0,-m) (1.7) 
lg \ v3 / 07T 
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Apart from an anisotropy determined by the spin-wave velocity vs and for the topological 
term, the effective low-frequency, long-wavelength fluctuation about a state with short-range 
Neel order is given by the non-linear sigma model. 
The Pontryagin index (or winding number) Q of the configuration {m(x)} is 
Q = - ^ J"<f r % m - (&m A %m) (1.8) 
Notice that the topological term is always imaginary (it is a Berry phase) either in real time 
or imaginary time. Also notice that the topological charge involves somehow knowledge of 
the history of the time evolution of the order parameter field. The integration over the 
fast ferromagnetic fluctuations (the field I) is essential in order to obtain this term in one 
dimension. 
Based on the phenomenology of the half-integer chain, Anderson [20] suggested a gener-
alization of this picture to the two-dimensional system, the Resonating Valence Bond (RVB) 
picture. However it is still a subject of great debate whether separation of spin and charge 
could be achieved within the physics of the one-band Hubbard model in more than one 
dimension. 
In two dimensions, however, one has other possibilities since we now have more tensor 
indices to play around. If we consider the history of the order parameter rh(x,t) we may 
define the topological current JM by 
«/„ = — £vV\€abcrna d"mb dxmc (1.9) 
with ft = 0,1,2; a b c = 1,2,3. This current is conserved and the topological charge is a 
constant in time and it is known as the Hopf term. 
Q = J#x J°(x,t) = Ja*x -L eoo tabc ma Prrib # m c (1.10) 
But although there are finite energy topological non-trivial spin configurations (known as 
skyrmions [53]) in two dimensions, they are no longer finite Euclidean action solutions and 
their weight on the partition function is negligibly small. 
In two dimensions a topological term (the Hopf invariant) indeed does exist. It is also 
known as the Chern-Simons term and, when it enters the lagrangian density of the sigma 
model, it does so in such a way that, although it does not alter the equations of motion, it 
changes the spin and statistics of the topological excitations [22]. To get an idea of what does 
this topological term count or measure [6], consider a skyrmion. Imagine a time evolution in 
which the soliton rotates slowly around its center and executes n turns during its lifespan. 
If we follow a point on the equator of the skyrmion, and imagine that this point traces a 
line (a worldline) as it moves, it is going to wind around the lines traced by all the other 
points on the equator exactly n times. In other words, the world-lines will end up braided. 
The topological invariant is the linking number of these world-lines, i.e., the number of times 
they wrap around each other. 
The explicit form of the Hopf invariant in two dimensions looks more like the circulation 
of currents than like an actual topological charge, since it involves the space components 
of the topological current defined by Eqn.(1.9). If we think of this topological current j as 
being carried by the wires given by the world-lines of the spins in the solitonic configuration 
as they evolve in time, they will create a magnetostatic field B. The linking number is a 
re-statement of Ampere's law with n being the number of turns. 
JcPxj-B = 2jrn (1.11) 
Moreover, the order parameter field m(x, t) in Eqn.(1.9) has certain amplitude, and a fluctu-
ating phase with derivatives that can be thought as the components of a (statistical) vector 
potential (a gauge field), the Chern Simons term acquires the simple form 
Ccs = / • e^xATx (1.12) 
4%-
and the Hopf invariant will be 
H = ^ J<Px e^xA'F* (1.13) 
It is a non-zero value of 9 what will change the statistics of the solitons (see for example 
chapter 7 of ref. [6]). 
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The inclusion of a Hopf term as part of the low energy long wave-length effective action 
for the quantum antiferromagnet in two dimensions has been proposed by Dzyaloshinskii 
et.al., [19]. However, a thorough derivation of the low-energy effective action for the two-
dimensional Heisenberg model [15,23,24,25,26] shows that the coefficient of the topological 
term in the effective action actually vanishes, unless time reversal invariance is broken at the 
level of the mean field theory (for a nice and clear discussion about this topic see for example 
Section 5.9 of reference [6]). The Chem-Simons slave-fermion field theory when applied to 
the Fractional Quantum Hall Effect (a system which naturally has time reversal invariance 
explicitly broken by the presence of a strong magnetic field) provides a powerful as well as 
beautiful and surprisingly transparent theoretical description of that phenomenology. 
The conclusion is that exactly at two dimensions and in the absence of frustration, the 
system has Neel order at T = 0, and for any finite T it is fairly well described by a non-linear 
sigma model with renormalized coupling constant and spin-wave velocity. However, even at 
T = 0, for sufficiently strong frustration, the quantum fluctuations can drive the system into 
a quantum disordered state, through a zero temperature quantum phase transition. The 
study of the critical behavior of the quantum antiferromagnet around this zero temperature 
quantum critical point has been recently a very active area of research [27, 28]. 
In fact, in this thesis we will discuss two different cases of quantum phase transition. 
In Chapter 2 we will show that, in a bilayer system, as a function of the coupling constant 
strength, there is a zero temperature phase transition between a phase in which both planes 
have broken time reversal invariance (although with opposite sign) and a phase in which the 
spins of nearest neighbor sites on different planes form a singlet. 
In the last two chapters of this thesis we will find a similar zero temperature quantum 
phase transition within the frame of the physics of magnetic (Kondo) impurities coupled to 
quantum antiferromagnets in the regime of flux phases, and also for impurities coupled to 
(unconventional) d-wave superconductors. The phase transition in these cases is between a 
phase in which the impurity is effectively free (Curie behavior or unscreened impurity) where 
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the ground state has localized magnetic moments at the positions of the impurities and a 
phase in which the magnetic impurities are screened and the ground state is a spin singlet 
(Kondo regime or screened impurity behavior). 
1.3 Flux phases and spin disordered states 
I pointed out that, as a result of strong fluctuations, the ground state of a quantum an-
tiferromagnet may loose the long range order of its spin degrees of freedom. One way to 
drive the Heisenberg model toward a disordered state is by including frustrating interactions 
(see Section 6.1 of reference [6]). The main effect of adding a small amount of frustration 
is an increase of the bare coupling constant and a decrease of the spin-wave velocity of the 
effective sigma model. 
Let us discuss the meaning of frustration. In a broad sense, frustration is somehow equiv-
alent to the introduction of "coherent disorder" into the system via competing interactions in 
the Hamiltonian. Consider just a couple of spins, or even simpler, a couple of Ising variables 
S\ and 5g interacting via an exchange term 
J 5i - 5? (1.14) 
For antiferromagnetic J (J > 0), the lowest energy configuration is achieved by an antipar-
allel alignment of 5i and 5%. Now add a third spin interacting with the other two 
J\i S\- Si + J13 Si- S3 + J7.3 S2 • S3 (1.15) 
with all J s positive. For simplicity assume spins sitting at the corners of a triangle and all Js 
to be the same. In this situation, if two spins are antiparallei, say 5% and 5%, the state with 5s 
parallel (antiparallei) to 5% (5%) and the state with 5s pointing in the opposite direction will 
be degenerate in energy. In other words, there is no longer a configuration that minimizes the 
energy on all three links at the same time. There are actually four degenerate configurations 
with the same energy. However, there are always two degenerate configurations related via a 
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global switch of all the spins in the system. This is also a degeneracy of the two-spin system, 
and of any Neel like state. This is not a degeneracy related to frustration. This is an actual 
symmetry of the Heisenberg Hamiltonian and it is, naturally, also present in the three-spin 
system and, for the matter, on a triangular lattice. The new type of degeneracy arising from 
the presence of frustrating interactions has to do with the fact that in the three-spin system, 
two of the degenerate states are related by a local spin flip, namely by flipping only S3 (or 
any of the three spins, keeping the other two fixed). This is not related to a symmetry of 
the Hamiltonian but rather to the fact that the Hamiltonian contains terms that compete 
among themselves and for that reason they cannot be satisfied (or energetically minimized) 
all at the same time. 
This analysis is more appropriate for an Ising like variable or a system that has a global 
quantization axis along which the spins may be aligned parallel or antiparallei. For a Heisen-
berg antiferromagnet the spin symmetry is continues. If we were to think about the spins 
as classical variables and represent them as vectors, one possible configuration has all three 
spins in the plane, tilted 120 degrees from each other. This classical solution minimizes the 
energy and therefore it is the classical ground state. However, a spin is a quantum object 
and should be represented by operators. Once a quantization axis is picked, there are only 
a finite set of eigenvalues that the quantum variable may acquire. There is spatial quan-
tization (since we are talking about angular momentum) and this will restrict heavily the 
configurations of the system. In particular, the classical ground state of coplanar spins is 
not an eigenstate and therefore cannot be the ground state. The classical picture is valid 
only in the limit of very large spin. 
For the case of three spin-5 Heisenberg spins on a triangle, again we have four degenerate 
states as the lowest energy configuration. The spectrum splits into two multiplets. The 
spin-| one with four states and two spin— (lowest energy configuration). In this situation. 
quantum and thermal fluctuations become very important. In fact they can overwhelm 
completely the classical (large spin) ground state. 
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In order to add frustration to a Heisenberg model on a square lattice, we need to include, 
apart from the nearest neighbors interactions (with coupling constant «/), next nearest neigh-
bors coupling between the spins (with coupling constant K). It is clear that with only nearest 
neighbor interactions, the classical ground state will be of the Neel type, since it would be 
possible to minimize the energy on all the links at the same time. Near the classically 
frustrated limit J « K, the Neel state becomes degenerate in energy with other classical 
configurations which differ from it by local spin flips. Quantum mechanically, the fluctua-
tions increase and the value of the magnetic moment decreases due to their effect. Therefore, 
one should expect that new phases close in energy to the Neel state will appear. 
Many possibilities have been suggested. The Valence Bond states [20, 29] are based on 
the idea that when the spin correlation length becomes very short, the ground state is more 
naturally described in terms of singlet states formed by pairs of spins. Variational solutions 
presenting unusual ground states with long range order such as multi-sublattice Neel states 
including spiral states [30, 31] have also been proposed. Finally, other proposals suggested 
that the ground state may have broken time reversal invariance [34, 35]. 
This last proposal gave origin to a lot of speculation about the possibility that the ground 
state of the normal phase of the high Tc superconductors may have spontaneously broken 
time reversal invariance, and it generated intense research just a few years ago. However, no 
conclusive experimental evidence was found in support of this possibility, or rather, the exper-
imental evidence end up being negative [40, 41]. The second chapter of this thesis addresses 
this issue from a theoretical point of view and advances a possible scenario to understand 
why spontaneously broken time reversal invariance may not be detected experimentally even 
if it occurs at the microscopic level of a layered frustrated quantum antiferromagnet. Also in 
Chapter 2 I present a description of a quantum phase transition to a "featureless" spin-gap 
phase suggested for bilayers of cooper oxide planes [92, 43, 44], but starting from a phase 
that already had a spinon-gapped spectrum due to broken time reversal invariance at the 
level of each layer. This will constitute the first example in this thesis of the application of 
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the large N - slave fermion functional integral method to a strongly correlated condensed 
matter system. 
In 1988 Affleck and Marston [32], and independently Kotliar [33] proposed a mean field 
theory for the Heisenberg model which is known generically as the flux phase. This will 
become a starting point for the development of the contents of Chapter 2. It is based on a 
gauge picture of the antiferromagnet which makes use of what is known as the slave fermion 
path integral formulation. Without getting into great detail at this point, it is important to 
stress that a flux phase state may or may not break time reversal invariance, i.e., it may be 
chiral or non-chiral. 
When it is not chiral, one obtains the mean field state found by Baskaran, Zou and 
Anderson [45], which qualitatively looks like a Fermi liquid of spinous. One can also find 
a state known as the flux phase. This state is characterized by the fact that the spinon 
Fermi surface collapses to only four symmetry points ( "nodes") in the Brillouin zone given 
by (±ir/2a, ±ir/2a), where a is the lattice spacing, and the quasi particle spectrum around 
these nodes is linear. Consequently it is possible to map this theory onto an equivalent 
(discrete) Dirac theory in two dimensions. For the time reversal invariant case the equivalent 
Dirac theory is either massless (as a mass in a two dimensional relativistic theory will be a 
signature of parity breaking) or there are two different fermion flavors with masses bearing 
opposite signs. In this way the time reversal breaking produced by the presence of the 
mass of one fermion flavor is compensated by the time reversal breaking with opposite sign 
coming from the other fermion flavor. This is the case of the dimer (columnar) states of the 
antiferromagnet. 
This last situation is that of a massive Dirac theory, with a definite sign for the fermion 
mass. This means that all the fermion flavors present in the theory have masses bearing 
the same sign. This will be a representation of a "chiral" flux phase known as Chiral Spin 
State or Chiral Spin Liquid, which was beautifully developed in a seminal paper by Wen. 
Wilczek and Zee [35]. Further details about the nature of this state and the way we are going 
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to use it as the starting point for the study of the "fate" of the spontaneous breakdown of 
time reversal invariance in bilayers of frustrated quantum antiferromagnets will be given in 
Chapter 2. 
1.4 Outline of the thesis: Flux phases and d-wave 
superconductivity 
hi this section we want to stress the similarities between the low energy spectrum of a flux 
phase and the normal quasi-particles close to the Fermi surface in a pure d^_^ superconduc-
tor. The flux phase [32] is a variational ground state for frustrated quantum antiferromagnets 
which has a number of unusual properties. 
The distinctive feature of the flux phase is that the "Fermi surface" collapses to four 
"Fermi points" located at symmetry points on the Brillouin zone. The existence of a state 
like this is related to the strongly correlated nature of frustrated systems. The picture of a 
flux phase is not possible at weak coupling. 
Within the frame of the physics of the quantum antiferromagnet, the flux phase might 
seem to be a rather academic example of a possible ground state. In fact, the state can be 
easily destabilized towards dimer (columnar) states or to ordered states like the Neel state. 
Numerical and experimental evidence seems to point towards the direction of a Neel state as 
the ground state of the antiferromagnet in two dimensions when frustration is not present. 
The reason we explored in some detail the physics of the flux phase in the first two chapters 
of this thesis is twofold. On the first hand it constitutes a realistic situation in which the 
spectrum of the quasi-particles close to the Fermi surface is similar to a relativistic system. 
This is a difference with the usual momentum square law which is very common in condensed 
matter systems. Nevertheless, this feature is rather common in one dimensional systems. 
This is the case because in one dimension, as long as the dispersion relation is not completely 
flat, one can always linearize the spectrum around the two Fermi points. Obviously the other 
distinctive feature of one dimensional systems is that their Fermi surfaces are always two 
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points. In this respect, the flux phase is likely to be the system that best picks features 
characteristic from one dimensional physics and generalize them into a two dimensional 
system. 
The abundance of condensed matter systems which display this type of flux phase like 
behavior (Fermi surface reduced to a set of discrete points and linear spectrum around them) 
is certainly not very high. However there are a few examples that proved to be too important 
and too interesting to be left without exploration. Examples of flux phase like behavior can 
also be found within the physics of narrow gap semiconductors (see for example references 
[36, 37, 38, 39]). With the discovery of high T c superconductivity [105, 111] the possibility 
of another much more important system displaying a flux phase behavior in its spectrum 
has been put forth [94, 92, 112]. This is the conjecture that the order parameter of the 
cuprate superconductors may have a pure d^^ symmetry. Although there is not yet a final 
consensus about this, what the experimental evidence seems to indicate very strongly, is the 
existence of nodes in the gap function of these type of superconductors [92, 112, 117, 118]. 
What this means is that the Fermi surface for the normal quasi-particles of the high Te 
superconductors in fact reduces to a set of discrete points in the Brillouin zone. If the 
symmetry of the order parameter is a pure d^^ one, there will also present a linear spectrum 
for the low energy normal excitations with an exact particle-hole symmetry. 
The purpose of this thesis is to get a closer look into the physics of systems that display 
flux phase like behavior in different strongly coupled situations. Chapter 2 has been devoted 
to the study of a flux phase in the presence of strong structural (uniform) frustration. The 
striking behavior exhibited by these type of systems consists in the breaking of parity and 
time reversal invariance, a spectrum with spin and charge separation and quasi-particles 
displaying fractional charge and fractional statistics. Chapter 2 is devoted to the study 
of the consequences of coupling two layers of systems displaying those features. There we 
show that the natural (energetically favored) tendency is to hide the signature of parity and 
time reversal breaking, by arranging the layers in such a way that the symmetry breaking 
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produced by one of them would be compensated by the symmetry breaking due to the other. 
This is the case even in presence of a weak coupling interaction between the layers. When 
this interaction becomes stronger, the bilayer system undergoes a quantum phase transition 
and it is driven into a state consisting of valence bond singlets linking nearest neighbor spins 
in different planes. In this state all remnants of parity or time reversal breaking are wiped 
away and the symmetry is restored via a process which is paradoxically strikingly similar 
to the breaking of gauge invariance that takes place in the superconductor transition, the so 
called Anderson-Higgs mechanism. The difference is that, in this case, a symmetry is being 
restored instead of being broken down. 
In chapter 3 we go back to the flux phase (without time reversal breaking) and study the 
behavior of a magnetic impurity strongly coupled to such a system. What we find is a non 
marginal Kondo like behavior. This type of behavior has already been discussed before [85] 
in the context of a phenomenological model. Here, it has been derived from a microscopic 
theory of an actual physical system. A frustrated antiferromagnet in a strongly correlated 
regime coupled to magnetic impurities is a candidate to show the behavior that constitutes 
the subject of chapter 3. Furthermore, the specific case of a density of states showing 
linear dependence with the energy within the non marginal Kondo behavior had never been 
addressed and treated carefully before. This specific linear dependence is responsible for the 
appearance of logarithmic corrections to scaling in the critical behavior of the theory. This 
non trivial scaling seems to indicate that we are at an analog of an "upper critical dimension"" 
(in the sense of Critical Phenomena) for the non marginal Kondo system. To the best of our 
knowledge, the treatment presented in chapter 3 is the first mean field theory available for 
this type of systems. The main results of this chapter are: 
1. the existence of a quantum phase transition at a critical coupling between the im-
purity and the low energy excitations of the flux phase; the weak coupling phase is 
paramagnetic and the impurity is essentially free; in the strong coupling phase the 
impurity is screened and we find conventional Kondo screening; 
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2. the presence of two different scaling behavior for the prevalent parameters of the theory, 
namely the impurity chemical potential e/ scales linearly with the distance to the 
critical coupling and the amplitude for the ground state singlet A scales with vanishing 
exponent; in both cases there are logarithmic corrections to scaling; 
3. when only forward scattering processes are taken into account, the system is multichan-
nel; this feature follows from the spinor structure of the quasi-particles characteristic of 
the relativistic like dispersion of these theories; the consequences of this multichannel 
character are not investigated in detail in this thesis; this feature is destroyed if more 
general scattering processes are taken into account; 
4. in the strong coupling phase, the impurity zero temperature, zero field susceptibility 
scales like the inverse of the distance to the critical coupling with logarithmic correc-
tions, with the possible exception of the exact particle-hole symmetric system; this 
means that the susceptibility diverges as we approach the free impurity regime; on the 
other hand, above the critical coupling, the susceptibility is finite (or possibly vanishes 
in presence of exact particle-hole symmetry), giving a clear signature of screening; 
5. the impurity one particle Green function shows formation of a virtual bound state or 
resonance, at a "Kondo scale" which is essentially the same as the chemical potential 
of the impurity (up to logarithmic corrections); this scale also scales linearly with the 
distance to the critical coupling; the width of this resonance is proportional to the 
Kondo scale; the phase shift of the adiabatically continued quasi-particle states in the 
interacting system is strongly energy dependent, while in the usual Kondo effect, the 
phase shift is energy independent. 
In the last chapter of this thesis we explore the consequences of the flux phase like 
behavior that a superconductor with nodes in its gap function will display. Obviously the 
motivation for this study has little to do with an academic interest in the flux phase itself. 
The driving force here comes from our interest in the, so far poorly understood, physics 
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of impurities in a high T c superconductor host. We assume a pure d^^ order parameter 
symmetry and couple the system to a strongly interacting magnetic impurity. This is a 
full quantum mechanical impurity and we are interested in the dynamic effects that its 
presence produces. The system is otherwise assumed to be clean, without structural or 
random disorder. Potential scattering is not included. Phase or amplitude fluctuations of 
the order parameter as well as the depletion in the order parameter field (and the critical 
temperature) induced by the presence of the impurity are left out. Neither have we self 
consistently recalculated the gap function. However at very low temperatures these effects 
are not significant and, thus, they should not affect the screening of the impurity spin. 
The similarities with the model described in chapter 3 are striking and basically all 
the zero temperature results from the flux phase coupled to a magnetic impurity carried 
over to the case of the superconductor. There is also a quantum phase transition between 
a paramagnetic weak coupling regime, and a screening strong coupling phase. Obviously 
there is only a phase transition at zero temperature (and zero field) As the temperature 
and/or the field become finite we find crossovers between a quantum critical region and 
a low temperature, low field screening regime. A formalism (within the frame of a large 
N approximation) applicable to the regime of small finite temperature T and field H is 
developed in chapter 4. Scaling behavior for the impurity chemical potential t/(T, H) and 
the amplitude for the ground state singlet A(T, H) are obtained at the critical coupling 
(i.e., in the quantum critical regime), and corrections to the zero temperature scaling are 
given for the strong coupling phase. Here again, the limit of zero temperature and zero 
field suggest that in the strong coupling phase the impurity is either perfectly screened 
(when particle-hole symmetry is not exact) showing a finite limiting value for the impurity 
susceptibility, or overscreened (which seems to be the case when particle-hole symmetry is 
strictly respected) with a vanishing value for the impurity susceptibility. The meaning of this 
possibly overscreening regime is still an open question and is not addressed in this thesis. 
It is important to stress that the phenomenology suggested by the treatment given in the 
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last chapter of this thesis is an alternative to the "chemical" point of view usually applied to 
understand the behavior of impurities in superconductors. In other words, even if we are in 
presence of an impurity which presents a well defined spin and magnetic moment outside the 
superconductor host, the way it will affects the superconductor will be highly dependent on 
the actual strength of the coupling. An impurity which looks very "magnetic" outside the su-
perconductor may well get coupled so strongly that its spin gets completely screened and the 
impurity end up loosing all its magnetic features. This will more likely be the case for impu-
rities that substitutes directly inside the CuOg planes, as they will be coupled more strongly 
than impurities that substitute away from the planes. On the other hand, for a (/-wave 
superconductor with a small coupling to the impurity, there will be no Kondo screening and 
one should expect the superconductor quasi-particles to scatter off an essentially decoupled 
impurity. Obviously, to be able to decide between these situations it is necessary to estimate 
the exchange coupling Jo- This will be highly material dependent and will be determined by 
the microscopic physics of the particular compound. Another very interesting consequence 
of the theory developed in chapter 4 is the possibility of using a magnetic impurity as a 
probe to determine the symmetry of the superconductor order parameter. This requires a 
thorough computation of the "coherent factors" and a good understanding of the scattering 
processes between angular momentum channels of the superconductor quasi-particles, which 
can be done starting from the model proposed here. 
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Chapter 2 
Bilayers of Frustrated Quantum 
Heisenberg Antiferromagnets in the 
Chiral Spin State regime 
2.1 Motivation 
The discovery of superconductivity at high temperatures in the otherwise insulating copper 
oxides has motivated a thorough search for new physical mechanisms for both superconduc-
tivity and antiferromagnetism. This search has produced a host of new possible mechanisms 
many of which are not yet established on solid ground. Among these new ideas, the anyon 
mechanism[34] stands as, perhaps, the most novel of them. For this reason, it has attracted 
a lot of attention. At a microscopic level, the anyon state requires that the underlying insu-
lating state, known as the Chiral Spin Liquid [35], should necessarily break Time Reversal 
(T) invariance and Parity (P). An experimental signature of a state with broken T and 
P invariance is optical dichroism [40]. There is no experimental evidence in support of the 
spontaneous breaking of either T or P in the copper oxides [41]. Clearly, the simplest option 
is that these symmetries are not broken in the copper oxides and that the insulating states 
are unrelated to the CSL. At the present time this appears to be the case. 
In this chapter l we will explore the possibility that T and P may be broken in one 
individual plane but not on the system as a whole. Individual isolated planes may still be 
1The contents of this chapter have been published in reference [47] 
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in states which break T and P but the sign of this breaking may not be the same from 
plane to plane. The simplest case is to imagine that the copper oxide planes are coupled 
by some interaction and that this coupling is responsible for the selection of the state. A 
version of this problem has been studied by Rojo and Leggett [48]. They considered two 
planes with a doped CSL on each plane and, hence, had an anyon superconductor on each 
plane. They further assumed that the planes were coupled together only by a direct Coulomb 
interaction between the anyons on each plane. They did not fix a priori the relative sign 
of the statistics of the anyons on each plane but, instead, asked which relative sign was 
preferred by the Coulomb interactions. They found that the Coulomb interactions prefer 
the relative statistics to be antiferromagnetically ordered, namely with opposite signs. The 
Rojo-Leggett result is due to a rather subtle edge effect. In fact, they found no effect in the 
bulk. 
In many copper oxides, the physical situation is such that the planes come in groups in 
which the planes are closer together than among nearby groups. This is rather common in the 
Bismuth based copper oxides. Because in these materials the inter-layer exchange constant 
which couples the copper spins can be comparable to the intra-layer exchange constant, there 
is a competition between intra and inter layer types of ordering. Quite generally, one expects 
to find to distinct regimes in the phase diagram for bilayers. At weak interlayer coupling, 
the ground state of the individual layers may be stable. However, if the interlayer exchange 
coupling dominates, the likely ground state should be a valence bond state on the interlayer 
links. The case of two coupled Neel states was considered recently by Ubbens and Lee[44], 
by Millis and Monien[43] and by Sandvik and Scalapino[92]. These authors considered the 
effects of an inter-layer exchange interaction on the Neel ground states of the planes. 
In this thesis we will reconsider the problem of a bilayer of quantum antiferromagnets in 
a regime in which there is enough frustration to drive each plane separately into a Chiral 
Spin Liquid (see for example chapter 1 or ref. [6], section 6.1). The planes will be assumed 
to be coupled by an antiferromagnetic exchange interaction of strength J3. The problems 
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that we want to address are: (a) does the inter-layer exchange interaction select the relative 
ordering of the chiralities and (b) what is the phase diagram for this system as a function of 
the interlayer interaction. We consider a situation in which there is a CSL ground state on 
each plane, with fixed chirality but arbitrary sign. We find that quantum fluctuations around 
this state select an antiferromagnetic ordering of the chiralities. This is a rather interesting 
result. It means that even if on each plane the system was allowed to break P and T. the 
dynamics selects the state which is on the whole P and T invariant. We also find that, as J3 
increases, there is phase transition to a state that we identify as a valence bond state on the 
inter-layer links, namely a T and P invariant spin gap state very similar to the one found by 
Ubbens and Lee [44], Millis and Monien [43] and Sandvik and Scalapino [92]. The problem 
of the ordering of chiralities by an inter-layer exchange interaction was considered previously 
by Gaitonde et al. [49]. By means of a perturbative expansion in powers of J3 they concluded 
that the chiralities order ferromagnetically. The results obtained here disagree with those of 
Gaitonde et al. 
As it is by now well known[32, 33, 35, 6], the CSL state and its low-lying excitations can 
be described in terms of an effective continuum field theory which is very much analogous to a 
set of Dirac self-interacting fermions in two space and one time dimensions. We find that the 
essential physics of this system can be understood in terms of the properties of an effective 
continuum theory of Dirac fermions on each plane provided that a physically sensible cutoff 
is introduced. The effective model contains two sets of massive Dirac fermions on each plane. 
The chirality of the state is given by the sign of the mass term. As in ref. [35], the fluctuations 
around the Chiral Spin Liquid of each plane are represented by gauge fields (one for each 
plane). By a detailed microscopic analysis we find that the interlayer exchange fluctuations 
are represented by a complex order parameter field. The effective theory is controlled by 
three parameters: 1) the magnitude of the fermion mass on each plane (i.e., the fermion gap 
in the Chiral Spin Liquid), 2) the interlayer exchange constant (which determines the energy 
gap for fluctuations of the order parameter) and 3) the number of fermionic species (which 
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we take to be N). In this picture, the phase transition to the valence-bond state becomes the 
phase transition to a state in which the complex order parameter acquires a non-vanishing 
expectation value. Our basic strategy is to first derive this effective theory and then use it 
to address the issues of the ordering of chiralities and of the nature of the phase diagram. 
Mean-field theories of frustrated antiferromagnets on a single plane have yielded a host 
of possible non-magnetic variational ground states. The actual phase diagram is not known 
in detail although it is generally accepted that non-chiral states are somewhat favored by 
variational calculations. In this thesis we will not consider how interlayer couplings may alter 
this competition among possible single layer variational states. Rather, we will describe how 
interlayer interactions disrupt the Chiral Spin Liquid in favor of an interlayer valence bond 
state, which is clearly favored at strong coupling. The determination of the global phase 
diagram for bilayers is an interesting problem which is however still outside the reach of 
present theoretical tools and beyond the scope of this thesis. 
The effective field theory of fermions can be studied within a 1/N expansion. We use 
this expansion for two different purposes. First we look at the quantum corrections to the 
ground state energy of a system in which the two Chiral Spin Liquid are decoupled. We 
find that, at leading order in the 1/N expansion, the state with antiferromagnetic (opposite) 
chiralities is degenerate with the state with ferromagnetic chiralities. However, we find that 
the leading corrections, due to fluctuations of interlayer exchange processes, the state with 
antiferromagnetic ordering of chiralities is selected. In addition to the spontaneous breaking 
of this discrete symmetry (the relative chirality), the fermionic theory for the bilayers under-
goes a dynamic breaking of the interlayer (out-of-phase) gauge symmetry at a critical value 
of the interlayer coupling constant. This phenomenon is strongly reminiscent of the breaking 
of chiral symmetry in the related (but not equal) field theoretic Gross-Neveu and Nambu-
Jona Lasinio models [51]. Also, within this 1/N expansion, we find a phase transition from a 
regime in which the two planes have Chiral Spin Liquid ground states with opposite signs, to 
a state in which the inter-layer order parameter field condenses. We further investigate the 
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physics of this phase transition by deriving an effective Landau-Ginzburg-type field theory, 
valid in the vicinity of the phase transition, i.e., for J3 ~ «7|. 
The degrees of freedom of the Landau theory, which is fully quantum mechanical, are 
the interlayer order parameter field and the gauge fields of the two planes. We present a 
qualitative study of the fluctuation spectrum of the two phases. The weak coupling phase 
has (almost) the same spectrum as that of two Chiral Spin Liquid with opposite chiralities: 
semions with opposite chiralities and gapped gauge fluctuations. However, the phase with 
broken symmetry (in which the interlayer field condenses) displays an interesting "anti-
Higgs-Anderson" mechanism: the condensation of the order parameter field causes a gauge 
fluctuation, which is massive in the unbroken phase due to the Chem-Simons terms, to 
become massless. This, in turn, implies that any excitation which couples to the gauge 
fields (the semions, in particular) to become confined by strong, long range, logarithmic 
interactions. The resulting spectrum of the condensed phase is equivalent to the low-lying 
spectrum of a ground state of local singlets, i.e., a valence-bond state on the interlayer links. 
The interlayer gauge field, remains massive and it effectively disappears from the spectrum. 
Thus, the "anti-Higgs-Anderson" mechanism wipes out all trace of broken time-reversal-
invariance in the system. Unexpectedly, in this phase the system is actually more symmetric 
than in the non-condensed state. 
This chapter is organized as follows. In section 2.2 we introduce the model for the bilayer 
and develop the mean field theory and briefly discuss the phase diagram. In section 2.3 we 
address the problem of the dynamic selection of chiralities. In section 2.4 we derive a gradient 
expansion for the low energy modes of the (two) gauge fields and the relevant (scalar) channel 
of the field coupling the planes. In section 2.4.1 we discuss the properties of the symmetric 
phase where the field coupling the planes does not condense, and an effective action for the 
gauge fields is derived and studied. Section 2.4.2 deals with the broken symmetry phase. 
Section 2.5 is devoted to the conclusions. Appendices A, B and C of this thesis contain 
technical details of the mapping onto the effective continuum theory and the computation of 
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Feynman diagrams relevant for the phase transition, the ordering of the chiralities and the 
gradient and ^ expansions. 
2.2 Mean Field Theory for a bilayer of Chiral Spin 
States 
Our model consists of two square-lattice spin-| Heisenberg antiferromagnets coupled through 
an exchange interaction of nearest-neighbors spins between planes with strength J3, and 
nearest-neighbors (Ji) and next-nearest-neighbors (J2) interactions on each plane. The lat-
tice Hamiltonian reads 
H = HL + Hu + J3Y§d*)-§u(Z + e.) (2.1) 
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where HL,U is the usual Heisenberg Hamiltonian, 
HL,U = JI £ §LV&-§Lp(2+%) + J* £ SL,u(x)>SL,u(Z + Zi+J?2) (2.2) 
2J=l,2 SJ=+,-
Using the slave fermion approach, the spin operator can be written in terms of fermionic 
creation and annihilation operators S(x) = Cct(x)da0CQ(X) with the usual constraint of single 
occupancy. We decouple the quartic terms by using a standard Hubbard-Stratonovich (H-S) 
transformation. Up to an integration over the H-S fields, the original theory is equivalent to 
the one that follows from the action given by the lagrangian: 
C = CL + Cu - 4" £ IXz(f )|2 + £ [cl(x)Xz(x)cu(x + ez) + h.c] (2.3) 
where 
CL = £ c%Z) (i& + p) %(f) + £ yt(Z) (cKZMZ) _ 1) 
s s 
- r £ \x^m2-r £ ix^m2 
+ £ [c2(x)xJ^(x)ci(x + ei) + / l . C . ]+£ [ci(x)Xj*WcL(x + ii+je2) + h4$A) 
*U'=1,2 2y '=+, -
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where we have dropped the spin indices a, 0 to simplify the notation, with a similar defini-
tion for Cu- Here p is the chemical potential and x means (r,t). The constraint of single 
occupancy is enforced by the bosonic Lagrange multiplier field <p(x). This type of factoriza-
tion was originally proposed by Affleck and Marston [32] and by Kotliar [33]. The H-S fields 
can be parametrized in terms of an amplitude pj(x) and a phase Aj(x). This Lagrangian 
has a local symmetry if the Lagrange multiplier field (p transforms as the Ao component of 
a (7(1) gauge field. 
The MFT consists in integrating out the fermions, at a fixed density, and treating the 
fields Xi(x) within a saddle-point expansion. As it is well known, one serious problem with 
this mean field theory, is that there is no small parameter in powers of which to organize 
the semi-classical expansion. Following Affleck and Marston[32], we will allow the number 
of spin species to run to N instead of 2, which is the case for the spin-i Heisenberg model. 
After re-scaling the coupling constant strengths J's and the fluctuating part of the fields, a 
1-loop expansion of the fermionic determinant around the N —*• oo Mean-Field solution can 
be performed by keeping the diagrams up to order jf. We have Se/f [<p,Xj] — NS^PiXiY 
and the quantum partition function is Z = f VxDx"D(pe,NS. 
There exists a whole family of solutions of the saddle-point equations. The simplest 
solutions are the valence bonds states and the flux phases. These may or may not be chiral. 
In this work we consider the problem of the selection of the relative chirality of a state in 
which there is a Chiral Spin Liquid on each plane. Thus, we choose a saddle point which 
represents Chiral Spin States on each plane and we will investigate which configuration of 
chiralities is chosen dynamically. 
Wen, Wilczek and Zee[35] (WWZ) have given a construction of the Chiral Spin State. 
which was first proposed by Kalmeyer and Laughlin[34]. WWZ begin with the flux phases, 
which have a uniform value for the amplitude of the n.n. H-S fields, say p(x) = p. This 
amplitude however, can fluctuate. The phases of the Bose fields on the n.n. links of an 
elementary plaquette have a circulation equal to ir or — x in mean-field value. This feature 
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produces a collapse of the Fermi surface into four discrete points of the Brillouin zone: 
(±5 j , ± ^ J at which two bands of states (positive and negative energy, "conduction" and 
"valence" bands) become degenerate. At these points, the excitation spectrum is linear 
and gapless. This allows for a mapping onto a discrete version of the Dirac theory with 
two massless fermion species of two-component spinors, with the "speed of light" equal to 
the Fermi velocity VF = 2ap. This gapless state can become unstable due to the effects 
of fluctuations. Several channels are known to be possible. If the staggered part of the 
fluctuations of the amplitude of the Bose fields on the n.n. links, picks up a non-zero 
expectation value, gaps will open up in the elementary excitation spectrum and they will 
provide masses (or gaps) to the Dirac-like fermionic excitations. These fluctuations can be 
seen to drive the flux phase into a dimer or Peierls state and do not break time reversal 
invariance or parity. 
A mass term in a Dirac equation for a single two-component spinor Fermi field in 2 + 1-
dimensions generally breaks T and P since the Hamiltonian, while hermitic, becomes com-
plex. Since all three Pauli matrices are involved (two for the gradient terms and the third 
one for the mass term) there is no basis in which the Hamiltonian could be real. Therefore. 
the Hamiltonian is not self-conjugate and T is broken. However, in the case in which two 
species of fermions are present, the presence of such mass terms does not necessarily break 
P and T since they may have opposite sign for the different species. This is the case of 
the so-called Peierls mass, which occurs in dimer phases. It is here where frustration comes 
to play a crucial role. By turning on n.n.n. interactions, WWZ allowed for additional H-S 
fields on the diagonals of the elementary plaquettes. The MF configuration for the phases 
can be arranged so that each triangle in an elementary plaquette is pierced by a flux equal 
to Y' In this way, a time-reversal and parity breaking mass can be generated, i.e., one can 
provide a mass with the same sign to both fermion species in the plane. In order to perform 
the mapping onto the Dirac theory it is necessary to introduce four different field ampli-
tudes at each unitary cell of four sites. This procedure can be done on the real space lattice 
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by defining four sublattices and assigning an independent field amplitude to each one and 
expanding in gradients of the field amplitudes[6], or on the reciprocal lattice (see ref. [35] 
and appendix A) by expanding the lattice amplitude at each point as a linear combination 
of four independent fourier components amplitudes. On the reciprocal lattice these fields 
are the fourier components of the lattice amplitude centered at the four Fermi points. The 
low-energy physics of the system is determined by the scattering processes among these four 
amplitudes. Any of these procedures is equivalent to a folding of the first Brillouin Zone. 
In the CSS, the mean-field ansatz for the amplitudes and phases of the H-S fields on the 
n.n. and n.n.n. links is given by [35] (see appendix A) 
%i(e, e) = -Xi(o, e) = %i(e, o) = -%%(o, o) = ip 
X2(e, e) = -x2(<>, e) = ~X2(e, o) = x(o, 6) = -ip 
X+(e, e) = %+(o, e) = -%+(e, o) = -%+(o, o) = a 
X_(e,e) = X-(o,e) = -x_(e,o) = -x_(o,o) = -iA (2.5) 
The fields Xj, with j = 1,2 or / = +, — are the H-S fields sitting on the n.n. and n.n.n. links 
respectively. The four different sublattices are denoted by (e,e), (o,e), (e,o), (o,o), where e 
and o mean even or odd site respectively. 
Once the mean-field H-S ansatz has been used into the Hamiltonian for one plane, con-
venient linear combination of the four field amplitudes can be arranged in the form of two 
two-component spinors and one can re-write the lagrangian for a single plane in the form of 
a lattice Dirac lagrangian with two massive fermion species. So far we did not include any 
fluctuations of the H-S fields. We will be interested in the fluctuating part of the phase of 
the H-S fields. 
In order to capture the physics of the system in the regime of long-wavelength, low-energy 
of the spectrum, we do not need the full lattice theory, but a linearized version around the 
Fermi points that keeps all the scattering processes that are responsible for the behavior of 
the low-energy excitations of the system. In the case of only one square lattice bearing a 
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Chiral Spin State, we arrive to a 2 + 1-dimensional effective action involving two massive 
relativistic fermions coupled to a gauge field [35, 6] (see appendix A). The form of this action 
is given by 
S=fdx0fdx2 [fa (i0 - i - mi) ipt + $2 (i0 -jji - m2) V%} (2.6) 
The continuum field ipa is related to the lattice amplitude $„ by rpa(x) = ^a(x)[a. We 
use a representation of Dirac gamma matrices in which 70 = 03; 71 = —i<r2 and 72 = — iau 
where 07, j = 1,2,3 are the usual Pauli matrices. The coupling to the gauge field (the 
statistical vector potential ) A^ comes through the covariant derivative p = 0 — ijl. The 
statistical vector potential is given by Ay = 4>j/a = 2pfc/vF and AQ = ip/vp, where <f>j is the 
fluctuating part of the phase of the Hubbard-Stratonovich fields on the n.n. links, y is the 
Lagrange multiplier field [35, 6] (see appendix A) and x0 = vpt. 
The masses of the fermions come from the amplitude of the H-S field on the n.n.n. 
links and give a measure of the amount of frustration present in the system. These masses. 
although not necessarily equal in magnitude, have the same sign for both species. We assume 
that these amplitudes are fixed at their mean field values, since we are interested only in the 
effects of interlayer fluctuations. 
In what follows we adapt the methods of references [35] and [6] to the bilayer problem 
(see appendix A). We have a duplication of terms due to the inclusion of the second plane 
and new terms arising from the interplanar interaction. In the continuum limit, the action 
for the fermions in the low energy theory has two species of Dirac fermions on each plane 
coupled to both the intra-layer and inter-layer Hubbard-Stratonovich fields which mediate 
the interactions among the fermionic degrees of freedom. For simplicity we will assume the 
degree of chiral breaking is fixed and parametrized by two non-fluctuating masses mjj and 
m&. These masses are given by m^u = &L,U/VF, being \L,U the mean-field amplitude 
of the Hubbard-Stratonovich fields on the n.n.n. links. We assume that the mean-field 
approximation amplitude of the H-S fields on the n.n. links p is the same for both planes. 
Consequently the Fermi velocity is also the same. The only low energy intra-layer bosonic 
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degree of freedom left are the gauge fields of the upper and lower planes Au and AL and the 
inter-layer fields
 Xz. 
The continuum action for the bilayer consists essentially of Eq. (2.6) written twice with 
labels L and U for lower and upper plane and an inter-layer part given by the coupling 
between planes 
Sinterlayer = J dx0 J dx2 {#& (<po7ol + ¥>l7lTl + <P272?2 + ¥>3lT3) Ipu + h.C.j 
- -Jdxojdx2 [u(\<p0\2) +tf (bil2) +U(\<p2\2) +U(\<p3\2)} (2.7) 
In this expression ipr, and ipu represent the two Dirac flavors V't'2/ that live on the lower and 
upper plane of the bilayer. The r-matrices mix Dirac flavors inside each plane. 
The intra-layer gauge fields, which represent intra-layer phase fluctuations on n.n. links 
have to be kept since they enter at the leading order in the continuum limit. There are other 
operators, with the form of fermion mass terms, that have not been included which do not 
contain any derivatives but they describe other types of intra-layer ordering which compete 
with the CSL. To include such effects would require a theory of the full phase diagram which 
is beyond the scope of this thesis. 
The bosonic part of the inter-layer action shown in the second line of Eqn. (2.7), comes 
from the corresponding bosonic terms in Eq. (2.3) 
Sb = -±-[dx0 £ {\Xg(2)\2 + \Xz(x + ei)\2 + \x:(Z + Z2)\2 + \X:(* + ?i+?2)\2} (2.8) 
where x is an even-even site on the lattice at, say, the lower plane. However, in going to 
the continuum limit it proves more convenient to introduce the rotation given by the linear 
combinations of the four H-S fields Xz(^) which link corresponding plaquettes of the planes 
yo(Z) « ^ (x,(Z) + X«(Z+fi) + x*(Z+&) + x,(Z+fi + &)) (2.9) 
?i(z) w ^ (X,(Z) - X,(Z + fi) + X,(Z + &) - X,(Z + & + &)) (2-10) 
f,(Z) * \(Xz(x) + Xz(S+ei)-Xz(x + e2)-Xz(x + el + e2)) (2.11) 
¥*(*) * \(Xz(x)-Xz(S+ei)-Xz(x + e2) + Xz(x + el+e2)), (2.12) 
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hi terms of the rotated fields, and after taking the continuum limit, the bosonic part of the 
action takes the form 
sb = — / dx3 [«p;(=wz)+<pi(x)<pi(x)+rtWMx)+<p;(zwz)] 
93 J 
= -
Nj^f M(g)yo(?) + M(«fe*(«) + WfoM + W 9 W 0 ] (2-13) 
In the second line of Eqn. (2.13), Fourier transforms have been taken and the coupling 
constant gz has been re-scaled by ^ in order to allow a ^-expansion (see below). In other 
words A = -7-, where tfz = $. The fields %%; j = 0,1,2,3 also have been re-scaled to 
<P/VF. As a result, the effective coupling constant that controls the inter-layer fluctuations 
is (% = 2 o # = Jz(2a)2[vF and has units of length. Throughout this work we use dimensions 
such that [h] = [e] = [vp] = 1 where h, e and vp are the Planck's constant, the unit of 
charge and the Fermi velocity respectively. We have a natural scale in our theory, which is 
the lattice constant <io, or the inverse lattice constant which we shall call A and characterizes 
the momentum cutoff. 
From the free part of the action, and the fact that we are working in 2 + 1 dimensions, it is 
clear that the dimension of the fermion operators must be A w (length) -1. The dimension of 
the operator (p is also that of A. The coupling constant <% is dimensional with [A] = I j-1 = A. 
This dimensional analysis tells us that the effective four-fermion operator which represents 
the interactions between the fermions of the two planes, is irrelevant at the weak coupling 
fixed point and that, if a phase transition exists, it should happen at some finite value of the 
inter-layer coupling. We will see that this is indeed the case. 
Now we integrate out the fermions and obtain the effective action 
SeJf = - iWTrln 
where we have defined 
0L — rriL y 
(p' UPu — mu + Sb (2.14) 
<p = (p3r3 + <po70 + ¥>i7in + y>272T2 (2.15) 
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The saddle point equations are 
(2.16) 
Formally, this integral diverges linearly with the momentum cutoff scale A. As in all 
theories of critical phenomena, we will absorb the singular dependence on the microscopic 
scale in a renormalization of the coupling constant. We can define a critical coupling constant 
gc as the value of the coupling constant at which the expectation values for the fields coupling 
the planes first become different from zero. Clearly the solution with < <pj > = 0 is allowed 
for any finite value of the cutoff, no matter how large. This is the phase where the inter-plane 
field is not condensed. The non trivial solution will first occur at the value of the coupling 
constant </J given by 
- l 
9ei " Wj) J (2%r I F{k) t-mu) \o o) (2.17) 
evaluated at the point where the y's vanish. 
Notice that although the bare value of the coupling constants are originally the same and 
equal to 53, they are associated with operators which do not scale in the same way. Their 
critical values are different as well. As an abuse of notation, from now on we are calling 
scalar to the interaction channel given by the field y%, frequency-vector channel to the field 
ipo and spatial-vector channels to the ones given by <fi and y2 . 
Without coupling between the planes we have a degenerate situation between a state in 
which both planes have the same amount of frustration (i.e., the fermion masses are the 
same in magnitude) but their relative sign could be the same or opposite. We are going to 
call these two states ferromagnetic (FM) or antiferromagnetic (AFM) ordered respectively. 
understanding that we refer to the relative ordering of the sign of the chiralities. We want 
to investigate how the degeneracy between the FM and the AFM arrangement of masses is 
removed. For simplicity, we give the results for the case of \mi\ = \mu\ = m > 0. They may 
carry any sign. We define the variable s = sign(m&) sign(m^), which takes values ± 1 . The 
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critical values for the coupling constants are given by 
\ = itr\sL(k)T3Su(k)T3]= - i = A - - U i ( l + s) (2.18) 
93 iy/T sir 
\ = itT[sL(k)7oSu(k)lQ] = i - m ( l - s ) (2.19) 
(2.20) 
g- L - V / . - W W . - J
 2T 
— = ztr [SL(t)7mS[f(t)7^] = -Q=K - — m (1 - s) 
where S*(6) = ? -^ - , with a = L,U and 7 = 1,2. 
When the interaction between the planes is antiferromagnetic (i.e., J3 > 0 ) the physical 
coupling constants remain positive. We are interested in the regime where m « A. For the 
case of an AFM relative ordering of chiralities (i.e., for s = — 1) we obtain 
1 = _A= 1 = ™ 1 * - ™ (2.21) 
9l 2 0 F 0§ X $J 4VTT T 
For m < A, we have g% < g'j < g^; hence the channel which will first undergo a transition 
within the mean-field approximation, is the scalar channel, given by the field %%. 
On the other hand, for the case of FM relative ordering of chiralities, we obtain 
' * _ » 1 0 l - A (2.22, 
</| 2 ^ F x flrg 5? 4\Z? 
For m < A, again we have 0 < g% < g? < g%. Again the channel which will first undergo a 
transition, if any, will be the scalar one. 
In the case of ferromagnetic inter-plane coupling (i.e., in the case J3 < 0) there is no 
transition, since the critical coupling constants always remain positive. The exact values of 
the critical coupling constants are not universal and they depend on the cutoff procedure that 
it is being used. Our continuum approximation is not very sensitive to these short distance 
features. However, the theory has a natural built in regulator since the model comes from a 
lattice theory. In other words, the qualitative feature of the existence of critical values for 
the coupling constants is independent of the type of cutoff procedure, although their precise 
value is not. The question of whether these critical values can be physically reachable is a 
different issue that needs a more detailed specification of the short distance properties of the 
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model. We do not attempt to address this point here. We obtain the regularized saddle-point 
equations by subtracting the value of l/gc on both sides of Eqn. (2.16). 
(»-&H=-'{tr[§'H§*"(i-•tf*^)"] - ^ H ^ t S ] } (2M» 
The simplest non trivial solution is the one where only the scalar channel %% is condensed. 
This channel has the lowest critical coupling, and it will be the first to pick a non-vanishing 
expectation value. For an antiferromagnetic relative ordering of the chiralities, which we will 
show it is favored in the case of antiferromagnetic Heisenberg exchange between the planes. 
we find 
When solving Eqn. (2.24) one gets 
= \m~yj\ m 2 - r > 3 | 2 (2.25) 
In Eqn. (2.25), A3 = — — -% is the distance to the critical point. This is our equation of 
state. The non-trivial solution is 
l¥>3|2 = A 3 (A 3 -2m) (2.26) 
It is clear from Eqn. (2.25) that A3 < 0. When A3 < 0, i.e., when g3 > g% we find a phase 
where the scalar channel field has a nonvanishing expectation value given by Eqn. (2.26). 
The physics of this state is the following. The fact that <p3 acquires an expectation 
value means that, on average, the inter-layer Hubbard-Stratonovich field is different from 
zero. Thus, it appears that in this state the fermions from one layer are free to go onto the 
other layer. However, the corrections to this mean field picture should, among other things. 
enforce the constraint of single occupancy at each site of each layer. The only state which 
is compatible with the single occupancy constraint and with inter-layer fermion hopping is 
a state in which, on each link between the two layers there is a spin singlet or valence bond 
state. Thus, the phase transition that we found is a transition between two CSL states 
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on each layer (with antiferromagnetic ordering of the relative chiralities) and a spin gap 
state with spin singlets on the inter-layer links. A number of recent works [44, 43, 92] have 
predicted a similar phase transition in bilayers but between Neel states and spin gap state 
with properties which are virtually indistinguishable from ours. 
2.3 Relative ordering of chiralities 
In this section we show that there exists a way in which the physical system dynamically 
selects a particular ordering of the chiralities in the planes. We assume that in each plane a 
CSS is stabilized. Thus, at each plane both Dirac fermion species are coupled to the mass 
term with the same sign. We assume that the mass is the same for both fermionic flavors 
in each particular plane, say m& and mu respectively. This is consistent with the fact that 
there is no explicit anisotropy present. As in section 2.2, the magnitudes of the masses are 
the same but their signs could be either the same or opposite. We neglect fluctuations of the 
n.n. amplitude of the H-S fields inside the planes, which can generate a difference between 
the masses of the Dirac species inside each plane, and even drive the CSS into a dimer phase 
(see, for example, reference [6]). 
Our goal is to compute the correction to the energy of the ground state of the bilayer 
system, due to the quantum fluctuations of the fields coupling the planes. We work in 
the phase where no field is condensed. Thus, the effective action derived in section 2.2 will 
describe the fluctuating part of these bosonic fields with zero expectation value. The strategy 
is, therefore, to expand this action in powers of (the small fluctuating part of) the fields ip0 
to <p3 and keep up to the gaussian terms. Then, integrate the bosonic fields out and, after 
re-exponentiating the expression, obtain the desired correction to the ground-state energy 
density. This correction will contain a divergent part which is symmetric in the sign of the 
masses of the fermions in different planes, and a finite contribution which is a function of 
the fermion masses of both planes, mi,Ui with their signs. At this point, we look for the 
configuration of masses which minimizes the energy. The case of zero mass at any plane 
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is excluded since we assumed beforehand that a CSS is stabilized at each plane. This is 
important since these masses provide the energy gap which is necessary for our saddle point 
approximation to be stable and to allow for a semi-classical expansion. 
The integration over the fermionic degrees of freedom gives the following contribution to 
the effective action (see Eq. (2.14)). We have 
-xiVTrln t^ — mi (p 
<pm i0 — mu 
= - , iV T r In ( f - ' "^_ m ° ) + 1 i V | iT r {(SQ)"} 
(2.27) 
Here 
•-(*-."* 4 , - j " - « = (%- 1 ) 
At this point it is convenient to re-scale the fluctuating fields by -4- . Under this trans-
formation all the terms in Eqn. (2.27) that are quadratic in the fields y?'s and Si, as expanded 
in Eqn. (2.13) become contributions of 0(1), being the classical energy of the ground-state 
(i.e., the classical part of the euclidean action) of O(N). To study the selection of the or-
dering of chiralities we need to compute this 0(1) correction to the ground-state energy due 
to the effect of the fluctuations of the fields coupling the planes. We first need to calculate 
the one-loop contribution to the fermion determinant. There is only one diagram to this 
order, which has two external bosonic legs and two internal fermion propagators 
, I /^ (SQSQ) = i\j * l /^Tr(SWQ(,)S(*- ?)Q(- ?)) 
As we saw before, this diagram has an ultraviolet divergence which will be absorbed in a 
renormalization of the coupling constants. So the kernels IC^(q) in Eqn. (2.28) include 
both the finite part of the diagram and a contribution linearly divergent in the integration 
momentum. The computation of AC (qr), although rather cumbersome is fairly straightforward. 
Let us recall that we have four channels: y 3 can be regarded as a scalar-like coupling to the 
Dirac fermions; the other three -<po to <p2- resemble a gauge-field-like coupling. This is not 
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the case, however, since Lorentz invariance is broken by the presence of the r-matrices in the 
expression for Q. This point is crucial. Since we do not have to preserve Lorentz invariance 
when regulating the divergent diagrams, time and space components do not enter on equal 
grounds. Our theory is in fact the continuum limit of a lattice theory. At that level it is 
very clear that the only physically sensible cutoff at hand is the inverse lattice spacing. As 
a result, our regulating procedure consists of integrating over frequency first and then using 
an isotropic gaussian cutoff for the spatial part of the momentum. In this way we expect to 
recover the qualitative features of the (finite) lattice theory in the continuum limit. Let us 
also mention that the only two spatially symmetric combinations of the interlayer amplitudes 
within a plaquette (see Eqn. (2.12)) are given by y 3 and tp0. 
From now on, the expressions will be given in their Wick rotated (i.e., imaginary time) 
form. Consequently q 2 = QQ + q2 + q\, where % = — «*>. We obtain (see appendix): 
C ( % ) = 2 ^ : " 27 {\ (? 2 + ™2 (1 + *)) %)} (2.29) 
fCi0)(q) = ^{m (l + 2*2 + 3*3)+|£ («»-«*) 
+ i j 0 2m2s + 4m2 (K2 + | « * ) - Si ( i + Zk*) } (2.30) 
c"w = 4&-^(^^+3^)+^w-4) 
+ \lo 2m2s + 4m2 (/c2 + | « j ) - ^ (l + 3/cj) } (2.31) 
In Eq. (2.30) and Eq. (2.31) K) = qj/q2, with j = 0,1,2. Notice that the expression 
corresponding to the channel given by <po (loosely speaking, the frequency channel) has an 
overall opposite sign to the expression for the channels given by y% and (p2 for the finite part 
of the diagrams. However, the frequency channel does not have a divergent contribution. 
This sign will turn out to be quite important for the phase diagram. 
On the other hand, To is 
&4MWW (l32) 
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At this point, in euclidean space, we have 
Z = [vbe-*-^>=°^vm>{q){X-*i){q)}v>{q) 
Ujv^Vvj exp {- J ^tfh) [A - fCi(q)\ <?,(?)} 
| -£ /k i [A-^W] | 
= e-% 
= #e-f ioexp (2.33) 
From Eqn. (2.33), the correction to the energy of the ground state due to the fluctuations of 
the fields cp's is given by 
A
* - / ^ t o [ A - 5 7 ? + 5 ( a " + 5 (« , + »'f1 + '»*y 
(2x> +/A'=^-^("'(^^+=4+CW-4 
• * * 
+ 
2m2s + 4m2 («2 + |«*) - ^ - (l + 3/c«) 
+ £ / ^ I n [ A _ ^ _ _ L { m ( l + 2 ^ + 3 ^ + i : M _ ^ 
i j 0 [2m2, + 4m2 («* + |«}) - ^ (l + 3<cj)] }] (2.34) 
We want to study the weak coupling regime, which corresponds to the case of large A in Eqn. 
(2.34). Moreover, this is presumably the only regime for which Eqn. (2.34) is valid, since as 
we show later, there is a critical value of the coupling constant at which there is an onset of 
condensation for some of the interaction channels between the planes. 
By expanding in powers of ^, to first order we obtain that the energy correction does not 
depend on the relative sign of the masses s and it is completely symmetric with respect to 
the exchange m& into my. This result remains true even when the magnitude of the masses 
are different. To second order we get 
A£<2> = fnmm + A2 J (2xf W2 J 
4 mq 4m — -- + 2?' 1 - 4m' H (2.35) 34m2 + q2 " v Q 
The coefficient of s, where s is the relative sign of the masses (i.e., of the chiralities), 
is a function always positive. Thus, a minimum in the energy is obtained when 5 = — 1. 
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which indicates that the chiralities of the planes have opposite sign. This is the main result 
of this section. Recently, Gaitonde, Sajktar and Rao[49] studied the problem of selection of 
the relative chirality by means of a perturbation theory in the inter-layer exchange coupling. 
They found that the ferromagnetic ordering was selected and that this result only appeared 
in third order in «/3. This result disagrees with ours (see Eqn. (2.35)). It is unclear to us 
what is the origin of this discrepancy. The work by Gaitonde et al relies on a rather complex 
lattice perturbation theory calculation of the inter-layer correlation effects. In our work we 
have evaluated the same correlation effects but within a continuum approximation which 
makes the computation more transparent and easy to check. We have used a cutoff only for 
the space components of the momentum transfers in our Feynman diagrams. The form of 
the cutoff that we chose closely mimics the effects of the lattice. Thus, it is unlikely that the 
discrepancy could be due to different choices of cutoffs. Similarly, the discrepancy appears at 
very weak inter-layer coupling where J3 <C |m|, where |m| is the magnitude of the mass of the 
chiral excitations on each layer. Although it is conceivable that this discrepancy could be due 
to highly energetic processes which may be treated differently by both cutoff procedures, this 
appears to be unlikely since the mass \m\ is very large in this regime. Barring some numerical 
difficulty (which is possible in such involved calculations), the absence of a correction which 
depends on the relative sign of the mass in the lattice calculation (to the same order as 
the one given by Eqn. (2.35)) points to the occurrence of a special cancellation which we 
do not see in the effective continuum theory. We have also checked our result with other 
choices of cutoff on the space components and we have always found the same effect. Only 
in one instance, when we used a relativistic form of the cutoff, isotropic in both space and 
time, we found it necessary to go to third order in J3, which resembles the result reported 
by Gaitonde et al, but even in that case we found that the antiferromagnetic ordering of 
chiralities is the one energetically favored. However, the relativistic cutoff is certainly the 
one which is most unlike the lattice cutoff. In view of this considerations, we strongly believe 
that our treatment is robust and reliable. 
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2.4 Effective Landau-Ginzburg theory 
We want to study the behavior of the low-energy modes for this system. The approach 
we are taking here is to derive an effective theory for the fluctuations of the ^-fields and 
the gauge fields. We want to study and characterize the phase diagram at the tree level 
approximation or Landau-Ginzburg approximation, and further on, investigate the effects of 
the fluctuations. We showed that there exist critical values for the coupling constants which 
possibly mark a transition between a symmetric or non-condensed phase for the ^-fields and 
a phase in which at least the scalar channel acquires an expectation value. The Landau-
Ginzburg theory to be derived in this section will allow us to study the actual nature of 
this phase transition. We expand the fermionic determinant in a gradient expansion for slow 
varying modes of the fields in which we are interested. 
We derive an effective action only for the scalar channel. This particular channel is the 
one that first undergoes a condensation, for de case of an antiferromagnetic ordering of the 
chiralities, since it has the lowest critical coupling constant with a positive value. The other 
three channels will remain massive modes and consequently they can be integrated out of 
the theory. This process will involve renormalization of the parameters of the system but 
it will not affect dramatically the underlying physics. On the contrary, the scalar channel 
effectively undergoes a transition as the critical value of the coupling constant is approached 
and crossed. The bosonic excitations become massless at the transition point and we want to 
study the physics on both sides of this transition. We use the following definitions A+(x) = 
A£(x) + Au(x) and At(x) = A£(x) — Ay(x) for the in phase and out of phase gauge fields 
respectively. The covariant derivative is defined as V^ = d^ — i A~. 
The details of the calculation are described roughly in Appendix C. The following effec-
tive action is obtained by Fourier antitransforming the contributions of the 1-loop diagrams 
up to order jf, where N is the fermion species number. This includes bubble diagrams with 
up to four legs, since each of these legs represents the fluctuating part of either a matter 
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or a gauge field, which has been previously re-scaled by a factor -4^. The loop integration 
adds a factor of N coming from the number of fermions propagating in the loop. From these 
diagrams we keep terms up to second order in the external momenta. In real space we find 
various terms; we get a contribution involving only the gauge fields which we call S^lge. 
This arises from the fermion loops corresponding to the propagation of spinon-hole pairs 
inside each plane, without mixing. It contains the usual square of the field strength tensor 
and the induced Chem-Simons term. In the A(+)- A(_j coordinates this term is off diagonal, 
since the sign of time reversal invariance is opposite between the planes, 
%,.(*) = T ^ / * ^ (*w(*>4->(*> + *w(*>4+)(*>) 
The following term has a free part for the field <p and another part coupling this field to the 
gauge fields. A term coupling the gauge invariant current for the matter field y to the field 
strength tensor of the in phase gauge field is also present. 
5?'<*> - 5H/*,[(*+>-<")«"')(»'->w)»"i 
-3&lW^%M'(-'M (2-3T) 
In Eqn. (2.37) we have defined the current operator for the field y as 
j{-\x) = i (</(a)&y(z) - <p(x)dx<p'(x)) + ^=AJf}(x)fo(*) | a (2.38) 
Notice that all the terms are manifestly gauge invariant as it should be, since this symmetry 
was present before we integrated out the fermions. Notice also that the matter field couples 
only to the out of phase or relative gauge field. This is consistent with the symmetry of plane 
exchange which remains intact if the magnitude of the fermion mass is the same on both 
planes. In other words, the original theory was invariant under the exchange of AL and Ac 
and the sign of the masses. This invariance should remain at this level for our approximation 
to be consistent. However, A(_) changes sign under this operation. This amounts to reverse 
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the sign of the charge, or charge conjugation and consequently (p has to be conjugated. This 
renders the covariant derivative term and the gauge invariant current unchanged. On the 
other hand, F^ is invariant under plane exchange. All the other terms are even on A(_) and 
our effective action verifies the plane interchange symmetry. Finally, from the contributions 
coming from the four leg diagrams which are of second order in the external momenta we 
can derive the following higher derivative terms 
S™(x) = ^ ^{/«b3|2)=y(*)|: _ | / ^ ( % , % M x ) r ({I^^Mz)) 
We also get a self interacting term for <p given by 
In Eqn. (2.40) above, we use the definition for gc introduced in section 2.16, i.e., j - = — order to re-write this effective actio  in a simplified way we introduce some field re-scaling 
and define the following coupling constants, 
¥>(x) = V ^ r H ^ ( x ) ; Af_}(x) = v^Af. , ; m2 = 47r|m| Q - yj ; A = ^ ; 
By plugging all of these in, we obtain 
Caauae = | ( f W ( x ) A ^ ( x ) + F<->(x)A*+)(x)) - ± (F2+)(x) + *?_,(*)) (2.41) 
where f\ = t^xF^ is the dual of the field strength tensor. We also get a Lagrangian density 
for the field <j> given by 
C+ = Wd^ - m2\<f>\2 - AM4 + Ci (2.42) 
where 
d = t (^"(x)8^(x) - ^(x)a^"(x)) [A(L;(x) - Gx%(x)j 
+ 1^(41' [*?-,(«) ~ 2GAift)(x)A<T)(*) + 5 (± /?_,(*) + i F2+)(x))] (2.43) 
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m Eqn. (2.43) we dropped the higher derivative terms which appear in Eqn. (2.39), except 
for the antisymmetric parts which involve renormalizations of the (different) effective charges 
for the in phase and out of phase gauge fields. 
2.4.1 Symmetric phase 
In this section we want to study the physics of the regime in which there is no condensation 
of the field <p for the effective theory derived in the previous section, i.e., where <f> has a 
vanishing vacuum expectation value. This phase consists of the bilayer system with relatively 
opposite broken time reversal invariance between both planes, but the difference with the 
case of decoupled planes is that they are now linked through the fluctuations of the field o. 
This field represent a massive boson like mode with mass given by mo defined in the previous 
section by 
2 1 1 vF A p A 
m
° = -g-7c = j2aWr2^=Z2aT3-2^ ^ 
The magnitude of this mass measures the distance to the critical point. In this phase we are 
on the side of the transition in which m2, > 0. It clearly corresponds to a weakly interplane 
coupling regime, i.e., the limit of small «/3. The ^-field can be integrated out to get an 
effective action for the gauge fields only. However, for our approximations to be consistent 
we need to assume that m2, is much smaller that the fermion mass m. In other words, our 
results are valid on a window not to close to the phase transition (where <f> becomes massless 
as g —• gc and mo —• 0) but also not too far from the transition so that the mass of the 
collective mode represented by <f> never becomes comparable to the fermion mass. 
We are going to show that there is no renormalization of coefficient of the Chern-Simons 
terms that had been induced by the fermionic fluctuations on the planes, arising from the 
fluctuations of <j>, at least to order jj. There are "charge" renormalizations in the sense 
that the coefficients of the field strength tensor for both A(+) and A(_) get renormalized. 
Furthermore, we will show that the spectrum of low energy excitations in this phase has two 
massive photons, whose masses do not violate the gauge symmetry but they break parity and 
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time reversal invariance, and are very effective in taming the fluctuations of the gauge fields. 
hi a sense we still have pretty much the same physical picture corresponding to two decoupled 
chiral spin liquid with opposite relative breaking of time reversal invariance. Consequently 
we will still have deconfined spinon as the elementary excitations of the system. The issue 
of the statistic of the quasi-particles is a little more involved as we discuss below. 
Starting from the effective action derived in the previous section we can integrate out 
perturbatively the field <p. This gives a result valid within the region of applicability of the 
gradient expansion. 
The integration over <f> gives the effective action (for small A„) We have, 
/%>#%" exp %,9(&A„) 
= exp (iSgauge(AJ) J V<pV<t>* exp i J dx3^ (l + id - i (£,)2) 
= Z0 exp (iSgauge){l + i( i (fdrf - 4>d^')) [Af_, - GAF{+)] 
+ ' ( w ' ) [ 4 - ) - ^ % A ( - ) + G ( | ^ - r l ^ 
- \(i2 (fd^ - tdrf) (<f>'du<f> - 4W)) [Af_, - GAF{+)] [Af_, - O x F ^ S ) 
The cumulant coefficients can be computed in the usual way[6] to find 
i (1441=) = -Jtf-T^l = " #*f " <^M (2A6) 
and 
- \ ( ( i (<f>'dx<f> - tfxf)) («if*,* ~ tW))) = (#«», + -^\m\) 9xv (2.47) 
Both integrals in Eqn. (2.46) and Eqn. (2.47) have a linear ultraviolet divergence and need 
to be regularized. One can use any of the usual regulators, for example Pauli-Villars or min-
imal subtraction (which is equivalent to an analytical continuation of the negative argument 
gamma function) However the finite part of both integrals after we treated them with the 
same regulating scheme is exactly the same but with opposite sign. This should be the case 
since it is required to preserve gauge invariance. In other words, we cannot generate a AftA'1 
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term in the symmetric phase because such a term would manifestly break gauge invariance 
and we know this is not the case. Therefore, the term AxAx x (|^|2) in the r.h.s. of Eq. (2.45) 
should cancel exactly (and it does) the term AA A" x (i2 (<f>mdx<f> - 4>dx<pm) (<t>mdn<f> - <f>dr,<f>")). 
Notice that for the same token the term which could have given a renormalization of the 
cross Chem-Simons terms get canceled. In a sense, it is also gauge invariance which prevents 
the cross Chem-Simons terms to get renormalized. 
A minimal subtraction procedure will consist in the complete removal of the singular 
part. In fact, any cutoff procedure which preserves gauge invariance would work as well. It 
can be shown that our regularization prescription is entirely equivalent to the introduction of 
a gaussian spherical cutoff in the imaginary frequency (or Euclidean) reciprocal phase space. 
A term of the form exp [—(^)(?£ + mj,)] does the job for us. One should be aware however, 
that this cutoff is not exactly the same used in sections 2.2 and 2.3 since there the cutoff was 
gaussian isotropic on the spatial components of the momentum but the frequency range was 
unbounded. Here that cutoff procedure would not work because it breaks gauge invariance. 
In sections 2.2 and 2.3 gauge invariance was not at stake and we were trying to implement 
a regularization that resembles closely what happens on a lattice. It should also be noticed 
that, although apparently the same field tp is involved in both cases, we were dealing before 
with ultraviolet divergences of a fermion loop integral, while here the field propagating is 
the bosonic field <p itself. In other words, we were dealing in the previous sections with the 
self-energy of the field ip while here we are dealing with the self-energy of the photon or the 
gauge fields. Finally we do get renormalizations for the F2+) and F2_j terms. 
After this procedure is applied, we are left with the regularized (finite) form of Eqn. 
(2.45) 
Zreg = « p ( i S M ) { l + £ | m | | F ( 2 _ ) + | F ( 2 + ) - 2 G 2 A F ( 2 + ) } 
* exp(i fdx3Ceff) (2.48) 
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where 
" (ff-cMfJ^-fi-^Hjf-Mi])^, (2.49, 
In Eqn. (2.49) we used that FJ^Ffa = 2F(2+). 
We now explore the energy momentum dispersion relation. The low energy collective 
modes are fluctuations of the gauge fields. We will show that there exists a photon-like 
mode but it is massive. This is of great importance for the survival of spinous in the energy 
spectrum (see for example ref. [6]). The regularized (finite) theory has the form 
Seff (A„) = Jdx3 [ - c_F(2_) - c + % -r ^ „ A (%Af_) + fplAf+ )) ] (2.50) 
where c_ = J , , (N — 2); and c+ = ^ . (Af — 1). In momentum space we have 
= | A£(p) [ c o ( p V - pMp„)I° 6 + C3(p29ltv - p»pv)T% b + / eoe^yT? 6] A? (2.51) 
with a, 6 = (—), (+) and p,y the usual Lorentz indices, Co = — (c_ + c+), c3 = — (c_ — c+) 
and ico = —* f • 
This is a bilinear form in A£ and the propagator for the gauge fields is just the inverse 
of the matrix shown in Eqn. (2.51). However, this matrix is singular unless we fix a gauge. 
This is so because the gauge field propagator (A£ AH is not a gauge invariant operator and 
does not have a physical meaning unless we are working in a particular gauge. We need to 
add gauge fixing terms in order get the propagator. We may add for example, — £ (d^A^J 
and —^ (dftA^J , which in momentum space take the simple form —\Pv.pv and —^p^pu-
The three operators PM„ = p„p„, (?„„ = p2</„„ and K^ = eMA*pA satisfy a closed algebra, and 
now the matrix can be inverted. After some lengthy though fairly straightforward algebra 
one gets 
D(c,c+,6,a,f)=^j%(_, ^ + , j (2.52) 
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given by 
i i ^ , w = ^, (-, = ^_2__^ p -__ 
(2.53) 
(2.54) 
(2.55) 
where we defined 
1* = ^ 9
2 8T\m\9 4 \m\ (2.56) 
64 C.C+ ^ _ 2 ) ( ^ _ i / 6 ) / ( l - &)(! - ^ ) 
as the "photon" mass [50]. To leading order in jj we can rotate back to the A&, A\j coordi-
nates to get (in th Lorentz gauge a = /3 = 0) 
DLL = 64%-—|m 
N* y-m Ph 
and 
Duu = 647r — \m 
(2.57) 
(2.58) N< lp2-M2h 
To next order in j§ corrections we find additional off diagonal symmetric mixing terms. 
2.4.2 Broken symmetry phase 
In this section we want to study the phase where the matter field <f> condenses. Let us 
assume that we went through the critical point into the phase where m2, in Eqn. (2.44) 
becomes negative. From Eqn. (2.42) we now have another possible solution with finite (<p\. 
which actually minimizes the energy. This is the usual non-trivial solution for a double-well 
effective potential of a <f>* theory. When m2, becomes negative, the solution <f> = 0 now 
becomes a local maximum instead of a minimum. The value of the new local minimum can 
be obtained by minimizing Eqn. (2.42) to be <$j = — ^ , where we are using the definitions 
given in section 2.4. If we plug in this constant value of <f>o, Eqn. (2.43) becomes 
Ci = t2 A2_,(x) - 2Gj%(x)A(-)(z) + G ( i F2_,(x) + ± F2+)(x))] (2.59) 
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As in the symmetric case we have 
4 . „ „ = | ( f M = ) 4 - ) ( = ) + Ft\*)At+)i*)) - ^ ( % W + F^(x)) (2.60) 
Now our effective action for the gauge fields reads 
& „ ( & ) = Jdx3[4>2 A2_} + ( | -4>2GA} e^x (f%A{L) + FftA^) } - c i ? . , - c+F2+) 
where the new coefficients are 
(2.61) 
«~i!~i£f"* (2'62) 
where now m2, < 0 
1 «G_ N 
4e2 ™ 2 64ir|m c- = T & - ^ f = Z & 3 ( l + ^ | ) ; (263) 
^=^-4=^(^4*; 
and we define KQ to be 
/CQ = -2.(f-^)=-.£(1 + I=|)=-.l(1+i=|) ««., 
We still need a gauge fixing term for A(+). In this way we recover the structure of Eqn. 
(2.51) with minor changes. The photon mass has changed to 
Af„/, = H l 6 r o 2 H 3 * 4 w H 3 <2-6> 
The propagator for the out of phase field A(_) still corresponds to a massive field, which also 
has a longitudinal component 
m
m
 = -3 L.d-AJ-)(. -3L*L) l 
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OHM . ** - , . , ? ( t + £) _L_ J^ / - J ^ (2.69, 
Eqns. (2.67),(2.68),(2.69) give the propagators of the gauge fields in the condensed phase. 
By assumption m2, is a small parameter, since our approximation is valid for the vicinity of 
the phase transition where m2, is small (in units of the fermion mass) measures the distance 
to the critical point. Notice that, in this phase, the expansion in powers of jj has become 
an expansion in powers of this new parameter. This is consistent with our approximation 
because a gradient expansion amounts to an expansion in powers of an inverse (large) length 
scale, which in our case is set by the fermion mass or, in other words, by the spinon gap of 
the decoupled system. On the other hand, the "photon" mass is fairly large in this phase. 
We conclude this section with a qualitative description of the excitation spectrum in the 
Broken Symmetry Phase. Let us look first at the gauge excitations. In looking at Eqn. 
(2.68) we notice the existence of a massless gauge mode in the spectrum. The existence of 
this massless mode implies that any excitation which couples to the A(+) component of the 
gauge field experiences an effective long range (logarithmic) force mediated by the massless 
mode. In particular, the spinon excitations of the individual planes (which are semions in the 
unbroken phase) become permanently confined by the massless gauge fields. Recall that the 
logarithmic force is actually replaced by a confinig potential due to the strong fluctuations 
of the gauge fields dominated by monopole-like configurations [6, 90, 53]. In a sense, this 
makes fractional statistics unobservable since the quasi-particles which were able to bear it 
are no longer present in the spectrum. This spectrum is consistent with the fact that the 
statistical parameter 9 is not well defined anymore in this phase (it is no longer a topological 
number) since, as can be seen in Eqn. (2.61) it is now modified by a term proportional to 
the magnitude of the order parameter fa. Also, in the broken symmetry phase, the time 
reversal breaking mass coming from the coefficient of the Chem-Simons term is no longer 
effective in controlling the fluctuations of this particular mode. Actually, in this phase, the 
Higgs mechanism that takes place conspires to give a mass to the gauge field A(_), breaking 
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spontaneously its gauge symmetry, while leaving the in phase field A(+) untouched. In 
some sense the breaking of the phase symmetry enables the in-phase gauge field to become 
massless. 
This phenomenon is in striking contrast with the conventional Higgs-Anderson mecha-
nism in which a spontaneously broken symmetry renders a gauge field massive. The remain-
ing out-of-phase component is massive and its mass is huge (see Eqn. (2.66)), i. e. of the 
order of the fermion mass. This huge mass suppresses the fluctuations of the field A(_) and. 
in this manner, it restores the broken time reversal invariance that was present in the decou-
pled bilayer system. In particular, this spectrum implies that the only allowed fluctuations 
of the bilayer system are such that the chiralities of the planes become rigidly locked locally. 
Only in-phase, long wavelength fluctuations of the chiralities are allowed. Since the two 
chiralities have opposite sign, we conclude that, in this phase, there is a local cancellation 
of the chiralities of the planes. Hence, chiral fluctuations are eliminated from the physical 
spectrum. Recall [54] that if a Chem-Simons term were to be present, the monopole con-
figurations would be suppressed and fractional statistics would become observable. This is 
precisely what happen in the symmetric phase. 
The spectrum that results from our analysis of the phase with broken symmetry is strik-
ingly similar to the spectrum of the bilayer system in the singlet phase discussed by Sandvik 
and Scalapino [92] and Millis and Monien [43]. In fact, we believe that the two phases are 
the same phase and that the broken symmetry phase is a phase with spin singlets connecting 
the two layers. 
2.5 Conclusions 
In this chapter we have reconsidered the problem of the selection of the relative sign of the 
chiralities of two planes with Chiral Spin Liquid states coupled via an exchange interaction. 
We found that the exchange coupling selects the antiferromagnetic ordering of chiralities 
and, thus, that T and P are not broken in bilayers. This result holds for both signs of the 
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interlayer exchange constant J3 . Hence, even if each plane has a net chirality, the bilayer 
system does not. Such a system will not give rise to any unusual optical activity in light 
scattering experiments. We determined the phase diagram of the bilayer system and found 
a phase transition to a valence bond (or spin gap) state. Our analysis reveals the presence of 
an unusual "anti-Higgs-Anderson" mechanism which is responsible for wiping out all trace 
of broken time reversal invariance in the valence-bond state. 
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Chapter 3 
Kondo impurities coupled to a flux 
phase 
3.1 Large-N expansion for dilute magnetic alloys 
In this section we present a brief introduction to the subject of large-iV expansion applied 
to magnetic alloys. I followed primarily the excellent review by Bickers of ref. [55] to which 
the interested reader is referred for further discussion and details. 
Dilute magnetic alloys such as CuFe and LaCe present unusual metallic behavior. At 
high temperature the impurities lead to a Curie law paramagnetism, and their contribution 
to transport properties is comparable with that of nonmagnetic impurities. As the temper-
ature goes below a characteristic energy scale (known as the Kondo scale, which is highly 
material dependent), the magnetic susceptibility saturates and the resistivity increases with 
decreasing temperature. The specific heat, the thermoelectric power and other properties 
display large anomalies without analog in nonmagnetic alloys. At very low temperature 
these systems behave like a Fermi liquid. This means that the excess susceptibility becomes 
constant (in temperature) and that the excess specific heat becomes linear in T. Various 
sophisticated techniques have been employed to study this problem. Examples include per-
turbation theory [56], scaling [57, 58], numerical Renormalization Group [59, 60], the Bethe 
ansatz [61, 62] and quantum Monte Carlo methods [63, 64]. 
Large-N expansion techniques constitute another group in which a considerable amount 
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of work has been done since the early eighties. The possibility of a large-iV expansion for 
magnetic alloys was first put forward by Anderson [65], although seminal pieces of work 
which gave conceptual foundation to the method predate these developments by as much as 
another twenty years. 
Large-AT methods are standard in statistical mechanics and field-theory. They are based 
on the observation that many theories behave semiclassically when a certain parameter 
("N") becomes large. For example, a quantum rotor behaves semiclassically in the limit of 
large angular momentum. N may represent the number of spin components for a classical 
ferromagnetic spin system [66,67]; the number of colors in quantum chromodynamics [68,69], 
or the number of electron orbitals (species or flavors) [70, 71] in strongly correlated electron 
systems. The partition function and the correlation functions may be generated by expanding 
perturbatively in 1/N. Even when N is small, such expansions may exhibit features that 
goes beyond conventional perturbation theory in powers of a coupling constant. 
In all of these problems the partition function (or the functional integral in quantum 
systems) can be written as 
Z=[e-NSW (3.1) 
The integration sums over all the configurations of the degrees of freedom and the action (or 
energy) S(a) is independent of N. This usually involves rescaling of some coupling constant 
parameters. The 1/N expansion is similar to a semiclassical expansion in quantum mechan-
ics, with 1/N taking the place of Planck's constant. All of these describe typically strongly 
coupled systems which lack a small parameter to control their perturbation expansions. 
Large-N is a natural approach to study the behavior of systems without small parameters. 
The point for the case of magnetic alloys is that the angular momentum degeneracy of the 
magnetic ion may be large, as it is in the rare-earth ions Ce and Yb. Magnetism arises there 
from the degenerate configurations of / electrons. The ground-state degeneracy (label by 
N) range from 6 to 14 depending on the importance of spin-orbit effects. Several approaches 
to the large-iV expansion have been developed: 
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1. diagrammatic expansions in 1/N from perturbation theory for strongly correlated sys-
tems [72, 73, 74]; 
2. diagrammatic expansions in 1/N from perturbation theory with auxiliary bosons [91, 
55]; 
3. systematic expansions and infinite-order summations in 1/N from variational theory 
at zero temperature [75]; 
4. infinite-order summations in 1/N from path integral equation solutions [76,91, 72, 77]; 
5. functional integral saddle-point methods and loop expansions in 1/N for the Coqblin-
Schrieffer and infinite-U Anderson models and generalizations [78, 79, 80, 81]. 
Actually all these approaches are different ways of deriving the same result. In this thesis 
we will adopt the functional integral approach since it is more powerful and general. 
The main models that capture the physics of dilute magnetic alloys are the Anderson 
model [57], and the Kondo [56] and Coqblin-Schrieffer [82] models. The Anderson model 
describes the interaction of delocalized conduction electrons with a highly localized magnetic 
orbital. Impurity electrons are strongly correlated by the presence of a Hubbard-like on-site 
Coulomb repulsion U, and mix weakly with conduction states through a hybridization matrix 
V which in general, is energy dependent. When the impurity orbital has only spin degeneracy 
the Hamiltonian of the Anderson model is 
Ht, = Y. *<r(k)cl(k)Ca(k) + £ 6^44 + ffifrftdfrfi + E V(k) (cUa + h.C.) (3.2) 
k,tr <r ka 
Here e*(k) and e^ are the energies of the conduction electrons and the impurity respectively. 
Similarly c£(k) and d\ are the creation operators for a band fermion and an impurity fermion. 
When the Hamiltonian of Eqn.( 3.2) is generalized to treat impurities with orbital degen-
eracy, new forms of the on-site Coulomb interaction and the hybridization are required [82]. 
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In this case, the simplest Anderson Hamiltonian is 
HK = Y 4.(6)4.(6)4.(6) + E «/•»£/» + U Y $J-&f* + Z ^(6) («4/« + A.c) 
k,m rn m>m' fc.m 
(3.3) 
Here cm(6) and /£ create spherical-wave states of fixed total (j) and orbital (/) angular 
momentum. The degeneracy in the magnetic quantum number m is N = 2/ + 1. 
In the limit U —*• oo, the only possible impurity configurations are empty and singly 
occupied. Hence there are N +1 configurations |0 > and \m >. The model simplifies to 
HK = £ e / m | m >< m\ + £ V(6) (<£(6)|0 X m\ + 6.c) (3.4) 
The s-d, or Kondo Hamiltonian [56] is obtained [83] as an effective limiting case of the 
Anderson Hamiltonian for —e/ « 0 and U » V. In such situation the impurity is 
energetically forced to be singly occupied. The Kondo Hamiltonian describes the interaction 
of conduction electrons with a local impurity spin through an antiferromagnetic ( J > 0) 
contact coupling: 
# K = Y Sr(6)4(6)c(t) + J Y § • 4,(6')f*'"c.(6) (3.5) 
far kVaa' 
Here, $ is a vector of Pauli matrices, and 5 is a local spin-^ operator and J % \V\2[U. 
The generalization of this Hamiltonian for rare-earth alloys is the SU(N) Kondo, or 
Coqblin Schrieffer model [82] (J > 0) (with N = 2j + 1) 
#cs=E^(*)4 . (6 )cm(6) + J Y 4 M I « x « K W (3-6) 
fc.m kk'mm' 
where \m >< m'\ is a projection operator that acts within the impurity Hilbert space 
{|m >: m = — j , . . . , / } . The Coqblin Schrieffer model describes the interaction of conduction 
electrons with an iV-fold degenerate impurity whose magnetic configuration fluctuates. 
The parameter N does not appear explicitly in the Anderson and Coqblin Schrieffer 
Hamiltonians. However, it arises in perturbation theory wherever there are sums over mag-
netic quantum numbers in the intermediate states. In particular one wants to compare two 
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(c) # K 
Figure 3.1: Many-particle states participating in Rayleigh-Schrodinger perturbation theory 
(taken from ref. [57]). 
different possible cases. Assume that the starting point is a state with the /-level (impurity) 
empty and the Fermi sea of conduction electrons fully occupied (see figure 3.1 (a)). For the 
case of the Anderson model, one possibility is to empty one state from the band in order to 
fill up the impurity state (figure 3.1 (b)). The second one is to promote an electron above the 
Fermi surface and create a conduction hole, but keeping the impurity state empty (figure 3.1 
(c)). Both these states are possible competing states for the ground state of the interacting 
system. 
By using Rayleigh-Schrodinger perturbation theory one may estimate the stabilization 
energy of these two states to be, respectively 
'*~HiS) (37) 
and 
«*—"Hi?i) (3'8) 
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where T = TN(0)V2 and N(Q) is the (constant) density of states at the Fermi energy for a 
flat band. 
Hence, states with an empty impurity orbital are lowered in energy by amounts N times 
larger than comparable states with an occupied orbital. This may be interpreted as a phase-
space effect [84]: there are more possibilities for hybridization of an empty impurity state. 
In order to scale away the N dependence one requires that iV|Vfc|2 = 0(1), for N —• oo. In 
this way \Vk\2 = N\Vk\2/N = 0(1/N). In leading order the relevant terms are those in which 
a factor of N accompanies each V2 hybridization process. Similar arguments from Raileigh-
Schrodinger perturbation theory show that terms proportional to NJ enter the expansions 
for the Coqblin Schrieffer model, and therefore we need to require NJ = 0(1) , for N —• oo. 
for perturbation theory in 1/N to be well behaved. 
Now, what is the qualitative nature of the ground state formed when a magnetic ion 
is immersed in a sea of delocalized conduction electrons [55]? It is plausible that, at least 
in the weak coupling limit, each free ion ground state maps perturbatively onto a ground 
state of the interacting system. Therefore, the ground state would be degenerate since in 
the non-interacting system the N magnetic configurations of the ion are equivalent. 
The catch is that the local coupling in the Coqblin Schrieffer and Anderson models cannot 
be treated perturbatively. The ground state of non-interacting and interacting systems have 
different symmetries for arbitrarily weak coupling. The ground state of the Coqblin Schrieffer 
and infinite-U Anderson models is a total angular momentum singlet. In order to have a 
chance of success, perturbation theories must incorporate this fact at lowest order. 
The 0(1) approximation amounts to solving for the lowest-energy singlet of the ion-
conduction electron system, assuming the existence of no more than one hole in the conduc-
tion band. Since at most there is only one hole, the determination of the ground state is a 
one-body calculation to this order. The resulting ground state singlet is not a bound state in 
the usual sense, since it is not separated by a gap from excited states. It is in fact a virtual 
bound state or a resonance which forms at an energy scale known as the Kondo scale. 
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This scale is exponentially small in the expansion parameters. 
g = N(0)\J\ for the Coqblin Schrieffer model; (3.9) 
V2 r 
g = N(0) -.—r = —.—r for the Anderson model (3.10) 
lc/l *1e/l 
In the simple one-hole, or 0(1) approximation the ground state energy gain from conduction 
electron mixing is 
r c s , r A = i>e-1^ (3.ii) 
with D the half-width of the conduction band. 
The large-JV expansion of the Coqblin Schrieffer model using a functional integral treat-
ment was first worked out by Read and Newns [78]. At T = 0 and in the static approximation 
the saddle point equation for their functional integral formalism gives the correct form for 
the Kondo scale 
fcelk = (ej + A 2 ) V 2 = £>exp(-l/W(0)Jo) (3.12) 
here the density of states at the Fermi surface is N(Q) which corresponds to a flat band; and 
A = 7rJV(0)Vo is the effective width of the resonance. In this expression VQ plays the role of 
the hybridization in the Anderson model, although in the case of the Kondo regime it arises 
from the static approximation value of the Hubbard-Stratonovich field used to decoupled the 
quartic interaction of the Coqblin Schrieffer model (see for example [78] or [85] or section 
3.3 of this chapter for more details). The position of the resonance is also obtained correctly 
from the saddle point equations, to be 
tf « NA/T (3.13) 
Introducing 
as the / density of states, the magnetic susceptibility and specific heat coefficient can be 
shown to give [78] 
X(T = 0,6 = 0)= \((*lg2)(2J + l)Pf(0) = \${&?) (3.15) 
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2 
7 = k\ y (2J +1)/»/(0) (3.16) 
These expressions for % and 7 [86, 87] are identical to the results of the local Fermi liquid 
theory of Nozieres. 
In this chapter we will use functional integral saddle-point methods to study the Kondo 
effect in systems where the Fermi liquid picture does not hold. We have studied the mean 
field theory (or the N —• 00 limit) only, although the basis for a 1/N expansion are laid. 
In our scheme we actually have two different parameters which play the role of N. We will 
denote by Nc the number of spin components and corresponds to the symmetry group of 
the spin, which should be understood as being generalized from the usual (physical) SU(2) 
spin rotation invariance to SU(NC). On the other hand, the angular momentum degeneracy 
leads to an SU(Nf) flavor or orbital degeneracy. We give a more precise explanation of the 
meaning of flavors and their relation to the nodes of the flux phase in the following section. 
Here we just mention that we will consider impurity scattering amplitudes which may change 
the angular momentum of the fermions. 
Instead of pursuing the actual 1/N expansion in its full glory, we will concentrate in 
understanding the low temperature behavior of the mean field theory. Already the N —* 00 
limit captures the non-trivial physics of this problem while 1/N contributions provide small 
(although important) corrections. In chapter 4 we use this approach to describe the inter-
action of magnetic impurities with a superconductor with an order parameter displaying 
dj4-y2-symmetry. Both in the case of the flux phase and the superconductor, at the level 
of zero-temperature, we find a quantum phase transition as a function of the coupling be-
tween the magnetic impurity and the band fermions (normal state quasi-particles for the 
superconductor). This is due to the fact that we do not have a flat band as in the usual 
Kondo effect (see next section). The presence of this (zero-temperature) phase transition 
has a far reaching influence on the behavior of the system at low temperature. The behavior 
of the superconductor in presence of this transition has never been investigated. It turns 
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out that even at the level of mean field, the results shown in chapter 4 constitute interesting 
suggestions for experimental testing. 
3.2 Strong correlation and the Kondo effect in Non 
Marginal Fermi Systems 
It is by now well understood that the presence of a small concentration of magnetic impurities 
into an otherwise non-magnetic metallic host can affect dramatically the low-temperature 
properties of the system. The prototype of these interesting phenomena is the Kondo Ef-
fect [56, 87]. 
From the point of view of scaling, the Kondo problem is a typical situation in which a 
trivial fixed point, which describes band electrons decoupled from the magnetic impurity, is 
destabilized by a marginally relevant perturbation, the coupling to the magnetic impurity. 
This leads to an asymptotically free renormalization group flow with a ^-function which 
is quadratic in the coupling constant. Marginal perturbations appear in critical systems 
at a critical dimension. The standard s — d Kondo Hamiltonian is effectively a model of 
one dimensional chiral fermions coupled to a single magnetic impurity through the forward 
scattering channel [89]. Clearly, in this case we are at the lowest critical dimension. This 
is a direct consequence of the fact that the band electrons have a Fermi surface where the 
density of states is finite and essentially constant. Thus, the Kondo effect is ultimately due 
to the availability of states in the electron band which can efficiently screen the impurity 
spin no matter how weak the exchange coupling constant may be. 
Some time ago Withoff and Fradkin (WF) [85] considered a generalization of the Kondo 
problem to systems in which the density of band electron states may actually go to zero at 
the Fermi energy. They showed that if the density of states of the electron band vanishes 
at the Fermi energy as a positive power of the energy, the Kondo effect is suppressed for 
small values of the exchange constant and that the Kondo screening only happens beyond a 
critical value of this coupling. In fact, it is easy to see that the exponent r of the one particle 
59 
density of states, N(E) oc \E — EF\ r plays a role here quite analogous to the distance to 
the lower critical dimension d — dc'\n critical phenomena. WF showed, using a combination 
of a "poor man's scaling argument" and a large-Ar limit, that at least for small values of 
the exponent r, this is the correct picture. Quite generally, if the exponent r > 0 this is a 
non-marginal Kondo system. 
There are a number of systems of physical interest where this situation does arise. A sim-
ple example are the fermionic excitations of a quantum antiferromagnet in a flux phase [32]. 
More importantly, the normal state excitations of a d-wave superconductor (with symmetry 
d*a_^) behave precisely in this fashion [92]. In the vicinity of each node of the gap function 
(hence, the use of the term "node" hereafter), the dispersion relation for the normal quasi-
particles is linear in the momentum. Thus, sufficiently close to the node, the quasi-particles 
have an effective relativistic-like dispersion relation. In the theory of superconductivity 
(isotropic or not) [93] the dynamics of the quasi-particles is usually pictured in terms of 
Nambu spinors. For the case of a d-wave superconductor, Nersesyan, Tsvelik and Wenger 
[94] have shown that this approach leads to effective Hamiltonian for the quasi-particles 
which takes the form of a massless Dirac Hamiltonian for each node of the gap, with the 
"speed of light" equal to the Fermi velocity. (Naturally, relativistic massless Dirac fermions 
themselves always have this property.) In this chapter l we consider a model which describes 
properly the coupling of flux-phase fermions to a magnetic impurity. It turns out that this 
model can also be used to describe the coupling of a local magnetic impurity to a d-wave 
superconductor, including pair-breaking effects. The problem of a magnetic impurity in a 
d-wave superconductor will be discussed in detail in Chapter 4. 
In this chapter we reconsider the Kondo effect for nonmarginal systems. The model 
has fermions coupled locally to a magnetic impurity. The fermions are assumed to obey 
a relativistic-like dispersion law and hence a density of states vanishing linearly with the 
energy. For simplicity we consider models with just one species of "relativistic" fermions. 
1The contents of this Chapter have been published in reference [95] 
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We will refer to them as "having a single node". In particular we will discuss the case of 
an impurity coupled to an electron band that vanishes linearly with the distance to Fermi 
energy Ep = 0. This case was not examined by WF who found that the singularity structure 
changed as soon as r > 1/2. It will be shown here that at r = 1 the additional singularities 
conspire to give simple scaling laws modified by logarithmic corrections [97]. This picture is 
strongly reminiscent of a critical system at an upper critical dimension. 
As in the conventional Kondo problem, here too it is possible to construct an effective 
one-dimensional theory. However, when one carefully reduces the two-dimensional fermions 
with a relativistic-like energy-momentum dispersion to an effective one-dimensional model, 
one finds that there are at least two angular momentum channels that are always coupled. 
Thus, these are all inherently multichannel Kondo systems. In particular, it is always the 
orbital angular momentum I = 0 channel coupled either to I = 1 channel or to £ = — 1 
channel. Which pair of angular momentum channels are actually coupled depends on the 
Parity of the node (or cone) to which the channels belong. 
There are two equivalent ways to represent the dimensionally reduced model. One has 
the freedom to choose the effective one-dimensional fermions to have a local kinetic energy 
and, hence, to behave like conventional right movers. However, in this picture, the effective 
interaction with the impurity becomes non-local. The other, alternative picture, is to have a 
local coupling between right moving fermions which now have a non-local kinetic energy. In 
fact, due to phase space factors, the density of states of the effective one-dimensional model 
goes to zero linearly with energy. The linearity of the density of states reflects the fact that 
in the original problem the fermions move in two-space dimensions. It is this feature what 
drives the system out of marginality and what generates a critical coupling constant below 
which the width of the Kondo resonance vanishes. 
In all cases of physical interest, Parity is an exact symmetry. This means that the number 
of nodes (cones) is even and that there should be as many cones with positive parity as there 
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are with negative parity. In the case of both the d-wave superconductors and of the flux-
phase fermions, this property follows from the alternating signs of the gap function. In 
contrast, if either parity or time reversal were broken, all four cones would have the same 
properties under parity. However, in that case there would always be a non-zero energy 
gap on the entire Fermi surface. Thus, in general, the effective Kondo hamiltonians always 
have an exact degeneracy (angular momentum channels). The spin symmetry is the usual 
SU(2) spin rotation invariance (which here we call color). In this chapter we will work with 
the SU(Ne) generalization of this symmetry, with the physical case Nc = 2. The node and 
angular momentum degeneracy lead to and SU(Nf) flavor degeneracy. For a problem with 
one node, Nf = 2. When more than one node is considered, Nf > 2. We will also consider 
impurity scattering amplitudes which may change the angular momentum of the fermions. 
The basic and simplest model is worked out in section 3.3. 
Further on in this chapter large-JV methods are used to investigate the behavior of these 
systems near their critical coupling [78]. We find that there is still a Kondo scale once we go 
beyond this critical coupling. However, the position and the width of the resonance are not 
related anymore in the very simple way they are in the conventional Kondo effect. The most 
salient feature of these results is the presence of logarithmic corrections to simple scaling 
in all quantities of physical interest, including the zero-field paramagnetic susceptibility (at 
T = 0), the Kondo scale and the T-matrix for bulk fermions. The details are worked out in 
section 3.4. 
The large-JVg theory presented here suggests the following scenario. For small values of the 
coupling constant J, the impurity is effectively free and paramagnetic. There is no impurity 
contribution to the specific heat, and the susceptibility obeys a Curie law. In contrast, 
at large values of J, the impurity is screened by the fermions. The critical coupling Jc is 
dimensionful and scales with the energy cutoff. In d-wave superconductors this scale is the 
gap away from the nodes. Since these systems are inherently multichannel Kondo systems 
we expect that for J > Jc the impurity is actually overscreened [98]. In the language of 
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the Renormalization Group this requires a flow with two finite fixed points: one infrared 
unstable fixed point for the paramagnetic-Kondo phase transition and an infrared stable 
to describe the multichannel behavior of the Kondo phase. As in the conventional Kondo 
problem, the large-Ne theory can only describe the formation of the Kondo singlet which in 
a non-marginal system can only take place at finite coupling. In marginal Kondo systems 
multichannel behavior is found as a next-to-leading order effect in the 1/NC expansion or to 
third order in perturbative scaling [99]. In the systems of physical interest mentioned above 
where this model applies, the number of channels Nf is always larger than the number of 
colors. In such a situation one can imagine that there exists a critical number of channels 
such that both fixed points actually coincide and below this critical number the transition 
disappears altogether [100]. However this physics cannot be accessed by a straightforward 
use of the large-Ne expansion. 
This chapter is organized as follows. In section 3.3 we derive the effective one-dimensional 
impurity models for systems of fermions in two space dimensions with relativistic-like disper-
sion (flux phase). In section 3.4 we study these models in the large-N limit and determine 
their critical behavior. In section 3.5 we calculate the propagator for the band fermions in 
the N —* oo limit and use it to derive the T matrix. In section 3.6 we consider a model with 
the most general type of scattering process for fermions with only one node coupled to a 
single impurity and determine the phase diagram. Section 3.7 is devoted to the conclusions 
and to discussions of the similarities and differences between the problem we discuss here 
and the conventional Kondo problem. In appendix D we sketch the calculations of a few 
integrals. 
3.3 Mean field theory for a non marginal Kondo sys-
t em 
In this section we want to study the s-d Hamiltonian a la Read and Newns [78], with the 
difference that we are not assuming a constant density of states for the conduction fermions. 
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We are coupling an (-impurity to a bath of "relativistic" electrons, it., electrons with a linear 
dispersion relation. We assume the chemical potential for the electrons (the Fermi energy) 
is zero. This is a very special case but it will turn out to be quite important for the case of 
a d-wave superconductor as it will be discussed in the following sections. 
We start with a two-dimensional free fermion Hamiltonian with a linear spectrum and 
a Fermi velocity vp which may correspond to the linearization of a fermion band of width 
2D, where D is an energy cutoff. We will consider a model of band fermions with Nc = N 
spin components with N = 2 for the physically relevant case of spin SU(2). In general, this 
model will have a global SU(NC) "color" (or spin) symmetry. This model has a well defined 
large-AT limit. The free part of the Hamiltonian is 
Ho =
 I ( 2 ^ ^ ' ( P ) {VF?'5)* *"(?) (3-17) 
where o=% and a2 are Pauli matrices, so that 
( 0 e~i8\ P'5 = picti+p2Ct2 = p[io 0 J (3.18) 
Eq.(3.18) can be diagonalized by expanding the fields into a linear combination of spinor 
eigenstates. Let's call them u±. This eigenmodes satisfy 
VFP - au± = ±VF\P\U± (3.19) 
A particular (and convenient) choice of eigenstates is given by 
%g) = -^= and ui2) = ± ^ = (3.20) 
The fields $'s carry a spin index o* apart from the spinor index i and j which we ignore at 
this point but we shall put it back in when dealing with the interaction with the impurity 
term. 
»«(P) = Y *.- (PKA(P) (3-21) 
A=± 
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so that 
Np) = ±[CM + C-(P)} 
% ) = ^[C+(P)-C-(P)W8 (3.22) 
Now we can expand the C fields in a basis of angular momentum eigenmodes 
C±(P)= Y eim°C±.m(p) (3.23) 
m=—oo 
where m is an integer and ± indicates the positive/negative energy spinor eigenmodes of the 
Dirac equation given by Eq.(3.17). We then have 
# 0 = Y f ^F\p\[Clm(p)C+.m(P) -Clm(p)C-,m(p)} (3.24) 
m=—oo ** ^  
In real space we have 
^=rtE^r,tjm^-uM 0.25, 
To reduce to an equivalent one-dimensional problem we use polar coordinates where p = 
(p,9), f = (r,<f>) and p-r = prcos(9 — <b). By making use of the expansion 
eUco.v= g £V„( r )e , n v (3.26) 
n=—oo 
where Jn(z) are the Bessel functions. They satisfy the relations 
f2* i # „"-«*(*_*) + im9
 = r j ^ ( p r ) e ^ since J.n(z) = (-l)nJn(z) (3.27) 
Jo Lie 
Using these in Eqn.(3.25) one gets 
*iW) = f ^ ^ Yjmjrn{pr-)e-im*[U+(p)-rU-(p)} 
*,(r,# = r ^ 4 Y im+1^+i(pr)e-^+1)*[Cm,+(p)-Cm.-(p)] (3.28) 
JO 2X \ / 2 m=-oo 
At the impurity site, i.e., for r —• 0, Jo(O) = 1 and Jm(0) = 0 for m ^ 0. So, we are left 
with 
.(0) 
:(0) 
- L ? Jjt^w+^wi 
" % ^ js^W-C^WI 
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(3.29) 
This is telling us that the effect of having a cone-like dispersion relation for the fermions 
instead of a flat band will not only reduce the available density of states but it will also induce 
an angular momentum mode mixing. Even though we may regard the impurity as having a 
^-function spatial form factor as in the case of the usual Kondo effect, the coupling to the 
fermions will no longer be restricted only to the s-wave, or the spherical symmetric angular 
momentum channel. This feature will become evident in the following step. We want to 
rewrite the theory by introducing effective one-dimensional fermion operators. We use the 
radial component of incoming and outgoing waves. We find two "flavors" of right-movers 
given by 
ci(p)= y4p| W W : c2(p)= yWC+.-idfl) ; for p > 0 
ci(p) = /[Pi C-,o(|p|); c2(p) = -y/\p~\ C-.-i(bl); for p < 0 
In other words, Ci are the fermion states with angular momentum £ = 0 while c% are the 
fermion states with angular momentum £ = — 1. We summarize these mappings as 
For a system with an SU(Ne) symmetry, the s-d interaction can be written in the form 
#mp = $ l ( 0 K , $ , ( 0 ) r = * l ( 0 K g $ , ( 0 ) ft r^fs (3-32) 
where f%T*sfg is the impurity spin coupled to the electrons at the real-space position z = 0. 
For a system with an SU(NC) symmetry, a = 1,...,JV| — 1. We will use the standard 
representation of spin operators (here, the generators of SU(Ne) defined in terms of the 
fermion operators fy as f\r*sfs. If the constraint / J / , = 1 is satisfied, the impurity is in the 
lowest (fundamental) representation of SU(NC). Other representations can be constructed 
by changing the "filling fraction" of the impurity spin. Notice that, for SU(2), the only 
possible value of the filling fraction is equal to one. 
Once again we stress the fact that the angular momentum channels given by m = 0 and 
m = — 1 couple to the impurity. This is an important difference with respect to the case of 
constant density of states, where only the m = 0 channel couples to the impurity. We shall 
66 
single out these two channels from the free part of the Hamiltonian to obtain an effective 
theory by replacing Eqn. (3.29) into Eqn. (3.32) 
Heff = j f Zgvr \p\ [Ci+(P)C0.+(P) - Ci-(p)Co.-(p)] 
+ f ^ ? V F | p | [^W.CP)CM.(P) - Clx,-(P)C-1,-(P)] 
+ I f %rf ir[<W^^ 
+ Cl+(p)raCo,-(9) + CLiP)^CoA9)] S' 
+ I f % ! T i ^ ^ ^ ^ ^ 
- Cii,+(p)raC-i,-(?)-Ci1,-(p)T°C-i.+(?)] Sa (3.33) 
By using the correspondence between the C's and c's defined above we may write the Hamil-
tonian in a more compact form. Since we found that this model contains effectively two 
"flavors" of right movers, we define a flavor index / = 1,...,N/ with Nf = 2. The sys-
tem has an effective SU(2) "flavor" symmetry which originates in the unavoidable mixing 
of angular momentum waves by the impurity. Similarly, we will write down the spin index 
<r = 1, . . . , Nc explicitly. The effective Hamiltonian is (repeated indices are summed) 
** - L ^(p)4(,w,) +1 [£ gyM 4M] c [£ 4,/w 4M] Jfcwi 
(3.34) 
where a = 1,...,N% — 1. The single particle excitation energy is E(p) = vp p. Eq. (3.34) 
shows that the coupling between the impurity spin and the band electrons is momentum 
dependent. 
We note here that there is an alternative representation of this model. It may be obtained 
by, instead of rescaling the fields by a factor of J\p\ as we have done here, defining a new 
momentum variable k = p2 (an later extending k to (—oo, +oo)). In this form, the effective 
Hamiltonian becomes 
- -£§*M4C*K«+§ [£§ H -~ [££**> flrleh (3-35) 
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In this case E(k) = sgn(fe) y/k. In this representation, the interaction becomes local at the 
expense of a non-local kinetic energy. In fact these two representations are equivalent and 
are the only ones compatible with local (anti)-commutation relations for the ^-fields. This 
is the representation used by Withoff and Fradkin [85]. In this chapter we will not use this 
representation of the model. 
We may now proceed to study this theory with a functional integral formalism[78j. The 
Lagrangian, in imaginary time, is 
£W
 - £ £ * « (£ + *«)*« 
+ £[£*Vw4M]c[£iV&*M]>i*/» 
+ti (J; ~ k) U + f,(r) {ft U - Qf) (3.36) 
In Eqn.(3.36) we have defined J0 = g(Nc/2). We have also included a magnetic field h 
which we will choose to be a diagonal matrix ha and it will be defined below. The Lagrange 
multiplier field e/(r) has been introduced to enforce the constraint of charge (occupancy) Qf 
at the impurity site. In principle, the partition function separates into a sum of subsectors 
each of which is characterized by an impurity occupancy Qf. 
Following the standard large-JVC decoupling approach of Read and Newns [78], we write 
the spin operators in terms of fermions and find an effective four Fermi interaction. This 
interaction can be written in a simple form by making use of the well known identity, which 
holds for the generators of SU(NC) 
Y C ?& = #c W « * - *«A/J (3.37) 
A Hubbard-Stratonovich (H-S) transformation is now introduced to decouple the fermionic 
quartic term which arises from this expansion. Up to an integration over the H-S fields ipi(r) 
and <p*(r), Eqn.(3.36) is equivalent to 
r ( r ) =
 /12KW ( j ; + %)) %(p) + / ^ ^TW (^M^W + y,(r)cL(p)A) 
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+ j;YMr)\2 + ti(£-K + *Ar))f* - QM*) (3.38) 
Eqn.(3.38) can be rearranged, by field shifting and completing squares, in the form 
C'(r) = j f * 4(p)+vr(i-)^(r)Vbf(|: + ^ (p)) 1 ( J ; + 2(P)) 
k(p) + ( £ + £(P)) VbfwW Mr) 
-r fl(r) ^-^+^)-^) / I# w(^ +%))"^ ( r)\U 
+ ^Elv<M| 2 -g /e / ( r ) 
J
o t=i 
(3.39) 
We now obtain an effective theory for the fields e/ and <pi by integrating out the fermions. 
The partition function is given by 
where 
Z = J Df* Df Dc* Dc Def D<p Dtp' exp(-Jdr£(T)) 
= ZQJD<pD<pmDef exp(-Seff) 
Z 0 = e x p NeNfTrf^log(Jt + E(p)\ 
(3.40) 
is the partition function of free fermions. The impurity part of the effective action is 
iVe 
Seff = - £ T r l ° g 
< r = l 
Nf | - k
 + £ , -5>;M/§lpla^*>.( r ) 
+ /*(x( | k" p ) -^ ' ) (341) 
Here we stress that the model of physical interest has Nc = 2 and Nf = 2. 
The effective action of Eqn. (3.41) has the standard form of reference [78]. The key 
difference here is the form of the free fermion Green's function which in this problem has a 
relativistic form. For the usual Kondo problem the magnetic impurity is coupled to system 
of band electrons with a constant density of states at the Fermi surface. In the model 
that we discuss here, the density of states of the effective fermions (the "right movers") 
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is still constant but the interaction with the magnetic impurity has an explicit momentum 
dependence. This momentum dependence is such that the effective coupling at low momenta 
becomes arbitrarily small. We will show below that up to a critical value of the coupling 
constant Jo there is no Kondo effect. This is in fact the result of reference [85]. Notice 
that the momentum dependence of the interaction, is a direct consequence of the relativistic 
dispersion. Should any finite density of states arise, either by effects of a chemical potential 
or induced by disorder, a crossover to a conventional Kondo effect will occur. There is 
an important physical case in which a finite density of states is precluded by reasons of 
symmetry, and the Fermi energy has to be locked at zero. This is the case of the d-wave 
superconductors which we will discuss in Chapter 4. 
We now consider the Ne -*• oo limit. Here, large Nc means the limit in which the rank of 
the group of spin rotations becomes large instead of being SU(2). To proceed with the 1/NC 
expansion, we look first for static solution for <PI(T). From the SU(Nf) flavor symmetry of 
the effective Hamiltonian, there is a manifold of solutions which span the group SU(Nf). 
Clearly, all the solutions break SU(Nf) spontaneously. As in all impurity problems, it is 
impossible to break spontaneously a continuous symmetry of bulk fermions by coupling 
them to an impurity, which has a finite Hilbert space. Thus, this apparent spontaneous 
symmetry breaking is an artifact of the Nc —*• oo limit. In fact, we expect that it will 
already be restored by the leading 1/NC correction. This is precisely what happens in the 
large-AT approach to the conventional Kondo problem [78]. Thus, quantities which exhibit 
this apparent spontaneous symmetry breaking will get strongly corrected already in the next 
order in 1/Ne. 
In what follows we will seek a static, symmetric, solution of the form <pi(r) = %%,. We 
will now derive the form of the Saddle Point equations which will determine (p as a function 
of Jo and of the filling fraction of the impurity Qf. 
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First we need to compute 
•M—fgttzx+j (342) 
By working in imaginary frequency we automatically get the time-ordered expression form 
for Eqn.(3.41). To compute Eqn.(3.42) we introduce a lorentzian cutoff function f\(p) and 
extend the integration over p to ±00. We have 
We can go back to Eqn. (3.41) which now reads 
(3.44) 
where 
and the magnetic field h has been set to zero. The saddle point equations are 
where we should understand the integral as computed using some convenient adiabatic cutoff. 
The non-trivial solution for <p0 is given by 
r*" 2 w2 /(w2 , A2) (1 - Nf\<p0\2 /(w2 , A2)) T--r 
Jo Jo 
2 (3.47) 2TT
 ej + w2( l -#,W2 / (w2 ,A2)) 
It will prove useful to define the dimensionless variables x = f and v = ^ p . The saddle 
point equations Eqn.(3.46) and Eqn.(3.47) now read 
Qf . [°°dx V/ , , f°°dx v (3.48) 
and 
i - - j & r * & k - * & ) ^ : ^ y ™ 
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where A = Nf\<p0\2/irvp. 
There exists a critical value for Jo, which we define as the value of Jo at the point where 
(pa departs from zero, for vanishing 6/ [85]. It is given by 
% = - f T'K) = - ( ^ f i&'°s= = (J^ f T (3M) 
In the next section we use the SPE to extract the critical behavior of the system near Jc. 
3.4 Static approximation: scaling and energy scales 
In the previous section we obtained the saddle-point equations (SPE) for this theory; how-
ever, these SPE have a singular behavior around the point v = 0, A = 0. In particular, an 
expansion in powers of A for small A is not possible for v —*• 0. In this section we want to 
investigate in further detail the behavior of the SPE and the scaling behavior of A as we 
approach the critical point. We will find that, opposite to the situation in the usual Kondo 
problem, there are now two independent energy scales for A and v. 
We go back to the SPE expressed in their original form 
- ^ . I p . - — ^ — , (3,1) 
and 
where A = Nf\<pQ^/irvp and g0 = AJ0/(irvp)2. 
In Eqn.(3.51), the integrand is the equal time propagator for the impurity, with the 
integration variable x being the imaginary frequency scaled by the band electrons cutoff 
A. This equation sets up a scale for a crossover between two different behaviors, in much 
the same way as in the usual Kondo effect the imaginary part of the band electrons Green 
function sets the scale of the Kondo temperature. 
In the case of the usual Kondo effect, the expression equivalent to Eqn.(3.51) is 
- % « * ' » - I f * * + (,"+Ay ,3'53' 
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The case Ne — 2 is, in a sense, a limiting case as can be seen from Eqn.(3.53). On one hand, 
the r. h. s. of this equation is a positive function. This fact forces sgn(e/) to be negative in 
order to have a solution. However, even in this case one gets 
Qf — = arctan I -j—r j — arctan h—rj (3.54) 
where A is some electron band cutoff. This suggests that for Qf = 0, the impurity level |e/| 
has to approach zero. However, if Qf = 1, there is no solution, since x/2 — arctan(A/|e/|) 
is a strictly positive number. Now, if Nc is an integer bigger than 2, and letting A —• oo, we 
find 
<I-B=™'4i&) (3M) 
Here we can distinguish two different regimes: Qf/Nc —• 1/2 which corresponds to the case 
A « |c/|, and Qf/Ne -+ 0 which corresponds to |e/| « A. 
However, for the system being discussed here, the situation is a little different and, 
actually, more complex since, as it turns out, now there are two different scales involved. In 
principle there is a scale set on x by A at the point where 
If the value of the frequency (and therefore of x) is small enough so that i 2 < 1, we can 
approximate 
x « exp (- i ) (3.57) 
For A small enough, the approximation is consistent. Working on this idea, we split 
Eqn.(3.51) as 
Qf 1 f-1'* , v 1 /°° £ = 1/ d* / ,
 N l + i f 
Nc 7T Jo „2 i , 2 f l _ A J2K£.\ %" Je~i 
dx 
= h + I2 (3.58) 
where we have used the fact that the only solution consistent with Qf/Nc < 1/2 has e/ < 0. 
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The SPE for A may be treated using a similar approach. Eqn.(3.52) can be split into 
I[ and I'2, where the first one is the corresponding integral up to e - 1 / A , and the second one 
takes over from that point to infinity. Again we are interested in the small A and small v 
regime. The computation of the integrals Ii, I2, and I{, l'% is summarized in appendix D. 
We will be interested in the following limiting cases: 
In the regime in which v « e~1^ « 1, with u, A « 1, the contribution from I2 
is neglegible and %£ « £ e1/* or v « x §£ e~1?* « e~1'*. Thus, in this regime. 
^f « 1. In this limit, the leading term from the other SPE is going to be (see 
Appendix D, Eqn.(D.17)) 
K-a-^Wi] (3.59) 
This gives 
A « 
log T-* 
log log 
log2 
[(•*)•] 
4-i 
+ (3.60) 
and 
Nc < * 
log 
(3.61) 
We now consider the opposite regime, e~ l/A « v « 1, where we obtain 
e - l / A ^ . J , ^ „ ,.(!)- (-%+« _ » ,-v* it I _ |. 
In this regime, clearly jf- —• | and the other SPE gives 
1 jr2 x . 
— ss — -f — i/logi/ 
fiTo 4 2 
(3.62) 
(3.63) 
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We can get a solution for v by iteration on Eqn.(3.63), 
1 
log Wt). 
* V 4 9oj (3.64) 
Using Eqn.(3.62) we get v which, after being replaced into Eqn.(3.63) gives a scaling 
form for A in this regime 
,1 /3 m-m^-w-^ L»(*-i)J (3.65) 
Thus, 
% log 
l i - i / 
LKf-^)(K&-%)) 1/3 
loglog[Hf-^)] - 1 j " " l» \ « 90/1 
/ * [?(*-* ) (i(i-ft)) 1/3 1 - 1 
(3.66) 
Notice that, for the physical case Nc = 2, the two regimes Qf/Nc « 1 and Qf w Nc/2 are 
identical. Only as Ne grows large it becomes possible to distinguish one case from the other. 
However, in the case Qf w Ne/2 the magnitude of A appears to go to zero as Qf —*• Nc/2~ 
even though the critical coupling is independent of the value of Qf. In contrast, in the case 
Qf/Nc « 1 such unwanted feature is not present. It is worth to note here that, in spite 
of this apparent difficulty, we will show at the end of this section that the zero-temperature 
susceptibility at zero field has the same behavior in both regimes. Thus, this difficulty is not 
physically relevant. For simplicity, we will use the case Qf/Nc « 1 to extrapolate to the 
physically meaningful case of Nc = 2. 
We can use these results to derive the /^-function for the coupling constant <7o in the limit 
Nc -* oo. In order to do this we may use Eqn.(3.63) for the regime in which jf « j , or 
Eqn.(3.61) for the case jf- —• 0. Starting from Eqn.(3.59) we may replace A in terms of v 
to obtain 
7T2 1 
— — — w a v (log a — log J/) (3.67) 
4 go 
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Figure 3.2: Beta function for a non-marginal Kondo system. 
where ct = Tjf. The /^-function keeps track of the flow of go as the cutoff A is decreased 
from very large values (infinite bandwidth). Hence, 
fi{go) = - A d go 3A (3.68) 
In both limits Qf/Nc -*• 0 and Qf/Nc -> 1/2 we find 
0(9o)= -9o + — 9l 9c (3.69) 
where — = ^ . 
We immediately see (see figure 3.2) that there are two fixed points: (a) a stable fixed 
point at go = 0 and (b) an unstable fixed point at go = gc. The stable fixed point 
represents the weak coupling phase in which the fermions are decoupled from the impurity 
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and the impurity spin is unscreened and there is no Kondo effect. The non-trivial fixed 
point at go = gc separates the weak coupling phase from a strong coupling phase that, in 
principle, should exhibit a Kondo effect. This unstable fixed point can be regarded as the 
usual marginally unstable fixed point of the standard Kondo problem, now pushed to a finite 
value of the coupling constant by effect of the reduction of the density of band states. Hence, 
in the present case, the interaction has to become strong enough so as to overcome the effect 
of the depletion in the number of states available in order to produce the Kondo screening. 
Thus, for systems with a small coupling to the impurity, there will be no Kondo screening 
and we should expect a decoupled impurity behavior. 
If go > 9c, the system is in the Kondo screeening phase. We may define a Kondo scale 
TK for the regime g0 > gc. From Eqn.(3.59) through Eqn.(3.61) we see that, in terms of the 
physical parameters of the theory we have 
*-"-•$'(^wwkMr ,3-7o) 
The results found here generalize the work of WF [85]. In that work the case of a density 
of states which vanishes linearly was not discussed on account that the structure of the 
singularities was not smoothly connected with the case of a constant density of states. The 
results of this section show that the main difference is the presence of logarithmic corrections 
to scaling in all the physical quantities. The case of a magnetic impurity coupled to a Fermi 
system with a linear density of states seems to be analogous to the behavior of critical 
systems at their upper critical dimension. In contrast, the case of the constant density of 
states is the analog of a critical system at the lower critical dimension (marginal instability). 
The closest analog to this problem is the critical behavior of the Gross-Neveu Model in 3 + 1 
(space-time) dimensions [101]. 
The results that we find here hold for the simple regime of large Nc which does not describe 
correctly the dynamics of the system with more than one fermion flavor. At this leading order 
in 1/NC, the existence of several channels is only reflected into a trivial degeneracy and it 
does not lead to any new physics. However, as has been shown by Blandin and Nozieres [99], 
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already the leading corrections in 1/NC will lead to non-trivial behavior in the "screened" 
phase, go > gc: In the standard Kondo problem, this behavior was confirmed by both the 
Bethe-Ansatz solution [98] and Conformal Field Theory [102]. We note here that, due to 
the non-local character of the effective one-dimensional theory discussed in section 3.3, it 
is not possible to use neither the Bethe-Ansatz nor Conformal Field Theory to study the 
non-critical Kondo problem that we discuss here. Nevertheless, we expect that the physics 
of the phase with go > gc should be similar to that of the conventional overscreend Kondo 
problem. We also note that, in a more realistic model, one expects four nodes with two 
nodes of each chirality and, hence with more flavors and a more pronounced overscreened 
behavior. 
We close this section with a discussion of the zero-field susceptibility for this model. The 
coupling of a magnetic field only to the impurity spin has the form of a Zeeman term 
< r = l 
Here, ha are the elements of a suitably chosen SU(Ne) diagonal generator, which also includes 
the appropriate normalization factors so as to set the Bohr magneton to one. We will need 
to ensure the tracelessness of the generator, and we can do so by keeping all the elements of 
order one with alternating signs. In this way we prevent the case of overpopulating one of 
the states that the Zeeman term splits with respect to the others, i.e., we explicitly avoid 
cases like the one with Ne — 1 elements being —1 and the last element being Nc — 1. This is 
an important consideration to care about if we want to study the magnetic field crossover. 
i.e., if we were interested in obtaining the susceptibility at finite field. This was discussed in 
reference [103]. However, we will be interested only in the zero-field susceptibility and it will 
be sufficient to assume all the hv to be ±.h, so that the sum of their squares gives a factor 
of Nc. The magnetization M is given by 
M
^
nkf
'
) =
 4fXJ-iu{1-NA^n^))-L (372) 
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The susceptibility at zero field is 
dM 
X\h=0 = -Qk- , £ [l _ | A r dJL / , (3.73) 
h=0 
Once again, we consider two regimes: Qf/Nc —• 0 and Qf/Nc —» 1/2. We discuss only the 
regime go > ge since the susceptibility is infinite below ge , where the impurity is unscreened. 
For §4 « ^ e x / A , we get 
F o r % a I - ^ e - 3 M , w e h a v e 
Once again, we find logarithmic corrections to scaling. 
We see from Eqn.(3.75) and Eqn.(3.74) that the zero-field susceptibility %(0), at zero 
temperature, has a behavior consistent with the general picture described above. It is finite 
for go > ge, but diverges as go approaches ge. This is consistent with the impurity being 
screeened (Kondo effect) for a value of the coupling constant bigger than the critical value. 
However, as we approach the critical coupling constant from the screening (Kondo) phase, the 
susceptibility must diverge, since for values of the coupling lower than the critical value, A 
vanishes and the impurity effectively decouples from the band. In this regime one expects the 
impurity will behave like a free spin in a magnetic field and, since we are at zero temperature. 
the susceptibility should diverge. 
3.5 Resonance and width of the virtual bound state 
In this section we derive the propagator for the band electrons to order N —• oo. We will 
use this expression to calculate the T-matrix in N —* oo limit. We will consider processes 
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Figure 3.3: Inverse susceptibility as a function of the distance to the critical coupling. 
in which an electron with a given energy is initially in a state with well defined angular 
momentum, and it is scattered by the impurity into a state with possibly a different angular 
momentum. Thus, we will parametrize the T-matrix by the magnitude of the incoming and 
the outgoing momenta (namely, the energy of the state) and by the angular momenta of 
channels involved in the scattering process. This description is natural since at most only a 
pair of angular moementum states (£ = 0, — 1 with our choice of node) are actually mixed 
by the impurity. 
In contrast, the computation of the correlation function ($j ( r ) $&(r*')), for f and r ' 
away from the impurity will involve a mixing of all the angular momentum channels. How-
ever, in principle, we could add a source term and also decompose the source field in angular 
momentum modes, and keep only the modes that get mixed by the interaction with the 
80 
impurity. In other words, we are considering the scattering of band electrons among angular 
momentum channels produced by the interaction with the impurity. In the case of a cou-
pling to a flat band (usual Kondo problem), the only angular momentum channel that gets 
involved is the s — wave. Thus, in practice, we only need to consider the partial waves that 
actually get mixed by scattering from the impurity. 
Therefore, it will be sufficient to work with the equivalent l-dimensional fermions c% and 
C2 while keeping in mind the correspondences defined in section 3.3. The relevant part of 
the action is 
Sp
 = r £ r &L(p,w) (-**+£(?)) <*(*.«) 
J—oo OK J—oo £K 
+ £ £ £ £ £ ! *>-»'>^<-> 
+ y,(w - u/)cL(p,w)A(w')} (3.76) 
We add sources %^(p,w) and *%*(p,w) for the fields ci„(p,u)) and c\a by adding the following 
source term to the action 
£ L 2 7 £ L tr" K ( P ' " W P , w ) + 4r(P,"WP,w)) (3-77) 
After completing squares and integrating over the band fermion fields, we are left with (apart 
from a normalization factor) an action which depends only on the impurity fermion fields 
and the sources, 
sf = Z / ^ W ( - ^ + ^ ) A W 
[/ ^ Y f ( w - <S)y/WM) + •»«(?,") 
+ £5£s**-»(=srbw)*feu) (378) 
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After a few fairly straightforward manipulations and another integration now over the im-
purity fermion fields, we can re-write the action as 
*= rdu rdu/ 
< r = l 
where we have introduced the operators J*'s and the kernel K which are given by 
sf M - - E / s / ^ W tf-V,"-) •«"') (3-ra) 
««) = | / ^ / ^ .V-») Z ^ S M ""("""') (380) 
and 
*(«,«•) = (-iw + e/) f ( w - ( / ) - / ^ / ^ - z u / ' + ^ p ) E ^ K - w ) ^ K - W ) 
(3.81) 
The generating functional for the Green's functions (at zero temperature) can be written as 
ZF [V, f ] = exp ( - Sf (v, f ) ) (3.82) 
so that correlation functions of the band fermion fields can be computed by differentiation 
over ZF 
<4h.il, .,(, ' ,«',) - ( J ^ ^ M * [ , . , 1 ) ^ (3.83) 
We restrict the calculation to the static solution case where <pi(Sl — o>) = (pi 6(0, — u). Then 
(4(«, a) «v(«', n-)) = s„, i„. t{q - rt *(« - no _ , n ^ £ ( • 
where the T-matrix Tu>(Q) is given by 
Tw(Si) = ^ - ^ » (3.85) 
-ia-ref+go(iil)^Ji\<Pi\2 
where £o(*&) was given in Eqn. (3.42) and Eq. (3.43). 
The T-matrix of Eqn. (3.85) exhibits several important features: 
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a ) Eqn. (3.85) gives the T-matrix at imaginary frequency. The T-matrix for real frequency 
(at zero temperature) is found by an analytic continuation to the real axis, iO —• 0. 
b ) If (pi and (p\, are non-zero, there exists a finite matrix element for the scattering of 
a band electron from a state with angular momentum / into a state with angular 
momentum V (and viceversa). In contrast, for a flat band, the T-matrix is diagonal in 
angular momentum states. This matrix element is not invariant under SU(Nf) since it 
mixes the angular momentum channels. As we pointed out above, this is a consequence 
of the unphysical spontaneous breaking of the flavor (channel) symmetry. Thus only 
the (race of this T-matrix is physical. All other matrix elements will be suppressed by 
infrared divergent corrections to next order in the 1/NC expansion. 
c ) From the analytic continuation of the trace of the T-matrix one can find the position 
of the Kondo resonance OK, the width WK and the phase shift 6(0). Using the fact 
that £te i \<Pi\2 = -N/Ivol2, we can write the trace in the form 
t,f(n)^n) = - n + M + ; ; ^ _ ^ A (3-86, 
which is valid for frequencies low compared to the bandwidth fl <C A but comparable 
to the dynamically generated scales. The phase shift 6(0) is 
SftA 
A" «
n> —"'I S T M S M * * i (3'87) 
d ) The imaginary part of the T-matrix is 
The function given by Eqn.(3.88) has a peak at the Kondo resonance OK, which is the 
solution of the equation 
e/ = f m - A l o g H j (3.89) 
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One easily obtains the asymptotic solution 
»—ffi^)^W J+--- (3'90) 
where we have kept only the leading logarithmic corrections. We see immediately 
that we have a resonance centered at OK, which is basically the Kondo scale 6/ that 
we found in section 3.4 but modified by the ubiquitous logarithmic corrections. In 
particular, the position of the Kondo resonance scales with the distance to the critical 
coupling constant and it goes to zero (the Fermi energy) at Jc. 
e ) The resonance width WK can be read off from Eqn.(3.88) 
WK * |Qjr| ^  (3.91) 
From Eqn. (3.87) it is clear that the dimensionless parameter A = Nf\(po\2/irvF sets the 
scale for the range of the scattering amplitude. Thus, as far as transport properties such 
as the resistivity are concerned, A is the important parameter, whereas thermodynamic 
properties such as the susceptibility, depend entirely on the impurity energy scale e/, 
i.e., the Kondo scale TK- The analysis done in the last section shows that, due to the 
strong logarithmic corrections, these two scales are completely different. Once again, 
in the conventional Kondo effect, TK controls both effects. 
Hence, in contrast with conventional Kondo behavior, the interaction with the magnetic 
impurity induces a non-trivial renormalization of the propagator of the band fermions. This 
will happen even for Jo < Jc, although this effect only occurs in higher order in 1/NC. 
Finally we stress that, due to the SU(Nf) flavor symmetry, there cannot be any channel 
mixing scattering processes in this model. However, in the following section, we will present 
a model which describes the most general impurity scattering processes for systems with 
only one node. In that model the channel (or flavor) symmetry SU(Nf) is broken explicitly 
already at the level of the impurity Hamiltonian. Thus we expect to find processes which 
will mix the various channels. 
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3.6 Generalized interaction 
In the past sections we considered a situation in which the fermions coupled to the impurity 
spin only through their own spin density $ t f $ . Scattering processes of this type have the 
simplifying feature that particles and holes interact with the impurity independently from 
each other and exactly in the same way. However, in practice, more general scattering 
processes will be present. We also made the assumption that only one node of the two-
dimensional fermions is present. 
Here, we will consider all possible scattering processes involving only one node. The 
coupling through the spin density has the very special feature that it is diagonal in the 
components of the spinors, i.e., the impurity does not mix particles with holes. In terms 
of the effective Hamiltonian of Eqn. (3.35), this diagonal coupling implies that there is no 
explicit mixing of angular momentum channels. Hence, the model has an SU(Nf) symmetry 
(with Nf = 2). Any process which mixes particles and holes will break the flavor symmetry 
explicitly. We will include now these processes. 
We will also incorporate the correct node structure. For example, in the case of a flux 
phase say, on a square lattice, there will be four different nodes corresponding to the sym-
metry points (±x/2ao, ±%/2<%o) of the first Brillouin zone. As we discussed in section 3.2, 
a d-wave superconductor has an analogous node structure, at the points where the gap has 
nodes. We will discuss of this very interesting case in chapter 4. It is straightforward to see 
that the main effect of a more general node structure is to increase the number of flavors in 
the effective model. In the one-node model of the previous section we found that there were 
two flavors and an SU(2) flavor symmetry. The existence of two flavors can be traced back 
to the spinor structure of the original problem. When the two-dimensional fermions have 
more than one node, the number of flavors becomes twice the number of nodes, Nf = 2Nnodes. 
Thus, for a flux phase we will have Nf = 8 flavors. However, flux phases are even under 
parity. Hence, there are two pairs of nodes with opposite parity. The parity of the node is 
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given by the relative sign of the two terms in the free fermion Hamiltonian of Eqn. (3.17). 
Thus, a change of parity is equivalent to the mapping 9 -*• —9, in other words to a reflection 
across the X\ axis. In Section 3.3 we showed that, with the choice of parity we made there, 
the channels with angular momenta £ = 0 and £ = — 1 get mixed by the impurity. Hence, 
if nodes with the other parity are also included, we will also get mixing between £ = 0 and 
£ = 4-1, but no direct mixing between £ = +1 and £ = —1. In Section 3.3 we also found that 
only the mapping between the components of the original fermion and the fermions of the 
effective one-dimensional theory carried information about which angular momentum com-
ponents are mixed. This feature is always present. Thus, the net effect of having a multinode 
structure is to increase the number of flavors. Consequently, although the thermodynamic 
properties will be insensitive to parity assignments, the scattering amplitudes of the original 
fermions with the impurity will carry the information of the parity of the nodes. This feature 
can be used to determine the nature of a superconducting state. 
In what follows, we will consider a system with four nodes, two with positive parity and 
two with negative parity, interacting with a single magnetic impurity. For simplicity we 
will assume that the impurity form factor is strongly peaked at small momentum, so that 
inter-node scattering processes can be ignored. We will keep, however, processes in which 
particles and holes may interact differently with the impurity and/or mix with each other. 
We parametrize these processes with four coupling constants J,-, with i = 0,1,2,3. The 
generalized impurity Hamiltonian is given by 
Himp = Y Ji *L(0) Ti f $*(0) S (3.92) 
where the indices / labels the nodes and a and /? the spin components. To = 7 is the 2 x 2 
identity matrix and T; = <r* (i = 1,2,3) are the three Pauli matrices. Here J0 is the coupling 
constant that was used in the model of Section 3.3. 
The free fermion Hamiltonian for each node 
Ho = f -j^&(p)vFa • fNf(p) (3-93) 
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is invariant under the symmetry transformation C$(p) —» <r3^(—p). The effect of this 
transformation on on flimP is to reverse the sign of both J\ and J%. This implies that the 
sign of J\ and J ; is irrelevant to the properties of the theory, which should depend only on 
the absolute values of these two coupling constants. In the expressions for the Fermi field 
*
a(0)
 = 7 2 / I 2 7 VW«*(P) and 5- = fifaf, (3.94) 
we have / = 1 , . . . , Nnodes and i = 1,2. In what follows we use a single flavor index i = 
l,...,Nf with Nf = 2Nnode*' However, we will keep in mind that the impurity does not mix 
different nodes but it does mix the flavor components associated with the same node. 
The model of equivalent one-dimensional right-moving excitations has an SU(2) spin 
(color) symmetry and an SU(2Nno<ies) flavor symmetry (associated with the channels) broken 
down to SU(Nnodes)- The free fermion kinetic term has the form 
Ho =
 /$P»f"E4,(p)Q.(p) (3-95) 
and an impurity interaction term with the following structure 
Himp =
 ~ 127 / ^\/ipiM/ac-i(?)4.(p)/^i (3.96) 
where T,-y is the coupling matrix which has a block diagonal form. For i,j associated with 
the same node T.y has the form 
Tn = Nc (Jo&y + J iof + J*4* + J3<tf) (3-97) 
In other terms the matrix has the form T®I where T is the 2x2 matrix of Eqn. (3.97) and / is 
the Nnodes xNnodes identity matrix. We have also let the spin indices a, 0 to run from 1 , . . . , Nc 
and used the identity of Eqn. (3.37). The form of the impurity Hamiltonian Eqn. (3.96) shows 
that, if the coupling constants J; are all different, the SU(2) flavor symmetry of each node 
is broken by the interactions but the symmetry involving different nodes remains intact. 
We will now proceed as in the previous sections and solve this model in the limit of 
Ne —*• 00. After a Hubbard-Stratonovich transformation, the quartic term of the Euclidean 
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action becomes (repeated indices are summed) 
J'dT<r;(T)Mij<Tj(T)+ jdr j T | ^ / W ( « * M / I ( r ) % ( p , r ) 4 - ^ ( f ) 4 ( p , r ) / a ( r ) ) (3.98) 
where Map = (Tap)~x. Since T is of the form T® I, then Af has the same form, i.e., M®L 
In the following, M stands for the 2 x 2 matrix of Eqn. (3.98). It can be easily shown that 
9o-9-9 \-\9i + *<ft) 9o + gz J (3.99) 
where Jt- = gi/N* and g = (^1,^2,^3). In the case considered in section 3.3, i.e., when 
Ji = 0, Jo 96 0, we have a full (7(2) flavor symmetry between the <r-fields. In other words, the 
two channels play exactly the same role. When the coupling constants are all different, this 
symmetry is broken down to a U(l) x (7(1), where one of the U(l) symmetries is generated 
by the identity and the other by M. 
The Nc —• 00 limit is taken in the standard fashion. The Hubbard-Stratonovich fields <r,-
will be chosen to be an arbitrary vector for each node and the same vector for all nodes. Let 
V be a unitary transformation which diagonalizes the 2 x 2 matrix M, and let a = Va, so 
that \ai\2 + |<T2p = |oi|2 + lcr2|2. The eigenvalues of M can be rewritten as m ± 6m, where 
m = - ^ - and 6m = - ^ - (3.100) 
90-92 9o~r 
The modified effective action can be written as 
i SeIf = - # , / % ^ log (_iw + tf + ^N^s (\*i\2 + \<t2\2) Go(zw)) 
+ ^Nr^Nc [(\<ti\2 + | ^ | 2 ) m + (\&i\2 - \<T2\2) 6m\ - Qfes 
= - ^ c j T ^ log (-iu + ef + ^ i W , (\<ti\2 + |cr2|2) Go(iu)) 
+ \ ^ N , ( ^ - M _ ) - Q l t , (3.101, 
The new Saddle Point Equations are 
Ql = _ r — - (3 100) 
Ne y-co2x -iu> + tf +{-Nnode, (\<Ti\2 + \&2\2)G0(iu>) 
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Figure 3.4: Phase diagram of the generalized impurity model. 
0 i 
9o ~VF 
<r2 
= 0i J_ 
oo j w Go(zw) 
oo 2X - tW + €f + ^ n o ^ (|*l|2 + |*2 |2) Go(«w) 
= *2 J 
oo j w Go(%w) 
(3.103) 
(3.104) 
<7o + V F """ -/-oo 2TT - tw + tf + ±Nnodea (\*i\2 + |<T2|2) Go(iu) 
We now solve these new SPE's. The solution will be cast in the form of a phase diagram 
which can be plotted in a y/g* — # plane (see figure 3.4). 
In principle, we find three different solutions of the SPE's: 
a ) ai = cr2 = 0. This is the region of the phase diagram below the line (fa + \fW = 9c-
This is the weak-coupling phase. The magnetic impurity is effectively decoupled from 
the band electrons. To leading order in 1/NC the impurity does not interact with the 
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band fermions and behaves like a free magnetic moment. Consequently the impurity 
spin susceptibility is infinite, there is no resonance and there is no Kondo screening. 
b ) Both &i ^ 0 and a2 ^  0. There is no consistent solution of this form unless g2 = 0. 
In other words, this case is possible only if the only non-vanishing coupling constant 
is J0 , with Jo > Jc, in which case we do have the (7(2) symmetry. This is the line on 
the axis go of the figure 3.4 for go > gc; 
c ) or2 ^  0, ffi = 0. A solution of this form satisfies the equations 
1 _ fdu G0(iv) 
90-ry/F ~ J 2T-iu> + €f + \Nnodea\&2\2Go(iu>) 
Qf fdu 1 
K = ~J 2lF-%w + tf + ±tf«o*.|*«|2GoM (3'105) 
The action of this solution is given by 
J Simp = ~NcJ^ log (-iu -rtf-r N^tef-Gofa,)) + £~^ ~ Qf #106) 
For a solution of this type, <7i and <r2 are determined by &i through the relations 
- (gi - 192) . 
01 = 02 —, = a n d o~2 = — 0"2 ^ + ^  (3.107) 
^ ( v ^ + ft) 2 N 2 v ^ 
This solution is only allowed above the line go + y/g^ = ge in the phase diagram. This 
is the Kondo or screening phase. The results of the previous sections apply to this 
phase. 
d ) &2 76 0, cri = 0 . The SPE's also allow for solutions of this form. In principle such 
solutions are allowed above the line go — y/g* = gc. The SPE's for this solution are 
exactly the same ones found in (c) with go + \IW replaced by go — yfjp- Clearly this 
solution competes with the solution of case (c) over a significant region of the phase 
diagram. In fact its allowed region is completely included within the allowed region 
for (c). However, we argue that this solution is always metastable and never occurs. 
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In fact, for any finite value of y/g*, the interaction between the impurity and the band 
electrons will be stronger in case (c) since go + y/&* > 9o~ \Z!F, favoring the first case 
in much the same way in which the bonding state is preferred to the antibonding one 
when the degeneracy in a two-level system is lifted by a perturbation. It is easy to 
check that this is indeed correct by looking for solutions of both types in the vicinity 
of the phase transition, for go close to gc and y/g* small. In addition, since there is 
no actual symmetry change between these two "phases", we do not expect a phase 
transition. 
We conclude that the generalized impurity model has just two phases: a phase with an 
unscreened impurity and a phase with a Kondo effect. The phase boundary is at the line 
go + V91 = 9c • The physics of the Kondo phase is almost identical to what was described 
in the previous sections. In fact, at the level of the N —*• 00 theory, the physical observables 
of the generalized impurity model can be calculated using the formulas for the single node 
model of the previous sections. The main difference is that, since the (7(2) flavor symmetry 
at each node is now broken by the explicit form of the impurity Hamiltonian, operators 
with non-trivial matrix elements in that sector are now allowed. In particular, there will 
be non-vanishing, finite, off-diagonal matrix elements of the band fermion T-matrix. In 
other words, the impurity will mix band fermion states with different angular momentum. 
In contrast, processes which mix different nodes are still strictly forbidden. Finally we 
note that scattering processes of the type described here effectively reduce the number of 
independent channels. If it were not for the existence of several nodes, we would expect 
to find a Kondo effect in this phase with a completely screened impurity. Once again, the 
existence of additional channels associated with the multinode structure turns this into a 
multichannel Kondo system if inter-node scattering processes are not allowed. 
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3.7 Discussion and Conclusions 
In this chapter we have considered the problem of flux-phase fermions coupled locally to 
a single magnetic impurity. This is formally the same as the problem of fermions with a 
relativistic dispersion in two space dimensions coupled to a local spin. We derived explicitly 
an effective theory in one-space dimension. 
The physics of the effective one-dimensional theory for this problem differs from the 
conventional radial picture of the Kondo problem in several important ways. Firstly, it is 
always a multichannel system. The channels reflect the spinor structure of the nodes and 
the multiplicity of nodes. Secondly, the relativistic dispersion implies a density of states 
which vanishes linearly at the Fermi energy. Consequently, unlike the conventional Kondo 
model, the effective one-dimensional problem has a non-local coupling between the effective 
right movers and the impurity. This is the feature that drives the Kondo effect away from 
marginality and it is responsible for the phase transition between an unscreened impurity 
phase and a phase with a Kondo effect. This is consistent with earlier results of Withoff and 
Fradkin. 
However, for the case of the linearly vanishing density of states that we discussed here, the 
nature of the scaling in the vicinity of this zero-temperature phase transition is drastically 
changed. We find that all physical quantities exhibit very simple scaling laws modified by 
logarithmic corrections. We found this behavior in the Kondo scale and in the impurity spin 
susceptibility. This behavior is strongly reminiscent of critical phenomena at an upper critical 
dimension. One important consequence of the logarithmic corrections is that there are more 
dynamic scales and that all physical quantities are no longer controlled by the Kondo scale 
TK alone. This is particularly clear if one compares the amplitude of the T-matrix and the 
position and width of the Kondo resonance. 
The model we studied and solved here using large-JV methods is an interesting problem 
on its own right. In a subsequent chapter we will report on a study of a similar model for 
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magnetic impurities in d-wave superconductors where we will draw heavily on the ideas that 
we developed here. 
It is interesting to compare the effective one-dimensional model that we derived here with 
the conventional one-dimensional models for the conventional Kondo problem. The standard 
Kondo problem is equivalent to a model in one space dimension with a single right mover 
which interacts locally with the impurity spin through the fermion spin density. This coupling 
through a density is crucial for the physics of the Kondo problem to be correctly described by 
the model of right moving fermions. The fact that the fermions are chiral (namely, only right 
movers are present) means that , up to a Fermi velocity, the fermion density and current 
are the same observable. This model can be described entirely in terms of a conserved 
current. This is the starting point of the Conformal Field Theory approach of Affleck and 
Ludwig[102]. However, it is also crucial for the success of the approach of Anderson, Yuval 
and Hamman[88]. In fact, the equivalence that exists between Kondo systems and problems 
of Macroscopic Quantum Coherence[104] rely heavily on bosonization of models of fermion 
coupled locally to impurities through a density. The fact that this density is associated 
to a conserved current means that it cannot acquire anomalous dimensions. Thus, the 
fixed points of the conventional Kondo contains only marginal operators which are made 
marginally relevant by quantum fluctuations. 
From this analysis it is clear that it is not possible to describe the phase transition that 
we discuss here in terms of a Conformal Field Theory coupled to local boundary operators 
representing the impurity. The non-locality of the effective one-dimensional theory is es-
sential. It is because the model is non-local that the operator that couples to the impurity 
can (and does) acquire an anomalous dimension. This is the mechanism which drives the 
phase transition. These models are not equivalent to any standard Macroscopic Quantum 
Tunneling (MQT) model. It may appear that, because the density of states vanishes like a 
power of the energy, these models could be related to a subohmic MQT system which are 
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known not to have phase transitions. However, subohmic MQT models of quantum impuri-
ties coupled to a macroscopic bosonic system, with subohmic spectral density. The models 
that we discussed here are fermionic and are not equivalent to a subohmic bosonic theory. 
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Chapter 4 
Magnetic impurities in a d
 2_„2-wave 
x y 
superconductor 
4.1 Introduction 
In 1986 J. G. Bednorz and K. A. Muller discovered that lanthanum barium copper oxide goes 
superconducting right below 35 K [105]. Very soon the first material capable of becoming 
superconducting in liquid nitrogen (YBa2Cu307_$) with Tc of a few degrees above 90 K 
was reported [106] and soon after the discovery was verified [107]. Two other families of 
compounds were discovered with even higher values of Tc: Bi-Sr-Ca-Cu-0 with transition 
temperatures around 110 K [108] and Tl-Ba-Ca-Cu-0 with superconducting transition at 
140 K [109]. The new materials are generically known as cuprafce superconductors. 
Most of pre-1986 superconductors are well described by the Bardeen, Cooper and Schri-
effer (BCS) theory of superconductivity [110]. According to that theory, a superconductor 
can be described by a quantum mechanical wave-function that incorporates electron pairing 
as a basic ingredient. From a field theoretical point of view [93] there is an order parameter 
complex quantum field which picks up a finite expectation value in the superconducting 
phase and vanishes in the normal phase. This order parameter field measures the amplitude 
(and therefore its square modulus measures the probability) of a Cooper pair formed by two 
electrons at a fixed relative position in space. This order parameter field is proportional to 
what is known as the gap function A(r), where the relative coordinate r is measured with 
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respect to the lattice points. For most low temperature (conventional) superconductors it is 
accepted that this amplitude is isotropic and it can be chosen real and positive in absence of 
any external fields. It does not depend on the orientation with respect to the crystal lattice. 
This is known as s-wave symmetry. 
In this thesis we are interested in pairing amplitudes that, although still real in absence 
of external fields, change sign along certain directions. In particular, for a d ^ ^ - w a v e 
superconductor the gap function varies continuously as one rotates the direction r from a 
minimum value — A0 to the maximum +Ao- What will be important for the purposes of this 
thesis is that in this state the one-particle density of states vanishes linearly with the energy 
at the Fermi surface. 
The nature of the normal state of the cuprates is still an open question [111, 112]. If it 
were a Fermi liquid, then the instabilities of the Fermi liquid to Cooper pairing in various 
channels would lead to corresponding pairing states of the system. However, it is not clear 
that the state above Tc is a Fermi liquid or even that any form of BCS-like gap equation 
actually holds below Tc. 
The existence of a condensate of electron pairs below Tc implies the existence of an order 
parameter of Gorkov type off-diagonal Green functions 
$ ( r i , : , r , , : , ; a # = ( ^ ( r i , t i ) ^ ( r 2 , f 2 ) ) (4.1) 
As this Green function becomes non-zero, the electron self-energy develops off-diagonal 
terms, corresponding to the BCS gap function A(r i , i i , r 2 , £2; <*,#)• If the normal state 
is a Fermi liquid, then A determines the gap in the quasi-particle spectrum in the usual way. 
However, if the normal state is not a Fermi liquid, there may not be a clear correspondence 
between A and the quasi-particle spectrum. 
Several pairing mechanisms have been proposed, including both singlet and triplet pair-
ing schemes. The experimental evidence given by Knight shift measurements implies that 
the superconducting state does not have unpaired spins at T = 0 (except for contribu-
tion coming from impurities) [92, 112, 113, 114]. Also, the dependence of the penetration 
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depth at low temperature has been found to be linear. This is in contrast with the 5-wave 
prediction of a flat or exponential dependence, and it is an important evidence in favor 
of d-wave superconductivity. Penetration depth data is consistent with three-dimensional 
XY universality [92, 112]. These imply that one should be looking for singlet pairing in a 
one-dimensional representation. 
The symmetries of the pairing state are the transformations of the function $ in Eqn. (4.1) 
under various symmetry operations of the crystal and spin symmetry groups. In the case of 
the cuprates it is well known that their structure consists of arrays of Cu0 2 planes. 
In a theory in which the Hamiltonian of the system remains invariant under an arbitrary 
rotation R, such that H(x) = H(Rx), one can generate new eigenstates via H(x)ip(Rx) = 
H(Rx)ib(Rx) = Eip(Rx). This implies the existence of a unitary operator UR : ip(x) —• 
ip(Rx) which does not mix invariant subspaces of H. Within each invariant subspace, the 
operators UR can be represented as matrices. In a crystal there are only a finite set of 
allowed symmetry transformation for a certain kind of lattice. The lattice symmetry forms 
a subgroup of arbitrary rotations and reflections and the irreducible representations can be 
labeled by the angular momentum of the simplest basis function. 
We are going to restrict to the idealized case of a tetragonal lattice. The relevant crystal 
point group is the group of the square C^v. The symmetry operations are: 
1. —rotations about the z axis; 
2. reflection by a crystal axis ( i or jf); 
3. reflection by a * axis. 
The even parity irreducible representation of the group C4v are labeled by the eigenvalues 
± 1 of the f-rotations and the axis reflections. The four possible states transform under the 
symmetry operations as the identity, xy(x2 — y2), x2 — y2 and xy [112, 116]. 
Some of these gap functions allowed by these symmetry considerations, including the 
extended s-wave and the d^-if-wave case are depicted in figure 4.1. 
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Figure 4.1: Gap functions allowed by symmetry considerations for high temperature super-
conductors (taken from ref. [94]): (a) extended s-wave gap; (b) anisotropic s-wave gap; (c) 
pure d=2_p2 gap (used in this thesis); (d) extended 5*-wave gap for a system with second 
near-neighbor hopping. 
For a more extensive discussion about the symmetry arguments and properties of these 
prospective gap functions see, for example, references [92, 116, 117]. 
The most compelling evidence about the existence of nodes in the gap function came 
from angle resolved photoemission spectroscopy (ARPES). The first evidence that the gap 
vanishes at the d,?^ nodal line was reported by Shen et.al., [118]. Ding et.al., [119] reported 
measurements of the momentum dependence of the superconductor gap in Bi2Sr2CaCu2Og+= 
consistent with a gap function of the form cos(Arr) — cos(fcy), as expected for a d-wave order 
parameter. 
In this thesis we are going to assume a gap function corresponding to a pure d^^ order 
parameter, given by 
A ^ _ , , A = Ao(cos(W - cos(tp)) (4.2) 
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The form of this gap function is going to be essential for the physics of the impurity model 
that we are going to present in the following sections. We shall be interested in looking at 
a fully quantum mechanical magnetic impurity coupled to this type of superconductors. 
In the following section we describe briefly some well established phenomenology belong-
ing to the physics of magnetic impurities interacting with superconductors. 
4.2 Magnetic impurities 
The problem of a magnetic impurity in a superconductor has been around for a long time. It 
is the time-reversal breaking nature of the perturbation the feature that leads to pair breaking 
and depletion in the critical temperature[120,121]. This is a well established fact in the case 
of superconductor with s-wave pairing. In this thesis we will consider the quantum effects 
of a magnetic impurity in a d-wave superconductor. As we will see below, this coupling can 
be used as a probe of the symmetry of the superconductor. 
From a naive approach it is rather clear that one would need to break Cooper pairs 
in order to have spins available to undergo singlet formation and to screen the impurity 
magnetic moments if a Kondo like physics were to be expected. In the case of an s-wave 
superconductor, when the superconducting transition takes place at a temperature Tc higher 
than the Kondo scale TK for that material, a gap will form and there will be no states available 
in order to screen the impurity magnetic moment. Thus, for TK «TQ , the Kondo effect 
will be suppressed and the quasi-particles will scatter from classical spins. This regime is 
well described by the Abrikosov-Gorkov theory [120]. 
On the other hand, for TR » Tc, by the time the material reaches the superconducting 
transition, the impurity spin is essentially screened and the only effect left reduces to potential 
scattering. In this regime, s-wave superconductors are largely unaffected by the presence of 
Kondo impurities (c.f. Anderson theorem[121]). However, for anisotropic superconductors. 
potential scattering is also pair breaking [122, 123]. 
In this thesis we will not consider the case of potential scattering and its pair breaking 
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effects on a d-wave superconductor. We are not going to discuss either the effects of random 
disorder on this type of materials. The interested reader is referred to ref. [94] and the 
bibliography cited there for further treatment of this topic. 
In this thesis we consider a d-wave superconductor with one magnetic (Kondo) impurity, 
or rather, with a very dilute concentration of impurities in an otherwise pure system. We will 
be looking for coherence effects due to the scattering of the superconductor quasi-particles 
in the vicinity of the nodes of the superconductor gap, off the impurity. The system is 
considered to be clean and in the limit of very low temperature so as to neglect fluctuations 
of the superconductor order parameter. In other words, we will neglect the self-consistent 
changes in the gap function due to the presence of the impurities. This assumption somehow 
finds support in the experimental data which shows strong evidence that the gap survives 
through a large range of temperature into the normal state [118, 119]. The feature that is 
relevant for the model described below to be applicable is the existence of a gap function 
with nodal structure similar to the one that corresponds to d-wave pairing. In any event, 
the effects of the depression of the superconductor order parameter result only in "potential 
scattering" like terms. 
In chapter 3 [95, 94] we pointed out that the normal state excitations of a d-wave super-
conductor (with symmetry djj-yj), in the vicinity of each node have an effective relativistic 
like dispersion. In the theory of superconductivity (isotropic or not) [93] the dynamics of the 
quasi-particles is usually pictured in terms of Nambu-Gorkov (NG) spinors. For the case of 
a d-wave superconductor, Nersesyan, Tsvelik and Wenger [94] have shown that this picture 
leads to effective Hamiltonian for the quasi-particles which takes the form of a massless Dirac 
Hamiltonian for each node of the gap, with the "speed of light" equal to the Fermi velocity 
(see figure 4.2). 
The model that we considered in the work of ref. [95] and in chapter 3 of this thesis. 
although having a quite similar spectrum to the one we will derive here, lacks the pairing 
interaction characteristic of the superconductor, and it was diagonal in the spin degree of 
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Nodes at 
(tko.tko) 
Figure 4.2: Brilliouin zone with the four nodes in the quasi-particle spectrum of a d-wave 
superconductor. 
freedom. By using a NG representation of the BCS superconductor Hamiltonian, we show 
in section 4.3 that the pairing interaction can be taken into account in a rather easy way, 
at the expense of allowing for an anisotropy in the Fermi velocity [94]. Also, for the simple 
case of an impurity with a form factor invariant under the point group of the square lattice. 
the effective Hamiltonian decouples into four Dirac-like hamiltonians for four Dirac flavors 
or "channels" which are linear combinations of angular momentum quasi-particle states. 
The effective one-dimensional Hamiltonian once again reduces to the dynamics of effective 
chiral fermions either with a non-local interaction or, equivalently, with a singular non-linear 
dispersion in the vicinity of the Fermi energy. 
This chapter is organized as follows. In section 4.3 we derive the effective one-dimensional 
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impurity model for the quasi-particles of a d^^^-wave superconductor in two space dimen-
sions with anisotropic Fermi velocity in the neighborhood of the gap nodes. We show that 
this model has the same effective Hamiltonian as a multichannel (one per node) non-marginal 
Kondo problem with linear density of states. In fact, the model for the superconductor maps 
extremely well onto the model studied in chapter 3 of this thesis, for a magnetic impurity 
coupled to the low energy excitations of a flux phase. In section 4.4 we apply the results 
obtained in ref. [95] and in chapter 3 to the superconductor and discuss their implications for 
the behavior of magnetic impurities in high Tc superconductors. Like in chapter 3 we show 
that, as a function of the exchange constant J, the system has a quantum phase transition 
from an unscreened impurity state to a Kondo-like state. The zero-temperature, zero-field 
magnetic susceptibility shows a non-trivial critical behavior as a function of J at this transi-
tion, including logarithmic corrections to scaling. In the Kondo phase, the T-matrix of the 
quasi-particles has a frequency dependent phase shift. The resonance is very broad and its 
position is approximately equal to its width. In section 4.5 we study the critical behavior 
close to the critical point, for finite temperature T and finite magnetic field H. We ap-
ply the formalism of Matsubara frequencies and rewrite the series as a contour integral in 
the complex frequency plane [78, 126]. The saddle point equations for the large-N static-
approximation mean field theory for finite T and H are derived in section 4.5.1. We discuss 
the issue of the impurity occupation for £/ = 0 and A = 0 which is ambiguous in the limit 
Nc —• oo and has to be determined by lifting the Nc degeneracy of the impurity level (see 
below). This is related to the particle-hole symmetry which in principle can be broken ex-
plicitly for Ne > 2 and an SU(NC) spin impurity symmetry. In fact, particle-hole symmetry 
can be broken either by an asymmetric fermion band or by breaking the Nc degeneracy in 
the impurity occupation. This is the subject of section 4.5.2. 
In section 4.5.3 we obtain the scaling behavior of e/ and A with finite temperature T 
and finite field H. Using arguments in the spirit of Sommerfeld's approximation for the 
finite temperature behavior of the Fermi gas, we find expressions for the corrections for 
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small T and H to the zero temperature, zero field values of £/ and A. We show explicitly 
that at the critical coupling, either T (for H —• 0) or H (for T —• 0) (or rather, their 
corresponding dimensionless variables) replace the distance to the critical point g — gc in the 
scaling functions of chapter 3. 
Finally, in section 4.6 we derive the low temperature and low field behavior of the impurity 
contributions to the susceptibility and the specific heat. This is perhaps the most relevant 
part of the results we obtained in this thesis, since it gives predictions about thermodynamic 
magnitudes which may be explored experimentally. 
4.3 The Model 
In this section we construct a model that describes the coupling of the quasi-particles of a 
d-wave superconductor to a localized magnetic impurity. We will show explicitly that this 
model maps exactly onto a model of a magnetic impurity coupled to the spinous of a flux 
phase that we discussed in ref. [95] and in chapter 3 of this thesis. The strategy that we will 
follow in this section consists of first writing down a simple model for the quasi-particles of the 
d-wave superconductor with a physically reasonable coupling to a local magnetic moment. 
Next we will carry a dimensional reduction of this problem down to a model of effective one-
dimensional (chiral) fermions which has all the symmetries of the d-wave superconductor. 
The effective one-dimensional model coincides exactly with the non-marginal Kondo problem 
that was discussed in reference [95]. In the next section we will use the results of [95] to 
draw conclusions on the effects of magnetic impurities in d-wave superconductors. 
4.3.1 Free Hamiltonian 
We begin by choosing a model of a d-wave superconductor with the form of a BCS-type 
Hamiltonian. It has a kinetic energy term (which we choose to be of the form of a tight-
binding Hamiltonian) and a pairing term with d-wave symmetry. In subsection 4.3.2 we 
will describe the way magnetic impurities couple to the quasi-particles. Here we will make 
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the phenomenological assumption that there is d-wave pairing regardless of the mechanism 
that gives rise to that pairing. BCS-type models which exhibit d-wave pairing (driven by 
antiferromagnetic fluctuations) have been proposed by Bickers, Scalapino and White [124] 
and by Monthoux and Pines [125]. Here we will use a BCS model of this type to describe 
the dynamics of the quasi-particles. 
What will be important for the dynamics is that the model exhibits four nodes where 
the gap vanishes and that the gap is fairly large away from the nodes. Thus, we will 
concentrate on the behavior of the quasi-particles close to the nodes. Instead of using the 
full detailed form of the gap, we will replace it by a linearized spectrum with a wavevector 
cutoff A (relative to the location of the node) such that the energy of the quasi-particles with 
wavevector A is approximately equal to the value Ao of the superconductor gap away from the 
nodes. The actual structure of the quasi-particle spectrum away from the nodes will play very 
little role and such states will be neglected. This view is supported by recent photoemmission 
experiments by Shen et.a/.,[118] and Ding ei.a/.,[119] in YBaCuO superconductors where 
a Fermi surface is seen at optimal doping and it disappears progressively away from the 
nodes (where the gap vanishes) for underdoped systems. Hence, the important features of 
the quasi-particle spectrum that we will keep are the four nodes where the excitations are 
gapless, the correct behavior under lattice symmetries (and parity) and the Fermi velocities 
at the nodes. 
The Hamiltonian for the quasi-particles of a BCS-type superconductor in the absence of 
impurities is 
Ho = Y <M/^ - ? AW4T CU+ h- c- (4-3) 
£,<r if 
To make the model concrete we use a lattice model for the quasi-particles with a bare energy 
e(k) of the form 
e(k) = e(-k) = -2 r (cos(6i) + cos(62)) + y. (4.4) 
The Fermi operators ct create quasi-particles with momentum k, spin a and energy e(k). 
Here p is the chemical potential for the quasi-particles. The gap function A(k) for a dr2_ys 
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superconductor given by 
A(k) = Ao (cos(ti) - cos(t2)) (4.5) 
Here Ao set the scale for the gap away from the nodes. The one-particle spectrum of this 
simple Hamiltonian agrees qualitatively with the observed photoemission spectrum. 
Next we write the quasi-particle operators in the Nambu-Gorkov form [93] 
$(&) = ( J * ) (4-6) 
In terms of the Nambu-Gorkov spinors, the free part of the Hamiltonian Ho can now be 
written as 
Y $ # [(e(k) - p ) r 3 - A(fe)n] $ ( t ) (4.7) 
where TX and T3 are two Pauli matrices. 
This model has four nodes [94] at the points in the Brillouin zone given by (±ko, ±k0), 
with ko = arccos(p/4<). The spectrum of the quasi-particles crosses the Fermi surface 
at those points and the gap closes. As a consequence, the quasi-particles have a linear 
dispersion relation in the vicinity of these nodes. This can be shown [94] by expanding for 
small momentum departures around the (±ko,±ko) points. Let ki % &b+?i and &2 % ^0+92-
For qi and g2 small we can write, 
e(ku k2) « 2t sin(&b) (qx + q2); 
A( t i , k2) « -Aosin(fco) (?i - 92) 
Similarly, for kx « — ko + qi, k2 « — ko + q2, 
e(h, k2) w -2 r sin(fco) (qi + q2); 
A(ku k2) « Ao sin(fco) (?i - 92) 
For ki fa —ko + qx, k2 « ko + qi, 
e(ku k2) « -2tsin(fc0) (?i - q2); 
A(ku k2) « A0sin(Ab) (qi + q2) 
Finally, for kx « ko + qx, k2 « —k0 + q2, 
e(ku k2) « 2fsin(&b) (?i - 92); 
A(fci, k2) w - A o sin(fco) (qi + q2) 
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The next step in the construction of an effective low-energy model is to describe the dynamics 
of the quasi-particles close to the nodes. To this end we assign a label for each one of the 
four nodes. Let a = 1,2,3,4 be this label and we assign the label a = 1 to the node (k0,k0), 
a = 2 to the node (—ko, —ko), a = 3 to the node (—ko, ko) and a = 4 to the node (k0, —k0). 
Eqns. (4.8)-(4.8) further suggest the use of the following definitions: p\ = (l/v /2)(?i + qi) 
and p2 = (l/\/2)(gi — %) , and v = 2>/2tsin(A&), v' = \Z2A0sin(£o), where A0 is the size 
of the superconductor gap at its maximum value. Let $\(p) denote the (Nambu-Gorkov 
spinor) operator which creates a quasi-particle with (rotated) momentum p relative to the 
wavevector of node a. The free Hamiltonian now takes the form 
Ho = / T ^ p p ($1(P) (VP1T3 + v'p2Ti) $i(p) - $|(P) (%Pl73 + * V l ) $2(p)} 
- / J^fp { 4 ( f ) ("P2T3 + v'piTi) $3(P) ~ ${(P) (VP1T3 - ^ l ) $4(p)} (4.8) 
In the long-wavelength limit the Hamiltonian splits into four (anisotropic) Dirac-like hamil-
tonians. In what follows we will refer to these four sets of excitations (which represent the 
four nodes of the d-wave superconductor) as to the four flavors (or channels). 
It will prove useful for our purposes to rotate the spinors $a(k) to a new (spinor) field 
*.(£) = ^ ( l - « i ) t f . ( * ) (4.9) 
and to write Ho in terms of xpa, 
H
° = / ( ^ ( J k %"^ ) (^(P)^(P) " ^(P)MP)) 
~I\^L-°eie- ^ ^ ) (^ (P)^ (P) - 4(J#4(0) (4.10) 
In Eq. (4.10) the following definitions have been used: 
c+ = yj(vpi)2 + (v'p2)2 = VWp+; 9+ = tan"1 (vpx/v'p2); 
e_ = \J(v'pi)2 + (vp2)2 = v W p . ; 0_ = t an - 1 (vp2/v'pi) 
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where v = 2y/2t sin(*b), v = \/2Ao sin(fcb). 
Next we notice the fact that, as far as the kinetic energy is concerned, p+, p_, 9+, 
9- are just dummy variables and that the measure in the integrals is invariant under the 
change Pi,p2 into p+,p_. It turns out, an we show this below, that the interaction term is 
also invariant under a redefinition of the integration variables. Naturally, the quasi-particle 
operators themselves are not invariant under these redefinitions of variables. Hence, although 
all explicit reference to the anisotropy can be removed from the Hamiltonian, it remains quite 
explicit in the relation between the quasi-particle (fermion) operators and the fields that will 
describe the effective Hamiltonian, i.e., in generalized coherence factors. 
Taking these observations into consideration, Ho can be put in a much simpler form 
where T*& is the 4 x 4 diagonal matrix in flavor indices diag(l, —1,-1,1). The signs in the 
matrix T*& account for the parity of each node. Here we have only kept explicitly the flavor 
(node) indices. 
In order to diagonalize the kinetic energy term we expand the spinor fields in energy 
eigenmodes. 
1>(P) = MP)«+(0) + 4>-(p)u.(9) (4.12) 
where 
"*W = 7i (L- ) (413) 
are the spinors that diagonalize the d-wave BCS Hamiltonian near the nodes. 
We now make use of the effective rotational invariance around each node (in terms of the 
redefined momenta) an expand in angular momentum eigenmodes around each node 
*±(P)= Y < f " l W I P l ) (4.14) 
m=—oo 
It is worthwhile to emphasize that this angular momentum expansion does take into account 
the anisotropy of the dispersion relation. It is, in fact, an angular momentum expansion in 
elliptic coordinates around each node. 
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Ho is now diagonal and takes the simpler form 
ffO = E f ^ E ro6[^t,+,m(|p|)^,+,m(|p|)-V't-,m(|p[)V'6,-.«(|p|)] (4.15) 
v=lJ0 *T m=-oo 
Although this is already a simple Hamiltonian it will turn out that there is an even simpler 
version which also makes the coupling to the impurity simple. 
4.3.2 Impurity Interaction 
Now we consider the interacting term for spin impurities given by 
#mp s S • J<Px J(x) 4 ( 5 ) 7 ^ < v ( » ) (4-16) 
In practice we will be interested in well localized impurities. This means that J(x) is sharply 
peaked at some point xo where the impurity is located. Realistic magnetic impurities in 
YBaCuO and other High Temperature Superconductors [125] almost always involve mag-
netic atoms which either substitute a Cu atom or hybridize strongly with it. This is the case 
for Ni which, due to its hybridization with oxygen, it is believed to behave like a S = 1/2 
impurity spin [125]. Similarly, Zn substitutes Cu which now behaves like a missing S = 1/2 
magnetic moment and in this sense is a magnetic impurity. In all cases of Cu substitution 
we will model the impurity as a localized 5 = 1/2 moment residing at a site of the square 
lattice which we will consider as the origin. Notice, however, that 0 can also behave like 
a magnetic impurity in the cuprates. An 0 magnetic impurity sits in the middle of the 
bond instead of a corner Cu site. This case leads to more complicated form of the effective 
interaction which we will not discuss in this thesis. 
The effects of magnetic impurities on Cu sites can be modeled qualitatively in terms 
of an exchange coupling constant J(x) which couples most strongly to the quasi-particles 
at x = 0 and decays rapidly and symmetrically around x = 0. For simplicity we will use 
a model in which J(x) is a narrow gaussian. We can see clearly from the discussion that 
led to the effective free Hamiltonian, that the only properties of J(x) that are important 
are the amplitudes of its Fourier transform at the relative wavevector of the nodes. These 
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amplitudes play the role of the effective coupling constants. Physically, the strength of the 
exchange coupling is determined by an overlap integral which decays very quickly. Thus, 
impurities which substitute Cu atoms in the plane are more strongly coupled than those that 
substitute Cu out of the plane. Also impurities on sites other than Cu sites are more weakly 
coupled to the quasi-particles than those on Cu sites. These observations are important since 
we will see in section 4.4 that the impurities are Kondo screened if their exchange coupling 
constants are large enough. 
We now proceed to find the contribution of the impurity interaction to the effective 
Hamiltonian. In momentum space Eq. (4.16) becomes 
Hba
*~ J(0/0f J{1 -*)§' £&*-<»& (4-17) 
In terms of the NG spinors it reads 
2 
#hnp = L Y {Ak - k') [S3 *}$)*&') + S. s,$f(t)$t(_P) + h.c] } (4.18) 
* «J= l 
where Sj represents the impurity spin, S- = | ( 5 r — t Sy) and e^ is a 2 x 2 skew symmetric 
tensor. 
As before, we expand the NG spinors in their components centered around the nodes. 
Since we have four nodes the impurity Hamiltonian has terms which describe spin flip scatter-
ing processes involving, in addition, eventual inter-node scattering processes. The strength 
of these scattering processes is determined by J(Q) where Q is the relative wavevector of a 
pair of nodes. There are four cases of interest: 
1. Q ~ 0, corresponding to scattering processes that do not mix nodes ("forward scatter-
ing"). The corresponding coupling constant is J(0) = Jo-
2. Q ~ 2&be%, which mixes nodes 1 with 3 and 2 with 4. This coupling constant is Ji. 
3. Q ~ 2&be2, which mixes nodes 1 with 4 and 2 with 3. This coupling constant is J2. 
For systems with exact tetragonal (square) symmetry Ji = J2. 
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4. Q ~ 2&o(ei ± e2, which mixes nodes 1 with 2 and 3 with 4. These coupling constants 
are Jf. For tetragonal systems they reduce to just one (diagonal) coupling /<*. 
For example, consider an impurity seated at the Cu site at x = 0. As a crude approximation 
we may assume J(x) « J6(x). The Fourier transform tells us that all the couplings will be 
the same, and equal to J. A more realistic shape for J(x) would be a gaussian centered 
at the impurity site x = 0 and decaying rapidly within a distance of the order of a lattice 
constant A. Thus we take J(x) «s J/(2T\2) e~(1/2A2):22 will generate, for a generic fc-vector 
(which in our case will be 2&oei, 2A^e2, 2ko(ii + e2) and 2ko(ei — e2)), 
J(k) = J e"^2*2 (4.19) 
For the impurity at the origin in a tetragonal (square) lattice, all the coupling constants are 
real, with J0 > Jt = J2 > «7«*. In the language of the fields introduced in Eq. (4.9) the 
impurity Hamiltonian now becomes 
In Eq. (4.20) the indices a, b are the flavor indices which label the effective Dirac fermions 
species associated with each node. The indices i,j run through the spinor components (two 
per each NG spinor, i.e., per node) and label linear combinations of quasi-particles with spin 
up with holes with spin down. Also notice that p and p' now label small departures from 
the appropriate node. Using the fact that zr2 is an antisymmetric matrix, we can rewrite 
Eqn.(4.20) in the form 
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The 4 x 4 matrices K*6 and K+6 used in Eqns. (4.20) and (4.21) are given by 
KL = 
Jo Jd Jl J~2 ^ 
Jd Jo Jl Jl 
Jl Ji Jo Jd 
J% Jl Jd Jo I 
f
 Jd Jo J2 Jl \ 
JQ Jd Jl Jl 
Ji Ji Ji Jo 
V Jl J2 Jo Jd ) 
(4.22) 
The form of Eqn.(4.21) strongly suggests the following change of variables (particle-hole 
transformations) performed on the second component of all four flavors 
I M P ) -*• ^ M ( - P ) ; foM — ^ 2 , 2 ( - P ) ; ^ ( P ) -+ ^ S . 2 ( - P ) ; faM -* 1>l2(-p) (4.23) 
to express the interaction term as a scalar product of two spin-| operators, as one expects 
to find. However, for this to be useful, we need to perform the reduction to one dimension 
first, by expanding the fields in energy eigenmodes of the kinetic energy and in turn, into 
angular momentum modes. Otherwise, the kinetic energy term will produce a mixing of an 
infinite number of channels and there would be no advantage in performing the dimensional 
reduction. 
We need to use Eqn.(4.12), (4.13) and (4.14) in Eqn.(4.21). After integration over the 
angle variable 9, the fields involved in Eqn.(4.21) become 
f2»d0 
j f ' ^ a = ^ [ * - l + ( M ) - * - i - ( M ) ] . (4.24) 
Now we define, for each flavor a, an effective one-dimensional chiral (right moving) fermi 
field 
dia(p) 
• { = j y/\p\^o,+,a(\p\); for p > 0 ; y/\p\ rpo,-,a(\p\Y, for P < 0 ; 
d (p) = { TiplV'-i.+,.(|p|); for P > 0 ; 
1 - y/\p~\ rp-u-,a(\p\); for P < 0; 
and Eqn. (4.21) can be recast as 
(4.25) 
(4.26) 
(4.27) 
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Here we perform the change of variables suggested above by setting 
da2(p) -*• dl2(-p), for o = l,.., 4 (4.28) 
and thus, in the definition given by Eqn.(4.26) we rename di*(jp) as the dfa(p) component 
of an effective spin-| one-dimensional chiral fermion, and d\a(—p) as the dia(p) component. 
Please notice that this label is not equivalent to the spin of the original quasi-particles. In 
fact, the relation between these effective one-dimensional chiral fermions and the original 
quasi-particles is actually quite complicated. 
The (flavor) coupling matrices commute with each other (as required by the 5/7(2) spin 
rotation invariance) and can be diagonalized simultaneously by means of the following uni-
tary transformation 
d'ai = U.& a\i (4.29) 
where i = | or | , the flavor indices a and b run from 1 to 4 and 
U.& = ^ 
/ 1 1 1 1 \ 
- 1 1 - 1 1 
- 1 - 1 1 1 
V 1 - 1 - 1 1 / 
This rotation brings the coupling matrices Kjj6 and K+6 to the diagonal form 
KL = 
/ J{ 0 0 0 \ 
0 J'2 0 0 
0 0 J£ 0 
V 0 0 0 j'A) 
(J[ 0 
K+ = La6 
0 -J'2 
0 
V 0 
0 
0 
0 \ 
0 
0 
0 -J'J 
J3 
with 
J[ = Jo + Jd + Ji + J2 
J' = J0 — Jd + Jx — J2 
(4.30) 
(4.31) 
(4.32) 
J'3 — Jo + Jd — Jl — J2 
J4 = Jo — Jd — Jl + J2 
As one can see in Eqn.(4.31) flavors 2 and 4 appear to have Sx and Sy with the sign reversed. 
However this can be compensated by the following additional rotation in the spin components 
< M P ) -» * <WP), d2i(p) -*• -i d2i(p); 
d*i(p) -» i d^(p), dAi(p) -» -i dAi(p) (4.33) 
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After all of these manipulations we find that the effective one-dimensional theory for this 
model is 
+ E E W2) [ r £yfip~\dl(p) 
a=l,r,i«T4 I"7-00 ZT 
In Eqn.(4.34) we dropped the primes in Eqn.(4.29) and in the effective coupling constants. 
The kinetic energy of the chiral fermions is E(p) = y/vlPp. 
Eq. (4.34) can be recognized to be exactly the non-marginal Kondo Hamiltonian that 
was discussed in chapter 3. Hence, the effective Hamiltonian for a d-wave superconductor 
coupled to a magnetic impurity is essentially equivalent to a (multichannel) generalization 
of a non-marginal Kondo problem. There are four channels, one for each node. The channel 
degeneracy is generally lifted by the inter-node scattering. In fact, Eq. (4.32) shows that in 
the absence of inter-node scattering (i.e., Ji = J2 = Jd = 0) the four flavors couple to the 
impurity with exactly the same exchange interaction strength J'a = Jo (<*• = l , . . . , 4 ) . For 
a strictly tetragonal system the couplings are ordered in the sequence J[ > J'2 = J'4 > J^. 
Intuitively one expects the channel with the largest coupling to dominate the low energy 
limit. In the extreme limit in which all inter-node and intra-node amplitudes are exactly 
equal one finds that channels 2, 3 and 4 decouple and that only the remaining channel 1 
couples to the impurity. Thus, in this limit, the physics of the system is that of a single 
channel non-marginal Kondo problem. 
Given that these two seemingly different systems are actually equivalent, most of the 
results found in chapter 3 [95] carry over to this problem almost without change but with a 
new physical meaning and processes, in particular including pair breaking effects. 
4.4 Zero temperature results 
The form of the effective Hamiltonian of Eqn.(4.34) is strikingly similar to the one given 
in Eqn.(3.35). The only difference is that we have now four flavors, all with, in principle, 
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•S imp £ „&/Sfc .(?') (4.34) 
different coupling constants. We may proceed with the same treatment used in chapter 3. 
The expression corresponding to Eqn.(3.44) is 
+P ( x 5 > s | 2 - Qfe') (435) 
This free energy can be used to determine the physical behavior of this system in the large 
Nc approximation. In the present model we only need a redefinition of the parameter A, 
which now is 
A = S=l==f (4.36) 
•Ky/VV ' 
As in section 3.3 we have two S.P.E.'s that can be obtained from Eqn.(4.35) by differentiation 
with respect to the parameters e/ and A. These S.P.E.'s are the same as Eqn.(3.48) and 
Eqn.(3.49). As in chapter 3, Eqn.(3.50), there is a critical coupling constant Jc given by 
Jc Ay/vv' 
where Ao is the size of the gap function of the superconductor away from the nodes (which 
here plays the role of the cutoff). This critical coupling constant can be obtained from 
Eqn.(3.49) at the point where the S.P.E. first allows for a solution with non vanishing A. 
In this new scenario, this critical point separates two phases. For small enough coupling 
between the impurity and the superconductor normal quasi-particles, we have a free impurity 
(or paramagnetic) regime. In other words, the impurity susceptibility will be divergent and 
the impurity will behave effectively as a free magnetic moment. This regime corresponds to 
the trivial solution of Eqn.(3.49), i.e., with A = 0. Presumably, even in this regime, there 
will be pair breaking processes in the superconductor and the quasi-particles will scatter off 
the impurities with the corresponding depletion of Tc. 
For an impurity more strongly coupled to the quasi-particles (with coupling above «/c), 
the system will go into a screening regime. At zero temperature, the magnetization will 
vanish linearly with the magnetic field with a finite slope. This is a signature of a finite 
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susceptibility at zero temperature which indicates that there is no free magnetic moment 
in the ground state, i.e., we have a singlet ground state. This scenario is analogous to 
the local Fermi liquid behavior characteristic of Kondo systems at very low temperatures. 
We expect this behavior here provided, once again, that the coupling between the impurity 
and the superconductor quasi-particles be strong enough. As the field increases, the system 
crosses over into a paramagnetic or "Curie like" regime. However, we will show below that 
an effectively overscreened behavior is also possible. If this holds the susceptibility actually 
goes to zero. 
We may proceed with the analysis carried on in section 3.4 to obtain scaling dependencies 
for e/ and A with the distance to the (zero temperature) critical point. We also define 
go = &oJo/(vvF)2. 
As we did in section 3.4 we scale the chemical potential for the impurity by the cutoff 
e/ = i/Ao. Here again we will have the limiting cases 
In this regime we find 
A « 
log M T-i 
log log 
log2 
[(;%)' 
*-± 
( : % ) ' 
*-*] 
+ (4.38) 
and 
Ne 
\ 4 30 / 
log T^ 
(4.39) 
In this (almost) particle-hole symmetric case we find 
1 
U « 
log 
*- \ 4 9oJ 
(4.40) 
Wt). 
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while for A we get 
^[iW-i)(i(*-*))TJ 
(4.41) 
Once again the physical case corresponds to Nc = 2. As Nc grows large it becomes possible to 
consider the two limiting cases described above and they become different. In this context 
of an impurity coupled to a superconductor, Ne will now represent a degeneracy in the 
level available for the impurity to populate. Departing from the situation Nc = 2 will 
amount to break particle-hole symmetry explicitly. In fact, there are two ways to break 
particle-hole symmetry. One is to consider an asymmetric fermion band. (However, in a 
d-wave superconductor particle-hole symmetry is exact unless is broken by the impurities 
themselves.) The other is available somehow artificially by enlarging the spin symmetry 
group of the impurity, which is essential to the large Nc approximation. In other words, the 
large Nc mean field theory allows us, as a bonus, to break particle-hole symmetry by hand. 
Notice, however, that in the case Qf % Ne/2 the magnitude of A appears to go to zero 
as Qf —¥ Ne/2~ even though the critical coupling is independent of the value of Qf. In spite 
of this, we were able to show that the zero-temperature, zero-field susceptibility actually 
converges to a finite value for both regimes, suggesting that the physical picture of the 
impurity being screened and the ground state being a singlet is still valid, in presence or 
not of particle-hole symmetry. However, we will find a somewhat different result from the 
finite temperature formalism in the following section. We will come back to this discussion 
about the particle-hole symmetric and asymmetric cases in the section where we study the 
low temperature and low field behavior of the susceptibility and the specific heat. As an 
advance, we just mention here that the whole issue boils to the question of whether the 
susceptibility actually vanishes for the strictly particle-hole symmetric problem. If this were 
the case we would be in a situation of overscreening, rather than normal Kondo screening. 
This type of behavior is characteristic of a multichannel Kondo system. However, we will see 
A « log 
- L 
.5W-±)(ift-*)) 1/3 
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at the end of section 4.6 that, for the exact particle-hole symmetric case, the superconductor 
(with magnetic impurities coupled strongly enough) seems to behave as a Kondo system 
showing overscreening without being multichannel. 
Here again, the non-trivial fixed point at go = ge separates the weak coupling phase from 
a strong coupling phase that should exhibit a Kondo effect. The unstable fixed point is 
the marginally unstable fixed point of the standard Kondo problem, now pushed to a finite 
value of the coupling constant by effect of the reduction of the density of band states. This is 
exactly the physics that we found in chapter 3. The paramount difference is that the model 
we are dealing with in this chapter includes the pairing interactions of the superconductor. 
The interaction has to be strong enough so as to overcome the effect of the depletion in the 
number of states available in order to produce the Kondo screening. If this were the case. 
an impurity which may look very "magnetic" outside the superconducting host could well 
be "swallowed" entirely and become completely screened loosing all of its magnetic features. 
It is natural to speculate that this should be the case for magnetic impurities substituting 
directly inside the Cu0 2 planes, since naively one may think that the coupling is stronger in 
this case as compared to an impurity that substitutes into sites away from the planes. 
In contrast, for a d-wave superconductor with a small coupling to the impurity, there will 
be no Kondo screening and we should expect the superconductor quasi-particles to scatter 
off an essentially decoupled impurity with a well formed magnetic moment. Clearly, in order 
to determine if the impurity is screened or not it is necessary to estimate the bare exchange 
coupling Jo- This is determined largely by the microscopic physics of the cuprate materials. 
Eqn. (4.37) shows that Jc is determined by the magnitude of the gap away from the nodes 
and by and effective quasi-particle velocity. For the regime go > gc we may define a Kondo 
scale TK 
*'™~%<&){*W(3±d]T ("2) 
As we did in chapter 3 the coupling of a magnetic field only to the impurity spin has 
the form of a Zeeman term. In the case of the superconductor this magnetic field should be 
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parallel to the Cu0 2 planes, so that we will not have Landau orbits for the superconductor 
quasi-particles and instead their levels will only undergo Zeeman splitting 
Hh = ~YflKU (4.43) 
< r = l 
Taking care again of not overpopulating one of the states that the Zeeman term splits with 
respect to the others, we compute the susceptibility at zero field (c.f. Eqn.(3.73) ). Once 
again, we consider two regimes: Qf/Nc -» 0 and Qf/Nc —*• 1/2. We discuss only the regime 
go > gc since the susceptibility is infinite below gc , where the impurity is unscreened. 
Forg4 « % ei/A, we get 
Thus, as a function of Jo—Je, X(0) has a "Curie like" divergence at Jc, with logarithmic 
corrections. 
F o r g t a 1 - ^ r e" 3 ' 4 , we have 
Finally the computation done in section 3.5 of the resonance and width of the virtual 
bound state also carries onto the model for the superconductor. The striking difference with 
other induced bound states within the superconductor gap [122] suggested by other (non 
quantum mechanical or non dynamic) treatments is that in this case both the position of 
the resonance scales with the distance to the critical coupling constant and goes to zero 
(the Fermi energy) at Jc. The width of the resonance also scales with the distance to the 
critical point (rather, it scales with the position of the resonance). It is no longer energy 
independent as in the case of a flat band in the usual Kondo effect. Last, but not least, in 
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the case of the superconductor we do not have an intact SU(Nf) symmetry anymore (see 
paragraph b) of section 3.5). This can be seen from the fact that for a realistic impurity 
the coupling constant of the four different channels would most likely not be the same (see 
discussion at the end of section 4.3.2 and Eqn.(4.32)). Consequently we will not have a truly 
multichannel system and the T-matrix need not be SU(Nf) invariant anymore. In other 
words, the flavor (channel) symmetry is now explicitly broken and the off-diagonal elements 
of the T-matrix are not necessarily unphysical anymore. Still it needs to be checked that they 
survive 1/NC corrections but in principle, should they be finite, they would be associated to 
scattering processes mixing certain combinations of particle and hole states which should be 
properly accounted for once the corresponding "coherent factors" were thoroughly computed. 
These "interference" processes should be a clear signature of the d-wave symmetry of the 
superconductor order parameter. However, the only feature that is absolutely essential in 
order to make this physical scenario work, is the existence of nodes in the gap function, it 
is not even necessary that, away from the nodes, the actual form of the gap function be the 
one corresponding to a pure d ^ ^ symmetry, or that the effective band structure be the 
one of the simple tight-binding model we used. 
4.5 Finite temperature results 
In this section we will apply the treatment of ref. [78] to our problem. At finite temperature 
T the effective action of Eq.( 3.44) becomes an (infinite) series summing over the (imaginary) 
Matsubara frequencies (see for example ref. [126]) given by u/n = (2n + l)ir/0, where 0 = kT 
and n is an integer. The Matsubara frequencies lie on the imaginary axis of the complex 
frequency plane. The sum over wn can be rewritten as a contour integral on the complex 
plane using the fact that the function (e0Un + l ) - 1 has simple poles over the imaginary axis 
for all n. In other words if we have 
3=-iZ/(-*'"") (4.46) 
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C i = C i + u C r 
Figure 4.3: Integration contour for the finite temperature effective action. 
it can be rewritten as 
where we have included the convergence factor e"e with the property 
0nzeta { oo as Rez —» +00 (17 > 0) 0 as Rez -» -00 (n > 0) 
(4.47) 
(4.48) 
For n < (3, S is convergent provided that f(z) grows slower than an exponential as Rez —» 00. 
The contour of integration has to be chosen so as to enclose all the poles at the Matsubara 
frequencies. It is shown in figure 4.3. 
If f(z) has a cut along the real axis, we can deform the contour from Ci —» C2UV (see 
figure 4.3), using the fact that the integral vanishes on T (for large T). By doing this, the 
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integral is now determined by the discontinuity of f(z) along the real axis. This is shown in 
Eqn.(4.47). 
In our case we have 
de e"e p
- - ?£,2T7^TTIog - ( e + Htm + iX) + ef + (Et M
2)<7o(e + Htm + iX)' 
-(e + Htm - iX) + ef + (Ze \<f>\2)9o(e + Htm - iX)\ 
" / IA/ (^ - ( c + iX) + ef-r (Et \<(>\2)9o(e + iX) -(e-iX)-ref + (Ee\<f>\2)9o(e-iX) (4.49) 
with 
= ^**k ( i + ! i ) (4.50) 
In Eqn.(4.49) we need to recalculate go(w) as a function of a general complex variable w. 
This is left to appendix E. However, there are a few remarks due about go(w). Whenever 
it was necessary, a lorentzian (smooth) momentum cutoff was used to regularize ultraviolet 
divergencies. This is the same cutoff used in chapter 3. The limit of pure imaginary frequency 
is recovered correctly, this is the form of go(iv) used in the zero temperature treatment 
of section 4.4 and chapter 3. The imaginary part of the variable w = e + Htm + iX 
behaves effectively as an infrared regulator at zero magnetic field, or rather, as a regulator 
for e + Htm * 0. Notice that the imaginary part of go(w) has a branch cut and the jump of 
the function across this cut is energy dependent. This is an important difference with the 
usual Kondo effect in which the jump across the cut for the function go(w) (see for example 
reference [78]) is energy independent and gives essentially the (constant) width of the "virtual 
ground state" or the Abrikosov-Suhl resonance. This will not be the case any longer as the 
width of the resonance now becomes energy dependent. This marks an important departure 
from the "local Fermi liquid" (or the resonant level model) behavior [99, 86] characteristic 
of the usual marginal Kondo systems. 
We now use the form of go(w) (see appendix E) and the definition A = Et l&|2/(7rvF)> 
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to write 
de . _ _, ( X + *& 
= - r def(e)6(e) (4.51) 
1C J—co 
where 
A + *MA 
^—-
i(7Tmn^mr^) (wo+) (452) 
is the phase shift [126]. Now we can compute the thermodynamic magnitudes such as the 
impurity entropy S&np, the impurity contribution to the specific heat C&np and the impurity 
contribution to the susceptibility Ximp as functions of temperature and magnetic field from 
the thermodynamic formulas 
S t a p = - ^ (4.53) 
as,*,
 = s
2th 
dT dT2 
W = r ^ = - r ^ (4.54) 
Xixnp = - % F (4.55) dh2 
The total impurity Free energy Fjmp is given by 
Fu„p = Fm,p(A,e/,A,T) + T ^ A - Qftf (4.56) 
Jo 
Using the saddle point equations (S.P.E.) 
% % = 0 and # ? % = 0 (4.57) 
0A acf 
we have 
— = — and — = — (4.58) 
4.5.1 Finite temperature Saddle Point Equations 
In this section we re-derive the S.P.E. within a formalism applicable to finite temperature. 
As usual, the S.P.E. are given by 
dFtop _ dFtop ,
 Ar icvp 
« = i)f = "# + "= if (4-59) 
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and 
Q = 5 F W = a ^ p _ (4.6O) 
<J€f Otf 
Using Eqn.(4.51) we find, respectively, 
*%"*-! r,,^^) ^ 
(4.62) 
dA ir J-co w 3A 
and 
dFmp 1 r , . . . 86(e) 
= if^< def 
After some algebra, the S.P.E. Eqn.(4.60)-(4.62) for the impurity filling fraction yields 
« , - ! / - * / ( « ) (A + frHA)) 
- / - (A + i ( . | £ | A ) ) 2 + (« + £A ( l + log y ^ ) - « , ) ' 
and Eqn.(4.59) and Eqn.(4.61) results in the equation 
These are the T / 0 Saddle-Point-Equations. As in the zero temperature case, Eqn.(4.63) 
and Eqn.(4.64) have to be solved simultaneously for A(T) and e/(T). Here we are setting 
the magnetic field h to zero. It is clear that Eqn.(4.63) has a logarithmic ultraviolet (high 
frequency) divergence, while Eqn. (4.64) has a linear ultraviolet divergence, and both need 
regularization (or cutoff). We shall use a smooth cutoff function. In fact, we will use the same 
cutoff function we have already used in chapter 3 and for the zero temperature calculations 
in this chapter, namely 
As in the zero temperature regime we can define a critical coupling constant JQ as the 
value of J at which A and £/ first become non-zero at zero temperature. This is a well 
defined quantity provided that a regularization scheme had been set. It is a non-universal. 
naturally cutoff dependent quantity. With the smooth cutoff function given by Eqn.(4.65) 
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we recover (as expected for consistency) the same critical coupling constant obtained in the 
zero temperature case in chapter 3 
J'o = ^ (4.66) 
4.5.2 Impurity Occupation for e/ = 0, A = 0 
There is another subtlety related to the expression for the impurity occupancy Eqn.(4.63) 
that we discuss below. 
For T -*• 0 the Fermi function /(e) —• Nc9(—e), i.e., it tends to a step function. However. 
in the general case the form of /(e) is that of Eqn.(4.60). There is an ambiguity in the large-
Nc limit given by the fact that the method involves the degree occupation of a massively 
(0(Ne)) degenerate level at the Fermi surface. In order to fix the occupancy, one has first to 
lift this degeneracy. The way to do that is to introduce the magnetic field H and to pick as 
the related generator of SU(NC) to be (for example) the diagonal generator with eigenvalues 
-{3 for 1 < m < r for r + l<m<Nc (4.67) 
so that the Fermi function becomes 
/OO = -H2EF r + J l r , (4.68) 
e - T * + 1
 e~~r + 1 
with u the chemical potential, i.e., tf. Using Eqn.(4.63) for the regime A —*• 0, tf —• 0 we 
have 
Qf(T) = f(e = 0) -»r_o r9 (fi-H) + (Nc -r)9((jL + H) (4.69) 
If we want to fix Qf(T) = r, we need to determine fi(T), which turns to be 
Urn. u(T) = T log(r/(Nc-r)) ^T_o0 (4.70) 
ft—«0T 
This is telling us that the chemical potential for the regime in which the impurity level is 
decoupled, at zero temperature, is exactly at the Fermi surface. The limiting procedure 
consisted in splitting the Nc degeneracy by introducing a magnetic field and populating the 
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r impurity levels which have positive eigenvalues, leaving the other Nc — r with negative 
eigenvalues empty. As H —*• 0 the chemical potential has a well defined limit given by 
Eqn.(4.70), and in turn, as T -* 0, the chemical potential sits at the Fermi energy (e = 0) 
as expected. 
Now we want to determine the position of the impurity level e/ in the regime where the 
impurity is decoupled. This is not well defined and we need another limiting procedure from 
the region where the impurity is coupled to the band fermions. We shall approach the critical 
point from the screened regime and determine a (= e/) at Jc for an impurity occupation 
Qf = r. We have 
/(«.*> = ^ T T + # T T (4'71) 
and therefore, for T = 0, 
/(e,0) = r9(-t-H) + (Nc-r) 9(H-e) (4.72) 
Using again Eqn. (4.63) for the occupation 
« ' - £ £ > /(£'0) WT? JJ3 5 ( w f t - v ) ' (4'73) 
In Eqn.(4.73) e/ we are taking the limit A —» 0 in order to approach the critical point. 
Also the term eA (l + log \J(D2 + e2)/e2) in Eqn.(4.63) has been neglected for being much 
smaller than e. After the limit is taken, we get 
«' = W^Ar? r (4-74) 
and therefore Qf = r will require that tf(Qf = r) = 0. In other words, in order to 
establish the value of e/ for the free impurity it requires a careful limiting process. Thus, 
even for the fully non-interacting system, the impurity levels will be occupied if e/ < 0, for 
any tf, breaking particle-hole symmetry. Thus any negative value of tf would be consistent. 
However, taking into account the physics on the other side of the critical point (screening 
phase) it is possible to establish that the energy level for the impurity should actually sit at 
the Fermi energy. 
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Figure 4.4: Critical region for the finite temperature or finite field case showing trajectories 
for approaching zero temperature or zero field limit. 
4.5.3 Scaling and energy scales for finite Tempera ture 
Now we turn to the finite temperature regime and re-derive the scaling form for A and 
tf out of the S.P.E. given by Eqn.(4.63) and Eqn.(4.64). The derivation follows closely 
what has been done in section 3.4 of chapter 3. We are interested in approaching the (zero 
temperature) critical point J = J£ from finite but low temperature T with an impurity 
occupation given by Qf = r. We want to study the behavior in the neighborhood of the 
(zero temperature) phase transition, i.e., for very low temperature in the vicinity of the 
critical point. 
The Fermi function is (as stated above) 
/(<,?) = 4 / , + i £ ~ r i (4.75) 
e T + 1 e"T -f 1 
where we have used the zero temperature chemical potential p(T = 0) = 0 and we shall take 
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the limit H —• 0 afterwards. Since we are approaching the critical point as T —*• 0 we have 
A(T) - 0 
tf(T) -»0 (4.76) 
It will be useful to define a dimensionless coupling constant 
g = ° so that ge = -z (4.77) 
(iCVp)2 IT2 
We set for now H = 0, so the Fermi function is simply 
and scale everything by the cutoff (the only available energy scale) D = A0. Let T = tD 
define the dimensionless temperature t and H = hD set the dimensionless field h. Similarly 
we define the dimensionless "impurity Fermi energy" u by tf = i/D and t = xZ). Then 
Eqn.(4.63) becomes 
Qf A / ~ dx x 1 
# c ~ 2 7o 1 + (MA/2)2 + (x + xA (l + log y±±£) + y) 
± — r°dx x i 
2 7o 1 + x2 e*/* + 1 (TTXA/2)2 + (x + xA (l + log y±±?) - */) 
. ^ r ^ l J l (4 79) 
27o l + ^ ^ + l ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 2 ( ' 
Eqn. (4.64) can also be rewritten in terms of these dimensionless variables 
1
 _ A — — f°° dx J 
g~c~9 ~ 2 Jo 1+x2 | 
T r°° dx 
+
 2 Jo 1+x2 c*/f + 1 
x (x -{- v) 
(TTXA/2)2 + (x + xA ( l + log yj^j + !/) ' 
d 1 x (x — v) 
(xx A/2)2 + (x + xA ( l + log yp±p) - t/)' 
1 [°°— - * (z + r) (4 80) 
2 7o i^2^+i(_^+^^^^^^y ^ 
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Both S P E . have a zero temperature contribution plus a Unite temperature correction. The 
correction is necessarily small as t —*• 0 since 
fe557rrr - '(-=) <4-8l) 
which vanishes for x > 0. This suggests that we write the integrals as 
1
 - r* Mi (4-82) 
and expand F(x) around x = t. The leading terms in such an expansion will have the form 
I « - t F(i) + z2 F(() ^ -I- . . . (4.83) 
Restoring the (small) dimensionless magnetic field h, we write 
Qf A r _ , . . , A 
+
 f khW + J(1-W) «-*> (484) 
where 
^ = f ^ m ^ (^l=)2+((x+,)[1+A(1+IogyI^)]+i/) 
(4.85) 
and 
h(h) = jT° dx ^ - L y F(x + h) (4.86) 
The expression we have to expand is 
F(*-rA) = X + h . : -2 - (" - -y) 
(x(x + h) A/2)2 -r ((x + h) + (x + h)A (1 + log y/^jffi) - y) 
(4.87) 
Thus 
Ii(A) « - t y F ( t + A) + ^ y ( 2 F ' ( f - r A ) + . . . (4.88) 
and Qf/Nc can be estimated by replacing Eqn.(4.88) into Eqn.(4.84). 
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Similarly the other S.P.E. can be written in the form 
+ !(l-£)*<-*>+ ! ( :s i )K"<* ) (4-89) 
where 
«») - Lrriprw* 
and 
1 (« + *X» + > + >) ^ _> (4.90, 
War + *)A/2)2 + ( ( * + A) + (* + *)A ( l + log ^ ^ f ) + ») 
^) = r^i^$r (4-91) 
Here G(x) is given by 
<H»> = , (« + *X« + * - » ) , , _ , + ( , _ _ „ 
( m ^ ) ' + ((» + *) + (« + *)A (l + log ^ g # P ) - K) 
Therefore we find the approximate expression 
(4.92) 
2 
Ki(h) « -tG(t + h) + ^t2G'(t + h) + . . . (4.93) 
We can now estimate — — - by replacing Eqn.(4.93) into Eqn.(4.89). 
As we mentioned above, the zero temperature terms are given bylo(h) and Ko(/t). These 
in turn can be written as a zero field contribution plus a small correction. This correction can 
be evaluated using the mean value theorem, for a small enough field. The zero temperature. 
zero field contribution is consistent with what we found in chapter 3 and reproduces the zero 
temperature results described in section 4.4. 
In what follows we will discuss the corrections to the S.P.E. due to (small) finite temper-
ature and (small) finite field. We find 
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1. S.P.E. 1 
j£ = f W) + f Yc(W + Ii(h)) + ^ (l-^(io(-h) + li(-h)) (4.94) 
2. S.P.E. 2 
- - ^ = f Ko(0) + \ ^ («o (&) + Kt(&)) + | ( i - ^ ) ( K o ( - f c ) + Kt(-&)) 
(4.95) 
In Eqn.(4.94) and Eqn.(4.95), (A/2)Io(0) and (ir/2)Ko(0) are respectively the S.P.E. 1 and 
S.P.E. 2 of chapter 3. The leading order terms for \i(±.h) and Ki(±h) are given by Eqn.(4.88) 
and Eqn.(4.93) respectively. Explicitly we get 
1. S.P.E. 1(a) 
2. S.P.E. 1(b) 
#W0) "ir*- for i/e1^ « 1 3 'A for r e ' / a » 1 (4.96) 
f U»> - f «*>-«•» - ^ ^ ^ ^ - ( ^ ^ T j y 
valid for (|/»| « 1) (u < 0) (4.97) 
3. S.P.E. 1(c) 
| lx(&) = - j « { r + /t 
(xA(t + A)/2)2 + (t + h + (t + MA log ^  - v)' 
— (u —• —v) 
(4.98) 
and also 
1. S.P.E. 2(a) 
§ Ko(0) I f i' log J 
for v e1/A « 1 
for v ei/A » 1 (4.99) 
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2. S.P.E. 2(b) 
| 8 o ( * ) = |(Ko(*)-Ko(0)) * | A 
valid for (\h\ « 1) (y < 0) 
- 1 + % h(h + v) 
2
 (xAA/2)2 + (u + [h + hA log jif])' 
(4.100) 
3. S.P.E. 2(c) 
§ Ki(&) 2
 | > A ( t + 
(r + A)(t + h-v) 
h)/2)2+(t + k + (t-rh)Alog^-uy 
(v —• —v) 
(4.101) 
Now we are ready to look into the scaling behavior of A and v with finite temperature and 
finite field in the vicinity of the critical point. We will consider two cases: 
1. At the critical coupling (g = gc)\ zero temperature (t = 0); finite field (|&| << 1). 
Here again there are two regimes as in section 3.4. 
(a) Qf/Nc « 1 
We expect, as h —* 0, A —• 0 and u/h —• 0. In S.P.E. 1 the leading correction to 
the zero temperature, zero field term is quadratic in h. Therefore, we keep just 
the leading zero temperature, zero field value 
Qf/Nc « - e1 '* 
7T 
(4.102) 
Since we are at the critical coupling constant, S.P.E. 2 is identically zero. After 
some algebra we obtain 
A ( M = 0) 1 
bg(&) 
_ log log (A/ h) 
log (A/A) (4.103) 
and 
v(k,t = 0) « y 1 
4 (Qf/Nc) log(A/|A|) L 
_ loglog(A/|A|) 
Iog(A/|A|) 
where 
A = 4TT(Qf/Nc? 
(4.104) 
(4.105) 
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(b) Qf/Nc < \ Here again, the leading zero temperature, zero field contribution to 
S.P.E. 1 implies 
, i / A 
I -1 /3 
v e 
In this regime the scaling form for v and A with A are given by 
2h (l - 8l) 
y(h,t = 0) « = ^ — ^ L . [1
 + ...] 
,ogR^U. 
and 
A(A,t = 0) « f
 T [ l + ...] 
(4.106) 
(4.107) 
log rw 
(4.108) 
2. At the critical coupling (g = gc); finite temperature (t ^ 0); zero field (A = 0). Once 
again, here we use the zero temperature, zero field leading order term from S.P.E. 1, 
and in this regime we expect v/t —» 0 and A —*• 0 as t —• 0. There are also two regimes 
as in the previous cases 
(a) Qf/Nc « 1. The scaling forms with t (A = 0) are 
A(A = 0,<) * 
and 
v(h = Q,t) % 
' loglog(f(fe)') 
>o*[?(fer]r * (*(*)•)+" 
i°g'°s(f(fe) ;) 
1 _
 * ( * ( * ) • ) + 
(4.109) 
*[?(*)*|(*) 
(b) Qf/Nc < 1/2. Finally, in this regime we have 
2< 
(4.110) 
u(h = 0,t) log(l/2r) [1 + ...] 
A(A = 0,r) w loglog(l/2f) 
iog[2f(i(i-B)Hr^(^(K&-B)i 
(4.111) 
+ ... 
(4-112) 
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The main feature to be stressed in this section is the following. The scaling behavior of A 
and the energy scale v for the zero temperature, zero field regime were obtained in section 
3.4 within the framework of the flux phase. However the model for the superconductor maps 
almost exactly onto the flux phase model (with minor redefinition of couplings). We found in 
that case (see also reference [95]) that A(A = 0, t = 0) scales with the distance to the critical 
point with zero exponent and a logarithmic suppression as g —• gc. Likewise, v(h = 0,t = 0) 
was also found to scale with the distance to the critical point linearly, with logarithmic 
corrections to scaling. As we turn on a magnetic field A at zero temperature, or as we crank 
up the temperature t at zero field, just based on dimensional analysis arguments we expect 
that either A or i respectively would replace the distance to the critical coupling constant in 
the scaling laws (in fact this is a fairly natural assumption in the case of the temperature 
although this is less obvious for the case of the magnetic field). What we showed in this 
section is that this is indeed the case. Naturally we can only expect a true phase transition 
at zero temperature. This is actually a zero temperature, zero field transition. As either A or 
t become finite both A and u move within a critical manifold where they scale with A and/or 
£ in a similar way they did with g—gc*k zero temperature and zero field. This characterizes 
a quantum critical region [27, 28] which opens up from gc as the temperature and/or the 
field becomes finite. There is a free impurity regime which is reached as t (or A) becomes 
finite for g < gc, and a screened impurity regime if we start at t = 0 (and A = 0) for g > gc 
and there are crossovers between these regions. We shall come back to this phase diagram 
in more detail as we discuss the low temperature and low field behavior of the susceptibility 
and of the specific heat in the following section. 
4.6 Low tempera ture susceptibility and specific heat 
4.6.1 Susceptibility 
We go back to Eqn.(4.51) which gives the impurity Free energy contribution. Using the shift 
e + Htm —• e we can dump all the field dependence in FunP of Eqn. (4.49) into the Fermi 
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function (see Eqn.(4.49)), which, for convenience, we rewrite here 
/W - 35&7T + Jw+i (4U3) 
It can easily be seen from this expression that 
d2f(t,H) d2f(t,H) 
dH2 dt2 
and that the magnetization and the susceptibility are given by 
(4.114) 
and 
Mm* = - i J^de | £ 6(t) (4.115) 
respectively. On the other hand we have the limiting behavior 
U m ^ = -Nc6D(t) (4.117) 
where 6D means the Dirac's ^-function (and not the phase shift!). We have as well the 
following result for the phase shift 
d6(t) 1 - e/xA sgn(e) + rA|e | (D2/(D2 +12)) 
dt 2 (r\t\A/2)2 + (e + eA (l + log yf^) - e,)' 
(4.118) 
The result of substituting Eqn.(4.118) and Eqn.(4.117) into Eqn.(4.116) in order to obtain 
an expression for the zero temperature susceptibility is ambiguous since it involves a product 
of a (Dirac's) ^-function times a step function (sgn(e)). A more careful approach requires to 
compute the magnetization and susceptibility at finite field (and temperature) and to take 
the (zero field) limit only after T —• 0. Please notice that this refers only to the explicit T 
and H dependence and not to the implicit dependence of u and A on H and T. The issue 
is the behavior of df/dt at H = 0. Following this approach we have 
xta,(o,*> - & Wr,iO - -£) g ) ^ - (&p) ( f ) _ ,,.i„ 
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Then we need to take 
fe(SL-*H 
M = --£ = * T^T—2 (4.122) 
e=±H 
which give us (for e/ < 0 so that tf = — |e/|) 
*=p(0,0) = (Ne-2r) J L (4.121) 
Notice that this is the T = 0 limit up to the T dependence in A and tf. 
Now we turn to the low temperature behavior. At low temperatures, the function 
— (df/dt) is sharply peaked but it is not quite a Dirac ^-function. The T « D behavior 
can be extracted by considering the function 
df_
 = 1 e'/r 
dt ~ T (e<IT + l)2 
and noticing that it decays to zero exponentially fast (for e » T). Therefore, if 86/dt is 
expanded in power of t/T we get a convergent expansion. The way to accomplish this is to 
scale variables by e = zT (i.e., z = t/T) and to expand d6/dt in powers of T (at H fixed). 
For convenience we also shift back e —• e ± H so that the dependence on H goes back into 
f(e) instead of /(e). This leaves us with an expression for the susceptibility given by 
W*.D = - i £ > ^ (r i U , + W-r, | | ^ J (4.123, 
where 
86,
 = 1 - e/xA sgn(z7/ + H) + KA\ZT + H\ (D2/(D2 + (zT + H)2)) 
d€ ZT+H 2
 (*A\zT + H\/2)2 + {(zT + H) + (zT + H)A (l + log / % + p ) _
 e/) ' 
(4.124) 
After some algebra (summarized in appendix F) the expression for the susceptibility 
becomes 
A 1 
Ximp = (Nc-r) / H \ 7
1A 
+ 0(A) (4.125) 
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where 
Tz log 
D
^ \
 + H ^ > - « 
T^z2 - H2 
In Eqn.(4.125) and Eqn.(4.126) we have used the definitions 
oo = 2(1 +A); a 0 - l = 1+2A « 1; ax = 2A 
Tz + H 
(4.126) 
(4.127) 
It is interesting to consider the two possible sequences of limits for the susceptibility. The 
factor 5 tanh (H/2T) in the first term of Eqn.(4.125) plays a very interesting role. It shows 
that the limits T —• 0 (at finite H) and H —*• 0 (at finite T) are inequivalent. In fact if 
T -* 0 first we get 
ftjXfcUr.j0-W-jr)i|F + w.5|[ 
while for H -* 0 first we find instead 
H HA ( 1 + 2 A ) M + 2 M ' o g 
— \ 
H\ 
(4.128) 
UmX(r, tf) = ( # = - 2 r ) - A * + (2A +1) iVc ^ l o g 2 + (1 + 2 A ) K # ^ 
fr—o 
A2r 
'216/1 4 r 
i)'"°lr2i ^•f/;^ ^-^4! 2 ,_urr • , x 2 l o g T e  (e"/ r + l)2 ° T z 
e2 47/ 
(4.129) 
Hence 
A2 z e' D XimP(0,r) « (l + 2A)JV- erT log2 + 2NCT^- Hdz ~ " fogl—I + 
tj ty JO (e* -f-1) ' i s 1 
= NeT ^log2 + 2 NCT ^ ( c + log\^\)log2-2NcT ^-Y^-logk (4.130) 
£ / C / V •* ' ef k=2 fc 
where C = 0.91565 is Catalan's constant. 
It is worth to discuss Eqn.(4.128) and Eqn.(4.130) in further detail. Eqn.(4.128) corre-
sponds to the regime of T -+ 0 at finite field H. It is clear from Eqn.(4.128) that the first 
term will vanish only for the exact particle-hole symmetric case, i.e., for r = 4^. This 
is, on the other hand the physical case for an SU(NC = 2) impurity. If (in this particular 
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sense) particle-hole symmetry is not an exact symmetry (in other words, if the impurity 
level degeneracy Nc is lifted asymmetrically), the susceptibility will show a leading order 
term proportional to ^A-r. The other terms in Eqn.(4.128) are smaller since we are taking 
the limit T —*• 0, H —* 0 and we are in the vicinity of the quantum critical point. This 
argument is valid in the regime g > ge, since in that case, we may ignore the field depen-
dence of A and tf and replace their zero temperature, zero field value. This is in fact a 
constant determined by the distance to the critical coupling as it was shown in section 4.4. 
Summarizing, we have 
1. At strong coupling g > gc; taking first the limit T -*• 0 with finite (but small) field H: 
(a) At the particle-hole symmetric point r = Nc, the susceptibility vanishes. This is 
suggesting overscreening of the impurity. This is a feature characteristic of multi-
channel Kondo system, although we do not have that situation here. It appears to 
be a rather specific feature of the exactly particle-hole symmetric case. The fact 
that the susceptibility actually vanishes may also be pointing in the direction of 
an unconventional ground state. What we mean by that is a many body ground 
state with possibly a finite entropy. Numerical studies of the problem of an impu-
rity coupled to a non-marginal Kondo system have been done but the results are 
still not completely conclusive [100, 127]. In particular the exactly particle-hole 
symmetric situation is poorly understood. The particle-hole symmetric problem 
is, however, the case of the d*2_p2 superconductor except if particle-hole symme-
try is explicitly broken by the impurities. In fact the potential scattering terms 
may be able to generate a small but finite density of states at the nodes, thus 
breaking particle-hole symmetry [128, 129, 130]. The impurity susceptibility in 
this limit becomes 
Ximp(0,H) = Nc * 
—>i5*'£H§i (4.131) 2M 
The first term in Eqn.(4.128) is missing due to particle-hole. We may replace the 
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expressions for A and tf valid for the zero temperature, zero field regime which 
were obtained in section 4.4. Their ratio converges to a constant which depends 
on the distance to the critical coupling (see Eqn.(4.40) and Eqn.(4.41)). Thus, 
the susceptibility seems to vanish as the field H instead of converging to the 
finite value that was obtained in Eqn.(4.45). Even more, Eqn.(4.41) shows that 
in the limit Qf = r = Nc, there is an additional suppression in A which actually 
vanishes for any value of the coupling (above the critical one). We are inclined 
to trust the present analysis of the behavior of the susceptibility as it comes from 
a limiting process from well defined expressions which have been obtained via a 
more thorough computation than the one that yielded Eqn.(4.45). 
(b) Away from the particle-hole symmetric point r ^ Nc. The full form of Eqn.(4.128) 
is valid. If the zero field limit is taken, the susceptibility now converges to a 
finite value which is again dependent on the distance to the critical coupling and 
can be extracted by replacing the corresponding scaling forms of tf and A from 
Eqn.(4.40) and Eqn.(4.41). 
2. At the critical point g = gc; taking first the limit T —*• 0 with finite (but small) field 
H = AD; in which case 
(a) For % « 1 (see Eqn.(4.103) and Eqn.(4.104)) 
fyxff.B) . 8*(!)'i[2
 + .og(4x(!)2)+31ogf 
(b) For §£ ~ i (see Eqn.(4.107) and Eqn.(4.108) ) 
+ . . . (4.132) 
^"'"^d##^rm (4133) 
Hence, at gc the susceptibility diverges like \ as A —• 0 (with logarithmic corrections). 
This is consistent with the physical scenario of the phase transition into a free impurity 
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A » 
Figure 4.5: Susceptibility dependence at small field, at T = 0. 
regime below the critical coupling. The only important effect of criticality is the 
presence of logarithmic corrections. 
3. At strong coupling g > ge', taking first the limit H —• 0 at low temperature T: the 
relevant expression is now Eqn.(4.130). The susceptibility now vanishes as TlogT at 
zero field, since once again A and tf may be replaced by their zero temperature, zero 
field expressions of Eqn.(4.40) and Eqn.(4.41). Here again this computation implies an 
overscreened picture of the ground state. In the exact particle-symmetric case we also 
have the additional suppression in Ximp due to A (from Eqn.(4.41) and Eqn.(4.112)). 
4. At the critical point g = gc; taking first the limit H —• 0 at low temperature T: we 
need to replace the leading temperature dependence for tf and A 
MBA 
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C»T 
Figure 4.6: Susceptibility dependence at low temperature and zero field. 
and 
for the particle-hole asymmetric regime jf- « 1. 
(4.135) 
Thus, at the critical point, the susceptibility exhibits a Curie like divergence with the 
temperature once again modified by logarithmic corrections. At the exact particle-hole 
symmetric point,
 X vanishes with the suppression present in A. In the vicinity of the 
particle-hole symmetric point the behavior is still of the same type we described above 
(see Eqn.(4.111) and Eqn.(4.112)). 
4.6.2 Specific heat 
It is easy to show that the impurity contribution to the specific heat can be written as 
CL imp 
- * : / > ' 
df(e) d6(t) 
dt dt 
(4.136) 
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Here again we use 
A«) = ,,._„%! +
 e , JV+ 1 ("») 
As we did for the susceptibility, for convenience we shift back e —• e ± fT and scale e —» zT, 
to obtain 
Cta
-
 =
 H£,<fe(?f^ (zr + g)'r2!|_. + (zr-g)%-r) 
(4.138) 
We leave to appendix F the actual derivation of the expression for the specific heat. We 
write down here the leading order terms 
( A r>, „„, , mr A 2 r 2 f~ , , „ , „ i D2 i Cwp = ^ r 2 ^ 2 ( l + A) jT°° dzz3f(z) -r Nc ^ J - £ dzz3f(z) log [^Jf-
+NcTH^- f°°dzz2f(z)log 
tf Jo 
H*\ 
00
 . , . , , . \zT-Hx 
139) +NC T ^ J"'* dzz2f(z)(H - zT) log \HD_zT\ + other terms! (4. 
If the limit H -*• 0 is taken first in Eqn.(4.139), we have 
< W 0 , T ) = T2NC 2 ( 1 + 2 A ) A £ dzz3f(z) + T2NC * F d z z ^ z ) log 1^1 (4.140) 
tt Jo tr Jo ZJ. 
The leading explicit dependence on T (for H —• 0) is quadratic. 
1. Once again if we are at g > gc we may replace in Eqn.(4.140) the zero temperature. 
zero field expressions for tf and A. As we saw in section 4.4 these are constants (as 
functions of T and H) that depend only on the distance at the critical coupling and the 
specific heat has the temperature dependence A!T2+BT2 log (jf). This is certainly not 
a "local Fermi liquid" like behavior. The usual Kondo effect in the low temperature 
regime exhibits the behavior of a Fermi liquid, i.e., a linear dependence of the specific 
heat with the temperature. In conventional Kondo systems, it is useful to describe the 
low temperature behavior in terms of the Wilson ratio Kw = fTp • Clearly in this 
system the Wilson ratio does not play any role. 
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2. If we want to explore the critical region we want to set the coupling to be the critical 
one (g = ge). Then we have the leading dependence on T given by the ratio ^ . Thus 
(a) §4 « 1; we need to use Eqn.(4.109) and Eqn.(4.110) 
| § ^ * ( f )>«[?(f)l+-- <""' 
Thus, at the critical point g = ge; zero field H = 0; low temperature in the 
broken particle-hole regime 
*• * *(3ff*[¥(3ff\{r**M+r**M*$i} 
(4.142) 
which has the form Cm* « A + B log ^ . 
(b) §4 ^ 1; we use Eqn.(4.111) and Eqn.(4.112) to obtain 
A(ff = 0 , r ) 1 log2(D/2T) 
^=^)"^iog[2KK&-%)r" (4.143) 
However, if particle-hole symmetry holds exactly, once again A get suppressed, as 
can be seen from Eqn.(4.143). Thus, at the critical point g = gc; zero field H = 0; 
low temperature in the particle-hole symmetric regime, the impurity contribution 
to the specific heat vanishes. 
When the limit T —• 0 is taken first, the surviving terms are 
Ctap(fr,0) = -2NC H A r dzzf(z) 
\tf\ Jo 
(Nc-2r)H2 ^U~dzzf(z) -4(1 + A) J"dzzf(z) -4Ajf°°dzz/(z)log||^|| 
, H3 r°° \D2, H2 
+ NcA2j^Jo dzzf(z) log | — | + - j r W * . 0 ) (4.144) 
The leading order term diverges as ^ as T —• 0 for finite field H. (appart from the explicit 
dependence of A and tf which will be important at the critical point). Here we have the 
cases 
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1. Strong coupling phase g > gc; zero temperature; finite field: Eqn.(4.144) represents 
the leading dependence with low field H, at zero temperature, with A and tf replaced 
by its corresponding zero temperature, zero field values. Again, these values are not 
dependent on T or H. They are constant depending only on the distance to the critical 
coupling. We still have the two cases corresponding to the broken particle-hole regime 
and the particle-hole symmetric one. 
(a) To address the first we need Eqn.(4.38) and Eqn.(4.39). The ratio f- gives 
The ratio £• will give a constant which scales as the inverse square of the distance 
to the critical coupling 
W§ a (§ I ) ' TZTIf l0* i 
90 
(4.146) 
I 4 so J 
(b) At the particle-hole symmetric point, A is suppressed and the specific heat van-
ishes. 
2. Now we turn to the quantum critical region. Here we have the cases 
(a) jf- « 1; at critical point g = gc; zero temperature T = 0; finite field: The lead-
ing contribution are also proportional to £ . Using Eqn.(4.103) and Eqn.(4.104) 
§jf3*(f )>+(£)'i]-- '— 
However, to obtain the leading dependence we need 
%m -(%)&+-
There is a cancellation of the logarithmic dependencies in the ratio between A 
and tf. The leading behavior of the specific heat for this case is 
Um Ob* « ^Xmp(H, 0)-2Nc ( ^ ) ' J~ dzzf(z) 
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Figure 4.7: Specific heat behavior for low temperatures at H = 0. 
-«-»W-H$)'§|w<"'w 
(4.149) 
Eqn.(4.149) shows that there is a term of the form Y ^ the leading contribution 
to the specific heat. This term comes from the term ^Ximp which enters the 
specific heat (see Eqn.(4.132)). 
(b) At the particle-hole symmetric point, A is suppressed and the specific heat van-
ishes. 
The behavior of the specific heat at low temperature is depicted in figure 4.7 
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4.7 Conclusions and discussion 
In this chapter we developed a model for a fully quantum mechanical magnetic impurity 
coupled to a d^_^-wave superconductor. We have shown that this problem maps almost 
exactly onto the problem of a magnetic impurity coupled to the low energy excitations of a 
flux phase in a quantum antiferromagnet. In chapter 3 we have investigated the case of the 
flux phase at zero temperature. As we found in that case, the model for the superconductor 
also presents a quantum phase transition at zero temperature at a critical coupling constant 
Jc between the magnetic impurity and the normal quasi-particles of the superconductor. The 
essential feature in the theory we have developed here is the existence of nodes in the gap 
function of the superconductor. The actual form of the tight-binding Hamiltonian used as 
the kinetic energy for the quasi-particles, or even the actual form of the gap function away 
from the nodes will not affect in a relevant way the physical scenario we described here. 
The fact that the gap function has nodes is by now, backed by strong experimental 
evidence [118, 119]. Due to this structure of the Fermi surface, the density of states for 
the low energy normal quasi-particles vanishes linearly with the energy in the proximity of 
the Fermi surface (taken as zero). This theory has been developed under the hypothesis 
that there is no disorder present in the system. Disorder effects may change the power law 
of the energy in the density of states [94, 128, 129, 130, 131, 132]. However, even if this 
were the case, the main results obtained in this chapter will still hold. The temperature has 
been assumed to be low enough so as to neglect the fluctuations of the superconductor order 
parameter. In other words, we do not use a self-consistent calculation of the gap function and 
we do not investigate depletion in the critical temperature or in the order parameter due to 
effect of the impurities. We also did not consider the effects of potential scattering processes 
which do not participate in the screening of the impurity spin. However, potential scattering 
may induce a finite (but small) density of states at the Fermi surface. In any case, the induced 
density of states is very small (exponentially small with the disorder) [128, 129, 130]. The 
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net result is a final crossover to a conventional Kondo effect but with a very much reduced 
Kondo temperature. Thus, the temperature scales of these effects are very well separated 
and should be observable quite independently. It should be remarked that at the present 
time there is no (consistent) theory to describe equally well both the quantum physics of the 
Kondo screening and the (also quantum) physics of the disordered system, not even in the 
conventional problem of magnetic impurities in metals. 
Nevertheless this would produce that the effects predicted from the presence of the quan-
tum phase transition be less sharp, but a signature of the critical behavior described here 
should presumably still be present. 
We investigated thoroughly the strong coupling phase of this system. We showed that 
there is a Kondo effect which will result in screening of the magnetic moment of the impurity. 
There are two independent scales given by the impurity chemical potential tf and the am-
plitude A for the ground state singlet. They present non-trivial scaling with the distance to 
the critical coupling at zero temperature. This is to be contrasted with the case of the usual 
Kondo effect in which both scales are essentially the same. In this case tf scales linearly 
with the distance to the critical coupling with logarithmic corrections to scaling. On the 
other hand, A scales with vanishing exponent and also presents logarithmic corrections to 
scaling. The pervasive presence of logarithmic corrections to scaling suggests that we may be 
in the presence of a theory at an "upper critical dimension". The quantum critical behavior 
changes with the power law of the density of states. If this power law happens to be greater 
than one, the logarithmic corrections disappear while for powers less than one the exponents 
change. This suggests an interesting direction for future work. 
We also found that the system tends to form a virtual bound state or a resonance as in 
the case of the usual Kondo effect. However, in that case the position and width of the 
resonance are constant and essentially determined by the (constant) density of states of the 
(flat) band. In contrast, in this case, both the position and width of the resonance scale 
with the distance to the critical coupling. The phase shift for the case of the superconductor 
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quasi-particles is also strongly energy dependent, while this is not the case in the local Fermi 
liquid regime of the conventional Kondo problem. 
The case of the impurity coupled to a flux phase that was considered in chapter 3 was 
found to be inherently multichannel (except for the case of a generalized impurity in which 
case the flavor degeneracy is explicitly broken by the presence of other coupling constants). 
Consequently, the T-matrix obtained for the case of the flux phase should be invariant under 
this flavor symmetry, and the (finite) off-diagonal matrix elements which suggest scattering 
among channels are unphysical and should vanishes upon taking into account •£- corrections. 
In the problem of the superconductor, for a realistic impurity shape, this is very unlikely 
to be the case. As it was shown in section 4.3.2 the flavor symmetry is almost always 
broken explicitly. There are still four channels arising from the four nodes of the dr2_B2 
gap function, but their coupling constants are different for each channel and the channel 
that is relevant to the physics discussed in this chapter is the one with the smallest critical 
coupling. The effective one-dimensional right moving fermions emerging from the process of 
dimensional reduction performed in section 4.3 can be expressed as linear combinations of 
angular momentum components of the normal quasi-particles of the superconductor. These 
are the so called coherence factors. A careful computation of these coherence factors would 
allow for looking into interference and mixing processes among quasi-particle states and will 
give a clear signature of the symmetry of the order parameter. This represents another 
possible branching direction of this work. 
In the last section of the chapter we investigated the critical behavior of the theory in the 
strong coupling phase in the vicinity of the phase transition. The extension into a formalism 
adequate for finite temperature and field is far from trivial and requires a careful rederivation 
of the scaling laws for tf and A from the finite temperature and finite field S.P.E.'s. In fact. 
the finite temperature S.P.E.'s are different from the zero temperature ones, although they 
reduce properly to the zero temperature, imaginary frequency case. Corrections to the zero 
temperature expressions for tf and A have been obtained for low temperature and low field. 
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but only at the critical coupling constant. This allows us to reach the quantum critical region 
for this theory. A complete solution of the S.P.E.'s at finite field and temperature has not 
been done, although for very small T and H the corrections are additive. 
The trickiest point of this analysis is related to the particle-hole symmetry. In a super-
conductor there cannot be violation of particle-hole symmetry coming from asymmetries of 
the quasi-particle spectrum. Nevertheless, particle-hole symmetry may be broken by the 
impurities or by the presence of a small density of states induced by potential scattering. 
The large Nc limit allows for another way of breaking particle-hole symmetry, by populating 
unevenly the Nc impurity levels. This is related to fixing the charge or the occupation of 
the impurity. Our analysis suggests that in presence of exact particle-hole symmetry (in the 
large Nc limit sense), the impurity is actually overscreened. Hence, the impurity susceptibil-
ity, instead of converging to a finite value (which would be a signature of a singlet ground 
state), vanishes. 
The treatment given in this last chapter provides an interesting alternative to the "chem-
ical" point of view usually applied to explain the behavior of impurities in superconductors. 
It is clear that even if an impurity presents a well defined spin and magnetic moment out-
side the superconductor host, the properties that we expect to observe when the impurity is 
placed inside the superconductor will be highly dependent on the strength of the coupling. 
An magnetic impurity may get coupled so strongly that its spin becomes completely screened 
and the impurity looses all its magnetic features. This coupling will probably be stronger 
for impurities that substitutes directly inside the CuOg planes. In a d-wave superconductor 
with a small coupling to the impurity, there will be no Kondo screening and the supercon-
ductor quasi-particles will scatter off an essentially decoupled impurity. A good estimation 
of the the exchange coupling Jo will be necessary to decide between these possibilities. This 
is highly material dependent and has to be determined by the microscopic physics of the 
particular compound. 
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Finally, it is also possible to use magnetic impurities as a probe to determine the sym-
metry of the superconductor order parameter. A system like the one we described here will 
show precise scattering processes between particle and hole quasi-particle states, with given 
spin and characteristic angular momentum channel. The way these processes take place will 
be a signature of the symmetry of the order parameter. 
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