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図-1.1 国内航空需要の推移 18) 


































































































































 2.3.1 データの前処理 
 2.3.2 ネットワークの枠組み 
 2.3.3 抽出ネットワークの学習方法 



























































































































𝑙 ∶第 𝑙 層 𝑛 番目のノード値 
𝑎𝑛
𝑙 ∶第 𝑙 層 𝑛 番目のノードに対する入力値 
𝑤𝑚𝑛
𝑙 ∶第 𝑙 − 1層 𝑚 番目のノードから第 𝑙 層 𝑛 番目のノードへの重み（リンク重み） 
𝑏𝑛
𝑙 ∶第 𝑙層 𝑛 番目のノードに対するバイアス 
 
 各ノードへの計算は，その前層のノード値行列とリンク重み行列の内積にバイアスを加
















𝑙 ,⋯ , 𝑥𝑛
𝑙 ] = 𝑓(𝑨𝑙)                                                                     ・・・(2.3) 
𝑓(𝑨𝑙) =
1
1 − 𝑒𝑥𝑝 (−𝑨𝑙)
 or 𝑨𝑙(※再現層の算出のみ) 































𝑙−1   𝑤22
𝑙−1 ⋯𝑤𝑚2
𝑙−1













𝑙 ,⋯ , 𝑏𝑛
𝑙 ]  
𝑿𝒍 ∶第 𝑙 層 のノード値行列 
𝑾𝑙 ∶第 𝑙 − 1層 から第 𝑙 層への重み行列 






































                                                                       ・・・(2.4) 
𝑤′ = 𝑤 − 𝜂 𝛻𝐽(𝑤)                                      ・・・(2.5) 
𝐽(𝑤) ∶誤差関数 
𝑿1 ∶入力層データ 
𝑿∗ ∶  再現層データ 
𝜆   ∶荷重減衰係数 
𝑤  ∶更新前の各リンク重み 
𝑤′ ∶更新後の各リンク重み 











































































 3.1.1 学習率と荷重減衰係数の比較 






























































図-3.4 学習率=0.01 の誤差関数 
図-3.2 学習率=0.1の誤差関数 


















この結果から，抽出層を 2 ノードと設定した場合は，抽出層を 3 ノードとした時よりもテ
ストデータの誤差二乗平均が約 1.2倍から 1.3倍ほどまで増大することが確認された．そし
て，抽出層が 2 ノードの中で，3 層構造の[12-3]と最もテストデータに対する誤差二乗平均
の小さかった[12-5-2]において，再現層の値と入力層の値をプロットしたものが，図-3.5，図








り 5層構造の場合に再現性が向上することが確認された．  
なお，更に層を深くした場合に誤差二乗平均の値は更に小さくなるものの，計算時間が膨

















図-3.7 [12-3]における再現性 図-3.8 [12-5-3]における再現性 




















的であることがわかる．しかし，東京－新千歳では全年を通じて i1,i2 の値が小さく，i3 の


















図-3.10 特徴量による全路線の 3D マップ 
 
 









図-3.12 仙台－那覇の 3D マップ位置情報 
 





































































 4.3.1 OD空港に対するラベル傾向 































































































となる．全ラベルを通じて，大きなピークは 3月か 8 月に訪れる傾向にある．3月に大きな
ピークとなるラベル 0は，1月から 3月と年の初めにピークを迎え，6，7，9月と夏場にオ
フピークを迎える．ラベル 1 は，3 月から 11 月にかけて前後の月需要における変動が激し
いラベルであり，3，8，10，11月に需要が高まり，1，2，6，12月に需要が低迷する．一転
して，ラベル 2 は夏場に向けて徐々に需要が高まり，冬場に向けて徐々に需要が低迷する










は 3，8 月に大きなピークを迎え，10月から 12月にかけて需要が一気に低迷していく． 
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以下は本稿で用いた学習回数 10000回，学習率 η =0.05，荷重減衰項 λ=0.05，事前学習にお
















































図-4 ドロップアウト率 5%のオートエンコーダ(②)による学習 


































































































































































































































































































































































































































おり，分類ラベル 0を白，分類ラベル 1を青，分類ラベル 2を緑，分類ラベル 3を黃，分
類ラベル 4をオレンジ，分類ラベル 5を赤，運航を行っていない年を黒に区分している． 
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表-45 路線別分類ラベルの年推移(7) 
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表-46 路線別分類ラベルの年推移(8) 
 
