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Abstract
A priori bounds for solutions of a wide class of quasilinear degenerate elliptic inequalities are proved.
As an outcome we deduce sharp Liouville theorems. Our investigation includes inequalities associated to
p-Laplacian and the mean curvature operators in Carnot groups setting. No hypotheses on the solutions
at infinity are assumed. General results on the sign of solutions for quasilinear coercive/noncoercive in-
equalities are considered. Related applications to population biology and chemical reaction theory are also
studied.
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0. Introduction
Nonexistence theorems1 for solutions of nonlinear elliptic inequalities have been widely stud-
ied in the last years. Besides their intrinsic interest, these kind of results are an important tool for
proving existence results for related Dirichlet problems for elliptic equations and systems in a
bounded domain as well as for interesting applications in different context. See for instance [33,
2,61] for applications to existence problems and [12,1,39,49,22,42,40] for related implications
to geometrical and reaction diffusion problems.
A systematic study of nonexistence results for positive solutions to quasilinear partial differ-
ential equations of the form,
−div(A(x, |∇u|)∇u)= f (x,u), x ∈ RN, (1)
presents several difficulties. Here, A : RN × R → R is a function satisfying some structural
conditions, f : RN ×R → R is a given nonlinearity and N > 2. Assuming that the possible solu-
tions are radial (see Franchi, Lanconelli and Serrin in [30] for general existence and uniqueness
results), nonexistence theorems have been proved in a series of seminal pioneering papers by Ni
and Serrin. See in particular [51,52].
Indeed, by considering ground state solutions of (1), i.e. entire radial positive functions satis-
fying
lim|x|→+∞u
(|x|)= 0, (2)
1 Depending on the context, these kind of results are also called Liouville type theorems.
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ellipticity type) and f : R → R is a given function such that:
(i) there exists c > 0, q > 0 and  > 0 sufficiently small such that for any 0 < t <  we have
f (t) ctq,
then, depending on A, there exists q∗ > 0 such that for q  q∗ problem (1) has no nontrivial
ground states. Canonical examples are for instance A(t) = 1 (the Laplacian operator) or A(t) =
(1 + t2)−1/2 (the mean curvature operator in nonparametric form). For these two cases, it is
known that
q∗ = N
N − 2 .
While for A(t) = |t |p−2 (the p-Laplacian operator), if p > 1 and N > p, we have
q∗ = N(p − 1)
N − p .
Here and throughout this paper, without loss of generality, we shall suppose that N > p. See
Remark 1.5 below. Clearly, assumption (i) reduces the nonexistence problem for (1) to the study
of the associated inequality
−div(A(x, |∇u|)∇u) cuq, (3)
on an exterior domain of RN . In the case of the p-Laplacian operator i.e. A(t) = |t |p−2t , nonex-
istence of positive solutions (not necessarily radial!) in an exterior domain has been recently
proved in [5,58].2 These authors consider the model problem f (x,u) = uq under the assump-
tion,
p − 1 < q  q∗.
See also [42,40] for some related results.
Nonexistence theorems are also of great interest for the so-called coercive case e.g.,
div
(
A
(
x, |∇u|)∇u) f (x,u), x ∈ RN. (4)
For the model problem, A(x, |∇u|) ≡ 1, f (x,u) ≡ a(x)uq , q > 1 and a(·) nonnegative, optimal
results have been obtained in [3]. Very significant existence and nonexistence results for gener-
alizations of (4) using refined techniques based on Keller and Osserman ideas [38,53] have been
proved by Filippucci, Pucci and Rigoli in [25–27] and Pucci and Rigoli in [54]. Other several
important contributions, with no assumption on the sign of the solutions by using ad hoc test
function technique, have been recently studied by Farina and Serrin [24] for completely coercive
2 Actually the result holds for more general operators.
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mates and asymptotic properties of solutions, the interested reader may refer to Karp [36,37] and
to the recent paper by Kon’kov [41] and the voluminous set of references therein.
Coming back to noncoercive problems of type (1), we may say that in recent years, nonexis-
tence results have been generalized in various directions. See [46] for a comprehensive study of
nonexistence problems and [32,4,5,58,23,11] for related results. One common feature of most of
the recent contributions for noncoercive inequalities deals essentially with the case f (u) = uq ,
q > 0 or f (x,u) = a(x)uq.
The main goal of this paper is to obtain local a priori estimates and related nonexistence
theorems for weak solutions of coercive and noncoercive quasilinear elliptic inequalities for
not necessarily power nonlinearities in a framework which includes as special cases sub-elliptic
structures and Carnot groups.
However, we emphasize that most of the results that we obtain in the paper are new even for
semilinear problems in the usual Euclidean setting.
Being the nonexistence problem related to the qualitative properties of the possible solutions,
we aim to give some contributions to the following related general questions. Consider
±divA (x,u,∇u) f (u), x ∈ RN, (5)
where A : RN × R+ × RN → RN is a Carathéodory function3 and f : R → R is a continuous
function.
Q1 What are the natural4 assumptions on the function f which imply that the possible solutions
of (5) have fixed sign?
Q2 What are the natural assumptions on the function f which allow us to have an estimate on
the infimum (or the maximum) of the possible solutions of (5)?
Q3 What are the natural assumptions on the function f that implies the absence of nontrivial
solutions for (5)?
Of course giving a complete answer to the above problems is a very ambitious program. Nev-
ertheless, in this paper we will show that, at least for some classes of quasilinear differential
operators in divergence form and nonlinearities f , some satisfactory answers can be given at
least for solutions with suitable regularity (see Definitions 1.4 and 2.21).
For instance, as an illustration of our contribution to questions Q1 and Q2 consider the fol-
lowing
−pu f (u) on RN.
In this paper we prove that if f behaves at −∞ in a suitable way, then u is bounded from below.
See Theorems 2.23 and 4.1.
On the other hand, regarding question Q3, consider{−divA (x,u,∇u) f (u), x ∈ RN,
u 0, x ∈ RN. (P)
3 That is for each t ∈ R and w ∈ RN , A (·, t,w) is measurable and for a.e. x ∈ RN , A (x, ·, ·) is continuous.
4 Here, by natural, we mean a set of assumptions allowing us to prove sharp results for a wide class of problems.
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condition: there exist a, b > 0 and p > 1 such that
(
A (x,u,w),w
)
 b|w|p  a∣∣A (x,u,w)∣∣p′ (S-p-C)
for every (x,u,w) ∈ RN × R+ ×RN . Here p′ denotes the conjugate exponent of p.
It turns out that one of the main natural assumptions on f for proving a priori estimates
of the solutions of (P) is (i) of Ni and Serrin (see page 969 of this Introduction). That is: f is
nonnegative and continuous and satisfies the following local condition at zero,
there exists q > 0 such that lim inf
t→0+
f (t)
tq
= l, with l ∈ (0,+∞]. (f0)
As a consequence, nonexistence theorems for (P) follows (see for instance Theorem 3.4).
The interesting point throughout this paper, is that we do not assume any kind of behavior
at infinity on the possible solutions of (P). Thus, some of the results proved in this paper, can
be viewed, among other things, as extensions of the contributions by Ni and Serrin [51,52] for
operators satisfying (S-p-C) and for possibly nonradial solutions with no assumptions of decay
at infinity.
This paper is organized as follows. The next section contains the notations, the background
and some auxiliary facts that we shall use throughout the paper.
In Section 2 we prove some general a priori estimates (Theorems 2.1, 2.3 and 2.8) for solu-
tions of inequalities associated to W-p-C operators (see Definition 1.1 below) and applications
of these bounds to some nonexistence problems (Corollaries 2.4 and 2.13) contributing in this
way to Q3. Other partial contributions to questions Q1 and Q2 (Theorems 2.23, 2.24 and Corol-
lary 2.27) are contained in Section 2.4 where we study (5) for the class of W-1-C operators (see
Definition 2.19). In Section 2.4.1 we prove the sharpness of Theorems 2.23 and 2.24.
In Section 3 we study a class of differential inequalities associated to elliptic operators satis-
fying the weak Harnack inequality (see Definition 1.8). Here we prove the main result on a priori
estimates and nonexistence theorems for (P), see Theorems 3.3 and 3.4. A further contribution
to Q2 is also presented, see Theorem 3.12.
An outcome of some of the results proved in this section allows us to consider new curious
classes of differential inequalities. As an example consider the following simple illustration. Let
f : R → R be an arbitrary positive continuous function. Suppose that N  1. Let u ∈ W 1,2loc (RN)
with f (u) ∈ L1loc(RN), be a nonnegative weak solution of the differential inequality
−u f (u)(1 − cosu)λ on RN. (6)
If λ > 0 and 2(N − 2)λN , then u is constant, more precisely u(x) = 2kπ a.e. on RN , where k
is a nonnegative integer. If λ = 0, then (6) has no nonnegative weak solutions. This result follows
from Theorem 3.12.
Another application of the a priori estimates is contained in Section 3.2, where a problem
related to the hair-trigger effect of Aronson and Weinberger [1] is presented. In this way we im-
prove and generalize a result due to Dancer and Du see Theorems 3.11, 3.13 and Remark 3.14
below and [20, Theorem 2.1], removing the assumption of local quasimonotonicity on the non-
linearity f and for a general class of differential operators satisfying S-p-C.
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3.19 and 3.20.
The remaining subsections contain a brief presentation of some of the results obtained above
in the Carnot setting. The sharpness of some of the results is proved in 3.4.1 and 3.4.2.
In Section 4, by an application of recent ideas based on comparison principles, we continue
the study of quasilinear elliptic inequalities associated to differential operators which satisfy
some special assumptions and without assuming that the nonlinearities and the solutions have a
prescribed sign. See Theorems 4.1, 4.3, and Remark 4.4. We close this section by proving some
additional nonexistence theorems see Theorems 4.5, 4.8, 4.9 and Corollary 4.7. We point out that
Theorem 4.9 extends and improves some results due to Du and Ma [22, Theorems 1.1 and 5.2].
We end the paper by showing some examples of differential operators for which most of the
results obtained in this paper can be apply for the appropriate differential inequalities associated
to them.
1. Notation and definitions
In this paper ∇ and | · | stand respectively for the usual gradient in RN and the Euclidean
norm.
Let μ ∈ C (RN ;Rl) be a matrix μ := (μij ), i = 1, . . . , l, j = 1, . . . ,N . For i = 1, . . . , l, let
Xi and its formal adjoint X∗i be defined as
Xi :=
N∑
j=1
μij (ξ)
∂
∂ξj
, X∗i := −
N∑
j=1
∂
∂ξj
(
μij (ξ)·
)
, (7)
and let ∇L be the vector field defined by ∇L := (X1, . . . ,Xl)T = μ∇ and ∇∗L := (X∗1, . . . ,X∗l )T .
For any vector field h = (h1, . . . , hl)T ∈ C 1(Ω,Rl ), we shall use the following notation
divL(h) := div(μT h), that is
divL(h) = −
l∑
i=1
X∗i hi = −∇∗L · h.
Examples of vector fields, which we are interested in, are the usual gradient acting on l (N)
variables (see Example 5.1) and vector fields related to Baouendi–Grushin operator (see Exam-
ple 5.2), Heisenberg–Kohn sub-Laplacian (see Example 5.3), Heisenberg–Greiner operator (see
Example 5.4), sub-Laplacian on Carnot groups (see Example 5.5).
Since we are interested in weak solutions, we can allow that the entries of the matrix μ are
singular. However, for simplicity, we shall assume that μij are continuous.
Let δ := (δ1, . . . , δN) be an N -uple of positive real numbers. Let R > 0, we shall denote by
δR the anisotropic dilation δR : RN → RN defined by
δR(x) = δR(x1, . . . , xN) :=
(
Rδ1x1, . . . ,R
δN xN
)
. (8)
The Jacobian of such a transformation is J (δR) = RQ where Q := δ1 + δ2 + · · · + δN .
In what follows we shall assume that ∇L is pseudo homogeneous of degree 1 with respect
to dilation δR . That is we assume that there exist δi > 0 (i = 1, . . . ,N ) such that for each φ ∈
C 1(RN) and R > 0 we have ∇L(φ(δR(·))) = R(∇Lφ)(δR·).
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A (·, t,w) is measurable; and for a.e. x ∈ RN , A (x, ·, ·) is continuous. We consider operators L
“generated” by A , that is
L(u)(x) = divL
(
A
(
x,u(x),∇Lu(x)
))
.
Our model cases are the p-Laplacian operator, the mean curvature operator and some related
generalizations.
Definition 1.1. Let p > 1 and A : RN ×R ×Rl → Rl be a Carathéodory function.
The function A is called (W-p-C) (weakly-p-coercive) if there exists a constant a > 0 such
that
(
A (x, t,w) ·w) a∣∣A (x, t,w)∣∣p′ for each x ∈ RN, t ∈ R, w ∈ Rl . (W-p-C)
The function A is called S-p-C (strongly-p-coercive) (see [57,46,5] for details), if there exist
a, b > 0 constants such that
(
A (x, t,w) ·w) b∣∣wp∣∣ a∣∣A (x, t,w)∣∣p′
for each x ∈ RN, t ∈ R, w ∈ Rl . (S-p-C)
Remark 1.2. An important generalization of (W-p-C) operators has been introduced recently in
[24, Definition 1.1].
Example 1.3.
1. Let p > 1. The so-called p-Laplacian operator, pu = div(|∇u|p−2∇u) is an operator gen-
erated by A (x, t,w) := |w|p−2w which is W-p-C and S-p-C.
2. If A is S-p-C, then A is W-p-C.
3. The mean curvature operator in nonparametric form div( ∇u√
1+|∇u|2 ) is generated by
A (x, t,w) := w√
1+|w|2 . In this case A is W-2-C and of mean curvature type but it is not
S-2-C.
4. If A if of mean curvature type, that is A can be written as A (x, t,w) := A(|w|)w with
A : R → R a positive bounded continuous function (see [46] for further details), then A is
W-2-C.
A nonnegative continuous function N : RN → R+ is called a homogeneous norm, if i) N(ξ) =
0 if and only if ξ = 0, and ii) it is homogeneous of degree 1 with respect to δR (i.e. N(δR(ξ)) =
RN(ξ)).
An example of homogeneous norm which is differentiable for x 
= 0 is given by
Nδ(x) :=
(
N∑
i=1
(
xri
) d
δi
) 1
rd
, (9)
where d := δ1δ2 · · · δN and r is the lowest even integer such that r max{δ1/d, . . . , δN/d}.
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From now on we shall fix a homogeneous norm N differentiable away from 0. We set
ψ := |∇LN | (10)
and for R > 0, we define BR as the ball of radius R > 0 generated by the norm N that is BR :=
{x: N(x) < R} and AR stands for the annulus B2R \BR . Therefore we have
|BR| =
∫
BR
dx = RQ
∫
N(x)<1
dx = cNRQ and |AR| = cN
(
2Q − 1)RQ.
A simple canonical framework, for which the results proved in this paper apply, is the Eu-
clidean space (RN, | · |) with | · | the Euclidean norm. In this case μ = IN the identity matrix in
N dimension, ∇L = ∇ is the isotropic gradient and divL is the divergence operator. The dilation
δR defined by
δR(x) = δR(x1, . . . , xN) := (Rx1, . . . ,RxN),
is isotropic. Here, Q = N is the dimension of the space. In this case, ψ ≡ 1 and BR is the Eu-
clidean open ball of radius R centered at the origin. Further examples are presented in Section 5
below.
Let p  1. Throughout this paper we shall denote by
W
1,p
L,loc(Ω) :=
{
u ∈ Lploc(Ω): |∇Lu| ∈ Lploc(Ω)
}
.
Notice that when μ = IN , the identity matrix, then W 1,pL,loc(Ω) = W 1,ploc (Ω).
Definition 1.4. Let Ω ⊂ RN be an open set and let f : Ω × R → R be a nonnegative
Carathéodory function. We say that u ∈ W 1,1L,loc(Ω) is a weak solution of
−Lu = −divL
(
A (x,u,∇Lu)
)
 f (x,u) on Ω, (11)
if f (·, u), |A (·, u,∇Lu)|, (A (·, u,∇Lu) · ∇Lu) ∈ L1loc(Ω), and for any nonnegative φ ∈ C 10 (Ω)
we have ∫
Ω
A (x,u,∇Lu) · ∇Lφ 
∫
Ω
f (x,u)φ.
Remark 1.5. In what follows, without loss of generality, we shall suppose that Q > p. Indeed
by [15] (see also [12,47] for earlier results), we have the following:
Theorem 1.6. Assume that A is W-p-C. Let u be a weak solution of
−divL
(
A (x,u,∇Lu)
)
 0, u 0, on RN. (12)
If p Q, then u is a solution of the system of l equations: A (x,u,∇Lu) = 0.
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Carnot group G then u is constant a.e. on RN . This also holds for the Baouendi–Grushin vector
field ∇γ (see Example 5.2) or the Heisenberg–Greiner vector field (see Example 5.4).
Observe that if A is S-p-C and ∇L is the Euclidean gradient ∇ , then the following important
Serrin–Trudinger inequality holds [57,59]. For a proof see for instance [44].
Lemma 1.7 (Weak Harnack inequality). If u ∈ W 1,ploc (RN) is a nonnegative weak solution of
−div(A (x,u,∇u)) 0, (13)
then, for any σ ∈ (0, N(p−1)
N−p ) there exists cH > 0 independent of u such that for any R > 0 we
have
(
1
|BR|
∫
BR
uσ dx
)1/σ
 cH ess inf
BR
2
u (14)
where BR stands for the Euclidean ball of radius R.
Motivated by the above result, we introduce the following.
Definition 1.8 (WH). We say that the weak Harnack inequality with exponent σ > 0 holds if for
any weak solution u of
−divL
(
A (x,u,∇Lu)
)
 0, u 0, on Ω (15)
and any R > 0 such that B2R ⊂ Ω we have
(
1
|BR|
∫
BR
uσ dx
)1/σ
 cH ess inf
BR
2
u, (WH)
with cH > 0 independent of u and R.
In the Carnot group setting a weak Harnack inequality has been proved by Capogna, Danielli
and Garofalo [8]. See also Trudinger and Wang [60] for related results.
Lemma 1.9 (Weak Harnack inequality on Carnot groups). Let A be of S-p-C type and let ∇L
be the horizontal vector field on a Carnot group G. If u ∈ W 1,pL,loc(RN) is a nonnegative weak
solution of
−divL
(
A (x,u,∇Lu)
)
 0, (16)
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Q−p ) there exists cH > 0 independent of u such that for any R > 0 we
have (
1
|BR|
∫
BR
uσ dx
)1/σ
 cH ess inf
BR
2
u, (17)
where BR stands for the ball of radius R in a fixed homogeneous norm N .
Remark 1.10. It is interesting to point out that if a positive function u belongs to the De Giorgi
class DG−p (Ω), see [34], here Ω is a bounded open set contained in RN and p > 1, then the
following DiBenedetto–Trudinger inequality holds; there exists R0 > 0, σ > 0 and a constant c
such that if x0 ∈ Ω and R < min(R0, 16√N dist(x0, ∂Ω)) then,
(
1
|Q(x0,R)|
∫
Q(x0,R)
uσ dx
) 1
σ
 c ess inf
Q(x0,
R
2 )
u, (18)
where Q(x0,R) denotes the cube centered at x0 and side R. Of course, a similar inequality holds
if we replace Q(x0,R) with BR(x0). For the proof see [21].
In what follows, the fact that the constant cH in the weak Harnack inequality (WH) does not
depend on R is very important. However, cH may depend on the function u.
2. Main results
2.1. General a priori estimates
In this section we prove the main a priori estimates for positive solutions of the inequal-
ity (11). The derivation of this bounds are obtained by modifying a classical technique developed
in [45,46,5,58,15].
The following result will play an important role throughout this paper.
Theorem 2.1. Let A be W-p-C and let u be a nonnegative weak solution of (11). Then for each
nonnegative test function φ ∈ C 10 (Ω) and every real number α < 0, we have∫
Ω
f (x,u)uαl φ + c
∫
Ω
(
A (x,u,∇Lu) · ∇Lu
)
uα−1l φ  d
∫
Ω
u
α−1+p
l
|∇Lφ|p
φp−1
, (19)
where c := |α| − ηp
′
ap′ , d := η−pp−1, η > 0 and ul := u + l with l  0. If η > 0 is sufficiently
small so that c > 0, then for any 0 < s < 1 we have
∫
Ω
(
A (x,u,∇Lu) · ∇Lu
)s
φ 
(
d
c
∫
Ω
u
α−1+p
l
|∇Lφ|p
φp−1
)s(∫
Ω
u
(1−α) s1−s
l φ
)1−s
. (20)
Moreover, for any α < 0 and l  0 there holds
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Ω
f (x,u)φ 
(∫
Ω
∣∣A (x,u,∇Lu)∣∣p′uα−1l φ
)1/p′(∫
Ω
u
(1−α)(p−1)
l
|∇Lφ|p
φp−1
)1/p
(21)
 c2
(∫
Ω
u
α−1+p
l
|∇Lφ|p
φp−1
)1/p′(∫
Ω
u
(1−α)(p−1)
l
|∇Lφ|p
φp−1
)1/p
, (22)
here c2 := (pηpc)−1/p′ .
Finally, for any α < 0 and 0 < s < 1, there exist c3, c4 > 0 such that if u(1−α)
s
1−s ∈ L1loc(B2R)
and uα−1+p,u(1−α)(p−1) ∈ L1loc(AR) there hold
1
|BR|
∫
BR
f (x,u) c3R−p
(
1
|AR|
∫
AR
uα−1+pψp
)1/p′( 1
|AR|
∫
AR
u(1−α)(p−1)ψp
)1/p
, (23)
∫
BR
(
A (x,u,∇Lu) · ∇Lu
)s  c4R−sp
(∫
AR
uα−1+p
)s( ∫
B2R
u(1−α)
s
1−s
)1−s
, (24)
here R > 0 is such that B2R Ω and ψ is defined in (10).
In particular, if uσ ∈ L1loc(Ω) we have
1. If σ > p − 1, we have
1
|BR|
∫
BR
f (x,u) c3R−p
(
1
|AR|
∫
AR
uσψp
)(p−1)/σ
. (25)
2. If either 0 < s < p−1
p
and sp  σ or, p−1
p
 s < 1 and s1−s < σ , then
(
1
|BR|
∫
BR
(
A (x,u,∇Lu) · ∇Lu
)s)1/sp  c4R−1
(
1
|B2R|
∫
B2R
uσ
)1/σ
. (26)
Moreover if (WH) holds for the exponent σ , then
1
|BR|
∫
BR
f (x,u) c3R−p
(
ess inf
BR
u
)p−1
, (27)
(
1
|BR|
∫
BR
(
A (x,u,∇Lu) · ∇Lu
)s)1/sp  c4R−1 ess inf
BR
u. (28)
Proof. Fix a test function φ ∈ C 10 (Ω). Set r := dist(spt(φ), ∂Ω) and Ωr := {y: dist(y, ∂Ω) >
r}. For 0 <  < r and l > 0, we define, for x ∈ Ωr ,
v(x) := l +
∫
D(x − y)u(y) dy
Ωr
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(11). It follows that∫
Ω
f (x,u)vαφ 
∫
Ω
A (x,u,∇Lu)∇L
(
vαφ
)
= α
∫
Ω
A (x,u,∇Lu)∇Lvvα−1φ +
∫
Ω
A (x,u,∇Lu)∇Lφvα,
that is∫
Ω
f (x,u)vαφ + |α|
∫
Ω
(
A (x,u,∇Lu) · ∇Lv
)
vα−1φ 
∫
Ω
∣∣A (x,u,∇Lu)∣∣vα|∇Lφ|.
Since v → u + l =: ul , ∇Lv → ∇Lu in L1loc(Ωr) as  → 0, and α < 0, by the Lebesgue domi-
nated convergence theorem we get∫
Ω
f (x,u)ul
αφ + |α|
∫
Ω
(
A (x,u,∇Lu) · ∇Lu
)
ul
α−1φ 
∫
Ω
∣∣A (x,u,∇Lu)∣∣ulα|∇Lφ|. (29)
Applying Hölder’s and Young’s inequality in the right hand side of (29) and using the W-p-C
assumption, for η > 0 we obtain
∫
Ω
f (x,u)uαl φ + |α|
∫
Ω
(
A (x,u,∇Lu) · ∇Lu
)
uα−1l φ

∫
Ω
∣∣A (x,u,∇Lu)∣∣uα−1p′l φ1/p′uα−1p′ +1l |∇Lφ|φ−1/p′

(∫
Ω
∣∣A (x,u,∇Lu)∣∣p′uα−1l φ
)1/p′(∫
Ω
u
α−1+p
l |∇Lφ|pφ1−p
)1/p
 η
p′
ap′
∫
Ω
(
A (x,u,∇Lu) · ∇Lu
)
uα−1l φ +
1
ηpp
∫
Ω
u
α−1+p
l |∇Lφ|pφ1−p.
This completes the proof of inequality (19).
Next we have∫
Ω
f (x,u)φ 
∫
Ω
∣∣A (x,u,∇Lu)∣∣|∇Lφ|
=
∫
Ω
∣∣A (x,u,∇Lu)∣∣u(α−1)/p′l φ1/p′u(1−α)/p′l |∇Lφ|φ−1/p′ ,
which, by the Hölder inequality, implies (21). Hence, from (19) we obtain (22).
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Ω
Bsφ =
∫
Ω
Bsu
(α−1)s
l u
(1−α)s
l φ  by Hölder inequality of exponent 1/s

(∫
Ω
Bu
(α−1)
l φ
)s(∫
Ω
u
(1−α) s1−s
l φ
)1−s
 by (19)

(
d
c
∫
Ω
u
α−1+p
l
|∇Lφ|p
φp−1
)s(∫
Ω
u
(1−α) s1−s
l φ
)1−s
.
This completes the proof of the inequality (20).
Now we consider the case l = 0. This readily follows by using the Beppo Levi theorem in the
above inequalities and letting l → 0.
Proof of estimates (23) and (24). Let φ0 ∈ C 10 (R) be a test function such that
φ0(t) = 1 if |t | < 1, φ0(t) = 0 if |t | > 2 and 0 φ0  1. (30)
Without loss of generality we can assume that
∥∥∥∥ |φ′0|p
φ
p−1
0
∥∥∥∥∞ < ∞.
By choosing φ(x) := φ0(N(δRx)), we obtain
|∇Lφ|p
φp−1
(x) = |φ
′
0|p
φ
p−1
0
(
N
(
δR(x)
))|∇LN |pR−p 
∥∥∥∥ |φ′0|p
φ
p−1
0
∥∥∥∥∞ψpR−p. (31)
From (22) with l = 0 and estimate (31), we have
∫
Ω
f (x,u)φ  c2
(∫
Ω
uα−1+pc(φ0)ψpR−p
)1/p′(∫
Ω
u(1−α)(p−1)c(φ0)ψpR−p
)1/p
,
which implies (23). Analogously, from (20) we obtain (24).
The remaining estimates (25)–(28) follow from (23) and (24) by application of the Hölder
inequality. 
Corollary 2.2. Let A be S-p-C and let u be a nonnegative weak solution of (11). Then there
exists c > 0 such that for any R > 0 such that B2R  Ω , σ > p − 1 and every q0 such that
0 < q0 < σp1+σ , we have
(
1
|BR|
∫
|∇Lu|q0
)1/q0
 cR−1
(
1
|B2R|
∫
uσ
)1/σ
. (32)
BR B2R
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Q−p , then for every q0 such that 0 < q0 < Q(p−1)Q−1 we have,
(
1
|BR|
∫
BR
|∇Lu|q0
)1/q0
 c4R−1 ess inf
BR
u. (33)
Proof. The proof of (32) follows directly from (26) by taking into account the S-p-C property
of A . The estimate (33) is a consequence of (32). 
2.2. Problems associated to W-p-C operators
In this section we shall study some nonexistence theorems for differential inequalities associ-
ated to W-p-C operators. Our first result for inequality of type (11) is the following.
Theorem 2.3. Let A be W-p-C with Q > p and let f : [0,+∞[→]0,+∞[ be a continuous
function.
(i) If inft0 f (t) > 0 then
−divL
(
A (x,u,∇Lu)
)
 f (u), u 0, on RN, (P)
has no weak solutions.
(ii) If inft0 f (t) = 0 and u is a weak solution of (P) then for any σ > 0, we have
lim
R→+∞ −
∫
Br
uσ = lim
R→+∞
1
|Br |
∫
Br
uσ dx = +∞. (34)
Proof. (i) If c := inff > 0, the claim is a consequence of Theorem 4.5 with q = 0 in [15].
(ii) Assume that inft0 f (t) = 0. Since f is continuous and positive on [0,+∞[, then there
exists a positive convex nonincreasing function f ∗ such that f (t)  f ∗(t) > 0 (for an explicit
construction of f ∗ see for example [11]).
Let u be a weak solution of (P). Let φ0 be a radial admissible function and set φ(x) :=
φ0(N(δ1/R(x))). With this choice of φ, from (19) it follows that there exists c > 0 such that for
any R > 0, α < 0 and l  0 we have
∫
BR
f ∗(u)uαl 
∫
BR
f (u)uαl  cR−p
∫
AR
u
α−1+p
l . (35)
Fix l > 0. Since f  f ∗ and that f ∗ is nonincreasing, for α < 1 − p, we get
∫
f ∗(ul)uαl 
∫
f ∗(u)uαl  cR−p
∫
u
α−1+p
l  cR
−plα−1+p|AR|. (36)
BR BR AR
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−
∫
BR
f ∗(ul)uαl → 0 as R → +∞.
Next, fix σ > 0 and define g(t) := f ∗(t1/σ )tα/σ . It is easy to see that g is a convex decreasing
positive function, provided 2α + 1 σ . Therefore, for |α| large enough, we obtain
CR−p  −
∫
BR
f ∗(ul)uαl = −
∫
BR
g
(
uσl
)
 g
(
−
∫
BR
uσl
)
.
This last estimate yields −
∫
BRu
σ
l → +∞, which implies the claim. 
Corollary 2.4. Let A be W-p-C with Q > p and let f : [0,+∞[→]0,+∞[ be a continuous
function. Assume that a weak Harnack inequalities holds for some σ > 0. Then (P) has no weak
solutions.
Proof. Since (WH) holds the claim follows directly from (34). 
Remark 2.5. Notice that Corollary 2.4 can be used to handle the case when f : ]0,+∞[ →
]0,+∞[ is continuous and
lim inf
t→0+
f (t) = l > 0 (possibly +∞). (37)
To this end it is enough to observe if f satisfies (37) then there exists f ∗ : [0,+∞[→]0,+∞[
continuous such that f  f ∗. Clearly, if u is a positive weak solution of (P), then u solves an
inequality of type (P) with f replaced by f ∗. If (WH) holds, then Corollary 2.4 implies that (P)
has no positive weak solutions.
As a particular simple example, consider f (u) = u−q with q  0.
Remark 2.6. If instead of (P) we consider
−divL
(
A (x,u,∇Lu)
)
 f (u)ψp, u 0, on RN, (38)
where ψ is defined by ψ := |∇LN | (see (10)), then the conclusions of Theorem 2.3 still hold
replacing (34) with
lim
R→+∞
∫
Br
uσψp dx∫
Br
ψp dx
= +∞. (39)
For completeness and easy reference we recall that if the nonlinearity f is controlled from
below by a pure power then we have the following. See [45,5,58,15].
Theorem 2.7. Let A be W-p-C with Q>p and let f be a continuous function such that f (t)
c|t |q for some c > 0. Let u be a weak solution of (P). If 0 < q  Q(p−1)
Q−p , then u ≡ 0 a.e. on RN .
If −∞ < q  0, then (P) has no positive weak solutions.
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Theorem 2.8. Let A be W-p-C with Q > p and let f : ]0,+∞[ → ]0,+∞[ be a continuous
positive function such that
there exists q ∈ R such that lim inf
t→0+
f (t)
tq
= l0 > 0 (possibly +∞) (f0)
and
there exists σ ∈ R such that lim inf
t→+∞
f (t)
tσ
= l∞ > 0 (possibly +∞) (f∞)
with q  σ > p − 1.
Let u be a weak solution of (P). Then we have,
1. If −∫ BRuσ is unbounded, then q > σ and for a sequence (Rn)n for which −∫ BRuσ → +∞,
we have
cR
p
n
(
−
∫
BRn
uσ + 1
)

(
−
∫
ARn
uσ
)(p−1)/σ
. (40)
2. If −∫
BR
uσ  CRγ for some γ  0, then for R sufficiently large we have,
∫
BR
f (u) cRQ−p−
Q(p−1)
q
(∫
AR
f (u)
)(p−1)/q
, (41)
∫
BR
f (u) cRQ−
pq
q−p+1 , (42)
∫
BR
uσ  cRQ−
pσ
q−p+1 , (43)
and for 0 < s < σ
σ+1 we have∫
BR
(
A (x,u,∇Lu) · ∇Lu
)s  cRQ−sp q+1q−p+1 . (44)
Moreover if A is S-p-C, then for any 0 < q0 < σpσ+1 and R sufficiently large we have,∫
BR
|∇Lu|q0  cRQ−q0
q+1
q−p+1 . (45)
Notice that the above constant c is independent of u and of (Rn)n.
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well. Similarly, if (f∞) holds with σ1 > q , then it holds for any σ  q as well.
In the proof of Theorem 2.8 we shall use the following lemma. Since its proof is very short,
we include it here for completeness and easy reference.
Lemma 2.10. Let m : [0,+∞[→[0,+∞[ be a nonnegative function, γ, δ ∈ R, C,C1,R0 > 0
and 0 < τ < 1 be such that for any R >R0 there hold
m(R) CRγ , (46)
m(R) C1Rδm(2R)τ . (47)
Then for R >R0 we have
m(R) C
1
1−τ
1 2
γ τ
1−τ R
δ
1−τ .
Remark 2.11. For a version of the above lemma with τ = 1 and δ = 0 see Lemma 5 in [24].
Proof. Using estimate (46) in (47), it follows that
m(R) C1Cτ2γ τRγ τ+δ.
Inserting the above estimate in (47) we get
m(R) C1+τ1 C
τ 2 2γ τ(1+τ)Rγ τ 2+δ(1+τ).
Therefore, by iterating this procedure k times we obtain
m(R) C
1−τk
1−τ
1 C
τk2γ τ
1−τk
1−τ Rγ τ
k+δ 1−τk1−τ .
Letting k → +∞ in the above inequality we complete the proof. 
Proof of Theorem 2.8. As a preliminary step of the proof we observe that from the assumptions
on f , it follows that there exists cf > 0 sufficiently small, such that f (t) cf f1(t), where
f1(t) :=
{
tq if t < 1;
tσ if t  1.
From (25), for any R > 0 and l  0, we get
cf
|BR|
∫
f1(u)
1
|BR|
∫
f (u) cR−p
(
1
|AR|
∫
uσ
)(p−1)/σ
. (48)
BR BR AR
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cf
|BR|
∫
BR
g1(v) cR−p
(
1
|AR|
∫
AR
v
)(p−1)/σ
. (49)
Next, let g be a convex function such that g1  g which behaves as g1 near zero. As a concrete
example of g1 consider,
g(t) :=
{
σ
q
tq/σ if t < 1;
(t − 1)+ σ
q
if t  1.
In this case we have g(v) g1(v) = f1(u) 1cf f (u).
Thus, by Jensen inequality we obtain,
g
(
−
∫
BR
v
)
 −
∫
BR
g(v) 1|BR|
∫
BR
g1(v) cR−p
(
1
|AR|
∫
AR
v
)(p−1)/σ
 cR−p
(
1
|B2R|
∫
B2R
v
)(p−1)/σ
. (50)
Proof of Claim 1. Assume that −
∫
BR
uσ is unbounded as R → +∞. If q = σ , from Lemma 4.11
in [15] it follows that −∫
BR
uq is bounded with respect to R. This contradiction shows that neces-
sarily q > σ . Let (Rn)n be a sequence such that −
∫
BRn
uσ → +∞. From (50) and the definition
of g it follows
R
p
n
(
−
∫
BRn
v + σ
q
)
 c
(
−
∫
ARn
v
)(p−1)/σ
,
which in turn implies (40).
Proof of Claim 2. Assume that −
∫
BR
uσ  CRγ . First we prove that −
∫
BR
uσ is bounded as a
function of R. To see this we argue as in Lemma 2.10. Set τ := (p − 1)/σ , from (50) and
−
∫
BR
uσ  CRγ we have
g
(
−
∫
BR
v
)
 cCτ2γ τRγ τ−p. (51)
Let g−1 be the inverse function of g. Then for R large from (51) we deduce
−
∫
v  cCτ2γ τRγ τ−p + 1 − σ
q
 c1Rγτ−p. (52)BR
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−
∫
BR
v  c2Rγτ
2−p(1+τ). (53)
If γ τ 2 − p(1 + τ) 0, then, the claim is proved. If this is not the case, by iterating k times the
above procedure, for R large we obtain
−
∫
BR
v  ckRγ τ
k−p 1−τk1−τ . (54)
Since τ < 1, for k large enough it follows that γ τk − p 1−τk1−τ  0. This proves that −
∫
BR
uσ is
bounded.5
As a consequence, recalling that v = uσ , from (50) it follows that −∫
BR
v → 0. Next, from
inequality (48), using the fact that −∫
BR
v → 0 and the convexity of g, we get
(
−
∫
BR
f (u)
)q
 cR−pq
(
−
∫
AR
v
)q(p−1)/σ
 cR−pq
(
g
(
−
∫
AR
v
))p−1
 cR−pq
(
−
∫
AR
g(v)
)p−1
 cR−pq
(
−
∫
AR
f (u)
)p−1
(55)
which implies (41).
Now an application of Lemma 2.10 with m(R) = −∫
BR
f (u), τ = (p − 1)/q , γ = 0 and δ =
−p, gives the estimate (42). Indeed, since −∫
BR
uσ is bounded, from (48) it follows that −∫
BR
f (u)
is bounded. This fact together with (41) allows us to apply Lemma 2.10.
Since cf g(uσ ) f (u), by using the convexity of g, for R large we get
g
(
−
∫
BR
v
)
 −
∫
BR
g(v) −
∫
BR
f (u) cR−
pq
q−p+1 , (56)
which, by the fact that g(t) behaves like ct
q
σ close to the origin, yields (43).
Finally, the estimates (44) and (45) follow from (26), Corollary 2.2 and (43). 
5 Observe that, in general, we have no control on the constant ck , and the procedure must stop at the first k for which
the exponent γ τk − p 1−τk is nonpositive.1−τ
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Corollary 2.13. Let A be W-p-C with Q > p. Let f : [0,+∞[→[0,+∞[ be a continuous
function such that f (t) > 0 for t > 0 and (f0) and (f∞) hold with 0 < q  Q(p−1)Q−p and σ > p−1
respectively. If u is a weak solution of (P) with −∫
BR
uσ  CRγ for some γ  0, then u ≡ 0 a.e.
on RN .
Proof. Without loss of generality we shall prove the claim for q∗ = Q(p−1)Q−p . In this case, estimate
(42) implies ∫
RN
f (u) < ∞. Thus ∫
AR
f (u) → 0 as R → +∞. Next, by using (41) it follows that∫
RN
f (u) = 0. This completes the proof. 
Remark 2.14. The assumption −
∫
BR
uσ  CRγ is satisfied when u belongs to a Campanato space
Lσ,λ(RN), for p  1 and 0 < λN . We recall that
Lσ,λ(RN )= {u :RN → R: sup
R,x
Rλ−N
∫
BR(x)
∣∣u(y)∣∣σ dy < ∞}.
See [34,44].
2.3. A nonexistence theorem via estimates from below
In this section we deal with solutions which, a priori, satisfy an estimate from below. This kind
of hypothesis on the solution, at least for some operators, is natural. Indeed for some differential
operators L, it is known that the nonnegative supersolutions of −L(u)  0 in RN (or in an
exterior domain of RN ), satisfy an estimate from below. See the forthcoming examples below.
Definition 2.15 (EB-b). Let b ∈ L1loc(RN) be a nonnegative function. In addition assume that b
is bounded on the exterior of a ball.6 We say that a function u ∈ L1loc(RN) has the EB-b property
if there exist C > 0 and R0 > 0 such that u(x) Cb(x) for N(x) > R0.
We have the following.
Theorem 2.16. Let A be W-p-C. Let f : ]0,+∞[ →: ]0,+∞[ be a positive function satisfying
(f0) with q > p − 1 and (f∞) with σ = p − 1. If
lim sup
R→+∞
Rp−Q
∫
BR
bq−p+1 = +∞, (57)
then (P) has no weak solutions with the EB-b property.
6 That is, there exist r > 0 and M > 0 such that |b(x)| <M for |x| > r .
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Choosing φ := φ0(N(δ1/R)), l = 0 and α = 1 − p in (19), we obtain the estimate∫
BR
f (u)
up−1
 d|B2R|R−pc(φ0). (58)
Next, to avoid cumbersome notations, assume that ‖b‖∞  1. From the assumptions on f we
deduce that for cf > 0 sufficiently small we have f (t) cf f1(t), where
f1(t) :=
{
tq if t < 1;
tp−1 if t  1.
Therefore, setting g(t) := f1(t)
tp−1 , from (58), it follows that
cR−p  −
∫
BR
f (u)
up−1
 cf −
∫
BR
f1(u)
up−1
 cf −
∫
BR
g(u). (59)
Now, without loss of generality we may assume that EB-b holds with R0 = 1 and C = 1, i.e.
u(x) b(x) for N(x) > 1. Since g in nondecreasing from (59) we obtain
cR−p  1|BR|
∫
BR\B1
g(u) 1|BR|
∫
BR\B1
b(x)q−p+1, (60)
which contradicts (57). 
Example 2.17 (Examples of functions that inherit the EB-b property).
1. Let ∇L = ∇ , and assume that A has the form A (x,u,∇Lu) = A(|∇u|)∇u with A ∈
C ([0,+∞[)∩C 1(]0,+∞[) such that tA(t) is nondecreasing and there exists M > 0, p > 1
such that A(t) Mtp−2 for t > 0 and A(t) M−1tp−2 for small t > 0. Then any weak
solution u of
−divL
(
A (x,u,∇Lu)
)
 0, u 0, u 
≡ 0, on RN, (61)
has the EB-b property with b(x) = |x| p−Np−1 . That is, there exist C > 0 and R0 > 0 such that
u(x) C|x| p−Np−1 for |x| >R0. See for example [5]. It is easy to check that the mean curvature
operator and the p-Laplacian operator belong to this class.
2. Let ∇L be the canonical horizontal vector field in a Carnot group and assume that
A (x,u,∇Lu) = |∇Lu|p−2∇Lu with p > 1. Then any weak solution u of (61) has the EB-b
property with b(x) = N(x)p−Qp−1 (see [19]).
3. Let ∇L be the Baouendi–Grushin vector field (see Example 5.2) and assume that A (x,u,
∇Lu) = |∇Lu|p−2∇Lu with p > 1. Then any C 1-weak solution u of (61) has the EB-b
property with b(x) = N(x)p−Qp−1 (see [19]).
Additional examples of operators and functions with the EB-b property are contained in [19].
988 L. D’Ambrosio, E. Mitidieri / Advances in Mathematics 224 (2010) 967–1020For the function b described in the above examples, Theorem 2.16 reads as follows.
Corollary 2.18. Let A be W-p-C. Let f : ]0,+∞[ →: ]0,+∞[ be a positive function satisfying
(f0) with q ∈ R and (f∞) with σ = p − 1. Let b(x) = N(x)
p−Q
p−1
. If 0 < q < Q(p−1)
Q−p , then (P)
has no weak solutions with the EB-b property.
Corollary 2.18 is an improvement of Corollary 2.13. Indeed, this follows by comparing the
assumptions on f . On the other hand, we do not know whether this result holds for q∗ = Q(p−1)Q−p .
2.4. A class of differential inequalities related to mean curvature operator and to 1-Laplacian
In this section we shall consider solutions of quasilinear elliptic inequalities associated to op-
erators of class W-1-C (see definition below). We will not assume any hypotheses on the sign of
the possible solution u of the given problem, and no hypotheses on the sign of the nonlinearity f .
Consider
−divL
(
A (x,u,∇Lu)
)
 f (u) on RN (62)
and
divL
(
A (x,u,∇Lu)
)
 f (u) on RN, (63)
where f : R → R is a continuous function. While for A we shall suppose that the following
holds
Definition 2.19. We say that A : RN ×R×Rl → Rl is W-1-C if A is a Carathéodory function
and
there exists C > 0 such that for every x ∈ RN, t ∈ R, w ∈ Rl ,∣∣A (x, t,w)∣∣ C, and (A (x, t,w) ·w) 0. (W-1-C)
Special cases of operators belonging to this class are, for instance, the mean curvature operator
and the 1-Laplacian operator, namely
1u = div
( ∇u
|∇u|
)
.
Remark 2.20. Notice that W-1-C is a special case of condition (8) for p = 1 of [24, Defini-
tion 1.1].
Next, we define the concept of W 1,ploc -solutions.
Definition 2.21. Let p  1 and let A : RN × R × Rl → Rl be a Carathéodory function. We say
that u is a W 1,ploc -solution of the inequality
−divL
(
A (x,u,∇Lu)
)
 f (u) on Ω, (64)
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′
loc(Ω), f (u) ∈ L1loc(Ω) and for any nonnegative φ ∈
C 10 (Ω) we have ∫
Ω
A (x,u,∇Lu) · ∇Lφ 
∫
Ω
f (u)φ.
Analogously we define a W 1,ploc -solution of the inequality
divL
(
A (x,u,∇Lu)
)
 f (u) on Ω. (65)
Remark 2.22. Notice that if A is W-p-C with p > 1 and u is a weak solution of (64) such that
u ∈ W 1,pL,loc(Ω), then u is a W 1,ploc -solution.
In the recent literature the notion of W 1,ploc -solution is known as p-regular solution. This con-
cept has been introduced and developed in the book by Pucci and Serrin, see [55, Section 3.1].
We have the following,
Theorem 2.23. Let A be W-1-C and let f :R → R be a continuous function such that
lim inf
t→−∞ f (t) > 0. (66)
Let u be a W 1,1loc -solution of (62), then f has at least a zero. Set
z0 := min
{
z: f (z) = 0}. (67)
Then we have u z0 a.e. on RN . In particular if f > 0 then (62) has no W 1,1loc -solution.
and its coercive counterpart,
Theorem 2.24. Let A be W-1-C and let f :R → R be a continuous function such that
lim inf
t→+∞ f (t) > 0. (68)
Let u be a W 1,1loc -solution of (63), then f has at least a zero. Set
z∗ := max{z: f (z) = 0}. (69)
Then we have u z∗ a.e. on RN . In particular if f > 0 then (63) has no W 1,1loc -solution.
Remark 2.25. The possibility to obtain these kind of results for quasilinear elliptic inequalities
was first noticed in [17]. For other results in the same spirit of Theorem 2.24 see [18] and [24,
Theorem 4].
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Indeed, setting
g(t) := inf
st
f (s), for t ∈ R,
it follows that g is a continuous, nonincreasing function such that f  g. In addition,
limt→−∞ g(t) > 0 and g possesses a zero if and only if f does. In this case, the smallest zero of
f is equal to the smallest zero of g. Moreover the function u satisfies the inequality
−divL
(
A (x,u,∇Lu)
)
 f (u) g(u) on RN.
We also note that we may assume that f is bounded from above and f+, the positive part
of f , belongs C 1b (R).7 Indeed, if this is not the case, we can consider a nonincreasing function
g ∈ C 1b (R) such that 0 g  f+. Clearly, if u solves (62) then u is a solution of the inequality
−divL
(
A (x,u,∇Lu)
)
 f (u) = f+(u)− f−(u) g(u)− f−(u) on RN. (70)
Let u be a W 1,1loc -solution of (62) and set u := u  ψ. Here ψ is a family of positive
compactly supported mollifiers. Let φ ∈ C ∞0 (RN) be nonnegative and choose as test function
f+(u)γ φ with γ > 0 to be chosen during the course. Then we have∫
f (u)f
γ
+ (u)φ 
∫
A · ∇L
(
f
γ
+φ
)= ∫ f γ+A · ∇Lφ +
∫
γf
γ−1
+ f ′+φ(A · ∇Lu). (71)
By letting  → 0 in (71), and taking into account that f ′+  0, ff γ+ = f γ+1+ and |A |  C, it
follows that
∫
f
γ+1
+ (u)φ 
∫
A · ∇Lφf γ+  C
∫
|∇Lφ|f γ+
 C
(∫
f
γ+1
+ φ
)γ /(γ+1)(∫ |∇Lφ|γ+1
φγ
)1/(γ+1)
. (72)
Next, by choosing φ as in the proof of Theorem 2.1, we obtain
∫
BR
f
γ+1
+  cRQ−γ−1,
which, for γ >Q− 1, implies
∫
RN
f
γ+1
+ (u) = 0.
7 C 1(R) := {f ∈C 1(R) with bounded derivative}.
b
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zero of f . Then u z0 a.e. on RN . 
The proof of Theorem 2.24 is similar to the proof of Theorem 2.23 and we shall omit it.
Remark 2.26. We point out that Theorem 2.24 can be seen as a generalization of the well known
Brezis Lemma (see Lemma 2 of [7]), which holds for A (x,u,∇u) = ∇u and f (u) = |u|q−1u
with q > 1. Indeed, if A is W-1-C and f (u) = |u|q−1u with q > 1 from Theorem 2.24 it follows
that, if u is a W 1,1loc -solution of
−divL
(
A (x,u,∇Lu)
)+ |u|q−1u 0 on RN,
then u  0 a.e. on RN . Notice that for this special case z∗ = 0. Of course this claim still holds
for nonlinearities satisfying (68).
We also note that this class of operators are not included in those studied in [50]. Thus The-
orem 2.24 implies a generalization of Theorem 1 in [50] to the wider class W-1-C and for
W 1,1loc -solutions. Notice that the 1-Laplacian operator 1 is W-1-C.
Corollary 2.27. Let A be W-1-C. Let f :R → R be a continuous function such that
lim inf
t→−∞ f (t) > 0 and lim supt→+∞
f (t) < 0.
Let u be a W 1,1loc -solution of
Cf (u)−divL
(
A (x,u,∇Lu)
)
 f (u) on RN, (73)
for some C  1. Then u is bounded and z0  u(x)  z∗ for a.e. x ∈ RN, where z0 and z∗ are
defined in (67) and (69) respectively.
Proof. From Theorem 2.23, it follows that, denoting by z0 the smallest zero of f , we have
u z0.
Since u solves the inequality
divL
(
A (x,u,∇Lu)
)
−Cf (u) on RN,
from Theorem 2.24 we deduce that u z∗ where z∗ denotes the largest zero of −Cf . The claim
follows observing that z∗ is indeed the largest zero of f . 
A further direct consequence of Theorem 2.23 is the following.
Corollary 2.28. Let A be W-1-C. Let f : [0,+∞[→]0,+∞[ be a continuous positive function.
Then (62) has no nonnegative W 1,1loc -solution.
By using a slight modification of the proof of Corollary 2.27 we also have.
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is a W 1,1loc -solution of (73) then u solves the homogeneous problem
div
(
A (x,u,∇Lu)
)= 0 on RN, (74)
and for a.e. x ∈ RN , u(x) ∈ S where S := f−1(0). In particular if f (t) 
= 0 for any t , then (73)
has no W 1,1loc -solutions.
In addition, if f is positive then the inequality (62) has no solutions.
2.4.1. Sharpness of Theorems 2.23 and 2.24
We shall bound ourselves to show that Theorem 2.24 is sharp. Indeed, the claim of Theo-
rem 2.24 strongly depends on the assumption lim inft→+∞ f (t) > 0. To this end, let us consider
a special case of W-1-C operators, namely the 1-Laplacian operator in the Euclidean setting
1u = div
( ∇u
|∇u|
)
.
In this case the function u defined by u(x) = u(|x|) :=√1 + |x|2 for N  2 is an entire weak
solution of the inequality
1u
1
|x| 
1
u
 f (u),
where f is defined as
f (t) :=
{ 1
t
if t  1;
arbitrarily if t < 1.
Notice that limt→+∞ f (t) = 0.
We also note that a nonexistence theorem for differential inequality associated to 1 in the
spirit of Theorem 2.7 is false. Indeed, for N  2 and any q > 0, the function u defined by
u(x) := (1 + |x|2)− 12q ,
is an entire weak solution of the problem
−1u uq, u 0, on RN.
3. The Harnack inequality and some consequences
In this section we shall suppose that a weak Harnack inequality (WH) holds. This assumption
is satisfied, for instance, by some operators generated by an S-p-C function.
The following preliminary result, which is a consequence of inequality (WH), is an estimate
on the measure of the sublevel sets of a given nonnegative function u.
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|AR/2 ∩ T |
|AR/2|  1 −
2Q
2Q − 1
(
cH ess infBR/2 u

)σ
, (75)
|BR ∩ T |
|BR|  1 −
(
cH ess infBR/2 u

)σ
, (76)
where T := {x ∈ Ω: u(x) < }.
Therefore, if Ω = RN and (WH) holds for any R > 0, then fixing R0 > 0 and choosing  >
(2Q+1/(2Q − 1))1/σ cH ess infBR0/2 u, it follows that for any R >R0 we get
|AR/2 ∩ T |
|AR/2| 
1
2
,
|BR ∩ T |
|BR| 
1
2
.
In particular if ess infRN u = 0 then for any  > 0 we have
lim
R→+∞
|AR/2 ∩ T |
|AR/2| = 1, limR→+∞
|BR ∩ T |
|BR| = 1. (77)
Proof. By (WH) we have
(
cH ess inf
BR/2
u
)σ
 1|BR|
∫
BR
uσ  1|BR|
∫
AR/2∩T C
uσ  
σ
|BR|
∣∣AR/2 ∩ T C ∣∣, (78)
where T C = {x: u(x) }. Since
AR/2 = (AR/2 ∩ T)∪
(
AR/2 ∩ T C
)
,
we get
1 = |AR/2 ∩ T ||AR/2| +
|AR/2 ∩ T C |
|AR/2| 
|AR/2 ∩ T |
|AR/2| +
(
cH ess infBR/2 u

)σ |BR|
|AR/2| ,
which implies (75). Similarly we prove (76). 
Remark 3.2. If ess infRN u = 0 then, under the assumption of Lemma 3.1, from (77) it follows
that, for any fixed  > 0 and 1 > δ > 0 there exists R1 > 0 such that for any R > R1 we have
δ <
|AR/2∩T |
|AR/2|  1 and δ <
|BR∩T ||BR |  1. We notice that R1 depends on the function u.
3.1. Main results on a priori estimates and nonexistence theorems
The main “a priori bounds” result of this paper is the following.
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exponent σ > p − 1. Let f : [0,+∞[ → [0,+∞[ be a continuous function satisfying (f0) with
q > p− 1. Let u be a weak solution of (P) such that ess infRN u = 0. Then there exists a constant
c > 0 such that for R sufficiently large, the following estimates hold
(i) ess inf
BR
u cR−
p
q−p+1 ,
(ii)
∫
BR
f (u)dx  cRQ−p−
Q(p−1)
q
( ∫
AR/2
f (u)dx
)(p−1)/q
,
(iii) if 0 < s < σ
σ+1 , then we have
(
1
|BR|
∫
BR
(
A (x,u,∇Lu) · ∇Lu
)s)1/sp  cR− q+1q−p+1 . (79)
Proof. Choose  > 0 sufficiently small. From (27) we have (notice that AR/2 can be replaced
with BR) ∫
AR/2∩T
f (u)dx 
∫
BR
f (u)dx  cR−p|BR|
(
ess inf
BR
u
)p−1
, (80)
where T = {x: u(x) }. Hence, from (f0) we get
c0
∫
AR/2∩T
uq dx  cR−p|BR|
(
ess inf
BR
u
)p−1
. (81)
Thus,
c0
(
ess inf
AR/2∩T
u
)q |AR/2 ∩ T | cR−p|BR|(ess inf
BR
u
)p−1
and
(
ess inf
AR/2∩T
u
)q
 cR−p
(
ess inf
AR/2∩T
u
)p−1 |BR|
|AR/2 ∩ T | .
Finally, by Lemma 3.1, for R sufficiently large we obtain,
ess inf
BR
u ess inf
AR/2∩T
u cR−
p
q−p+1
( |BR|
|AR/2 ∩ T |
)− 1
q−p+1
 c1R−
p
q−p+1 .
This completes the proof of (i).
Gluing together (i) and (28) we obtain (iii).
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∫
BR
f (u)dx  cR−p|AR/2|
(
ess inf
BR
u
)p−1
 cR−p|AR/2|
(
ess inf
AR/2∩T
u
)p−1
(82)
 cR−p|AR/2|
(
1
|AR/2 ∩ T |
∫
AR/2∩T
(
ess inf
AR/2∩T
u
)q
dx
)(p−1)/q
(83)
 cR−p|AR/2|
(
1
|AR/2 ∩ T |
∫
AR/2∩T
f (u)dx
)(p−1)/q
(84)
 c R
−p|AR/2|
|AR/2 ∩ T |
p−1
q
( ∫
AR/2
f (u)dx
)(p−1)/q
, (85)
which, by Lemma 3.1 implies (ii). The proof is complete. 
A consequence of the above results is the following Liouville theorem.
Theorem 3.4. Let Q > p. Assume that A is W-p-C and that a weak Harnack inequality holds
with exponent σ > p − 1. Let f : [0,+∞[→[0,+∞[ be a continuous function satisfying (f0)
with 0 < q  Q(p−1)
Q−p . Let u be a weak solution of (P). Then the following statements hold.
1. If f (t) > 0 for t > 0, then f (0) = 0 and u ≡ 0 a.e. on RN .
2. If ess infRN u = 0, then f (0) = 0 and u ≡ 0 a.e. on RN .
Proof. Case 1. We shall distinguish two kinds of solutions:
(a) solutions u such that ess infRN u = 0,
(b) solutions u such that ess infRN u = m> 0.
Case (a). Without loss of generality we consider only the case q∗ = Q(p−1)Q−p (see Remark 2.9).
From (ii) of Theorem 3.3 it follows that for R sufficiently large we have
∫
BR
f (u)dx  c
( ∫
AR/2
f (u)dx
)(p−1)/q
 c
(∫
BR
f (u)dx
)(p−1)/q
(86)
where c > 0 is independent of u. Hence f (u) ∈ L1(RN). By taking the limit as R → +∞ in the
first inequality of (86) we see that ∫
RN
f (u)dx = 0.
This completes the proof of case (a).
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solve an inequality of the form
{−divA(x,u,∇Lu) g(u), x ∈ RN,
u 0, x ∈ RN,
where g is a continuous positive function such that g(t) = f (m) > 0 if 0  t  m, and g(t) =
f (t) > 0 for t > m.
Case 2. The proof follows the same arguments used in the case (a). Thus we deduce that
f (u(x)) = 0 a.e. on RN . Next, by using (82) and (85) it follows that
(
−
∫
B2R
uσ dx
)(p−1)/σ
 cp−1H
(
ess inf
BR
u
)p−1
 c 1
|AR/2 ∩ T |
p−1
q
( ∫
AR/2
f (u)dx
)(p−1)/q
= 0,
hence u ≡ 0 a.e. on RN . 
In order to illustrate the contents of Theorems 3.3 and 3.4 we point out the following result
which is new even in the semilinear Euclidean case (i.e. p = 2). For the corresponding version
in the Carnot group setting see Section 3.4.
Theorem 3.5. Let N > p. Let f : [0,+∞[→[0,+∞[ be a continuous function satisfying (f0).
Let u be a weak solution of
−pu f (u), u 0, on RN. (87)
If q > p − 1 and ess infRN u = 0, then there exists c > 0 constant such that for R sufficiently
large, the following estimates hold
(i) ess inf
BR
u cR−
p
q−p+1 ,
(ii)
∫
BR
f (u)dx  cRN−p−
N(p−1)
q
( ∫
AR/2
f (u)dx
)(p−1)/q
,
(iii) if 0 < q0 < N(p−1)N−1 , then we have
(
1
|BR|
∫
BR
|∇u|q0
)1/q0
 cR−
q+1
q−p+1 . (88)
Moreover, if f satisfies (f0) with 0 < q  N(p−1)N−p , then (87) has no nontrivial weak solutions
with ess infRN u = 0.
Further, if f (t) > 0 for t > 0, then f (0) = 0 and u ≡ 0 a.e. on RN (here we do not suppose
that ess infRN u = 0).
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if ess infRN u = m> 0, then u is a solution of
−pu cmq, um> 0 on RN.
Since the last inequality has no solutions, we get a contradiction. See also Theorems 3.9 and 3.12
below.
Remark 3.7. We emphasize that Theorem 3.4 is sharp even for equations. To see this, consider
the problem, {−div(|∇u|p−2∇u) = f (u), x ∈ RN,
u 0, x ∈ RN. (E)
If N > p > 1, λ, c > 0 and q > N(p−1)
N−p , then the function u defined by
u(x) := c(λ+ |x| pp−1 )− p−1q−p+1 ,
is a positive solution of (E) with f (u) := uq + μupq−p+1p−1 , for some suitable μ > 0. See Sec-
tion 3.4.1 for more details.
3.2. A differential inequality related to hair-trigger effect of Aronson and Weinberger
The goal of this section is to give a contribution to questions Q2 and Q3 of the introduction.
One of the main application of the theorems that follow, is an improvement of a result related to
a problem that arises in population biology and chemical reaction theory. This was pointed out
in the important paper by Aronson and Weinberger [1].
In its simplest form, this problem can be state as follows. Consider the semilinear diffusion
equation
ut = u+ f (u), x ∈ RN, t ∈ [0,+∞[,
where f is a C 1 function satisfying
f (0) = f (z1) = 0, f (s) > 0 for s ∈ (0, z1), f (s) < 0 for s ∈ (z1,+∞)
(see [1] for additional information). If (f0) holds with q = 1+ 2/N ,8 then by [1] it is known that
if u is a solution with u(x,0) 
≡ 0 and 0 u(x, t) z1, then limt→+∞ u(x, t) = z1 uniformly for
x ∈ RN (hair-trigger effect). As proved in [1] the exponent q = 1+2/N is sharp for the existence
of the hair-trigger effect.
As noticed also in [20] the existence of the hair-trigger effect implies an interesting Liouville
theorem for the corresponding stationary equation
−u = f (u), on RN, (89)
that is if u is a solution of (89) satisfying 0 u(x) z1 then either u ≡ 0 or u ≡ z1.
8 In the recent literature this value is called Fujita exponent.
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at infinity, then nonnegative solutions of
Cf (u)−u f (u), on RN, (90)
satisfy
0 u(x) z1, x ∈ RN. (91)
Hence for (89) the assumption (91) is natural.
In this section, as an outcome of the main results that follows, we shall prove that if we
consider inequalities of the type
−divL
(
A (x,∇Lu)
)
 f (u), u 0 on RN, (92)
where A is W-p-C, (WH) holds and f is as above and satisfying (f0) with q = Q(p−1)Q−p , then(92) has only the trivial solutions u ≡ 0 and u ≡ z1.
This result, which is a consequence of Theorem 3.13, is a generalization and an improvement
of [20, Theorem 2.1]. See Remark 3.14 below for a more detailed description.
Now, in order to prove our next result, we need to consider a special class of differential oper-
ators. Namely, we shall suppose that the vector function A is invariant with respect to translation
of u that is A (x, t,w) = A (x,w).
The following, which is of independent interest, plays a role in the proof of the next theorem
(for further consequence see [19]).
Lemma 3.8. Assume that for A = A (x,∇Lu) a (WH) holds for σ > 0. Let u be a solution of
−divL
(
A (x,∇Lu)
)
 0, u 0 on RN. (93)
Then
lim
R→+∞
(
−
∫
BR
uσ
)1/σ
= ess inf
RN
u. (94)
Proof. Let l := ess infRN u and set v := u− l. Thus ess infRN v = 0 and v solves (93). By (WH)
applied to v, it follows that
lim
R→+∞ −
∫
BR
vσ = 0 = ess inf
RN
v.
Next, suppose that σ < 1. We have
lσ  −
∫
BR
uσ = −
∫
BR
(u− l + l)σ  −
∫
BR
(u− l)σ + lσ → 0 + lσ as R → +∞
which completes the claim if σ < 1.
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l 
(
−
∫
BR
uσ
)1/σ
=
(
−
∫
BR
(u− l + l)σ
)1/σ

(
−
∫
BR
(u− l)σ
)1/σ
+ l → 0 + l as R → +∞.
This completes the proof. 
Theorem 3.9. Let Q > p. Assume that A = A (x,∇Lu) is W-p-C and that a weak Harnack
inequality holds with exponent σ > p−1. Let f : [0,+∞) → [0,+∞) be a continuous function.
Let u be a weak solution of
−divL
(
A (x,∇Lu)
)
 f (u), u 0 on RN, (95)
then f has at least a zero. Let
z0 := inf
{
z 0: f (z) = 0} 0.
Then
ess inf
RN
u z0. (96)
Proof. From Corollary 2.4 it follows that f has at least a zero. If f (0) = 0 then the claim is
obvious.
Let f (0) > 0. From (27) it follows that
−
∫
BR
f (u) → 0 as R → +∞.
Hence, setting g(t) := f (t1/σ ), we deduce
−
∫
BR
g
(
uσ
)→ 0 as R → +∞.
The function g is continuous and g(0) = f (0) > 0. In addition, g(zσ0 ) = f (z0) = 0 and for
t ∈ [0, zσ0 [ we have g(t) > 0. Let g∗ be the largest convex nonnegative function such that g(t)
g∗(t) > 0 for t ∈ [0, zσ0 [ and g∗(zσ0 ) = 0.9
By using the convexity of g∗ we deduce that
g∗
(
−
∫
BR
uσ
)
→ 0 as R → +∞,
9 For the existence of a function g∗ we can argue as in [11].
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lim inf
R→+∞ −
∫
uσ  zσ0 .
Now, Lemma 3.8 implies that (ess infRn u)σ  zσ0 . This completes the proof. 
Remark 3.10. The above theorem can be proved by comparison methods. For weak solutions
belonging to C 1 see [18]. For W 1,p-solutions see Section 4 below, where we study a different
class of differential inequalities without requiring that a weak Harnack inequality holds.
The following result is a complement of the above theorem.
Theorem 3.11. Let Q > p. Assume that A = A (x,∇Lu) is W-p-C and that a weak Harnack
inequality holds with exponent σ > p− 1. Let f : [0,+∞) → [0,+∞) be a continuous function
satisfying (f0) with 0 < q  Q(p−1)Q−p and let
z1 := inf
{
z > 0: f (z) = 0}> 0.
Let u be a nontrivial weak solution of
−divL
(
A (x,∇Lu)
)
 f (u), u 0 on RN, (97)
then
ess inf
RN
u z1. (98)
Proof. We proceed by contradiction. Suppose that
ess inf
RN
u < z1. (99)
Two cases may occur.
(i) ess inf
RN
u = 0;
(ii) ess inf
RN
u = m> 0.
If (i) holds, then by Theorem 3.4 it follows that u ≡ 0 a.e. on RN . This contradicts our assumption
that u is a nontrivial solution of (97).
Suppose that (ii) holds. Then, u solves the inequality
−divL
(
A (x,∇Lu)
)
 g(u), u 0 on RN, (100)
where g(t) = f (m) if 0  t  m, and g(t) = f (t) for t  m. The result now follows from
Theorem 3.9. 
A further result in the same spirit as above is the following.
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inequality holds with exponent σ > p−1. Let f : [0,+∞) → [0,+∞) be a continuous function.
Let u be a nonconstant weak solution of
−divL
(
A (x,∇Lu)
)
 f (u), u 0 on RN. (101)
Then, setting m := ess infRN u, we have that f (m) = 0 and
lim inf
t→m+
f (t)
(t −m)Q(p−1)Q−p
= 0.
Proof. It follows from Theorems 3.9 and 3.11 and by using the translation invariance property
of the operator generated by A . 
An important consequence of Theorem 3.11 is the following.
Theorem 3.13. Let Q > p. Assume that A = A (x,∇Lu) is W-p-C and that a weak Harnack
inequality holds with exponent σ > p− 1. Let f : [0,+∞) → [0,+∞) be a continuous function
satisfying (f0) with 0 < q  Q(p−1)Q−p and
z1 = inf
{
z > 0: f (z) = 0}> 0.
Let u be a nontrivial weak solution of (97) satisfying 0 u(x) z1 a.e. on RN . Then
u(x) ≡ z1 a.e. on RN.
Proof. Since u is a nontrivial solution of (97), by Theorem 3.11 we have,
ess inf
RN
u z1.
This implies the claim. 
Remark 3.14. Theorem 3.13 generalizes and improves Theorem 2.1 of [20] in various directions.
Indeed, in [20] the authors consider the following problem
{−div(|∇u|p−2∇u) = c(x)f (u), x ∈ RN,
u 0, x ∈ RN, (102)
where p > 1, c ∈ L∞(RN) and 0 < c1 < c(x) < c2 and f is a continuous and locally quasi-
monotone on [0,+∞) satisfying,
(i) for some z1 > 0, f (0) = f (z1) = 0, f (s) > 0 in (0, z1), f (s) < 0 in (z1,+∞).
(ii) lim inf
t→0+
f (t)
tq∗
= l, with l ∈ (0,+∞],
where q∗ = N(p−1) .N−p
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such that 0 u(x) z1, then u ≡ z1. Clearly this result follows directly from Theorem 3.13. For
this it is enough to observe that since we are interested in solutions satisfying 0 u(x) z1, this
solutions satisfy the inequality{−div(|∇u|p−2∇u) c1|f (u)|, x ∈ RN,
u 0, x ∈ RN. (103)
Applying Theorem 3.13 to (103) the result follows even in the Carnot group setting.
3.3. Some nonautonomous problems
Now we shall briefly describe the following generalization of (P), for the general class of
operators satisfying the W-p-C property. Consider,
−divL
(
A (x,u,∇Lu)
)
 a(x)f (u), u 0 on RN, (Pa)
where A is W-p-C and a is a nonnegative measurable function.
An easy modification of the proof of Theorem 2.3 gives the following.
Theorem 3.15. Let Q > p. Assume that A is W-p-C and let f : [0,+∞[→]0,+∞[ be a
continuous positive function. Let a ∈ L1loc(RN) be a nonnegative function such that
lim sup
R→+∞
Rp −
∫
BR
a = +∞, (104)
and assume that either
1. For some r > 1 there exists a positive constant M > 0 such that for any R > 0
(
−
∫
BR
ar
)1/r
M −
∫
BR
a (105)
or
2. There exists a positive constant M > 0 such that for any R > 0
ess sup
BR
a M −
∫
BR
a. (106)
If u is a weak solution of (Pa) then for any m> 0, we have
lim sup
R→+∞
−
∫
BR
um = lim sup
R→+∞
1
|BR|
∫
BR
um dx = +∞. (107)
Remark 3.16. Inequality (105) says that the function a belongs the Gehring class Gr . Such
classes are related to the widely studied Muckenhoupt classes. See [48,31,13,56,43].
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have
C|BR|R−p 
∫
BR
g
(
uσl
)
a.
Hence,
CR−p |BR|∫
BR
a
 1∫
BR
a
∫
BR
g
(
uσl
)
a  g
(
1∫
BR
a
∫
BR
uσl a
)
.
By (104), up to a subsequence we deduce
1∫
BR
a
∫
BR
uσl a =
−
∫
BR
uσl a
−
∫
BRa
→ +∞.
Assume that the case 1. holds. By the Hölder inequality we have
−
∫
BR
uσl a
−
∫
BRa

(
−
∫
BR
uσr
′
l
)1/r ′ (−∫
BR
ar)1/r
−
∫
BR
a
M
(
−
∫
BR
uσr
′
l
)1/r ′
,
and by choosing σ = m/r ′ we complete the proof.
If 2. holds, then
−
∫
BR
uσl a
−
∫
BRa
 −
∫
BR
uσl
ess supBR a
−
∫
BR
a
M −
∫
BR
uσl ,
which implies the claim. 
An inspection of the above proof gives the following.
Theorem 3.17. Let Q > p. Assume that A is W-p-C and let f : [0,+∞[→]0,+∞[ be a
continuous positive function. Let a ∈ L1loc(RN) be a nonnegative function such that
lim
R→+∞R
p −
∫
BR
a = +∞, (108)
and assume that either
1. For some r > 1 we have
lim inf
R→+∞
(−
∫
BR
ar)1/r
−
∫
BR
a
< ∞, (109)
or
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R→+∞
ess supBR a
−
∫
BR
a
< ∞. (110)
If u is a weak solution of (Pa) then for any m> 0, we have
lim sup
R→+∞
−
∫
BR
um = lim sup
R→+∞
1
|BR|
∫
BR
um dx = +∞. (111)
Corollary 3.18. Let Q > p. Assume that A is W-p-C and that a weak Harnack inequality
holds with exponent σ > 0. Let f : [0,+∞[→]0,+∞[ be a continuous positive function. Let
a ∈ L1loc(RN) be a nonnegative function satisfying (104) [resp. (108)]. Assume that either 1. or
2. of Theorem 3.15 [resp. of Theorem 3.17] holds. Then (Pa) has no weak solutions.
Theorem 3.19. Let Q>p. Assume that A is W-p-C and that a weak Harnack inequality holds
with exponent σ > p − 1. Let f : [0,+∞[→[0,+∞[ be a continuous function satisfying (f0)
with q > p − 1. Let a be a nonnegative measurable function such that a−s ∈ L1loc(RN \ {0}) for
some s > 0.
Let u be a weak solution of (Pa) such that ess infRN u = 0. Then there exists a constant c > 0
such that for R sufficiently large, the following estimate holds
−
∫
BR
a(x)f (u)dx
 cR−p
(
−
∫
AR/2
a(x)f (u)dx
)(p−1)/q
×
(
−
∫
AR/2
a(x)−s dx
)(p−1)/qs
. (112)
Proof. Set r := 1 + 1/s. Arguing as in the proof of Theorem 3.3, from (27) we have
∫
BR
f (u)a(x) dx  cR−p|AR/2|
(
1
|AR/2 ∩ T |
∫
AR/2∩T
(
ess inf
AR/2∩T
u
)q/r
dx
)r(p−1)/q
 cR−p|AR/2|
(
1
|AR/2 ∩ T |
∫
AR/2∩T
f 1/r (u) dx
)r(p−1)/q
 c R
−p|AR/2|
|AR/2 ∩ T |
p−1
q
r
( ∫
AR/2
f (u)a dx
)(p−1)/q( ∫
AR/2
a−(r ′−1) dx
)(p−1)/q(r ′−1)
,
which by Lemma 3.1 implies (112). 
The following can be proved by repeating line by line the proof of Theorem 3.4 and by taking
into account of Theorem 3.19. We omit the easy details.
Theorem 3.20. Let Q>p. Assume that A is W-p-C and that a weak Harnack inequality holds
with exponent σ > p − 1. Let f : [0,+∞[→[0,+∞[ be a continuous function satisfying (f0)
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some s > 0.
If
lim inf
R→+∞R
Q−p−Qp−1
q
(
−
∫
AR
a(x)−s dx
)(p−1)/qs
< ∞, (113)
then (Pa) has no nontrivial weak solutions such that ess infRN u = 0.
3.4. Applications to Carnot groups setting
In this section we shall consider some differential inequalities in the Carnot Group setting.
The proofs of the following results are an easy consequence of those presented in the preceding
sections so, for brevity we shall omit them. We emphasize again that the Euclidean case (RN, | · |)
and ∇L = ∇ is a very special case of Carnot group.
Theorem 3.21. Let Q>p. Let f : [0,+∞[→[0,+∞[ be a continuous function satisfying (f0).
Let u be a weak solution of
−G,pu f (u), u 0, on G. (114)
If q > p − 1 and ess infG u = 0, then there exists a constant c > 0 such that for R sufficiently
large, the following estimates hold
(i) ess inf
BR
u cR−
p
q−p+1 ,
(ii)
∫
BR
f (u)dx  cRQ−p−
Q(p−1)
q
( ∫
AR/2
f (u)dx
)(p−1)/q
,
(iii) if 0 < q0 < Q(p−1)Q−1 , then we have
(
1
|BR|
∫
BR
|∇Lu|q0
)1/q0
 cR−
q+1
q−p+1 . (115)
Moreover, if f satisfies (f0) with 0 < q  Q(p−1)Q−p , then (114) has no nontrivial weak solutions
with ess infG u = 0.
Further, if f (t) > 0 for t > 0, then f (0) = 0 and u ≡ 0 a.e. on G (here we do not suppose
that ess infG u = 0).
The following, which is a direct consequence of Theorem 3.20, improves and generalizes in
various directions several results obtained by different authors. See in particular [51,52,10,45,46,
5,58,20,16,11,15].
Theorem 3.22. Let Q > p and θ > −p. Let A be S-p-C and let f : [0,+∞[→[0,+∞[ be a
continuous function.
1006 L. D’Ambrosio, E. Mitidieri / Advances in Mathematics 224 (2010) 967–1020Consider the problem
−divL
(
A (x,u,∇Lu)
)
N(x)θf (u), u 0 on G, (Pθ )
where N(·) is a homogeneous norm. Then,
1. If f is positive on [0,+∞), then (Pθ ) has no weak solutions.
2. If f is positive on (0,+∞) and satisfies (f0) with −∞ < q  (Q+θ)(p−1)Q−p , then (Pθ ) has no
nontrivial weak solutions.
3. If f is positive on (0,+∞) and u is a weak solution of (Pθ ), then ess infG u = 0.
4. Let A = A (x,∇Lu) and let f satisfy (f0) with 0 < q  (Q+θ)(p−1)Q−p . Then any nontrivial
weak solution u of (Pθ ) satisfies ess infG u z1. Here z1 is the smallest positive zero of f (if
it exists).
5. Let A = A (x,∇Lu) and θ = 0. Let u be a nonconstant weak solution of (Pθ ). Then, setting
m := ess infG u, we have that f (m) = 0 and
lim inf
t→m+
f (t)
(t −m)Q(p−1)Q−p
= 0.
3.4.1. Sharpness of Theorems 3.20 and 3.22
In this section we show that Theorems 3.20 and 3.22 are sharp. Let us commence by dis-
cussing Theorem 3.20. To this end we shall construct an explicit solution of an equation of the
type
−pu = c|x|θ f (u) (116)
where f is a function satisfying (f0). We shall show that if (113) is violated, that is
lim inf
R→+∞R
Q−p−Qp−1
q
(
−
∫
AR
a(x)−s dx
)(p−1)/qs
= +∞, (117)
then (116) admits positive solutions.
Let
u(x) = u(|x|)= u(r) = ( 1
1 + rβ
)α
,
where
β := p − θ
p − 1 , α :=
p − 1
q − p + 1 .
By computation we obtain
−pu
q
rθ = −(p − 1) r
θ
β αq
(
(1 + rβ)−ααrββ
β
)p−2
u (1 + r ) (1 + r )r
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(
(1 + rβ)−αα2r2ββ2
(1 + rβ)2r2 +
(1 + rβ)−ααr2ββ2
(1 + rβ)2r2
− (1 + r
β)−ααrββ2
(1 + rβ)r2 +
(1 + rβ)−ααrββ
(1 + rβ)r2 −
(N − 1)(1 + rβ)−ααrββ
(p − 1)(1 + rβ)r2
)
= (αβ)p−1 r
β(p−1)−p+θ
(1 + rβ)p+α(p−q−1)
(
arβ + b)
=
(
p − θ
q − p + 1
)p−1
arβ + b
1 + rβ =
(
p − θ
q − p + 1
)p−1(
a + b1
1 + rβ
)
=
(
p − θ
q − p + 1
)p−1(
a + b1u
q−p+1
p−1
)
with a := N −p − αβ(p − 1), b1 := β(p − 1)(α + 1) and b := N −p + β(p − 1) = a + β(p −
1)(α + 1) = a + b1. Then,
−pu =
(
p − θ
q − p + 1
)p−1(
a
uq
rθ
+ b1 u
pq−p+1
p−1
rθ
)
= c
rθ
f (u)
where c = ( p−θ
q−p+1 )
p−1 and f (u) = auq + b1u
pq−p+1
p−1
. Notice that b1 > 0 while a > 0 provided
N−p
p−1 > αβ = p−θq−p+1 that is q > (N−θ)(p−1)N−p .
This implies that if q > (N−θ)(p−1)
N−p then condition (113) is violated. This shows that Theo-
rem 3.20 is sharp for p .
A slight modification of the above construction shows the sharpness of Theorem 3.22 for
equation of the form
−p,Gu = ψpN(x)θf (u), on G
where ψ is as in (10) and N is a homogeneous norm. Indeed, if the fundamental solution Γp of
the operator −p,G is regular [9], then setting r := Γ
p−1
p−Q
p , for a function u = u(r), by [14], we
have
p,Gu = ψp(p − 1)
∣∣u′∣∣p−2(u′′ + Q− 1
p − 1
u′
r
)
.
We omit the remaining easy but tedious computations.
The following, which is the spirit of Theorem 3.22, deals with the case when the function a
in (Pa) is periodic.
Theorem 3.23. Let Q>p. Assume that A is S-p-C. Let f : [0,+∞[→[0,+∞[ be a continu-
ous function and let a : R → R be a nonnegative, periodic, continuous nontrivial function.
Consider the problem
−divL
(
A (x,u,∇Lu)
)
 a
(
N(x)
)
f (u), u 0 on G. (Pπ )
Then
1008 L. D’Ambrosio, E. Mitidieri / Advances in Mathematics 224 (2010) 967–10201. Assume that the zeros of a are of finite order, that is if a(r0) = 0 for some r0 > 0, then
there exists γ > 0 such that lim infr→r0
a(r)
|r−r0|γ > 0 (possibly +∞). If f satisfies (f0) with
0 < q  Q(p−1)
Q−p then (Pπ) has no nontrivial weak solutions such that ess infG u = 0.
2. If f is positive then (Pπ) has no weak solutions.
Proof. Without loss of generality we assume that a is 1-periodic.
Case 1. The claim follows from above results provided we show that for some s > 0, a−s ∈
L1loc(R
N \ {0}) and for any R large, IR := −
∫
AR
a(x)−sdx <M .
Since the order of each zero of a is finite then by a compactness argument the order of
the zeros are uniformly bounded, that is there exists γ > 0 such that for any zero r0 of a
lim infr→r0
a(r)
|r−r0|γ > 0. Therefore, it is sufficient to choose s > 0 sufficiently small so that
h(r) := a(r)−s ∈ L1loc(R).
By using Proposition 1.15 in [29] and denoting by σ(Σ) the measure of the surface Σ , we
have
IR = c
RQ
∫
AR
a
(
N(x)
)−s
dx = c
RQ
∫
Σ
2R∫
R
rQ−1a(r)−s dr dσ
= cσ (Σ)
RQ
2R∫
R
rQ−1a(r)−s dr  cσ (Σ)2
Q−1
R
2R∫
R
a(r)−s dr.
Since h is 1-periodic, denoting by [R] the integer part of R, for R > 1 we have
IR 
cσ (Σ)2Q−1
R
2R∫
R
h(r) dr = c2
R
R∫
0
h(r) = c2
R
[ 1∫
0
+
2∫
1
+· · · +
R∫
[R]
]
= c2 [R]
R
1∫
0
h+ c2 1
R
R−[R]∫
0
h c2
1∫
0
h+ c2 1
R
1∫
0
h 2c2
1∫
0
h =: M,
which concludes the proof of Case 1.
Case 2. It is enough to show that conditions (104) and (106) of Theorem 3.15 hold. To this
end, since a is bounded, we show that −
∫
BR
a  c > 0 for R large. Arguing as in Case 1, for any
R > 2 we have
−
∫
B2R
a  c
RQ
∫
AR
a
(
N(x)
)
dx = c
RQ
∫
Σ
2R∫
R
rQ−1a(r) dr dσ
 cσ (Σ)
R
2R∫
a(r) dr = c3
R
R∫
a(r) dr = c3
R
[ 1∫
+
2∫
+· · · +
R∫ ]
R 0 0 1 [R]
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[R]
R
1∫
0
a  c3
2
1∫
0
a =: c > 0.
This completes the proof. 
Remark 3.24. Notice that even in Theorem 3.23 the exponent Q(p−1)
Q−p is sharp for the nonexis-
tence of positive solution of the inequality (Pπ). Indeed, in the Euclidean case for q > N(p−1)N−p
and c := maxa > 0 the inequality −pu  cuq has a positive solution U (see Section 3.4.1).
Thus, we deduce that U solves the inequality −pu cuq  a(x)uq .
Next we consider the problem
−divL
( ∇Lu√
1 + |∇Lu|2
)
 f (u), u 0 on G. (118)
In the following, for easy reference, we collect some results which are consequence of the
theorems proved in the previous sections.
Theorem 3.25. Let f : [0,+∞[→[0,+∞[ be a continuous function. Then we have
1. If f is positive on [0,+∞) then (118) has no W 1,1loc -solutions.
2. If f is positive on (0,+∞) and satisfies (f0) with 0 < q  QQ−2 and (f∞) with σ > 1, then
(118) has no nontrivial weak solutions.
3. If f is positive on (0,+∞) and satisfies (f0) with 0 < q  QQ−2 then (118) has no nontrivial
bounded weak solutions.
4. Let f be positive on (0, z1) and satisfying (f0) with 0 < q  QQ−2 . Let u be a weak solution
of (118) such that 0 u(x) γ < z1 for a.e. x ∈ G. Then u ≡ 0 a.e. on G.
5. Let f be positive on (0,+∞) and satisfying (f0) with 0 < q < QQ−2 . If (f∞) holds with
σ = 1, and ∇L = ∇ , then (118) has no nontrivial weak solutions.
3.4.2. Sharpness of Theorem 3.25 for equations involving the Mean curvature operator
Here we shall prove that in Theorem 3.25 the condition (f0) with 0 < q  QQ−2 is sharp even
for equation.
Indeed, there exists a continuous function f : [0,+∞[→[0,+∞[ satisfying (f0) with q >
N
N−2 such that the equation
−div
( ∇u√
1 + |∇u|2
)
= f (u), u 0 on RN, (119)
has an entire bounded solution u. Indeed, let u be defined as u(x) := ( 11+|x|2 )
1
q−1 and let f be a
continuous positive function defined as
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{
ctq + g(t) if 0 < t  1,
arbitrarily if t > 1,
where g is a positive continuous function that will be specified during the course.
The mean curvature operator on radial functions can be written as
div
( ∇u√
1 + |∇u|2
)
= ru
′′ + (N − 1)(u′ + (u′)3)
r(1 + (u′)2)3/2 =: L(u).
For N = 3 and u defined as above we obtain
−L(u) = 2
(q2 − 2q + 1 + 4(1 + r2)− 2qq−1 r2)3/2(1 + r2)3
× [3(1 + r2)− 1q−1 q2 + 4(1 + r2)− 1q−1 q2r2 + (1 + r2)− 1q−1 q2r4
− 6(1 + r2)− 1q−1 q − 10(1 + r2)− 1q−1 r2q − 4(1 + r2)− 1q−1 qr4
+ 3(1 + r2)− 1q−1 + 6(1 + r2)− 1q−1 r2 + 3(1 + r2)− 1q−1 r4 + 8(1 + r2)− 3q−1 r2].
That is
−L(u) = f (u) := 22u
2q−1q2 + uqq2 − 2u2q−1q − 4uqq + 3uq + 8u2q+1 − 8u3q
(q2 − 2q + 1 + 4uq+1 − 4u2q)3/2 .
We have limu→0 f (u)/uq = (2∗(q−3))(q−1)2 =: c0. Therefore, for q > 3 we have c0 > 0, and for
0 < u 1 we get f (u) = c0uq + g(u) with
g(u) := 2
(q − 1)2 u
q (q − 1)2(2S(u)+ 2q(q − 1)uq−1 − q2 + 1)− (q − 3)S(u)3/2
S(u)3/2
,
where
S(u) := (q − 1)2 + 4uq+1 − 4u2q .
At this point it is enough to prove that g(u) > 0 for 0 < u  1. We omit the easy verification.
This shows that Theorem 3.25 is sharp.
4. Applications of comparison principles
In this section, for simplicity, we shall consider only inequalities related to the Euclidean
gradient, that is ∇L = ∇ . Further, we shall suppose that A is of the form A (w) = A(|w|)w
where A satisfies (121) below.
Thus we shall deal with inequality of the type
−div(A(|∇u|)∇u) f (u) on RN, (120)
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(see also Remark 2.22). This section contains some refinements of the results of our recent paper
[18]. More precisely, in what follows we shall extend some of the results of [18], which hold for
C 1-solutions, to the larger class of W 1,ploc -solutions.
Concerning the differential operator appearing in (120), we shall assume that{
A ∈ C (]0,+∞[), A(t) > 0 for t > 0,
tA(|t |) ∈ C (R)∩ C 1(]0,+∞[) and (tA(t))′ > 0 for t > 0. (121)
This class of operators includes as important special cases the p-Laplacian operator for p > 1 as
well as the mean curvature operator.
The results that follows deal with solutions of differential inequalities without any assumption
on the sign of the solutions. Actually, they state sharp conditions which ensure the nonnegativity
of the solutions.
We shall distinguish two cases accordingly to the asymptotic behavior at infinity of the func-
tion tA(t). Namely, limt→+∞ tA(t) < ∞ or limt→+∞ tA(t) = +∞. The first case has been
studied in a more general framework in Section 2.4, therefore we shall limit ourselves to the
latter case.
In the case limt→+∞ tA(t) = +∞, then accordingly with [51,52], we can construct the fol-
lowing function G and H . Let G be defined as
G(t) := t2A(t)−
t∫
0
sA(s) ds, t  0.
The function G is continuous, strictly increasing, G(0) = 0 and G(+∞) = +∞, see [51,52,50].
Let H be its inverse: then the function H is increasing and H(+∞) = +∞.
4.1. On the sign of solutions of elliptic inequalities
Theorem 4.1. Suppose that A satisfies (121) and limt→+∞ tA(t) = +∞. Let f : R → R be a
continuous function satisfying
f (t) > 0 if t < 0, f is nonincreasing on ]−∞, c[ (122)
for some c 0 and, ∫
−∞
1
H(
∫ c
t
f (s) ds)
dt < ∞. (123)
Let p  1 and let u be a locally bounded W 1,ploc -solution of (120). Then u 0 a.e. on RN .
In particular if p > 1 and A(t) = |t |p−2, then H(t) = ( p
p−1 )
1/pt1/p , and (123) reads as
∫
−∞
( c∫
t
f (s) ds
)−1/p
dt < ∞. (124)
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Serrin [55] and on some ideas contained in [18].
Theorem 4.2 (Comparison principle). Let Ω be an open bounded set and let g : R → R be a
nondecreasing function. Let u and v be respective W 1,ploc -solutions of
div
(
A (∇u)) g(u) on Ω,
div
(
A (∇v)) g(v) on Ω.
If u v in ∂Ω ,10 then u v a.e. in Ω .
Proof of Theorem 4.1. Let u be a locally bounded W 1,ploc -solution of (120).
Without loss of generality we can assume that f is nonincreasing on ]−∞,0[ (indeed, if this
is not the case, then u solves (120) with f1 where f1(t) := inf{f (s): s < t} which is nondecreas-
ing).
Let g(t) := f (−t). Let ϕ = ϕ(r) be a solution of
(
rN−1A
(∣∣φ′∣∣)φ′)′ = rN−1g(φ), φ′(0) = 0, φ(0) = a/2 > 0.
Clearly, the function ϕ is increasing. From the hypotheses on A and since g is nondecreasing,
we are in the position to apply Theorem 2 of [50]. As a consequence, ϕ blows up in finite time,
that is, there exists R > 0 such that ϕ(r) → +∞ as r → R.
Setting v(x) := ϕ(|x|), we see that
div
(
A
(|∇v|)∇v)= g(v) on ΩR,
where ΩR := {x: |x| <R}. On the other hand, the function U := −u satisfies the inequality
div
(
A
(|∇U |)∇U) g(U) on RN.
Since U(x)  v(x) for |x| close to R, we can apply the comparison principle 4.2. Thus
U(x)  v(x) for a.e. x ∈ ΩR . In particular in a neighborhood of the origin we have U(x)  a.
Since the inequality (120) is invariant under translations, it follows that U(x) a for a.e. x ∈ RN .
Letting a → 0 we deduce that U  0 a.e. on RN . Hence u 0 a.e. on RN . 
Clearly, the following is a direct consequence of Theorem 4.1
Theorem 4.3. Suppose that A satisfies (121) and limt→+∞ tA(t) = +∞. Let f : R → R be a
continuous function satisfying
f (t) > 0 if t > 0, f is nondecreasing on ]c,+∞[ (125)
10 u v in ∂Ω should be understood in the sense that for every δ > 0 there exists a neighborhood V of ∂Ω such that
for a.e. x ∈ V we have u(x) v(x)+ δ.
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+∞∫ 1
H(
∫ t
c
f (s) ds)
dt < ∞. (126)
Let p  1 and let u be a locally bounded W 1,ploc -solution of
div
(
A
(|∇u|)∇u) f (u) on RN. (127)
Then u 0 a.e. on RN .
In particular if p > 1 and A(t) = |t |p−2, then (126) reduces to
+∞∫ ( t∫
c
f (s) ds
)−1/p
dt < ∞. (128)
Remark 4.4. We point out that Theorem 4.3 can be seen as a generalization of the well known
Brezis Lemma (see Lemma 2 of [7]), which holds for A(t) = 1 and f (u) = |u|q−1u with q > 1.
Indeed, as illustration consider the following: let A(t) = |t |p−2 with p > 1 and f satisfying (125)
and (128). From Theorem 4.3, it follows that if u is a locally bounded W 1,ploc -solution of
−pu+ f (u) 0 on RN, (129)
then u 0 a.e. on RN .
Thus Theorem 4.3 implies a generalization of Theorem 2 in [50] for W 1,ploc -solutions.
For a similar result related to the mean curvature operator see Section 2.4.
An interesting generalization of Brezis Lemma in the Euclidean case for power nonlinearities
related to another class of differential operators and for C 1 distributional solutions is contained
in the recent paper [24, Theorem 2(i)].
Some versions of Brezis Lemma also hold for C 1 solutions in the framework of Carnot
groups. See [18].
Condition (123) is sharp in the following sense. If the integral in (123) diverges, then (120)
admits a negative solution. Indeed from Theorem 3 in [50] it follows that the inequality
div
(
A
(|∇u|)∇u) g(u) on RN,
where g(t) = f (−t), has infinitely many positive entire solutions.
4.2. Nonexistence of solutions
Theorem 4.5. Suppose that A satisfies (121) and limt→+∞ tA(t) = +∞. Let f :R → R be a
positive, nonincreasing, continuous function satisfying (123). Then the inequality (120) has no
locally bounded W 1,p-solutions.loc
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operator. Indeed, let u be a solution and consider v := u − γ with γ > 0. The function v is a
W
1,p
loc -solution of inequality
−div(A(|∇v|)∇v) f (v + γ ) on RN. (130)
By Theorem 4.1 we have v  0. Hence, u γ . Since γ is arbitrary the claim is proved. 
Combining Theorems 4.1 and 4.3, we obtain.
Theorem 4.6. Suppose that A satisfies (121) and limt→+∞ tA(t) = +∞. Let f :R → R be a
continuous function such that there exist z0, z∗ ∈ R, z0  z∗ with the properties
f]−∞,z0[ is positive and nonincreasing, f]z∗,+∞[ is negative and nonincreasing, (131)
and
∫
−∞
1
H(
∫ z0
t
f (s) ds)
dt < ∞,
+∞∫ 1
H(− ∫ t
z∗ f (s) ds)
dt < ∞. (132)
Let C  1 and let u be a locally bounded W 1,ploc -solution of
Cf (u)−div(A(|∇u|)∇u) f (u) on RN. (133)
Then z0  u(x) z∗ for a.e. x ∈ RN .
As a consequence, the following holds.
Corollary 4.7. Suppose that A satisfies (121) and limt→+∞ tA(t) = +∞. Let f :R → R be a
nonincreasing continuous function such that
f (t) > 0 if t < 0, and f (t) < 0 if t > 0. (134)
Assume that (132) holds for some z0  0 and z∗  0.
If u is a locally bounded W 1,ploc -solution of (133), then u ≡ 0 a.e. on RN .
From Theorems 4.5, 2.23 and the translation invariance property of the operators we obtain.
Theorem 4.8. Suppose that A satisfies (121). Let f : [0,+∞[→[0,+∞[ be a continuous func-
tion. Let p  1. Let u be a nonnegative locally bounded W 1,ploc -solutions of (120).
Then f has at least a zero. Let
z0 := inf
{
z 0: f (z) = 0}.
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ess inf
RN
u z0. (135)
In particular if f is positive, then (120) has no nonnegative locally bounded W 1,ploc -solutions.
We end this section by pointing out that, gluing together the previous results with the theorems
proved in Section 3 we have.
Theorem 4.9. Let N > p > 1. Assume that A (w) = A(|w|)w is W-p-C and that a weak
Harnack inequality holds with exponent σ > p − 1. Suppose that A satisfies (121) and
limt→+∞ tA(t) = +∞. Let f,g : [0,+∞[→ R be continuous functions and z1 > 0 such that
1. f (t) > 0 for 0 < t < z1.
2. f satisfies (f0) with 0 < q  N(p−1)N−p .
3. g]z1,+∞[ is negative and nonincreasing.
4.
+∞∫ 1
H(− ∫ t
z1
g(s) ds)
dt < ∞.
Let u ∈ W 1,ploc be a nonnegative locally bounded weak solution of
g(u)−div(A(|∇u|)∇u) f (u) on RN.
Then u ≡ 0 or u ≡ z1 a.e. on RN .
The above theorem extends and improves some results due to Du and Ma which hold with
A ≡ 1 and for q  1 + 2/N , see [22, Theorems 1.1 and 5.2].
5. Examples
In this section, for easy reference, we shall present some well known facts on Carnot and
Heisenberg Groups and some other examples of operators for which our results for differential
inequalities apply.
5.1. The Laplacian on l variables on RN
Let l N be a positive natural number and let μl ∈ C 1(RN ;Rl) be the matrix defined by
μl := ( Il 0 ).
The corresponding vector field ∇ l is the usual gradient acting only on the first l variables
∇ l = (∂x , ∂x , . . . , ∂x ).1 2 l
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δR(x) =
(
Rx1,Rx2, . . . ,Rxl,R
δl+1xl+1, . . . ,RδN xN
)
,
here, δl+1, . . . , δN are arbitrary real positive numbers.
5.2. Baouendi–Grushin type operator
Let ξ = (x, y) ∈ Rn × Rk (= RN). Let γ  0 and let μ be the following matrix
(
In 0
0 |x|γ Ik
)
. (136)
The corresponding vector field is given by ∇γ = (∇x, |x|γ∇y)T and the linear operator L =
divL(∇L·) = x + |x|2γy is the so-called Baouendi–Grushin operator. Notice that if k = 0 or
γ = 0, then L coincides with the usual Laplacian operator. The vector field ∇γ is homogeneous
with respect to the dilation δR(x) = (Rx1, . . . ,Rxn,R1+γ y1, . . . ,R1+γ yk) and Q = N + kγ .
5.3. Heisenberg–Kohn operator
Let ξ = (x, y, t) ∈ Rn ×Rn ×R = Hn (= RN) and let μ be defined as
(
In 0 2y
0 In −2x
)
.
The corresponding vector field ∇H is the Heisenberg gradient on the Heisenberg group Hn. The
vector field ∇H is homogeneous with respect to δR(ξ) = (Rx,Ry,R2t) and Q = 2n+ 2.
In H1 the corresponding vector fields are X = ∂x + 2y∂t , Y = ∂y − 2x∂t . In this case Q = 4.
5.4. Heisenberg–Greiner operator
Let ξ = (x, y, t) ∈ Rn ×Rn ×R (= RN), r := |(x, y)|, γ  1 and let μ be defined as
(
In 0 2γyr2γ−2
0 In −2γ xr2γ−2
)
. (137)
The corresponding vector fields are Xi = ∂xi + 2γyir2γ−2∂t , Yi = ∂yi − 2γ xir2γ−2∂t for i =
1, . . . , n.
For γ = 1, L = divL(∇L·) is the sub-Laplacian H on the Heisenberg group Hn. If γ =
2,3, . . . ,L is a Greiner operator (see [35]). The vector field associated to μ is homogeneous
with respect to δR(ξ) = (Rx,Ry,R2γ t) and Q = 2n+ 2γ .
5.5. Carnot groups
Here, we quote some facts on Carnot groups and refer the interested reader to [28,29,6] for a
more detailed information on this structures.
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with graded Lie algebra G = V1 ⊕ · · · ⊕ Vr such that [V1,Vi] = Vi+1 for i = 1, . . . , r − 1
and [V1,Vr ] = 0. Such an integer r is called the step of the group. We set l = n1 = dimV1,
n2 = dimV2, . . . , nr = dimVr . A Carnot group G of dimension N can be identified, up to an
isomorphism, with the structure of a homogeneous Carnot Group (RN,◦, δR) defined as fol-
lows; we identify G with RN endowed with a Lie group law ◦. We consider RN split in r
subspaces RN = Rn1 ×Rn2 ×· · ·×Rnr with n1 +n2 +· · ·+nr = N and ξ = (ξ (1), . . . , ξ (r)) with
ξ (i) ∈ Rni . We shall assume that for any R > 0 the dilation δR(ξ) = (Rξ(1),R2ξ (2), . . . ,Rrξ (r))
is a Lie group automorphism. The Lie algebra of left-invariant vector fields on (RN,◦) is G. For
i = 1, . . . , n1 = l let Xi be the unique vector field in G that coincides with ∂/∂ξ (1)i at the origin.
We require that the Lie algebra generated by X1, . . . ,Xl is the whole G.
We denote with ∇L the vector field ∇L := (X1, . . . ,Xl)T and we call it the horizontal vector
field in G. Moreover, the vector fields X1, . . . ,Xl are homogeneous of degree 1 with respect
to δR . In this case Q = ∑ri=1 ini = ∑ri=1 i dimVi is called the homogeneous dimension of G.
The canonical sub-Laplacian on G is the second order differential operator defined by G =∑l
i=1 X2i and for p > 1 the p-sub-Laplacian operator is given by
∑l
i=1 Xi(|∇Lu|p−2Xiu). Since
X1, . . . ,Xl generate the whole graded Lie algebra G, the sub-Laplacian G satisfies the Hörman-
der hypoellipticity condition.
A nonnegative continuous function N : RN → R+ is called a homogeneous norm on G, if
N(ξ−1) = N(ξ), N(ξ) = 0 if and only if ξ = 0, and it is homogeneous of degree 1 with respect to
δR (i.e. N(δR(ξ)) = RN(ξ)). A homogeneous norm N defines on G a pseudo-distance defined
as d(ξ, η) := N(ξ−1η), which in general is not a distance. If N and N˜ are two homogeneous
norms, then they are equivalent, that is, there exists a constant C > 0 such that C−1N(ξ) 
N˜(ξ)  CN(ξ). Let N be a homogeneous norm, then there exists a constant C > 0 such that
C−1|ξ |N(ξ) C|ξ |1/r , for N(ξ) 1. Examples of homogeneous norms are Nδ(·) defined in
(9) or N(ξ) := (∑ri=1 |ξi |2r!/i)1/2r!.
Notice that if N is a homogeneous norm differentiable a.e., then |∇LN | is homogeneous of
degree 0 with respect to δR ; hence |∇LN | is bounded.
Special examples of Carnot groups are the Euclidean spaces RQ. Moreover, if Q 3 then any
Carnot group is the ordinary Euclidean space RQ.
The simplest nontrivial example of a Carnot group is the Heisenberg group H1 = R3. For an
integer n  1, the Heisenberg group Hn is defined as follows: let ξ = (ξ (1), ξ (2)) with ξ (1) :=
(x1, . . . , xn, y1, . . . , yn) and ξ (2) := t . We endow R2n+1 with the group law ξˆ ◦ ξ˜ := (xˆ + x˜,
yˆ + y˜, tˆ + t˜ + 2∑ni=1(x˜i yˆi − xˆi y˜i )). We consider the vector fields
Xi := ∂
∂xi
+ 2yi ∂
∂t
, Yi := ∂
∂yi
− 2xi ∂
∂t
, for i = 1, . . . , n,
and the associated Heisenberg gradient ∇H := (X1, . . . ,Xn,Y1, . . . , Yn)T . The Kohn Laplacian
H is then the operator defined by H :=∑ni=1 X2i + Y 2i . The family of dilations is given by
δR(ξ) := (Rx,Ry,R2t) with homogeneous dimension Q = 2n+ 2. In Hn a canonical homoge-
neous norm is defined as |ξ |H := ((∑ni=1 x2i + y2i )2 + t2)1/4.
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