Abstract. In recent years, novel quantifications of measurement error in quantum mechanics have for the first time enabled precise formulations of Heisenberg's famous but often challenged measurement uncertainty relation. These relations take the form of a trade-off for the necessary errors in joint approximate measurements of position and momentum and other incompatible pairs of observables. Here we review some of these error measures, examine their properties and suitability, and compare their relative strengths as criteria for "good" approximations.
Introduction
In recent years, Heisenberg's uncertainty principle has received renewed attention and scrutiny. The principle is often loosely associated with three sets of ideas -preparation uncertainty, joint measurement error trade-offs, and error-disturbance trade-offs. While the first of these is uncontroversial, the latter two are subjects of an ongoing controversy.
For many decades, the only formally and operationally well-defined form of uncertainty relation known in the physics literature was the familiar preparation uncertainty relation for standard deviations of, say, position and momentum, ∆(Q, ρ) ∆(P, ρ) ≥ 1 2 .
(
This relation is a statement about the widths of the probability distributions ρ Q , ρ P of the position Q and momentum P in a state ρ, and it can be tested by measuring position and momentum in separate runs of experiments on particles prepared in the same state ρ.
Notwithstanding this clear-cut interpretation, the relation (1) is often paraphrased as constituting a limitation of the accuracies of any attempted joint measurements of position and momentum. This unjustified conflation has equally often been criticised, but then it happened not seldom that the critics (or their readers) jumped to the conclusion that the uncertainty principle has nothing to do with the possibility or impossibility of joint measurements of position and momentum.
The joint measurement uncertainty question was brought into focus with these conflicting views but until recently a rigorous investigation of the problem has remained outstanding. The first seemingly plausible attempt offered at quantifying measurement errors in quantum mechanics is based on the concept of noise operator that was introduced into quantum optical amplifier theory in the 1960s and soon after applied in the measurement context. For a brief history of the development of the notion of noise-(operator) based error, we refer the reader to [1] . On the basis of this statedependent error measure it appeared that joint measurement error relations are much weaker than suggested by the Heisenberg form (1) ; this has led to claims of a violation or circumvention of Heisenberg-type measurement uncertainty relations, both theoretically (e.g., [2, 3] ) and experimentally (e.g., [4, 5] ). As shown in [1] , however, the noisebased error measures do not purely quantify errors but also contain contributions of preparation uncertainty; moreover, they are of limited operational significance as statespecific error measures.
In the meantime, different measures of measurement error were introduced that quantify the performance of measuring devices and as such are state-independent. For these measures, joint measurement trade-off relations have been formulated and proven. This development, which is reviewed in [6] , was enabled by making full use of the operational possibilities of quantum mechanics, notably by the generalised representation of observables as positive operator valued measures (POVMs).
A key concept for this solution to the joint-measurement problem is that of an approximate measurement of a given observable (represented by a POVM) E, which is any measurement whose associated POVM F is close to E in a suitable operationally relevant sense. This has made it possible to overcome the obstacle of the noncommutativity of Q and P , which precludes any sharp joint measurement of these observables: there are (generally noncommuting) unsharp observables M 1 , M 2 that are jointly measurable and still constitute reasonable approximations of Q and P , respectively.
Two observables M 1 , M 2 on B(R) are said to be jointly measurable if there is a third, joint observable M on B(R 2 ) such that M 1 , M 2 are the Cartesian marginals of M,
Three proposed measures of error for approximate measurements of position and momentum and their associated uncertainty relations were briefly reviewed in [6] : these were referred to as standard error, (Monge) metric error, and error bar width. The first of these is what we called noise-based error (measure) above (due to the limitations of this concept it seems inappropriate to refer to it as "standard"). In the meantime, measurement uncertainty relations have been proven for a wider class of metric error measures [7, 8] ; these are based on the so-called Wasserstein distance of order α between probability measures on a metric space; here α is a parameter whose values range from 1 to ∞. The Monge metric corresponds to the value α = 1, while α = 2 is found to provide a natural operational quantum generalisation of the notion of root-mean-square (rms) error.
It is the purpose of the present paper to analyze further the concept of error bar width introduced in [9] and to study its connections with the metric error measures. Some aspects of the noise operator based error will also be considered to the extent that they are useful as estimates of the other measures. In addition to measurement errors, we also review other quantities describing the intrinsic unsharpness of the approximators of Q, P .
The proofs of measurement uncertainty relations given in [10, 6, 8] make it evident that the measurement error relations follow mathematically from related preparation uncertainty relations. Versions of these latter relations will be the starting points for the presentations of error and unsharpness measures to be given below.
We begin with a brief introduction of the requisite mathematical tools.
Preliminaries
Our considerations will be based on the usual description of a physical system in a separable complex Hilbert space H, with states being represented as positive operators ρ of trace 1 (also called density operators). The convex set of all states will denoted S. Pure states correspond to unit vectors ϕ ∈ H or rather the associated rank-1 projections |ϕ ϕ| ≡ P ϕ . Observables are represented as positive operator measures (POVMs) E on a measurable space (Ω, Σ) that are normalised, i.e., E(Ω) = I. In this paper (Ω, Σ) will be one of the Borel spaces (R, B(R)) or (R 2 , B(R 2 ) ). An observable E is called sharp if it is projection valued; otherwise E is an unsharp observable. We write ρ E for the probability measure induced by a state ρ and an observable E via the formula ρ E (X) := tr [ρE(X)], X ∈ Σ. We use the notation E[x k ], k ∈ N, for the k th moment operators x k E(dx) of an observable E on B(R). These operators are defined on their natural domains [11] D(E[x k ]) of all ϕ ∈ H for which the function x → x k is integrable with respect to the complex measures ψ|E(dx)ϕ for all ψ ∈ H; this contains the squareintegrability domain {ϕ ∈ H : x 2k ϕ|E(dx)ϕ < ∞}. The moments of a probability measure p on R will be denoted p[x k ], k ∈ N. All uncertainty relations to be studied here will be formulated for the case of a quantum particle in one spatial dimension, with Hilbert space H = L 2 (R) and canonical position and momentum operators Q, P , defined via (Qψ)(x) = xψ(x), (P ψ)(x) = −i (dψ/dx)(x) on the usual maximal domains ensuring selfadjointness. Generalizations to more degrees of freedom are straightforward. The spectral measures of Q and P will be denoted Q and P, respectively.
An important class of POVMs representing approximations of position and momentum are given by smeared position and momentum observables Q µ , P ν , defined as convolutions of Q, P with probability measures µ, ν on B(R):
The integrals are defined in the weak operator topology. We will make use of the important class of covariant phase space observables which is defined as follows. Let W (q, p) = exp(iqp/2 ) exp(−iqP/ ) exp(ipQ/ ) be the Weyl operators comprising an irreducible unitary projective representation of the translations on phase space R
2 . An observable G on R 2 is called a covariant phase space observable if it satisfies the covariance condition
This is satisfied by the following family of observables G = G τ on R 2 , which are thus covariant phase space observables:
the integral is defined in the weak operator topology and the operator density is generated by an arbitrary fixed positive operator τ of trace 1 (for details of the proof of these properties, see, e.g., [12] ). Moreover, every covariant phase space observable is of the form (2) for some positive operator τ of trace 1. This fundamental fact is implied by results of [13] and [14] and has been made explicit in [15] using the theory of induced representations and in [16] using the theory of integration with respect to operator measures. The marginal observables of G τ are smeared position and momentum observables Q µτ , P ντ , where µ τ := τ Q Π and ν τ := τ P Π are the probability distributions of Q and P in the state described by τ Π , that is,
* is the operator obtained from τ under the action of the parity transformation Π (Πϕ(x) = ϕ(−x)).
There is a simple but fundamental characterization of all pairs of smeared position and momentum observables admitting a joint measurement. Theorem 2.1. A pair of smeared position and momentum observables Q µ , P ν are jointly measurable exactly when there exists a covariant phase space observable G τ of which they are marginals. In that case, µ = µ τ , ν = ν τ .
This result has been obtained in a long series of investigations by various authors, culminating and summarised in [17] .
Uncertainty: α-deviation and overall width
We will make use of the following measures of the widths of a probability distribution
The standard deviation of an observable E on B(R) in a state ρ is ∆(E, ρ) := ∆(ρ E ). For vector states ϕ we write ∆(E, ϕ) := ∆(p E ϕ ). The standard deviation is a special case of the so-called (Wasserstein) α-deviation:
The uncertainty relation for the standard deviations of position and momentum has recently been generalised to α-deviation [7] . Theorem 3.1 (Preparation Uncertainty). Let Q and P be canonically conjugate position and momentum observables, and ρ a density operator. Then, for any 1 ≤ α, β < ∞,
The constant c αβ is connected to the ground state energy g αβ of the Hamiltonian H αβ = |Q| α + |P | β by the equation
The lower bound is attained exactly when ρ arises from the ground state of the operator H αβ by phase space translation and dilatation. For α = β = 2, H αβ is twice the harmonic oscillator Hamiltonian with ground state energy g 22 = 1, and c 22 = 1/2.
The overall width of p (at confidence level 1 − ε) is defined for ε ∈ [0, 1) as
This quantity is finite for any ε > 0. For the overall width of the distribution of an observable E on B(R) in a state ρ we will write W ε (E, ρ) := W ε (ρ E ). This describes the extent to which the quantity described by E can be approximately localised. As shown in [18] , the overall width is generally a more stringent measure of the spread of a distribution than the standard deviation.
In analogy to the uncertainty relation (1) for standard deviations, the overall widths of the position and momentum distributions in a state ρ also satisfy a trade-off relation: for positive ε 1 , ε 2 satisfying ε 1 + ε 2 < 1 there is a constant K(ε 1 , ε 2 ) > 0 such that
An uncertainty relations of this form was first presented in a somewhat implicit way in the context of signal analysis by Landau and Pollak in 1961 [19] . Its explicit form was given by Uffink in 1990 [20] :
A somewhat simpler (but weaker) bound was given in [6] using elementary arguments:
Note that the two expressions coincide on the 'diagonal':
Intrinsic unsharpness: resolution width
For two noncommuting observables to be jointly measurable, it is necessary that they are unsharp. One expects intuitively that the required degree of their unsharpness depends on the extent of their noncommutativity.
We will see that two unsharp observables which approximate position and momentum, respectively, cannot have arbitrarily small degrees of unsharpness if they are to be jointly measurable. We will use the following measures as indicators of the unsharpness of an observable E on R.
For an observable E with support supp(E) given by R or a closed interval, the resolution width (at confidence level 1 − ε) is defined as [21] :
For a sharp observable E on B(R) the resolution width is γ ε (E) = 0 for all ε ∈ (0, 1). It is worth noting that vanishing resolution width does not require the observable to be sharp: in fact, any observable whose nonzero effects have norm 1 has zero resolution width; an example is given by the so-called canonical phase observable [22] .
For the resolution width of Q µ , P ν we obtain (see also [21] ):
If a pair of observables Q µ , P ν is jointly measurable, their resolution widths are determined by the probability measures µ = µ τ , ν = ν τ which obey the uncertainty relations (1) and (3); we thus obtain:
The last inequality holds for any ε 1 , ε 2 > 0 with ε 1 + ε 2 < 1.
Error measures I: Distance between observables
We review three distinct measures of error which quantify the difference between an observable E on B(R) to be approximated and the approximator F, which is also a POVM on B(R). Any error measure should be operationally significant in the sense that it quantifies the difference between the distributions ρ F and ρ E . We begin with a family of metric error measures.
Wasserstein α-distance: definition.
Next we briefly review a family of distances on the set of observables on R that was used in [7] to formulate measurement uncertainty relations for canonically conjugate pairs of observables such as position and momentum. We adapt the presentation given there for general metric spaces to the case of R.
For any two probability measures µ, ν on R a coupling is defined to be a probability measure γ on R × R with µ and ν as the Cartesian marginals. The set of couplings between µ and ν will be denoted Γ(µ, ν). Then, for any α, 1 ≤ α < ∞ the α-distance (also Wasserstein α-distance [23] ) of µ and ν is defined as
It turns out that
The existence of an optimal coupling is known, for 1 ≤ α < ∞, see [23, Theorem 4.1], the case α = ∞ is shown in [24, Theorem 2.6], but it does not imply that D α (µ, ν) is finite.
When ν = δ y is a point measure, there is only one coupling between µ and ν, namely the product measure γ = µ × δ y . In that case (5) and (6) describe the deviation of the measure µ from a point y. In particular, the Wasserstein distances between point measures are seen to be extensions of the given metric for points, interpreted as point measures. The metric can become infinite, but the triangle inequality still holds [23, after Example 6.3]. The proof relies on Minkowski's inequality and the use of a "Gluing Lemma" [23] , which builds a coupling from µ to ζ out of couplings from µ to ν and from ν to ζ. It also covers the case α = ∞, which is not otherwise treated in [23] .
We can now define the (Wasserstein) α-distance between observables E, F on R:
These distances are operationally significant and global error measures, taking into account the largest possible deviations between corresponding probability measures of the observables being compared.
Working with Wasserstein distances: Kantorovich duality.
A powerful tool for working with the distance functions is a dual expression of the infimum over couplings as a supremum over certain other functions obtained by the Kantorovich duality. In this context we exclude the case α = ∞. First we note that the "gap inequality"
holds for any pair of functions (Ψ, Φ) and any coupling γ whenever the constraint
is satisfied. The Kantorovich Duality Theorem asserts that the gap is actually closed:
where functions Φ and Ψ satisfy (8) .
When maximizing the left hand side of (7), one can naturally choose Φ as large as possible under the constraint (8), i.e., Φ(y) = inf x {Ψ(x) + |x − y| α }, and similarly for Ψ. Hence one can choose just one variable Φ or Ψ and determine the other by this formula. In the case α = 1 the triangle inequality for the metric on R entails that one can take Φ = Ψ. In this case (8) just asserts that this function is Lipshitz continuous with respect to the metric on R, with constant 1. The left hand side of (7) is thus a difference of expectation values of the given measures µ, ν.
It is of interest to note that the duality gap still closes if the set of functions Φ, Ψ is further restricted. The natural condition is, first of all, that Ψ ∈ L 1 (µ). The statement of Kantorovich Duality in [23, Thm. 5.10] includes that the supremum (9) is attained also when one restricts the set of functions to bounded continuous functions. In [7] it is shown that this set can be further restricted to positive continuous functions of compact support without changing the value of the supremum.
Properties of the 1-distance.
We now specialise to the case of the Wasserstein 1-distance (α = 1), also known as the Monge metric. This was the choice of metric for the first formulation of a rigorous measurement uncertainty relation for position and momentum in [10] .
Denoting by Λ the set of Lipshitz functions, that is, the bounded measurable functions h : R → R for which |h(x) − h(y)| ≤ |x − y|, the Wasserstein-1 distance D 1 then becomes [10] 
This gives rise to a metric on the set of observables on B(R) as follows. We first recall that for any bounded measurable function h : R → R, the integral R h dE defines (in the weak sense) a bounded selfadjoint operator, which we denote by E[h]. Thus, for any vector state ϕ the number ϕ|E[h]ϕ = R h d ϕ|E(x)ϕ is well-defined.
The Wasserstein 1-distance between observables E and F can then be expressed as
An observable C will be called a metric approximation to A if ∆ 1 (A, C) < ∞.
Example 5.1. Any trivial observables E = µ I on R has infinite distance from sharp position Q:
Take the family of functions h n (x) = n − |x − c n − n| if |x − c n − n| ≤ n, and h n (x) = 0 otherwise; here (c n ) n∈N is an increasing sequence of positive numbers still to be determined. Note that h n ∈ Λ. We have ||Q[h n ]|| = h n (c n + n) = n, so this approaches infinity as n → ∞.
For a trivial observable E we get E[h n ] = h n dµ I =: µ(h n ) I. We show that for a suitable choice of the sequence c n , one obtains
Let c n be such that the set
By the triangle inequality for norms we get
It follows that the distance ∆ 1 (E, Q) = ∞.
Our next example exhibits functions of position Q that may or may not be good metric approximations to Q.
Example 5.2. Let g be a bounded measurable function on R. Then the distance of Q and
where g is bounded, the distance is finite:
|| → ∞ as n → ∞ for a suitable sequence of functions h n ∈ Λ. To this end we use the inequality
and choose h n such that
is a bounded operator since then |h n (g(x))| ≤ g 0 , and so ||Q • g −1 [h n ]|| ≤ g 0 . To verify the second claim, we note that
, and so for h ∈ Λ and unit vector ϕ,
from which the claim follows.
Example 5.3. For smeared position and momentum observables Q µ , P ν , the distances from Q and P are
(See [10] .) Thus, Q µ and P ν are metric approximations of Q and P exactly when these integrals are finite.
Measurement uncertainty relations for metric errors
The measurement uncertainty relation for the metric error associated with the 1-deviation (or Monge metric) proven in [10] has recently been generalised to all Wasserstein distances [7] .
Theorem 5.4. Let M be a phase space observable and 1 ≤ α, β ≤ ∞. Then
provided that the quantities on the left hand side are finite. The constants c αβ are the same as in Theorem 3.1.
The proof is analogous to that of Werner's original theorem for 1-deviations: it proceeds by reduction to the covariant case, and the latter is immediately obtained by application of the preparation uncertainty relation of Theorem 3.1.
The case where one of the distances is zero is in fact covered by the Theorem: the other distance must then be infinite. In fact if (in the case of the 1-deviation) one has ∆ 1 (M 1 , Q) = 0, then M 1 = Q and ∆ 1 (M 2 , P) cannot be finite; otherwise the associated covariant phase space observable would have to have Q as its first marginal, which is impossible. Hence Theorem 5.4 implies that whenever ∆ 1 (M 1 , Q) = 0 then ∆ 1 (M 2 , P) = ∞. It is an instructive exercise to verify this explicitly.
Example 5.5. Let M be an observable on phase space R 2 whose first marginal M 1 is sharp position Q. Then the second marginal M 2 has infinite 1-distance from sharp momentum P.
Proof. We note first that all positive operators (effects) M 2 (X) in the range of M 2 commute with Q (see, e.g., [12] ) and are thus functions of Q. Thus one can write M 2 (X) = Q(dq)m(q, X), where the functions m(·, X) are defined almost everywhere for all (Borel) subsets X of R, and X → m(q, X) is then a probability measure. We consider states ρ with the same fixed position distribution, ρ Q = p, and compute
We will let h run through a family h n ∈ Λ and ρ through a family p ρn ∈ S q such that p
Choose h n as in Example 5.1, where we have now µ = m p . This gives tr [ρ n M 2 (h n )] → 0 for any ρ n (yet to be specified) with p
* , with ρ 1 a state whose momentum distribution is centered symmetrically at c 1 +1, the peak location of h 1 . Then the momentum distribution of ρ n is centered at the peak location c n + n of h n . Also note that p
=: p. Specifically we take ρ n such that the densities p P ρn (p) = χ Jn (p), J n = [c n + n − 1/2, c n + n + 1/2]. Then we have tr [ρ n P(h n )] = n − 1/4 → ∞ as n → ∞.
Error measures II: error bar width

Gross error bar.
We now present a definition of measurement error in terms of likely error intervals that follows most closely the usual practice of calibrating measuring instruments. In the process of calibration of a measurement scheme, one seeks to obtain estimates of the likely error and perhaps also the degree of disturbance that the scheme contains. In order to estimate the error, one tests the device by applying it to a sufficiently large family of input states in which the observable one wishes to measure with this setup has fairly sharp values. The error is then characterised as an overall measure of the bias and the width of the output distribution across a range of input values. Error bars give the minimal average interval lengths that one has to allow to contain all output values with a given confidence level.
For simplicity, we give the following definitions only for approximations of a sharp observable E, so that the assumption of localised input states ρ can be described as ρ E (J x;δ ) = 1, for intervals J x;δ := [x − δ/2, x + δ/2], x ∈ R, δ > 0. Let E 1 , E be observables on R and E be sharp. For each ε ∈ (0, 1), δ > 0, we define the error of E 1 relative to E
The error describes the range within which the input values can be inferred from the output distributions, with confidence level 1 − ε, given initial localizations within δ. E 1 is called an ε-approximation to E if W ε,δ (E 1 , E) < ∞ for all δ > 0. Note that the error is an increasing function of δ, so that one can define the (gross) error bar width of E 1 relative to E:
In the case W ε,δ (E 1 , E) = ∞ for all δ > 0, we write W ε (E 1 , E) = ∞. E 1 will be called an approximation (in the sense of finite error bar width) to E if W ε (E 1 , E) < ∞ for all ε ∈ (0, 1 2 ). The restriction to ε < 1 2 reflects the idea that a "good" approximation should have confidence levels greater than 1 2 . We note that if E 1 is an approximation to E, the map ε → W ε,δ (E 1 , E) is a decreasing function of ε ∈ (0, 1 2 ) for every δ > 0. The following result shows that our definition is not empty.
Proposition 6.1. The smeared position and momentum observables Q µ , P ν are approximations (in the sense of finite error bar widths) to Q and P, respectively, for any probability measures µ, ν.
Proof. It is sufficient to consider the case of the position observable. Let ε ∈ (0, 1), δ > 0 be given. We have to show that there is a finite number w > 0 such that for all q ∈ R one has ρ Q µ (J q;w ) ≥ 1 − ε whenever ρ Q (J q;δ ) = 1. Let q 0 , w 0 be such that µ(J q 0 ;w 0 ) ≥ 1 − ε. Then, if w ≥ 2|q 0 | + w 0 + δ, it follows that J q;δ ⊆ x + J q;w for all x ∈ J q 0 ;w 0 , that is, ρ Q (x + J q;w ) = 1 for all such x. Then:
Properties of the error bar width
It is not hard to construct approximations of Q that do not share the translation covariance of Q.
Example 6.2. Let f be a continuous function on R which is one-to-one and such that f (q) − q is not constant but |f (q) − q| ≤ α for all q ∈ R and some fixed α > 0. An example is f (q) = q + 1 2 cos(q). Let Q µ be a smeared position observable. Then
is a non-covariant approximation to Q in the sense of finite error bars. Proof. Let ε ∈ (0, 1)and δ > 0 be given. We have to show that there is a finite positive w such that for all q ∈ R and all ρ with ρ Q (J q;δ ) = 1, then ρ
We know that Q µ is an approximation to Q. Hence there is w ′ > 0 such that for all q ∈ R and all ρ with ρ Q (J q;δ ) = 1, we have ρ Q µ ((J q;w ′ )) ≥ 1 − ε. Now take w = w ′ + 2α. This entails that f −1 (J q;w ) ⊇ J q;w ′ for all q ∈ R. Then, for q ∈ R and ρ such that ρ Q (J q;δ ) = 1 we obtain
Example 6.3. For any bounded Borel function f on R, the observable Q • f −1 has infinite error bars with respect to Q.
Proof. Let J be a bounded interval which contains the range of f . Then for any finite w > 0, one can find q such that J q;w ∩ J = ∅. Then f −1 (J q;w ) = ∅ and so
It is possible to characterise the case of an accurate measurement of the sharp observable E. Proposition 6.4. Let E 1 be an approximation of the sharp observable E. Then the following are equivalent:
If either of these condition is fulfilled then W ε (E 1 , E) = 0 for all ε ∈ (0, 1 2 ).
Proof. Assume (b) holds. Let ε ∈ (0, 1 2 ), δ > 0. Choose w = δ; then for any q ∈ R and any state ρ with ρ E (J x;δ ) = 1, we also have ρ
Conversely, assume that (a) holds. Consider any ε ∈ (0,
This entails for any vector state ϕ for which Q(J x;δ )ϕ = ϕ that ϕ|E 1 (J x;δ )ϕ ≥ 1 − ε. As this holds for any ε ∈ (0, 1 2 ), it follows that ϕ|E 1 (J x;δ )ϕ = 1. This entails that E(J x;δ ) ≤ E 1 (J x;δ ). Since x ∈ R and δ > 0 are arbitrary, this operator inequality holds for any closed interval J = [a, b].
We show that then also E((a, b)) ≤ E 1 ((a, b) ) for any open interval. Let J n be an increasing sequence of closed sets which converges to a given open interval (a, b). Put N((a, b) ) (ultraweakly). (This is a consequence of the regularity of Borel measures on B(R), see, e.g., [25] .) So we obtain D n → E 1 ((a, b) ) − E((a, b)) (ultraweakly), and since D n ≥ O, this limit operator is also nonnegative. In this way we conclude that E(K) ≤ E 1 (K) for all open intervals K. Similarly we can show that E ((a, b] ) ≤ E 1 ((a, b] ). Due to the normalization of both POVMs E, E 1 , it follows that they must coincide on all intervals and finally, since the intervals generate B(R), that they are identical.
We remark that it is not known whether the condition W ε (E 1 , E) = 0 for all ε ∈ (0, 1 2 ) is sufficient to conclude that E 1 = E. Proposition 6.5. Let E 1 , E be observables with support R, and E be a sharp observable. The error bar width of E 1 relative to E is never smaller than the intrinsic resolution width of E 1 :
The proof is given in [9, Prop. 1].
Corollary 6.6. Let E be a sharp observable on B(R) with support R. Any ε-approximation E 1 (supported on R) of E has finite resolution width, γ ε (E 1 ) < ∞.
Bias-free error and bias
We show next how the gross error can be decomposed into a (positive) bias term and a random error. Let ε ∈ (0, 1) and δ > 0 be given. Let E 1 , E be observables on R and E be sharp. Note that the condition ρ E (J x;δ ) = 1 (for some x ∈ R) can be expressed as
We define the bias-free, or random error
This is a measure of the overall minimal error, determined by the overall widths of all output distributions, given input distributions supported in intervals J q;δ . If this quantity is finite for some δ 0 , it is an increasing function for all δ ≤ δ 0 . In that case we can define the bias-free error bar width,
The following is obvious:
. If these quantities are finite, one then has in the limit δ → 0:
The difference between W ε,δ (E 1 , E) and W 0 ε,δ (E 1 , E) disappears when the output distributions are concentrated at the locations of the input distributions, that is, around the intervals J x;δ . This is to say that the difference is a measure of the overall magnitude of the bias β ε,δ (E 1 , E) inherent in E 1 relative to E:
we see that the gross error is decomposed into the bias-free error and the magnitude of the bias. Note that one can take the limit of δ → 0:
As an immediate consequence of these definitions, we can say that E 1 is an ε-approximation to E if and only if the bias and random errors are finite for all δ > 0. Proposition 6.7. Let Q µ , P ν be smeared position and momentum observables. Then
Proof. It suffices to consider the case of position. We show first that W ε 1 (ρ Q µ ) ≥ W ε 1 (µ). This is equivalent to the following: w ≥ W ε 1 (ρ Q µ ) implies w ≥ W ε 1 (µ). Thus, let w be such that ρ Q µ (J q;w ) ≥ 1 − ε 1 for some q ∈ R. Assume w < W ε 1 (µ); this means that for all q ′ ∈ R one has µ(J q ′ ;w ) < 1 − ε 1 . But then
which contradicts the premise. Next we show that whenever
Let q 2 = q 0 − q 1 . Then it follows that q + J q 2 ;w+δ ⊇ J q 0 ;δ for all q ∈ J q 1 ;w . Then
This shows that
Thus, under this assumption we let w approach W ε 1 (µ) to obtain W ε 1 (µ) + δ ≥ W ε 1 (ρ Q µ ). To summarise, we have shown:
+δ. Now we can take the limit δ → 0 to obtain the result.
Measurement uncertainty relations for error bar widths
The following error relations for covariant approximations are special cases of the general result quoted below. Their proofs are straightforward consequences of the considerations of this paper, hence we present them here as separate statements.
Proposition 6.8. Let G τ be a covariant phase space observable. Then the bias-free error bar widths of the marginals relative to Q and P obey the trade-off relation:
where K(ε 1 , ε 2 ) is given by Eq. (4).
Proof. The first inequality follows from (10) and the second is a direct consequence of Proposition 6.7 and Eq. (4) The corresponding inequality for general phase space observables was proven in [9] .
Theorem 6.9. Let M be an approximate joint observable for Q, P, in the sense that its marginals have finite error bar widths as approximations of position and momentum, respectively. Then, for ε 1 , ε 2 ∈ (0, 1 2 ), the error bar widths of M 1 and M 2 satisfy the uncertainty relation
This result entails the following statement: an approximate joint observable for Q, P cannot have one of these sharp observables as its marginal. It is instructive to show this explicitly by considering the case M 1 = Q. Proposition 6.10. Let M be an observable on phase space whose first marginal coincides with sharp position, M 1 = Q (so that W ε 1 (M 1 , Q) = 0). Then the second marginal M 2 cannot satisfy the condition of an ε 2 -approximation to P for any ε 2 ∈ (0, 1 2 ), that is, W ε 2 (M 2 , P) = ∞. Hence M cannot be an (ε 1 , ε 2 )-approximate joint observable to Q, P for any ε 1 , ε 2 ∈ (0, 1 2 ).
Proof. Let ε 2 ∈ (0, 1 2 ) be given and let δ > 0 and w ′ > 0 be arbitrary. We have to show that there is an interval J p;δ and a state ρ localised in
As noted in Example 5.5, all positive operators (effects) M 2 (X) in the range of M 2 commute with Q and are thus functions of Q. Thus we can write: M 2 (X) = m(q, X) Q(dx). Consider the sequence of intervals J n;w ′ , n = 0, 1, 2, . . .. Since I = M 2 (R), then M 2 ((−∞, n − w ′ /2)) → 1 as n → ∞ (ultraweakly), and it follows that for every state ρ, tr [ρM 2 (J n;
Let ρ 0 be such that ρ P 0 (J 0;δ ) = 1, that is, the distribution ρ P 0 vanishes outside that interval. Then ρ n := W (0, n)ρ 0 is localised in J n;δ , while the position distribution is unchanged, ρ
), there is an n ∈ N such that for the fixed state ρ 0 , tr
This result reproduces, in particular, the well-known fact that there is no observable on phase space whose marginals are sharp position and sharp momentum.
Example 6.11. Example 6.2 can be used to construct an observable M on phase space which is not covariant but is still an approximate joint observable for Q, P. Let G τ be a covariant phase space observable and define M := G τ • γ −1 , where γ(q, p) := (γ 1 (q), γ 2 (p)). We assume that γ 1 , γ 2 are strictly increasing continuous functions such that γ 1 (q) − q and γ 2 (p) − p are bounded functions. Then it follows that the marginals M
have finite error bars with respect to Q, P. If γ is a nonlinear function then M will not be covariant.
It is straightforward to obtain a universal uncertainty relation for the bias-free errors for any approximate joint observable M of Q, P. The core of the proof is to show that finite bias-free errors for the marginals entails the existence of a covariant observable G τ (obtained by the operation of finite mean used in [10] ) such that its marginals are not greater than those of M:
The proof of this is similar to that of Lemma 4 of [9] and will be omitted. Using inequality (11), the bias-free errors is then seen to obey the trade-off relation for
Trade-off relations for resolution widths
In the work [9] we claimed the validity of an uncertainty relation for resolution widths; a proof was not given explicitly as it was considered to follow closely the steps of the proof of Theorem 6.9. On revisiting this relation, we found that there is no obvious way of adapting that proof. In fact, it may well be that it is only for sufficiently close joint approximations of Q and P that there have to be constraints on the resolution width similar to the error uncertainty relation. Hence we rephrase the claim as a Problem.
Problem. Let observable M on B(R 2 ) be an approximate joint observable for Q, P in the sense of finite error bar widths. State conditions on the quality of the approximation (other than the covariance of the joint observable) which entail that the resolution widths must obey the trade-off relation (for ε 1 + ε 2 < 1):
Error measures III: Noise-based error
Classical statistical error analysis is prominently based on the use of moments of probability distributions for the quantification of measurement errors. Thus, a widespread approach found in the literature of defining a measure of error is in terms of a formal "root mean square" deviation of an indicator variable Z of the measuring apparatus from the variable A to be measured approximately. Classically, A and Z are given as random variables, and quantum mechanically as selfadjoint operators: this state-dependent noise-based error is given as the root mean square deviation,
Here Z out denotes the output (pointer) observable at the end of the interaction phase between object system and probe in the measurement M, and A in is the input object observable to be approximately measured; the object plus probe system is initially in the state ρ ⊗ σ. The choice of name reflects the fact that the operator Z out − A in is commonly called noise operator.
A detailed critique of this attempted quantum generalisation of the rms error is given in [1] ; the main deficiency is that this quantity fails to be a faithful representation of the absence or magnitude of an approximation error. Therefore this measure has to be used with care; it is operationally significant only in some special circumstances; then it may be used to provide estimates of measurement errors [1] . Here we are concerned with the state-independent upper bound of the quantity ǫ no , the (global) noise-based error of a measurement M relative to A as [26] 
where the supremum is taken over all states ρ for which the right hand side is welldefined. We will say that the observable C defined by M is a finite-noise approximation to A if C has finite global noise-based error relative to A.
The noise-based error ǫ no (A, M, ρ) can be expressed in terms of the observable C actually measured by M [27] :
In order to apply this error measure in the case of joint approximate measurements, we note that if a measurement scheme M defines an observable M on B(R 2 ), then its marginal observables M 1 , M 2 can be taken as approximators for, say, position Q and momentum P , respectively. In this case the noise-based errors are defined via (12) with C = M 1 for ǫ no (Q, M, ρ) ≡ ǫ no (Q, M 1 , ρ) and with C = M 2 for ǫ no (P, M, ρ) ≡ ǫ no (P, M 2 , ρ). We denote the global errors for the marginals of a general phase space observable by ǫ no (Q, M 1 ) and ǫ no (P, M 2 ), respectively. Then the following general result has been shown [26] . Theorem 7.1. Let M be a measurement realizing an observable M on B(R 2 ). Then the global noise-based errors obey the following trade-off relation.
The lower bound is realised for a covariant phase space observable G τ with τ being the minimum uncertainty state operator with zero means of position and momentum.
Connections
We show that the concept of approximation based on finite error bars generalises the notions of finite noise approximation and metric approximations. Proposition 8.1. Any observable E 1 on R that satisfies the condition ∆ α (E 1 , E) < ∞ (for some α ∈ [1, ∞)) for a sharp observable E on R is an approximation to E in the sense of finite error bars. In that case the following inequality holds:
Proof. The proof is a straightforward adaptation of the proof for the case α = 1 given in [9, Prop. 5] .
Using the definition of D α (ρ E 1 , ρ E ) and equation (9), we are given that
which holds for all ρ ∈ S and all functions Ψ, Φ satisfying the constraint
Let ε ∈ (0, 1) and δ > 0 be given. Put w = δ + 2n, with n ∈ N, n α ≥ c α /ε. Consider an interval J q;δ and a state ρ with ρ E (J q;δ ) = 1. Define the functions Ψ n = Φ n ≡ h n via
n + δ/2 − |x − q| α if δ/2 < |x − q| ≤ δ/2 + n; 0 if δ/2 + n < |x − q|.
It is not hard to verify that Ψ n , Φ n satisfy (15) . Condition (14) for Ψ n = Φ n = h n entails for g n = h n /n α that | tr ρE 1 [g n ] − tr ρE[g n ]| ≤ c α /n α . We then have χ J q;δ ≤ g n ≤ χ Jq;w . Now ρ E (J q;δ ) = 1 implies tr ρE(g n ) = 1, and so, using the assumption n α ≥ c α /ε, we obtain tr ρE 1 (J q;w ) ≥ tr ρE 1 (g n ) ≥ tr ρE(g n ) − c α /n α ≥ 1 − ε.
To prove the inequality (13), we note that on putting w = δ + 2c/(ε 1/α ), one still obtains tr ρE 1 (J q;w ) ≥ 1 − ε. This yields W ε,δ (E 1 , E) ≤ δ + 2∆ α (E 1 , E)/ε 1/α , and on letting δ approach 0, then (13) follows. Proposition 8.2. Any observable E 1 on R that satisfies the condition of finite global noise-based error relative to a sharp observable with selfadjoint operator A and associated spectral measure E (such that A = E[x]), ǫ no (A, E 1 ) < ∞, is an approximation to E in the sense of finite error bars. In that case, the following inequality holds:
Proof. We use the facts that A 2 = E[x] 2 = E[x 2 ] and ∆(E, ρ) = ∆(A, ρ). We begin by rewriting the definition of ǫ no for general states ρ, denoted ǫ no (E 1 , E, ρ), and expressing the condition of bounded errors: for all ρ and c := ǫ no (E 1 , E) < ∞,
(This follows readily from the corresponding condition stipulated for all vector states.) The first term can be estimated as follows: using the inequality − (δ + c)) 2 = (δ + c) 2 + c 2 ε Then (♯7) implies that 1 − ρ E (J q;w ) ≤ ε. Moreover, since W ε,δ (E 1 , E) ≤ w, we also have W ε,δ (E 1 , E) ≤ 2 √ ε (δ + c) 2 + c 2 + 2(δ + c), which in the limit δ → 0 yields
An interesting open question is whether finite global noise-based error also implies finite Wasserstein distances.
Conclusion
We have reviewed several measures of error and intrinsic unsharpness for measurements of position and momentum (or other observables supported on the real line) and given a detailed investigation of their properties and the relations between them. We then have studied criteria for approximate (joint) measurements of position and momentum, based on three different kinds of error measures: Wasserstein α-distances, error bar width (with or without bias), and global noise-based error. We have established two inequalities relating Wasserstein α-distance and global noise-based error to error bar width, respectively, and have concluded that the criterion of finite error bars is satisfied whenever the Wasserstein α-distance or the global noise error is finite. Thus the criterion for approximate joint measurability of position and momentum in terms of finite error bars is the most general among the three. It is satisfied by all covariant phase space observables whereas for some of these observables the α-distances or global noise errors may be infinite.
For each of the three types of error measures we have reviewed a universal jointmeasurement uncertainty relation. Put in geometric terms, these relations state that the marginals M 1 , M 2 of an observable M on phase space cannot both be arbitrarily close to Q, P, respectively.
We also considered the resolution width of an observable on R, introduced in [21] , and posed the question under which assumptions on the quality of approximations for approximate joint measurements of position and momentum the resolution widths of the marginals obey a Heisenberg-type uncertainty relation.
