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Abstract. Over a p-adic local field F of characteristic zero, we
develop a new type of harmonic analysis on an extended symplectic
groupG = Gm×Sp2n. It is associated to the Langlands γ-functions
attached to any irreducible admissible representations χ ⊗ π of
G(F ) and the standard representation ρ of the dual group G∨(C),
and confirms a series of the conjectures in the local theory of the
Braverman-Kazhdan proposal ([BK00]) for the case under consid-
eration. Meanwhile, we develop a new type of harmonic analysis
on GL1(F ), which is associated to a γ-function βψ(χs) (a product
of n+1 certain abelian γ-functions). Our work on GL1(F ) plays an
indispensable role in the development of our work on G(F ). These
two types of harmonic analyses both specialize to the well-known
local theory developed in Tate’s thesis ([T50]) when n = 0. The
approach is to use the compactification of Sp
2n in the Grassman-
nian variety of Sp
4n, with which we are able to utilize the well
developed local theory of Piatetski-Shapiro and Rallis ([PSR86]
and many other works) on the doubling local zeta integrals for the
standard L-functions of Sp
2n.
The method can be viewed as an extension of the work of
Godement-Jacquet ([GJ72]) for the standard L-function of GLn
and is expected to work for all classical groups. We will consider
the archimedean local theory and the global theory in our future
work.
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1. Introduction
In his celebrated 1950 Princeton Thesis ([T50]), J. Tate establishes
the basic analytic properties (the Hecke theory) of the Hecke L-functions
L(s, χ) associated to grossencharacters χ of a global field k by Fourier
analysis over global fields. In this approach, the Hecke L-functions
L(s, χ) can be expressed by means of global zeta integrals that are
the Mellin transform on A×, the idele group of the global field k, of
Schwartz functions on A, the adele ring of k. The meromorphic con-
tinuation and the functional equation of the Hecke L-functions are
essentially consequences of the Fourier transform and the associated
Poisson summation formula defined over the global field k. This adelic
approach is based on the Euler product structure of the L-functions,
which reflects the local-global principle in the theory.
This line of ideas was taken up by R. Godement and H. Jacquet
in 1972 ([GJ72]) to represent the standard L-functions associated to
irreducible cuspidal automorphic representations of GLn(A) by their
global zeta integrals:
(1.1) Z(s, φ, ϕπ, χ) :=
∫
GLn(A)
φ(g)ϕπ(g)χ(det(g))| det(g)|
s+n−1
2
A dg,
where φ is a certain function of Schwartz type in S(GLn(A)), ϕπ is a
matrix coefficient associated to the irreducible cuspidal automorphic
representation π of GLn(A), χ is an automorphic character of A
×, s ∈
C, and dg is the Haar measure on GLn(A). In [GJ72, Theorem 13.8],
they prove that the global zeta integral in (1.1) converges absolutely
for the Re(s) > n+1
2
, can be analytically continued to an entire function
in s ∈ C, and satisfies the following functional equation
(1.2) Z(s, φ, ϕπ, χ) = Z(1− s, φ̂, ϕ
∨
π , χ
−1)
where φ̂ is the restriction of the Fourier transform on the affine space
Matn(A) of n × n matrices, and ϕ
∨
π(g) := ϕπ(g
−1). It is important
to note that the global functional equation in (1.2) is the consequence
of the Poisson summation formula associated to the Fourier transform
over the affine space Matn(A). In consequence, they establish the Hecke
theory for the standard (principal) L-functions of GLn. This is a beau-
tiful generalization of the method of the Tate thesis and of the special
case by T. Tamagawa ([Tm63]).
For simplicity, we take G to be a reductive algebraic group that
splits over a number field k, and G∨(C) the complex dual group of
G. Let ρ be a complex representation of G∨(C) in a complex vector
space Vρ with dimension dρ. For any irreducible cuspidal automorphic
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representation π of G(A), R. Langlands introduced in [L70] the notion
of automorphic L-functions associated to the pair (π, ρ), which are
defined by the following Euler product of local L-factors
(1.3) L(s, π, ρ) :=
∏
ν∈|k|
L(s, πν , ρ)
where |k| denotes the set of all local places of k. Langlands proved
that the Euler product in (1.3) converges absolutely for Re(s) large
and made his conjecture that the Hecke theory holds for the general
automorphic L-functions L(s, π, ρ). In order to understand the na-
ture of the Langlands conjecture, it is essential to understand the ana-
lytic nature of the global L-functions, and that of the local L-functions
L(s, πν , ρ) and the associated local γ-functions γ(s, πν , ρ, ψ).
It is a desirable question: How to establish the basic analytic prop-
erties (or the analogous Hecke theory) for general Langlands automor-
phic L-functions L(s, π, ρ) via harmonic analysis on G(A) for general
reductive algebraic group G defined over k?
In 2000, A. Braverman and D. Kazhdan proposed in [BK00] a frame-
work (a series of conjectures) to establish the Hecke theory or the Lang-
lands conjecture for general automorphic L-functions L(s, π, ρ) using
the harmonic analysis onG(A), for reductive algebraic groupsG defined
over a number field k. The global aspect of the Braverman-Kazhdan
proposal is to understand the Langlands conjecture for the complete
automorphic L-functions L(s, π, ρ), while the local aspect is to un-
derstand the analytic properties of the local γ-functions γ(s, πν , ρ, ψ)
and the local L-functions L(s, πν , ρ). So far, the work of Godement-
Jacquet ([GJ72]) still stands as the only established case that can be
understood by means of harmonic analysis on G(A) according to the
the Braverman-Kazhdan proposal.
Our objective is to explore new possible examples of the local and
global theory of automorphic L-functions by developing new types of
harmonic analysis on G(A) as proposed in [BK00]. In this paper we
consider the extended symplectic group G = Gm × Sp2n over a p-adic
local field F of characteristic zero, where Gm is the algebraic group over
F such that Gm(F ) = F
×, and intend to establish the local theory of
harmonic analysis on G(F ) associated to the standard local γ-functions
and L-functions of G. We leave the archimedean local theory and the
global theory for future consideration.
As an algebraic group defined over F , the extended symplectic group
G = Gm×Sp2n has its complex dual group: G
∨(C) = C××SO2n+1(C).
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Let ρ be the standard representation of G∨(C), given by
(1.4) ρ = std : G∨(C) = C× × SO2n+1(C)→ GL2n+1(C)
where the restriction of ρ to C× is the multiplication and the restriction
of ρ to SO2n+1(C) is the standard representation (the natural embed-
ding into GL2n+1(C)) of SO2n+1(C).
Let Π(G) be the set of equivalence classes of irreducible admissible
representations of G(F ). It clear that the members in Π(G) are of the
form χ⊗π with π ∈ Π(Sp2n) and χ a quasi-character of Gm(F ). By the
local Langlands transfer from G(F ) to GL2n+1(F ), one is able to define
the local L-functions L(s, χ ⊗ π, ρ) in terms of the local L-functions
for GL2n+1(F ), and define the local γ-functions γ(s, χ⊗ π, ρ, ψ) with a
nontrivial additive character ψ of F , as well.
The backbone in the local harmonic analysis on G(F ) associated to
the γ-functions γ(s, χ⊗π, ρ, ψ) in the Braverman-Kazhdan proposal is
their conjecture that asserts the existence of a G(F )-invariant distri-
bution Φρ,ψ on G(F ). This G(F )-invariant distribution Φρ,ψ on G(F )
defines a Fourier operator Fρ,ψ over G(F ) by
(1.5) Fρ,ψ(φ)(a, h) := |a|
−2n−1(Φρ,ψ ∗ φ
∨)(a, h),
for (a, h) ∈ G(F ), where φ ∈ C∞c (G), the space of smooth, compactly
supported functions on G(F ), and φ∨(g) = φ(g−1). This Fourier oper-
ator Fρ,ψ was called a ρ-Fourier transform in [BK00].
It is Conjecture 5.4 of [BK00] that the Fourier operator Fρ,ψ over
G(F ) extends to a unitary operator on the space of square-integrable
functions on G(F ) with respect to a certain measure, and preserves
a conjectural ρ-Schwartz space Sρ(G). In order to understand the ρ-
Schwartz space Sρ(G), they consider the local zeta integral:
(1.6) Z(s, φ, ϕχ⊗π) :=
∫
G(F )
φ(g)ϕχ⊗π(g)|σ(g)|
s+ndg,
and assert a series of conjectural statements in [BK00, Conjecture 5.11]
that Z(s, φ, ϕχ⊗π) converges for Re(s) large, admits meromorphic con-
tinuation to s ∈ C, and is a holomorphic multiple of the Langlands
local L-function L(s, χ ⊗ π, ρ). Moreover, with the Fourier operator
Fρ,ψ over G(F ), the local zeta integral Z(s, φ, ϕχ⊗π) should satisfy the
following functional equation:
(1.7) Z(1− s,Fρ(φ), ϕ
∨
χ⊗π) = γ(·, χ⊗ π, ρ, ψ)Z(s, φ, ϕχ⊗π),
where γ(·, χ ⊗ π, ρ, ψ) is the Langlands local γ-function associated to
χ⊗ π and ρ. Finally, for any χ ⊗ π ∈ Π(G), the χ ⊗ π-Fourier coeffi-
cient of the G(F )-invariant distribution Φρ,ψ on G(F ) should yield the
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Langlands local γ-function:
(1.8) (χ⊗ π)(Φρ,ψ) = γ(·, χ⊗ π, ρ, ψ) · Idχ⊗π,
except for those χ⊗ π ∈ Π(G) such that γ(·, χ⊗ π, ρ, ψ) has a pole.
It is clear that the local theory of the Braverman-Kazhdan proposal
depends on the existence of the G(F )-invariant distribution Φρ,ψ on
G(F ). On the one hand, it is desirable to have a conceptual under-
standing of such G(F )-invariant distributions Φρ,ψ for any reductive
algebraic group G and any irreducible finite dimensional representa-
tions ρ of the L-group LG. On the other hand, it is fundamentally
important to have an explicit construction of such G(F )-invariant dis-
tributions Φρ,ψ with analytic significance so that the analytic aspects
of the relevant local theory can be well established.
In [BK00], Braverman and Kazhdan provide a conjectural descrip-
tion of the G(F )-invariant distribution based on the framework of alge-
braic integrations as outlined by Kazhdan in [K00]. In particular, they
formulate their conjecture on the construction of the G(F )-invariant
distributions Φρ,ψ over finite fields ([BK00, Section 9]). The finite field
case has been well studied by S. Cheng and B. C. Ngoˆ in [CN18], by
T.-H. Chen in [C16], and by G. Laumon and E. Letellier in [LL19].
Over a local field F of characteristic zero, Z. Luo in [Luo19] explains
the spherical part of the G(F )-invariant distribution ΦKρ,ψ for any split
connected reductive group G and any ρ with K the standard maxi-
mal compact subgroup of G(F ) (see also [Gz18] and [Sak18]). Mo-
tivated by his consideration of the Langlands beyond endoscopy pro-
posal via the Arthur-Selberg trace formula ([FLN10]), Ngoˆ explains
the conjectural description of the G(F )-invariant distributions in the
framework of Hankel transform and related harmonic analysis. How-
ever, the case of Godement-Jacquet for the standard representation ρ
of GLn(C) ([GJ72]) is still the only case so far that the local theory
of the Braverman-Kazhdan proposal has been fully understood. It is
worthwhile to mention that some preliminary work towards the under-
standing of the local theory of the Braverman-Kazhdan proposal was
taken place in the work of W.-W. Li ([Li17] and [Li18]), of F. Shahidi
([Sh18]), and of J. Getz and B. Liu ([GL20]). In Subsection 1.1, we are
going to explain what we have done for the case G = Gm × Sp2n over
a p-adic local field F of characteristic zero.
1.1. Harmonic analysis on G. On G(F ) = Gm(F )× Sp2n(F ), with
ρ as given in (1.4), we first define a G(F )-invariant distribution on
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G(F ) (Definition 6.6 and Proposition 6.7) to be
Φρ,ψ(a, h) := c0 · ηpvs,ψ(a det(h + I2n)) · | det(h+ I2n)|
− 2n+1
2(1.9)
where ηpvs,ψ(x) is a locally constant function on F
× (Theorem 4.10). A
rich theory to understand the function ηpvs,ψ(x) will be explained with
more details in Subsection 1.3. Here c0 is a constant depending on the
choice of relevant measures. Then we define the associated Fourier
operator Fρ,ψ (Definition 6.8) to be
Fρ,ψ(φ)(a, h) := (Φρ,ψ ∗ φ
∨)(a, h)
=
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨(t−1a, y−1h) dy d∗t,(1.10)
for all φ ∈ C∞c (G), the space of smooth, compactly supported func-
tions on G(F ), where φ∨(g) = φ(g−1) and d∗t is the local Tamagawa
measure on F×. We may have to take the principal value integration
on d∗t-integration because of the generalized function ηpvs,ψ(x) in the
definition of the G(F )-invariant distribution Φρ,ψ in (1.9). Compar-
ing with (1.5), one notices that our definition of the Fourier operator
Fρ,ψ has a different normalization. In Definition 6.5, we introduce the
space Sρ(G) of Schwartz functions of G(F ), which consists of certain
smooth functions on G(F ) and contains C∞c (G) as a proper subspace.
The first main result of this paper is to prove Conjecture 5.4 in
[BK00] for the case under consideration (Theorems 6.14 and 6.15).
Theorem 1.1 (Fourier Operator). The Fourier operator Fρ,ψ extends
to a unitary operator on the space L2(G, d∗a dh) of square-integrable
functions on G(F ) and satisfies the following identity:
Fρ,ψ−1 ◦ Fρ,ψ = Id.
Moreover, the Fourier operator Fρ,ψ stabilizes the Schwartz space Sρ(G).
The advantage of our normalization of the Fourier operator Fρ,ψ in
(1.10) is that it extends to a unitary operator in the space L2(G, d∗a dh)
with a measure independent of ρ, comparing to Conjecture 5.4 of
[BK00].
The second main result is to understand the Fourier coefficients of
the G(F )-invariant distribution Φρ,ψ on G(F ). For any irreducible
admissible representation χ⊗π ∈ Π(G), if a distribution Φ on G(F ) is
essentially compact, then one can define the χ ⊗ π-Fourier coefficient
of φ by the convolution operator (χ ⊗ π)(Φ) (Subsection 7.4). Since
the distribution Φρ,ψ on G(F ) is not essentially compact, we define
the χ⊗ π-Fourier coefficient of Φρ,ψ by decomposing it in terms of the
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distributions in the Bernstein center Z(G) of G(F ) in Theorem 7.8.
The following result follows from Theorem 7.8 and Corollary 8.2.
Theorem 1.2 (Fourier Coefficients and Local γ-functions). For any
χ ⊗ π ∈ Π(G), the χs ⊗ π-Fourier coefficient of the G(F )-invariant
distribution Φρ,ψ is well-defined and is given by
(χs ⊗ π)(Φρ,ψ) = γ(
1
2
, χ−1s ⊗ π˜, ρ, ψ)Idχs⊗π,
except for those χs ⊗ π such that γ(
1
2
, χ−1s ⊗ π˜, ρ, ψ) has a pole, where
χs(a) = χ(a)|a|
s, γ(1
2
, χ−1s ⊗ π˜, ρ, ψ) is the Langlands local γ-function
associated to the contragredient χ−1s ⊗ π˜ of χs ⊗ π.
This precise identity was first found in [Luo19, Lemma 2.4.4], where
a rigorous proof was given only when χ ⊗ π is unramified. It is easy
to notice the difference between our formula in Theorem 1.2 and the
conjectured formula of Braverman-Kazhdan in (1.8).
In order to understand the ρ-Schwartz space Sρ(G) in terms of the
matrix coefficients of χ⊗π ∈ Π(G), we consider the local zeta integrals.
For φ ∈ Sρ(G) and ϕ ∈ C(χ ⊗ π), the space of matrix coefficients
associated to the representation χ⊗π ∈ Π(G), the local zeta integral
as defined in (7.1) is
(1.11) Z(s, φ, ϕ) :=
∫
G(F )
φ(a, h)ϕ(a, h)|a|s−
1
2 d∗a dh,
where g = (a, h) ∈ G(F ) = Gm(F )× Sp2n(F ). Note that when n = 0
we consider Sp2n(F ) as the trivial group and then Z(s, φ, ϕ) is the
local zeta integral of Tate ([T50]). Comparing with (1.6), the local
zeta integral in (1.11) has a different normalization, due to the fact
that our Schwartz space Sρ(G) is a subspace of L
2(G, d∗a dh).
The following is Theorem 8.1 that establishes the local functional
equation for the local zeta integrals with the Fourier operator Fρ,ψ.
Theorem 1.3 (Functional Equation and Local γ-functions). The lo-
cal zeta integrals Z(s, φ, ϕ) converge absolutely for Re(s) large, admit
meromorphic continuation to s ∈ C, and satisfy the following func-
tional equation:
Z(1− s,Fρ,ψ(φ), ϕ
∨) = γ(s, χ⊗ π, ρ, ψ)Z(s, φ, ϕ),(1.12)
where ϕ ∈ C(χ⊗ π), ϕ∨(g) = ϕ(g−1) ∈ C(χ−1 ⊗ π˜) with χ−1 ⊗ π˜ being
the contragredient of χ⊗ π, and φ ∈ Sρ(G).
As a consequence, we prove in Corollaries 7.4 and 8.2 that the Lang-
lands γ-function γ(s, χ ⊗ π, ρ, ψ) is a gamma function in the sense of
HARMONIC ANALYSIS AND γ-FUNCTIONS 9
Gelfand and Graev ([GG63], [GGPS], and [ST66]). In other words, as
distributions on G(F ), we have that
F∗ρ,ψ(ϕχ−1s ⊗π˜) = γ(
1
2
, χs ⊗ π, ρ, ψ)ϕχs⊗π(1.13)
holds, via meromorphic continuation in s, for any irreducible admissible
representation χs ⊗ π of G(F ), where ϕχs⊗π is a matrix coefficient of
χs⊗π and ϕχ−1s ⊗π˜ = ϕ
∨
χs⊗π is the matrix coefficient of the contragredient
χ−1s ⊗ π˜ of χs ⊗ π. As a consequence, we obtain that
γ(
1
2
, χs ⊗ π, ρ, ψ) · γ(
1
2
, χ−1s ⊗ π˜, ρ, ψ
−1) = 1.(1.14)
When n = 0, this is the classical identity for the gamma functions of
F×.
The relation of the local zeta integrals Z(s, φ, ϕ) with the local L-
function L(s, χ⊗π, ρ) for the given (G, ρ) is explained in the following
result, which is a combination of Theorem 8.3 and Proposition 8.4.
Theorem 1.4 (Local L-functions). For any φ ∈ Sρ(G) and any ϕ ∈
C(χ⊗ π), the local zeta integral Z(s, φ, ϕ) is a holomorphic multiple of
the Langlands local L-function L(s, χ ⊗ π, ρ). Moreover, when F has
the residue characteristic p 6= 2 and χ ⊗ π is unramified, if φ is taken
to be the basic function Lρ ∈ Sρ(G) and ϕ is taken to be the normalized
unramified vector ϕ◦, then Z(s,Lρ, ϕ
◦) = L(s, χ⊗ π, ρ).
We take the assumption that F has the residue characteristic p 6= 2
when consider the basic function Lρ in the theorem, due to a technical
reason that will be explained in Subsection 8.3.
It is desirable to know the relation between the definition of the
G(F )-invariant distribution Φρ,ψ(g) on G(F ) and the construction of
such distributions as proposed by Braverman and Kazhdan in Con-
jecture 7.11 of [BK00] and that proposed by Ngoˆ in Subsection 6.2 of
[N20]. It is also desirable to understand the relation between our defi-
nition of the Fourier operator Fρ,ψ over G(F ) and that of L. Lafforgue
defined by using the Plancherel decomposition and the properties of
local L-functions in [Lf14, Proposition II.6] and [Lf16, Definition 6.1].
It is expected that our construction of the G(F )-invariant distribution
Φρ,ψ on G(F ) should have its geometric background related to the re-
ductive monoidMρ of (G, ρ), which is not discussed in this paper. We
plan to come back to all those issues in our future work.
1.2. Main idea of the approach. The main idea of our approach
is to consider the compactification of the symplectic group Sp2n in
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the Grassmannian variety associated to Sp4n. This geometric struc-
ture was first used by a pioneering work of I. Piatetski-Shapiro and S.
Rallis to study the analytic properties of the standard L-functions for
symplectic groups Sp2n by their doubling method ([GPSR87, Part A]
and [PSR86]). It can be displayed in the following diagram:
(1.15)
Sp4n
↓
Mab∆ w∆N∆ → XP∆ ← M
ab
∆ (Sp2n × {I2n})
∼= Gm × Sp2n
where P∆ = M∆N∆ is a Siegel parabolic subgroup of Sp4n, w∆ is
the Weyl element of Sp4n that takes P∆ to its opposite P
−
∆ , M
ab
∆ =
[M∆,M∆]\M∆ is the maximal abelian quotient of M∆, and XP∆ :=
[P∆, P∆]\Sp4n. On the left-hand side, M
ab
∆ w∆N∆ is Zariski open in
XP∆. On the right-hand side, G = Gm × Sp2n is also embedded into
XP∆ as a Zariski open subset via the doubling embedding as explained
in Subsection 2.1.
It is important to note that the analytic properties of the local zeta
integrals of Piatetski-Shapiro and Rallis is essentially determined by
the analytic properties of the intertwining operator Mw∆(s, χ) from
the normalized induced representation I(s, χ) of Sp4n(F ) to I(−s, χ
−1),
as defined in (2.18). Geometrically, it focuses on the left-hand side
of Diagram (1.15). As explained in Section 2, from a series of work
([PSR86], [Ik92], [LR05], [Y14], [Ik17], and [Kk18]), the analytic prop-
erties of the local zeta integrals of Piatetski-Shapiro and Rallis can be
well established if one can properly normalize the local intertwining
operator Mw∆(s, χ) (Subsection 2.2) by the following formula:
(1.16) M†w∆(s, χ, ψ) = χs(2)
2n|2|n(2n+1)βψ(χs) ·Mw∆(s, χ),
with the factor βψ(χs) given by a finite product of local γ-functions of
abelian type:
(1.17) βψ(χs) = γ(s−
2n− 1
2
, χ, ψ)
n∏
r=1
γ(2s− 2n+ 2r, χ2, ψ).
Note that the factor χs(2)
2n|2|n(2n+1) occurs due to the geometric struc-
ture of P∆ relative to the standard Siegel parabolic subgroup of Sp4n.
In [BK02], to order to understand the local theory of the zeta inte-
grals of Piatetski-Shapiro and Rallis, Braverman and Kazhdan devel-
oped Fourier analysis on the algebraic variety XP∆ , which is related
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to a reductive algebraic monoid associated to (G, ρ) (refer to [Li18,
Chapter 7] for a detailed discussion). Geometrically, this sits in the
middle of Diagram (1.15). To this end, Braverman and Kazhdan pro-
pose in [BK02] a framework (for all parabolic subgroups of a general
G) to define a Fourier transform FX,ψ on XP∆(F ) by the following
integral:
(1.18) FX,ψ(f)(g) :=
∫ pv
F×
ηBKψ (x)|x|
− 2n+1
2
∫
N∆(F )
f(w∆nsxg) dn d
∗x,
for f ∈ C∞c (XP∆), the space of all compactly supported, smooth func-
tions on XP∆(F ), where η
BK
ψ (x) is the Braverman-Kazhdan generalized
function on F× that normalizes the relevant local intertwining opera-
tor and recovers the local normalizing factor β(χs) via convolution. We
refer to Definition 5.1 for other unexplained notations here. It seems
to expect from [BK02] that the Fourier transform FX,ψ over XP∆(F )
should be compatible with the normalized local intertwining operator
M†w∆(s, χ, ψ), in the sense of Theorem 5.5 in Section 5. To do so, one
has to know enough analytic properties of the Braverman-Kazhdan
generalized function ηBKψ (x) on F
×. In [BK02], a general combinatorial
construction of their generalized function ηBKψ (x) on F
× by means of
the root structure of the parabolic subgroup P∆ and its opposite P
−
∆
may be helpful enough to establish that the Fourier transform FX,ψ ex-
tends a unitary operator on the space L2(XP∆), as explained in [BK02,
Theorem 1.4]. However, their construction is far from enough to es-
tablish the compatibility of FX,ψ with M
†
w∆
(s, χ, ψ) as displayed in
Theorem 5.5.
In this paper, we find an analytic construction of the generalized
function ηpvs,ψ(x) on F
×, based on the theory of local zeta functions
attached to certain prehomogeneous vector spaces, where pvs is for pre-
homogeneous vector space, in Sections 3 and 4. With replacement of
the Braverman-Kazhdan generalized function ηBKψ (x) by our general-
ized function ηpvs,ψ(x) in the definition of the Fourier transform FX,ψ in
(1.18), we are able to prove Theorem 5.5 on the compatibility of FX,ψ
with M†w∆(s, χ, ψ). Theorem 5.5 is one of the technical key results in
the paper, which makes possible for us to establish Theorem 1.1 on the
Fourier operator Fρ,ψ on G(F ) = Gm(F ) × Sp2n(F ) via the compact-
ification of Sp2n in the Grassmannian variety of Sp4n as displayed in
Diagram (1.15).
It is expected that the proof of Theorems 1.2, 1.3, and 1.4 needs the
following conjecture.
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Conjecture 1.5 (Multiplicity One). For any irreducible admissible
representation χ ⊗ π of G(F ), the Schwartz space Sρ(G) enjoys the
following multiplicity-one property:
dimHomG(F )×G(F )(Sρ(G), (χ⊗ π)⊗ (χ
−1 ⊗ π˜)) ≤ 1,(1.19)
where χ−1 ⊗ π˜ is the contragredient of χ⊗ π.
In Section 7, we prove a weaker version of Conjecture 1.5 by replacing
the space Sρ(G) by the space C
∞
c (G) (Lemma 7.1). This is enough to
prove Proposition 7.3 and define a gamma function Γρ,ψ(s, χ⊗π), based
on Theorem 1.1 as proved in Section 6. Then we show this gamma
function enjoys the desired properties (Corollary 7.4 and Theorem 7.8).
In order to prove that the gamma function Γρ,ψ(s, χ⊗ π) as defined in
Proposition 7.3 is equal to the Langlands γ-function γ(s, χ ⊗ π, ρ, ψ)
(Corollary 8.2), we prove Theorem 8.1 by using the functional equation
for the Piatetski-Shapiro and Rallis zeta integrals, which completes the
proof of Theorems 1.2 and 1.3. Theorem 1.4 is proved by using the work
[GPSR87, Part A], [LR05] and [Y14].
1.3. Harmonic analysis on GL1(F ) associated to βψ(χs). In this
paper, we also develop harmonic analysis on Gm(F ) = GL1(F ) asso-
ciated to the γ-function βψ(χs) as in (1.17) (Sections 3 and 4). This
theory recovers the local theory in Tate’s thesis ([T50]) when n = 0.
The key ingredient in the theory is the analytic construction of the
generalized function ηpvs,ψ(x) on F
×, which is parallel to the explicit
construction of the distribution Φρ,ψ in the harmonic analysis on G(F )
associated to the Langlands local γ-function γ(s, χ ⊗ π, ρ, ψ) as de-
scribed in Subsection 1.1.
Our analytic construction of the generalized function ηpvs,ψ(x) on
F× uses the theory of local zeta integrals associated to prehomoge-
neous vector space (GL2n+1(F ), Sym
2(F 2n+1)). This theory has been
developed through the work of A. Weil ([W65]), J. Igusa ([Ig78] and
[Ig00]), Piatetski-Shapiro and Rallis ([PSR87]), G. Shimura ([S97]), and
T. Ikeda ([Ik17]), which extends the thesis of Tate ([T50]), the work of
Tamagawa ([Tm63]), and the cases considered by Weil in [W82].
A starting point of our approach is the following functional equa-
tion for the local zeta integrals ZΦ(s, χ) associated to prehomogeneous
vector space (GL2n+1, Sym
2(F 2n+1)):
(1.20)
|2|−2ns+2n
2
χ−2n(2)Z̺·Φ̂(−s−
1
2
, χ−1) = βψ(χs)ZΦ(s+
1
2
− (n+ 1), χ),
with βψ(χs) given in (1.17) occurring as the γ-factor. We refer to
Proposition 3.7 (or [Ik17, Theorem 2.1]) for unexplained notations.
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Our goal is to find a generalized function η(x) on F× so that a theory
of harmonic analysis on GL1(F ) can be established for the given γ-
function βψ(χs). To this end, we consider the F -morphism
det : Sym2(F 2n+1)→ F,(1.21)
and develop the harmonic analysis on F× for the γ-function βψ(χs) by
means of the relevant fiber integrations. More precisely, we study the
behavior of the functions on F× obtained through the fiber integra-
tions, as defined in (3.7) and (3.9), from C∞c (Sym
2(F 2n+1)), and the
behavior of a generalized Fourier transform on F× obtained from the
usual Fourier transform on the affine space Sym2(F 2n+1) through such
fiber integrations. As a consequence, we obtain the following functional
equation on F× in Theorem 4.9:
(1.22)
∫
F×
L(f)(t)χs+ 2n+1
2
(t)−1 d∗t = βψ(χs)
∫
F×
f(t)χs+ 2n+1
2
(t) d∗t
with the same βψ(χs) occurring as the γ-factor. Here f ∈ S
+
pvs(F
×) are
functions obtained through the fiber integration from C∞c (Sym
2(F 2n+1))
(Definition 4.8), and L(f) (as defined in (4.11)) is the generalized
Fourier transform on F× from the Schwartz space S+pvs(F
×) to the
Schwartz space S−pvs(F
×) (Definition 4.8), which is deduced from the
usual Fourier transform on the affine space Sym2(F 2n+1). We refer to
Subsections 4.1 and 4.2, and in particular Theorem 4.9 for unexplained
notations here. It is important to point out that the functional equa-
tion in (1.22) holds as meromorphic functions in s ∈ C. However, the
domain of convergence of the one side of the functional equation has no
overlap with that of the other side when n > 0. We only find a way to
establish such a functional equation in a GL1-theory by using the the-
ory on the prehomogeneous vector space (GL2n+1(F ), Sym
2(F 2n+1)).
The next step in our approach is to construct our generalized function
ηpvs,ψ on F
×, such that the the generalized Fourier transform L(f) turns
out to be a Fourier (convolution) operator with kernel function ηpvs,ψ
as in Theorem 4.10:
(1.23) L(f)(t) = Lηpvs,ψ(f)(t) = ((ηpvs,ψ| · |
2n+1
2 ) ∗ f∨)(t).
The generalized function ηpvs,ψ on F
× will be explicitly defined in (4.21)
with the property that ηpvs,ψ(χs) = βψ(χs) via convolution, which is
the χs-Fourier coefficient of ηpvs,ψ(x) for any quasi-character χs of F
×.
To further develop such a theory, we characterize the spaces of func-
tions from relevant constructions by their asymptotic behaviours and
establish a version of the classical Paley-Wiener Theorem for the spaces
14 DIHUA JIANG, ZHILIN LUO, AND ZHANG LEI
S±pvs(F
×) under the Mellin transform (Theorem 4.13). It is very impor-
tant to point out that the functional equation (in (1.22)) as established
in Theorem 4.9 with the Fourier operator Lηpvs,ψ (in (1.23) and as given
in Theorem 4.10) plays an indispensable role in our proof of Theorem
5.5, which is the key technical result towards the harmonic analysis on
G(F ) developed in Sections 6 and 8. The work in Sections 3 and 4 can
be summarized in the following diagram:
C∞c (S2n+1) C
∞
c (S2n+1)
S+n (F
×) S
+
n,β
(F×) S+pvs(F
×) S−pvs(F
×) S
−
n,β
(F×) S−n (F
×)
Z+n (F̂×) Z
+
n,β(F̂
×) Z−n,β(F̂
×) Z−n (F̂×)
Fourier Transform //
F.I.

F.I.

⊃
|·|−2n
≃
//
Lηpvs,ψ //
F.E. β(χs)
55
oo |·|
n+1
≃
⊂
⊃ ⊂
OO
M

OO
M

OO
M

OO
M

where F.I. stands for the fiber integration defined in Definition 4.8,
F.E. stands for the functional equation for β(χs) in Theorem 4.9,
M is the Mellin transform as defined in (3.11), and C∞c (S2n+1) =
C∞c (Sym
2(F 2n+1)). We refer to Sections 3 and 4 (see also Subsection
1.4) for other unexplained notations here.
1.4. Structure of the paper. We recall the basic local theory of the
zeta integrals of Piatetski-Shapiro and Rallis in Section 2. Subsec-
tion 2.1 is to review briefly, the main results of Piatetski-Shapiro and
Rallis on the analytic properties of their local zeta integrals with con-
nection to the local L-functions and the local γ-functions of Sp2n via
their doubling method ([GPSR87] and [PSR86]). Based on the work
of E. Lapid and S. Rallis ([LR05]), of T. Ikeda ([Ik92]), of S. Yamana
([Y14]) and of H. Kakuhama ([Kk18]), Subsection 2.2 discusses briefly
the right normalization of the local intertwining operator Mw∆(s, χ), so
that the local functional equation of the local doubling zeta integrals
yields the Langlands local γ-functions for the standard L-functions of
Sp2n (Corollary 2.2).
Sections 3 and 4 is devoted to develop harmonic analysis on F× asso-
ciated to the γ-functions βψ(χs). Subsection 3.1 reviews the functional
equation for the local zeta integrals associated to the prehomogeneous
vector space (GLm(F ), Sym
2(Fm)), following the work of Piatetski-
Shapiro and Rallis ([PSR87, Appendix I]) and of Ikeda ([Ik17]) (Propo-
sition 3.1). In Subsection 3.2, we discuss analytic properties of the
local intertwining operators Mw∆(s, χ) in terms of those of the local
zeta integrals associated to (GL2n+1(F ), Sym
2(F 2n+1)) (Propositions
3.4 and 3.6). In Subsection 3.3, by using fiber integrations along the
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F -morphism det as displayed in (1.21), we deduce a preliminary ver-
sion of the local functional equation on GL1(F ) (Corollary 3.8) from
that in Proposition 3.7 (which is deduced from [Ik17, Theorem 2.1]).
In Subsection 4.1, in order to understand the functions on F× ob-
tained by the fiber integration through the determinant morphism det
(Proposition 4.6), we introduce two spaces of functions S±n (F
×) in Defi-
nitions 4.1 and 4.2, which are characterized by their asymptotic behav-
iors near the boundary point x = 0 of F×, respectively. Their behaviors
under the Mellin transform M(s, χ) can be deduced from [Ig78, Theo-
rem 5.3] (Proposition 4.5). Their image spaces under the Mellin trans-
forms are the space Z±n (F̂
×), as given in Definition 4.4, in which the
functions are characterized by their possible poles. With these spaces
of functions, we are able to re-normalize the preliminary functional
equation for βψ(χs) in Corollary 3.8 to obtain the functional equation
for βψ(χs) in Theorem 4.9, with (normalized) Schwartz spaces S
±
pvs(F
×)
and the Fourier operator Lηpvs,ψ from the space S
+
pvs(F
×) to the space
S−pvs(F
×). This is done in Subsection 4.2. The functional equation in
Theorem 4.9, as displayed in (1.22), explains the deep symmetry of the
γ-functions βψ(χs) in terms of harmonic analysis on F
×. We continue
with Subsection 4.3 to construct in an explicit and analytic way a gen-
eralized function ηpvs,ψ(x) on F
× as in (4.21), such that the generalized
Fourier transform L (as defined in (4.11)) from the space S+pvs(F
×) to
the space S−pvs(F
×) becomes a Fourier operator Lηpvs,ψ with ηpvs,ψ(x) as
the kernel function in Theorem 4.10, as displayed in (1.23). Theorem
4.10 is another technical key result in the paper. In Subsection 4.4, we
characterize the spaces S±pvs(F
×) by their image spaces Z±n,β(F̂
×) under
the Mellin transform (Theorem 4.13), which is a version of the classical
Paley-Wiener Theorem for Mellin transform. The spaces Z±n,β(F̂
×) are
defined in Definition 4.12 by means of their possible poles.
In Section 5, we are ready to define (Definition 5.1) the Fourier
transform FX,ψ over XP∆(F ), by using the generalized function ηpvs,ψ
on F× in Section 4. In Subsection 5.1, we show that the integral in
(1.18) defining the Fourier transform FX,ψ converges in Corollary 5.4,
by using properties of the Radon transform RX (the dn-integration
part in (1.18)) (Lemma 5.2 and Proposition 5.3). Theorem 5.5 shows
that the Fourier transform FX,ψ is compatible with βψ(χs) ·Mw∆(s, χ)
with respect to the projections Pχs and Pχ−1s . Then we extend FX,ψ to
the space L2(XP∆) of square-integrable functions on XP∆(F ) (Propo-
sition 5.6, Corollary 5.7, and Remark 5.8). In Subsection 5.2, we in-
troduce the Schwartz space Spvs(XP∆) (Definition 5.9) and show that
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the Schwartz space is FX,ψ-stable and produces the space of good sec-
tions I†(s, χ) via the projection Pχs (Proposition 5.10). Theorem 5.11
characterizes the functions in Spvs(XP∆) by means of their asymptotic
behavior on the Mab∆ -part.
Section 6 is to develop the harmonic analysis onG(F ) and prove The-
orem 1.1 on the Fourier operator Fρ,ψ on G(F ). Section 7 is to define
the gamma function Γρ,ψ(s, χ⊗ π) and establish its desired properties.
Sections 6 and 7 complete the theory of harmonic analysis and gamma
functions associated to the G(F )-invariant distribution Φρ,ψ on G(F ).
Section 8 is to show that the gamma function Γρ,ψ(s, χ⊗π) as defined
in Proposition 7.3 is equal to the Langlands γ-function γ(s, χ⊗π, ρ, ψ)
(Corollary 8.2) and to complete the proof of Theorems 1.2, 1.3, and 1.4.
The proofs in this section depend on the local theory of the Piatetski-
Shapiro and Rallis zeta integrals.
Although most of the arguments in the paper automatically covers
the case when n = 0, which is the local theory of the Tate thesis ([T50]),
we may assume in this paper that n > 0 in order to be more focused
on the essence of the work.
It takes us a long period of time to make progress and finish up this
part of the local theory. We would like to thank C. P. Mok for a se-
ries of lectures in the one-week workshop at University of Minnesota in
May, 2013, on the relevant topics, which refreshed our interests in the
Braverman-Kazhdan proposal. We have benefited from our participa-
tion in the two workshops at the American Institute of Mathematics
(Automorphic Kernel Functions, 2015, and Functoriality and the Trace
Formula, 2017). We would like to thank the Institute for providing pro-
ductive discussion environment and hospitality during the workshops.
During the 2017 Workshop, the authors presented their preliminary
calculation of the transfer from the left-hand side of Diagram (1.15) to
its right-hand side in a discussion group. We would like to thank Zhi-
wei Yun for his clear explanation of the geometric structure behind our
calculations, and thank Ngoˆ and Shahidi for their helpful conversations
and encouragement. We would also like to thank the organizers Altug,
Arthur, Casselman, and Kaletha for inviting us to the 2017 Workshop.
During the one-month program on the Langlands Program: Endoscopy
and Beyond at the Institute for Mathematical Sciences, National Uni-
versity of Singapore, from December 17, 2018 to January 19, 2019, we
got together and made partial progress on this project. We would like
to thank the Institute for invitation and hospitality during the pro-
gram. We would also like to thank Ngoˆ for inviting us to his two-week
program in June 2019, where we gave more detailed lectures on our
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progress and the main obstacles in this project, and for his explanation
of possible relation of our work with his own construction and that of L.
Lafforgue. We are grateful to H. Jacquet for his encouraging historical
comments on our work and his work with R. Godement.
2. Local Theory of Piatetski-Shapiro and Rallis
Let F be a local field of characteristic zero, which is a finite extension
of Qp for some prime p. Let ψ be a non-trivial additive character of
F . We consider G = Gm × Sp2n, where Sp2n is the symplectic group
associated to the non-degenerate symplectic space (V, Jn) with
Jn =
(
0 In
−In 0
)
.
Fix a basis {e1, e2, · · · , e2n−1, e2n} of V with respect to the symplectic
form 〈·, ·〉Jn defined by Jn. It follows that 〈ei, ej〉Jn = −〈ej , ei〉Jn for any
i and j, and also 〈ei, ej〉Jn = 〈en+i, en+j〉Jn = 0 and 〈ei, en+j〉Jn = δi,j
for i, j = 1, 2, · · · , n. The symplectic group Sp(V ) = Sp2n acts on
the vector space by the left action: v 7→ g · v for any v ∈ V and any
g ∈ Sp2n. Under the fixed basis, Sp2n(F ), as matrices, acts on row
vectors ~v, as the coordinate of v, by the right multiplication.
We fix a flag of totally isotropic subspaces of V :
{0} ⊂ {en+1} ⊂ {en+1, en+2} ⊂ · · · ⊂ {en+1, en+2, · · · , e2n} ⊂ V,
which determines a Borel subgroup B = TU of Sp2n, with a maximal
F -split torus T and the unipotent radical U . The elements of T (F ) are
of the form
(2.1) t := diag(t1, · · · , tn, t
−1
1 , · · · , t
−1
n ),
with ti ∈ F
×, and the elements of U(F ) are of the form
u =
(
Z X
0 Z∗
)
where Z is an upper-triangular maximal unipotent matrix in GLn(F )
and Z∗ = tZ
−1
, and X is an n × n-matrix with Z · tX = X · tZ.
The standard Siegel parabolic subgroup is the stabilizer of the totally
isotropic partial flag or a Lagrangian of V
{0} ⊂ {en+1, en+2, · · · , e2n} ⊂ V.
The general linear group GLn(F ) is embedded as the Levi subgroup by
(2.2) a ∈ GLn(F ) 7→
(
a 0
0 a∗
)
∈ Sp2n(F )
where a∗ = ta−1.
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Let O = OF be the ring of integers of F and P = PF be the maximal
ideal of OF . Take K2n := Sp2n(O) to be the fixed maximal open
compact subgroup of Sp2n(F ). The Iwasawa decomposition is given
by Sp2n(F ) = B(F )K2n. Let dg be the Haar measure on Sp2n(F )
such that K2n has volume one. Let du be the Haar measure on U(F )
such that U(O) has volume one. Take the Haar measure dt on T (F )
such that T (O) has volume one. For any integrable function f(g) on
Sp2n(F ), one has∫
G(F )
f(g) dg =
∫
K2n
∫
T (F )
∫
U(F )
f(utk)δB(t)
−1 du dt dk
=
∫
K2n
∫
U(F )
∫
T (F )
f(tuk) dt du dk,(2.3)
where δB(t) = | detAd(t)|u|F with u being the Lie algebra of U .
2.1. Local zeta integrals of doubling method. We recall the lo-
cal zeta integrals introduced by Piatetski-Shapiro and Rallis via the
doubling method ([GPSR87, Part A]). The geometric structure of the
doubling method for symplectic groups can be briefly described as fol-
lows.
Define a 4n-dimensional symplectic vector space given by
W = V + ⊕ V −,
where V + is the given 2n-dimensional symplectic vector space V with
symplectic form 〈·, ·〉Jn, and V
− is the 2n-dimensional symplectic vector
space with symplectic form 〈·, ·〉−Jn. The non-degenerate symplectic
form on W is given by 〈·, ·〉Jn⊕〈·, ·〉−Jn. Then the diagonal embedding
of V into W has the image
L∆ = {(v, v) ∈ W | v ∈ V }
which is a Lagrangian subspace of W . Let P∆ be the stabilizer of
L∆, which is a Siegel parabolic subgroup of Sp(W ) with the unipotent
radical N∆ and the associated longest Weyl element w∆ that takes P∆
to its opposite. More precisely, following the choice in [LR05], we take
w∆ = (IV + ,−IV −) ∈ Sp(V
+)× Sp(V −)(2.4)
where IV ± is the identity element in Sp(V
±), respectively. With the
natural embedding of Sp(V +) × Sp(V −) into Sp(W ), the subgroup
Sp(V +)× Sp(V −) acts on W by
(2.5) (g1, g2) · (v1, v2) = (g1 · v1, g2 · v2)
for (v1, v2) ∈ W and for (g1, g2) ∈ Sp(V
+) × Sp(V −). It follows that
under this action, the stabilizer of the diagonal Lagrangian subspace
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L∆ is Sp(V )
∆, which is the image of the diagonal embedding of Sp(V )
in Sp(V +)×Sp(V −). As proved in [GPSR87, Part A], the double coset
P∆ · (Sp(V
+)× Sp(V −)) = P∆ · (Sp(V
+)× {IV −})(2.6)
is Zariski open dense in Sp(W ). It is clear that the Levi subgroup M∆
of P∆ is isomorphic to GL(L∆).
We fix the ordered basis {e1, e2, ..., e2n} for V
+. For V −, we take the
same basis, but denote it by {f1, f2, ..., f2n}. It follows that
〈fi, fj〉−Jn = 〈fn+i, fn+j〉−Jn = 0 and 〈fi, fn+j〉−Jn = −δi,j
for i, j = 1, 2, · · · , n. Accordingly, we take an ordered basis of W =
V + ⊕ V − as follows:
(2.7)
{e1, e2, ..., en, f1, f2, ..., fn, en+1, en+2, ..., e2n,−fn+1,−fn+2, ...,−f2n}.
It is clear that the matrix defining the symplectic form 〈·, ·〉Jn⊕−Jn of
W is J2n, with the ordered basis. The embedding of Sp(V
+)× Sp(V −)
into Sp(W ) as defined in (2.5) has the following explicit expression for
Sp2n(F )× Sp2n(F ) embedded into Sp4n(F ):
(( A BC D ) ,
(
M N
P Q
)
) 7→
(
A B
M −N
C D
−P Q
)
.
Especially, the group Sp2n(F )× {I2n} embeds into Sp4n(F ) by
(( A BC D ) ,
(
In
In
)
) 7→
(
A B
In
C D
In
)
;(2.8)
and
(2.9) w∆ =
( In
−In
In
−In
)
.
In the standard Lagrangian Lstd in W , we may take an ordered basis
{en+1, en+2, ..., e2n,−fn+1,−fn+2, ...,−f2n}.
The stabilizer of Lstd is the standard Siegel parabolic subgroup Pstd in
Sp(W ). With the ordered basis (2.7), Pstd(F ) consists of matrices of
the following form in Sp4n(F ),
(2.10)
(
A X
0 A∗
)
,
with A ∈ GL2n(F ) and A
∗ = tA−1. On the other hand, the Lagrangian
subspace L∆, corresponding to the diagonal embedding of V into W ,
has an ordered basis
{e1 + f1, e2 + f2, ..., e2n + f2n}.
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Under the choice of the ordered basis for the 4n-dimensional symplectic
vector space W , we have the following diagram for F -rational points
of relevant algebraic groups (i.e. matrices over F ) and the relevant
varieties:
(2.11)
Sp4n
↓
P∆\P∆w∆N∆ → P∆\Sp4n ← P∆\P∆(Sp2n × {I2n})
with both P∆\P∆w∆N∆ and P∆\P∆(Sp2n × {I2n}) being Zariski open
in P∆\Sp4n.
In order to find the explicit relation between P∆ and Pstd, which is
important to the explicit calculation for the transformation from the
left-hand side of the Diagram in (2.11) to the right-hand side, we take
(2.12) g0 =
(
0 0 −In
2
−In
2
In
2
−In
2
0 0
In In 0 0
0 0 In −In
)
∈ Sp4n(F ).
By a direct verification, g0 takes Lstd to L∆. It follows that as subgroups
of Sp4n(F ), one has that P∆(F ) = g
−1
0 Pstd(F )g0, with
(2.13) g−10 =
 0 In
In
2
0
0 −In
In
2
0
−In 0 0
In
2
−In 0 0
−In
2
 .
Similar to the definition in [LR05, Page 314], we normalize the abelian-
ization morphism
(2.14)
a : M∆ → M
ab
∆
∼= Gm
m∆ 7→ m∆ = [M∆,M∆]m∆ 7→ detL∆(m∆)
−1.
More precisely, forA ∈ GL2n(F ), we writemstd(A) = ( A 00 A∗ ) ∈Mstd(F ).
Then for
m∆ = m∆(A) = g
−1
0 mstd(A)g0 ∈M∆(F ),
we have a(m∆(A)) = det(A). It is clear that the modular character is
calculated as follows:
δP∆(m∆(A)) = |a(m∆(A))|
2n+1 = | det(A)|2n+1.(2.15)
We define a section of a to be
(2.16) s : Gm ∼= M
ab
∆ →M∆, a 7→ sa
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with the property that a(sa) = a for any a ∈ Gm(F ). For instance,
we may take sa = g
−1
0 mstd(diag(a, I2n−1))g0. For a character χ of F
×,
define
(2.17)
χs(m∆(A)) := χ(a(m∆(A)))|a(m∆(A))|
s = χ(det(A))| det(A)|s.
As usual, we define the normalized smooth induced representation of
Sp4n(F ): I(s, χ) := Ind
Sp4n(F )
P∆(F )
(χs). For the Weyl element w∆, which
takes P∆ to its opposite, the local intertwining operator Mw∆(s, χ)
from I(s, χ) to I(−s, χ−1) is defined by
(2.18) Mw∆(s, χ)(fχs)(g) =
∫
N∆(F )
fχs(w∆n∆g) dn∆.
The operator Mw∆(s, χ) is defined for Re(s) sufficiently large, and has
meromorphic continuation to the whole complex plane.
For any irreducible admissible representation π of Sp2n(F ) with its
contragredient π˜, the local zeta integrals Z(fχs, ϕvπ ,vπ˜) of Piatetski-
Shapiro and Rallis ([GPSR87, Part A] and [PSR86]) is defined by
Z(fχs, ϕvπ,vπ˜) =
∫
Sp2n(F )
fχs(g, 1)ϕvπ,vπ˜(g) dg,(2.19)
with ϕvπ,vπ˜(g) := 〈vπ˜, π(g)vπ〉 being the matrix coefficient associated to
vπ ∈ π and vπ˜ ∈ π˜, and fχs ∈ I(s, χ) being any section.
The local theory for Z(s, fχs, φvπ,vπ˜) can be summarized in the fol-
lowing theorem of Piatetski-Shapiro and Rallis ([PSR86] and [GPSR87,
Part A]). We take K∆ = g
−1
0 K4ng0, which is a maximal open compact
subgroup of Sp4n(F ), such that Sp4n(F ) = P∆(F ) ·K∆ is the Iwasawa
decomposition of Sp4n(F ). When the residue characteristic of F is odd,
we have that g0 ∈ K4n = Sp4n(O).
Theorem 2.1 (Piatetski-Shapiro and Rallis). Let π be an irreducible
admissible representation of Sp2n(F ) and π˜ be its contragredient. As-
sume that fχs ∈ I(s, χ) is a holomorphic section, i.e. its restriction to
K∆ × C is holomorphic. Let ϕvπ,vπ˜ be the matrix coefficient associated
to vπ ∈ π and vπ˜ ∈ π˜.
(1) The local zeta integral Z(fχs, ϕvπ,vπ˜) as defined in (2.19) con-
verges absolutely when Re(s) is sufficiently large, and admits
meromorphic continuation to s ∈ C.
(2) When π and χ are unramified, the integral Z(fχs, ϕvπ,vπ˜) com-
putes the unramified local L-function L(s+ 1
2
, π × χ, std).
(3) The Hom-space HomSp2n(F )×Sp2n(F )(I(s, χ), π⊗π˜) is at most one
dimensional for all but a finite number of q−s.
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(4) There exists a meromorphic function ΓPSR(π, χ, s) so that the
local functional equation
Z(Mw∆(s, χ)(fχs), ϕvπ,vπ˜) = ΓPSR(π, χ, s)Z(fχs, ϕvπ,vπ˜)
holds. Here ΓPSR(π, χ, s) denotes the local γ-function defined by
Piatetski-Shapiro and Rallis in this case.
2.2. Local γ-functions. One has to compare the Piatetski-Shapiro
and Rallis local γ-function ΓPSR(π, χ, s) and the Langlands local γ-
function γ(s, χ ⊗ π, ρ, ψ), with ρ as defined in (1.4). This has been
explicitly discussed by Lapid and Rallis in [LR05] (and also [Ik92] and
[Kk18]).
Let ψ be a non-trivial additive character of F . According to [Ik92],
[LR05] and [Kk18], one defines the normalized local intertwining oper-
ator:
(2.20) M†w∆(s, χ, ψ) := χs(2)
2n|2|n(2n+1)βψ(χs) ·Mw∆(s, χ),
with the function βψ(χs) given by
(2.21) βψ(χs) = γ(s−
2n− 1
2
, χ, ψ)
n∏
r=1
γ(2s− 2n+ 2r, χ2, ψ),
a finite product of local γ-functions of abelian type. Note that the fac-
tor χs(2)
2n|2|n(2n+1) occurs due to the geometry of the maximal para-
bolic subgroup P∆ relative to the standard maximal parabolic subgroup
Pstd. With this normalized local intertwining operator M
†
w∆
(s, χ, ψ),
the local functional equation in Theorem 2.1, Part (4) can be re-written
as follows.
Corollary 2.2. The local zeta integral Z(fχs, φ) of Piatetski-Shapiro
and Rallis satisfies the functional equation
(2.22)
Z(M†w∆(s, χ, ψ)fχs, ϕvπ,vπ˜) = π(−1)γ(s+
1
2
, χ⊗ π, ρ, ψ)Z(fχs, ϕvπ,vπ˜),
with the Langlands γ-function γ(s+ 1
2
, χ⊗ π, ρ, ψ).
From the functional equation in Theorem 2.1, Part (4) and that in
Corollary 2.2, one can easily deduce the relation between the Piatetski-
Shapiro and Rallis local γ-function ΓPSR(π, χ, s) and the Langlands
local γ-function γ(s, χ⊗ π, ρ, ψ):
γ(s, χ⊗ π, ρ, ψ) = π(−1)χs(2)
2n|2|n(2n+1)βψ(χs) · ΓPSR(π, χ, s).
Note that the normalized intertwining operator M†w∆(s, χ, ψ) de-
pends on a choice of additive characters ψ, but is independent of any
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choice of A. Moreover, by [Y14, Appendix B.3] (and also [Ik92, Lemma
1.1]), one deduces that
(2.23) M†w∆(−s, χ
−1, ψ−1) ◦M†w∆(s, χ, ψ) = Id,
which is an identity required for the normalization of local intertwining
operators. As before, we take the maximal compact subgroup K∆ =
g−10 Sp4n(O)g0 of Sp(W ). When χ is unramified, define f
◦
χs to be the
K∆-invariant function in I(s, χ) that is normalized by f
◦
χs(I4n) = 1. If
ψ is of conductor O, recall from [Y14, Proposition 3.1 (5)] that
(2.24) M†w∆(s, χ, ψ)(b2n(s, χ)f
◦
χs) = b2n(−s, χ
−1)f ◦
χ−1s
,
where b2n(s, χ) = L(s+
2n+1
2
, χ)
∏n
r=1 L(2s+ 2r − 1, χ
2).
3. Functional Equation for βψ(χs)
In the spirit of the Braverman-Kazhdan proposal, we study the finite
product of local gamma factors of abelian type:
βψ(χs) = γ(s−
2n− 1
2
, χ, ψ)
n∏
r=1
γ(2s− 2n+ 2r, χ2, ψ),
as defined in (2.21), in terms of the local harmonic analysis on F×. To
this end, we are going to find a pair of distributions on F×, which are of
the Mellin transform type and satisfy a functional equation with βψ(χs)
as the proportional factor, i.e. the gamma factor of the functional
equation (Theorem 4.9). We deduce the two distributions and the
associated functional equation with βψ(χs) from the theory of the local
zeta integrals associated to prehomogeneous vector space that consists
of a pair
(GL2n+1(F ), Sym
2(F 2n+1)),
and the corresponding functional equation. This theory was developed
through the work of G. Shimura ([S97]), J. Igusa ([Ig78] and [Ig00]),
Piatetski-Shapiro and Rallis ([PSR87]), and T. Ikeda ([Ik17]). By using
the theory of fiber integrations as developed by A. Weil ([W65]), we
push the theory on Sym2(F 2n+1) down to a theory on Gm(F ) = F
×
through the algebraic morphism
det : Sym2(F 2n+1)→ Ga(F ) = F.
We review the theory on Sym2(F 2n+1) in Subsection 3.1 and develop
harmonic analysis on F× for the γ-functions βψ(χs) through Subsec-
tions 4.1 and 4.2.
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3.1. Zeta integrals associated to symmetric matrices. It is well
known that the space of m ×m-symmetric matrices with the natural
GLm-action is a prehomogeneous vector space defined over the algebraic
closure F of F . Denote by Sm(F ) := Sym
2(Fm) the space of all m ×
m-symmetric matrices with entries in F . The general linear group
GLm(F ) acts on Sm(F ) by g · X := g · X ·
tg. Let S◦m be the set of
all GLm(F )-orbits of Sm(F ) of maximal dimension (i.e. the semistable
orbits). For X ∈ Sm(F ) with det(X) 6= 0, write S
X
m to be the GLm(F )-
orbit containing X . It is clear that SXm ∈ S
◦
m, if det(X) 6= 0. With fixed
representatives, there exist finitely many elements X1, · · · , Xt ∈ S
◦
m
such that S◦m =
⊔t
i=1 S
Xi
m .
For any Φ ∈ C∞c (Sm), the space of smooth, compactly supported
functions on Sm(F ), the local zeta integral ZSm(s,Φ, χ) is defined, as
in [Ik17], by
(3.1) ZSm(s,Φ, χ) =
∫
Sm(F )
Φ(X)χ(det(X))| det(X)|s−
m+1
2 dX,
for any unitary character χ of F×, where the measure dX is normalized
so that vol(Sm(OF ), dX) = 1. Note that this normalization differs
from the one used in [Ik17, p. 53] by a constant |2|
m(m−1)
4 . It is known
that the integral defining ZSm(s,Φ, χ) converges absolutely for Re(s) >
m−1
2
, and has a meromorphic continuation to s ∈ C. For any X ∈ S◦m,
we may also define a zeta integral on the F -rational orbit SXm (F ) by
ZSXm (s,Φ, χ) =
∫
SXm
Φ(X)χ(det(X))| det(X)|s−
m+1
2 dX.
For convenience, we fix an additive character ψ of F with conductor
OF . The Fourier transform is defined by
Φ̂(X) =
∫
Sm(F )
Φ(Y )ψ(tr(XY )) dY,
for any Φ ∈ C∞c (Sm). The following proposition is a reformulation of
the main relevant results from [PSR87, Appendix I] and [Ik17].
Proposition 3.1. Assume that the character χ is unitary. The lo-
cal zeta integrals ZSm(s,Φ, χ) and ZSXm (s,Φ, χ) converge absolutely for
Re(s) > m−1
2
and admit meromorphic continuations to s ∈ C, and
enjoy the following functional equation:
ZSm(s,Φ, χ) =
t∑
i=1
c
S
Xi
m
(χ, s)Z
S
Xi
n
(
m+ 1
2
− s, Φ̂, χ−1)
where
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(1) if m = 2n+ 1, the coefficients have the following expression:
c
S
Xi
m
(χ, s) = γ(s− n, χ, ψ)−1
n∏
r=1
γ(2s− 2n− 1 + 2r, χ2, ψ)−1
× |2|−2nsχ−n(4)ηXi ;
(2) if m = 2n, the coefficients have the following expression:
c
S
Xi
m
(χ, s) = γ(s− n+
1
2
, χ, ψ)−1
n∏
r=1
γ(2s− 2n+ 2r, χ2, ψ)−1
× |2|−2nsχ−n(4)
α(DXi)
α(1)
γ(s+
1
2
, χ · χDXi , ψ)
−1.
Here γ(s, χ, ψ) is the abelian γ-function associated to character χ,
which can be defined via Tate integrals. The other unexplained no-
tations associated to Xi can be found in [Ik17, Th. 2.1].
The following lemma can be proved via straightforward computation.
Lemma 3.2. The distribution ZSm(s, ·, χ) satisfies the homogeneity,
with respect to the action of g ∈ GLm(F ),
ZSm(s, g
−1 · Φ, χ) = χ−2(det(g))| det(g)|−2sZSm(s,Φ, χ).
The same property holds for ZSXm (s, ·, χ).
Define a product of abelian L-functions by
am(s, χ) = L(s−
m− 1
2
, χ)
⌊m
2
⌋∏
r=1
L(2s−m+ 2r, χ2).(3.2)
We have the following theorem generalizing [PSR87, Appendix I,
Theorem]. The proof is almost parallel and for the convenience of
reader we include the proof here.
Theorem 3.3. Assume that the character χ is unitary. For any Φ ∈
C∞c (Sm), the zeta integral ZSm(s,Φ, χ) can be expressed as a product of
am(s, χ) and a polynomial in C[q
s, q−s]. In other words, the fractional
ideal IZ generated by ZSm(s,Φ, χ) is given by
IZ = {ZSm(s,Φ, χ) | Φ ∈ C
∞
c (Sm)} = am(s, χ) · C[q
s, q−s].
Proof. For any Φ ∈ C∞c (Sm), the zeta integral ZSm(s,Φ, χ) can be
expressed as a rational function in q−s. From Lemma 3.2, the set IZ
is a C[qs, q−s]-module, and hence a fractional ideal in C(qs, q−s). It is
enough to show that the quotient
ZSm(s, ·, χ)
am(s, χ)
26 DIHUA JIANG, ZHILIN LUO, AND ZHANG LEI
is entire, and for any s = s0 ∈ C, there exists Φ0 ∈ C
∞
c (Sm) such that
ZSm(s,Φ, χ)
am(s, χ)
is nonzero at s = s0.
The proof of this statement goes via induction on m. When m = 1
it follows from Tate’s thesis ([T50]). For a general m > 1, we consider
the variety
Sm−1m (F ) := {
(
X Y
tY x
)
∈ Sm(F ) | X ∈ Sm−1(F ), Y ∈ F
m−1, x ∈ F×}
which is open in Sm(F ). It is clear that S
m−1
m (F ) is isomorphic to
Fm−1 × Sn−1(F )× F
× via the following map
( I U0 1 )× (
A 0
0 b )→ (
I U
0 1 ) (
A 0
0 b )
(
I 0
tU 1
)
=
(
A+Ub·tU bU
tUb b
)
where U ∈ Fm−1, A ∈ Sm−1(F ), and b ∈ F
×.
Consider the zeta integral ZSm(s,Φ, χ) for Φ ∈ C
∞
c (S
m−1
m ). For any
Φ ∈ C∞c (S
m−1
m ), the space of smooth, compactly supported functions
on Sm−1m (F ), there exists Φ1 ∈ C
∞
c (F
m−1),Φ2 ∈ C
∞
c (Sm−1) and Φ3 ∈
C∞c (F
×) such that
Φ(
(
A+Ub·tU bU
tUb b
)
) = Φ1(U)Φ2(A)Φ3(b).
Due to the choice of the relevant measures, up to a constant, we have
ZSm(s,Φ, χ) =
∫
Fm−1
Φ1(U) dU
×
∫
Sm−1(F )
Φ2(A)χ(det(A))| det(A)|
s−m+1
2 dA
×
∫
F×
Φ3(b)χ(b)|b|
s−m+1
2
+1 d×b.
Note that the integral associated to Φ3 is entire since Φ3 ∈ C
∞
c (F
×),
while the integral
∫
Fm−1
Φ1(U) dU is a constant. By the assumption of
the induction, we have that
{
ZSm(s,Φ, χ)
am−1(s−
1
2
, χ)
| Φ ∈ C∞c (S
m−1
m )} = C[q
s, q−s].
Next, we consider the poles of the local zeta integral ZSm(s,Φ, χ) for
general Φ ∈ C∞c (Sm). To this end, we consider the following Laurent
expansion of ZSm(s,Φ, χ) at s = s0:
ZSm(s,Φ, χ) =
∑
k≥a
ℓk(Φ, χ)(s− s0)
k.
It is clear that Φ→ ℓk(Φ, χ) defines a distribution on C
∞
c (Sm). We are
interested in the case that s = s0 is a pole of ZSm(s,Φ, χ), i.e., a = a(s0)
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is negative. In such a situation, it is easy to check that the leading
term (or the Cauchy principal value) ℓa(Φ, χ) is a distribution with the
quasi-invariant property with respect to the action of GLm(F ) as given
in Lemma 3.2. By the definition of ZSm(s,Φ, χ) as in (3.5), for any
Φ ∈ C∞c (S
◦
m), the local zeta integral ZSm(s,Φ, χ) is entire as function
in s. Hence when a = a(s0) < 0, the support of the distribution
ℓa(Φ, χ) is contained in
Sm(F )\S
◦
m(F ) = {X ∈ Sm(F ) | det(X) = 0}.
Assume that s = s0 is not a pole of ZSm(s,Φ, χ) for Φ running
through C∞c (S
m−1
m ). Then the support of the distribution ℓa(Φ, χ) with
Φ ∈ C∞c (Sm) is contained in the following subset
(Sn(F )\S
m−1
m (F )) ∩ (Sm(F )\S
◦
m(F )) = Sm(F )\(S
m−1
m (F ) ∪ S
◦
m(F )),
and stable under the action of GLm(F ). Over the p-adic local field F ,
it is easy to check that the set
Sm(F )\GLm(F ) · (S
m−1
m (F ) ∪ S
◦
m(F ))
consists only of the unique closed GLm(F )-orbit {0}. Hence, we have
that ℓa(Φ, χ) = αs0,χ · Φ(0) for some constant αs0,χ that depends on χ
and s0, as a distribution on C
∞
c (Sm). It follows from Lemma 3.2 that
the character χ−2 ·|·|−2s0 must be the trivial character. Note that such a
situation never occurs when χ2 is a ramified unitary character of F×, in
which case an(s, χ) = 1 identically. Therefore, in order to understand
the situation that s = s0 is a pole of ZSm(s,Φ, χ) for Φ ∈ C
∞
c (Sm),
but is not a pole for Φ ∈ C∞c (S
m−1
m ), we only need to consider the case
when the character χ2 is unramified.
In such a situation, |·|2s0 must be a unitary character, which happens
only when Re(s0) = 0. From the functional equation in Proposition
3.1, if ZSm(s,Φ, χ) has such a pole at s = s0, then the right-hand
side of the functional equation must have the same pole at s = s0.
Since Re(m+1
2
− s0) =
m+1
2
> m−1
2
, the local zeta integral Z
S
Xi
m
(m+1
2
−
s, Φ̂, χ−1) is absolutely convergent at s = s0, and hence is holomorphic
at s = s0 for every i. Hence there exists at least one S
Xi
m such that
the coefficient c
S
Xi
m
(s, χ) must have a pole at such s0. According to the
explicit expression for the coefficients c
S
Xi
m
(s, χ) in Proposition 3.1, the
coefficient c
S
Xi
m
(s, χ) has a pole at such s0 only when m is even, which
is a simple pole. In this situation, the distribution ℓa(·, χ) gives the
extra simple pole for ZSm(s,Φ, χ) with Φ ∈ C
∞
c (Sm), which can exactly
be captured by the standard L-factor L(2s, χ2).
By summarizing the above discussion, we deduce that the poles of
the local zeta integral ZSm(s,Φ, χ) with Φ ∈ C
∞
c (Sm) are exactly the
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same as those of
am(s, χ) =
{
am−1(s−
1
2
, χ) if m is odd,
L(2s, χ2)am−1(s−
1
2
, χ) if m is even.
We are done. 
3.2. Zeta integrals and intertwining operators. As discussed in
[PSR87], we are going to take a close look at the relation between the
poles of the local zeta integrals ZSm(s,Φ, χ) and those of the local inter-
twining operator associated to the standard Siegel parabolic subgroup
P = MN of Sp2m. Following the notation in Section 2, we define
I(s, χ) = Ind
Sp2m(F )
P (F ) (χs) to be the normalized induced representation
Sp2m(F ) from P , which consists of holomorphic sections. As in (2.17),
the character χs is defined to be
χs(m(A)) := χ(det(A))| det(A)|
s
where m(A) = ( A 00 A∗ ) ∈ M(F ) ⊂ Sp2m(F ) with A ∈ GLm(F ). Take
the Weyl element wm =
(
0 −Im
Im 0
)
of Sp2m, which takes P to its opposite
P−. The intertwining operator Mwm(s, χ) from I(s, χ) to I(−s, χ
−1),
as in (2.18), is defined by
Mwm(s, χ)(fχs)(g) =
∫
N(F )
fχs(wmng) dn,
with fχs ∈ I(s, χ), which converges absolutely for Re(s) sufficiently
large and admits meromorphic continuation to s ∈ C ([Wal03], for
instance).
Proposition 3.4. For any holomorphic section fχs ∈ I(s, χ), the quo-
tient
Mwm(s, χ)(fχs)
am(s, χ)
is a holomorphic section in I(−s, χ−1). Moreover, for any s = s0,
there exists a holomorphic section fχs ∈ I(s, χ) such that the quotient
Mwm(s,χ)(fχs )
am(s,χ)
is non-zero at s = s0.
Proof. By the Rallis Lemma [PSR87, Lemma 4.1], the analytical prop-
erties of Mwm(s, χ)(fχs) with fχs running through the holomorphic sec-
tions in I(s, χ) coincide with those of Mwm(s, χ)(fχs)(wm) with fχs run-
ning through the holomorphic sections in I(s, χ) that have their support
supp(fχs) contained in PwmN .
For any Φ ∈ C∞c (Sm), one may construct a holomorphic section
f ∈ I(s, χ) by defining f(wmn(X)) = Φ(X). It is clear that such a con-
structed holomorphic section f has its support contained in PwmN .
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For such a holomorphic section f , the intertwining operator can be
calculated as follows:
Mwm(s, χ)(f)(wm) =
∫
Sm(F )
f(wmn(X)wm) dX
=
∫
Sm(F )
χ(det(X−1))| det(X−1)|s+
m+1
2 Φ(−X−1) dX.
Here δP (m(A)) = | det(A)|
m+1 for any A ∈ GLm(F ). For any X ∈
S0m(F ), one has that
wmn(X)wm = n(−X
−1)m(tX−1)wmn(−
tX−1).
By [M97, p.57], one has that d(X−1) = | det(X)|−m−1 dX . By changing
variables, we obtain that
Mwm(s, χ)(f)(wm) =χ((−1)
m)
∫
Sm(F )
χ(det(X))| det(X)|s−
m+1
2 Φ(X) dX
=χ((−1)m)ZSm(s,Φ, χ).
By Theorem 3.3, we have that
{Mwm(s, χ)(fχs)(wm) | fχs ∈ I(s, χ) with supp(fχs) ⊂ PwmN}
contains the fractional ideal am(s, χ)·C[q
s, q−s]. On the other hand, ac-
cording to [Y14, Lemma 3.1], the quotient Mwm (s,χ)
am(s,χ)
is entire as function
in s. Therefore, we obtain that the set
{Mwm(s, χ)(fχs)(wm) | f ∈ I(s, χ) with supp(fχs) ⊂ PwmN}·C[q
s, q−s]
is equal to the fractional ideal am(s, χ) · C[q
s, q−s]. We are done. 
Let M†wm(s, χ) be the normalized intertwining operator as defined in
[Y14, p.668]. Note that up to a nonzero holomorphic factor given by
constant multiple of ε-factors,
1
bm(−s, χ−1)
M†wm(s, χ) “=”
1
am(s, χ)
Mwm(s, χ)(3.3)
where
bm(s, χ) = L(s+
m+ 1
2
, χ)
⌊m
2
⌋∏
r=1
L(2s+ 2r − 1, χ2).
In the local theory of the zeta integrals from the Piatetski-Shapiro and
Rallis doubling method, the notion of good sections plays an important
role in the determination of the analytic properties of the local zeta
integrals. We recall from [Ik92] and [Y14, Definition 3.1] the space of
good sections of Sp2m(F ) associated to the standard Siegel parabolic
subgroup P , which is denoted by I†(s, χ).
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Definition 3.5 (Good Sections). Let χ be any unitary character of
F×. For s0 ∈ C, a meromorphic section fχs of I(s, χ) is called good
at s = s0 if when Re(s0) > −
1
2
, fχs is holomorphic at s = s0; and when
Re(s0) < 0, M
†
wm(s, χ)(fχs) is holomorphic at s = s0. In general, a
section fχs ∈ I(s, χ) is called a good section if fχs is good at every
s0 ∈ C.
Proposition 3.6. For any good section fχs ∈ I
†(s, χ), the quotient
fχs (g)
bm(s,χ)
is a holomorphic section in I(s, χ). Moreover, for any s = s0,
there exists a good section fχs ∈ I
†(s, χ) such that the quotient fχs (g)
bm(s,χ)
is non-zero at s = s0.
Proof. According to [Y14, Proposition 3.1], for any good section fχs ∈
I†(s, χ), there exist holomorphic sections f1 ∈ I(s, χ) and f2 ∈ I(−s, χ
−1),
respectively, such that
fχs = f1 +M
†
wm(−s, χ
−1)(f2).
Note that up to a nonzero entire factor,
M†wm(−s, χ
−1)(f2)“ = ”
bm(s, χ)
am(−s, χ−1)
Mwm(−s, χ
−1)(f2).
From Proposition 3.4, the quotient Mwm (−s,χ
−1)(f2)
am(−s,χ−1)
is entire as function
in s. Hence for any good section fχs ∈ I
†(s, χ), the quotient fχs (g)
bm(s,χ)
is
entire as function in s. The non-vanishing of the quotient at s = s0
also follows directly from Proposition 3.4. 
We will come back to have more conceptual discussions on the space
of good sections (Proposition 5.10) in Subsection 5.2.
3.3. Fiber integrations and functional equations. We are going
to specialize the general discussion in Subsection 3.1 to the case of
m = 2n+1 and deduce a functional equation for βψ(χs) by considering
the fiber integration through the fibration morphism:
(3.4) det : S2n+1(F )→ F
following [W65] and [Ig00, Section 8.3]. From [Ik17, Lemma 2.1], the
Clifford invariant ̺(X) of X ∈ S2n+1(F ) is given by
̺(X) = 〈−1,−1〉
n(n+1)
2 〈(−1)n, det(X)〉 ǫX ,
where 〈·, ·〉 is the Hilbert symbol and ǫX is the Hasse invariant of X .
In this case, we renormalize the local zeta integral by defining
(3.5) ZΦ(s, χ) =
∫
S2n+1(F )
Φ(X)χ(det(X))| det(X)|s dX,
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The results developed in Subsection 3.1 will have a shift from s there
to s + (n + 1) here, since m+1
2
= n + 1 with m = 2n + 1. Note here
that we use the Haar measure dX on S2n+1(F ) that is normalized
with vol(S2n+1(O)) = 1. It is important to note that the measure dX
chosen in [Ik17] is self-dual with respect to the Fourier transform, and
is defined to be dX = |2|
n(2n+1)
2
∏
i≤j dXij , assuming that the additive
character ψ has conductor O. This implies that the formulas from
[Ik17] appear here with the constants different by |2|
n(2n+1)
2 !
Because the Clifford invariant ̺(X) of X ∈ S2n+1(F ) is constant on
the GL2n+1(F )-orbit of X , the functional equation in Proposition 3.1
can be reformulated as
Proposition 3.7 ([Ik17, Theorem 2.1]). For Φ ∈ C∞c (S2n+1), and for
any unitary character χ of F×, the local zeta integrals ZΦ(s, χ) and
Z̺·Φ̂(s, χ
−1) satisfy the following functional equation:
(3.6)
|2|−2ns+2n
2
χ−2n(2)Z̺·Φ̂(−s−
1
2
, χ−1) = βψ(χs)ZΦ(s+
1
2
− (n+ 1), χ),
where βψ(χs) is defined in (2.21).
Note that the local zeta integral ZΦ(s +
1
2
− (n + 1), χ) converges
absolutely for Re(s) > n− 1
2
and Z̺·Φ̂(−s−
1
2
, χ−1) converges absolutely
for Re(s) < 1
2
, and the functional equation (3.6) holds by meromorphic
continuation of the local zeta functions.
In order to understand the factor βψ(χs) in terms of the harmonic
analysis on GL1(F ), we consider, for Φ ∈ C
∞
c (S2n+1) and t ∈ F
×, by
[W65, Proposition 1] and [W65, Section 6], and [Ig00, Lemma 8.3.2],
there exists a unique measure µt on the fiber of t
det−1(t) := {X ∈ S2n+1(F ) | det(X) = t},
which is a p-adic manifold, such that the following fiber integration:
(3.7) fΦ(t) =
∫
det−1(t)
Φ(X)µt(X)
has the property that
(3.8)
∫
S2n+1(F )
Φ(X) dX =
∫
F
∫
det−1(t)
Φ(X)µt(X) dt =
∫
F
fΦ(t) dt,
where dt is the Haar measure on F with vol(O, dt) = 1. Similarly, one
defines the following fiber integration:
(3.9) f̺·Φ̂(t) =
∫
det−1(t)
(̺ · Φ̂)(X)µt(X) =
∫
det−1(t)
̺(X)Φ̂(X)µt(X).
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Since |Φ̂(X)̺(X)| = |Φ̂(X)|, the integral defining f̺·Φ̂ is absolutely
convergent. Following [Ig00, Theorem 8.4.1], for all unitary character
χ of F× and for any Φ ∈ C∞c (S2n+1), we have that
(3.10) ZΦ(s, χ) = (1− q
−1)
∫
F×
fΦ(t)χ(t)|t|
s+1 d∗t,
where d∗t := (1 − q−1)−1|t|−1 dt with vol(O×, d∗t) = 1. Define the
Mellin transform of fΦ by
(3.11) M(fΦ)(s, χ) :=
∫
F×
fΦ(t)χ(t)|t|
s d∗t.
It converges absolutely for Re(s) > 1 and has meromorphic continua-
tion to s ∈ C. By Proposition 3.7, we obtain the following corollary.
Corollary 3.8. For Φ ∈ C∞c (S2n+1), the following functional equation:
(3.12)
|2|−2ns+2n
2
χ−2n(2)M(f̺·Φ̂)(−s+
1
2
, χ−1) = βψ(χs)M(fΦ)(s− n+
1
2
, χ)
holds for all unitary characters χ, with βψ(χs) as in (2.21).
It is clear thatM(fΦ)(s−n+
1
2
, χ) converges absolutely for Re(s) >
n+ 1
2
and M(f̺·Φ̂)(−s+
1
2
, χ−1) converges absolutely for Re(s) < −1
2
,
and the functional equation holds by meromorphic continuations of the
both sides.
4. Harmonic Analysis for βψ(χs)
In Corollary 3.8, we obtain a functional equation with βψ(χs) oc-
curring from the functional equation for local zeta integrals associated
to a prehomogeneous vector space (GL2n+1, S2n+1). In this section, we
intend to understand the functional equation in Corollary 3.8 in terms
of harmonic analysis on GL1(F ), following the idea of the Tate thesis
([T50]) or more generally the suggestion from the Braverman-Kazhdan
proposal ([BK00]). When n = 0, it is the GL1-theory from the Tate
thesis ([T50]). We will assume that n > 0 in this section, although
most of the discussions automatically cover the case of n = 0.
4.1. Behavior of both fΦ and f̺·Φ̂. In order to understand the space
of all functions fΦ, the fiber integration as defined in (3.7), and the
space of all functions f̺·Φ̂, as in (3.9), we introduce the following spaces
S+n (F
×) and S−n (F
×), as in [Ig78, Chapter I, §5].
Definition 4.1 (Space S+n (F
×)). Define S+n (F
×) to be the subspace of
C∞(F×) consisting of functions f+ with property:
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(1) supp(f+) is bounded on F
×, i.e., f+(x) = 0 for |x| ≫ 1;
(2) for |x| ≪ 1, f+ has the following asymptotic behavior:
(4.1)
f+(x) = a
+
0 (ac(x))+
n−1∑
i=0
(
a+i,+(ac(x))|x|
i+ 1
2+a+i,−(ac(x))|x|
i+ 1
2 (−1)ord(x)
)
for some locally constant functions a+0 (ac(x)) and a
+
i,±(ac(x))
on O×.
Here (−1)ord(x) = |x|πi/ log(q), and ac(x) := x̟−ord(x) is the angular
component of x ∈ F×, depending on the choice of the uniformizer ̟.
Definition 4.2 (Space S−n (F
×)). Define S−n (F
×) to be the subspace of
C∞(F×) consisting of functions f− with property:
(1) supp(f−) is bounded on F
×, i.e., f−(x) = 0 for |x| ≫ 1;
(2) for |x| ≪ 1, f− has the following asymptotic behavior:
(4.2)
f−(x) = a
−
0 (ac(x))|x|
n+
n−1∑
i=0
(
a−i,+(ac(x))|x|
i+a−i,−(ac(x))|x|
i(−1)ord(x)
)
,
for some locally constant functions a−0 (ac(x)) and a
−
i,±(ac(x))
on O×.
Here ac(x) and (−1)ord(x) are the same as in Definition 4.1.
It is important to note that the functions in S±n (F
×) are O×-finite
and hence are uniformly locally constant. More precisely we have the
following lemma.
Lemma 4.3. For any f in S+n (F
×) or S−n (F
×), there exists N ∈ N
such that f is (1 +̟NO)-invariant.
Proof. For an f in S+n (F
×), there exists u1 > 0 such that f(x) = 0 for
any x ∈ F× satisfying |x| > u1. There also exists u2 > 0 such that f(x)
has an asymptotic expression as in (4.1) for any |x| < u2. Let chu1,u2
be the characteristic function of the open compact set
{x ∈ F× | u2 ≤ |x| ≤ u1}.
It is clear that f ·chu1,u2 ∈ C
∞
c (F
×). It follows that in the range |x| ≥ u2,
there exists an integer N1 such that f is (1+̟
N1O)-invariant. On the
other hand, for |x| ≤ u2, from the asymptotic expression in (4.1),
there exists an integer N2 such that f is (1+̟
N2O)-invariant. Taking
N = max{N1, N2}, we know that f is (1 +̟
NO)-invariant.
For any f in S−n (F
×), the proof is the same. We omit the details. 
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In order to understand the spaces S+n (F
×) and S−n (F
×) via the Mellin
transform and its inversion on F×, we introduce the following two
spaces Z+n (F̂
×) and Z−n (F̂
×), as in [Ig78, Chapter 5].
Definition 4.4 (Theorem 5.3, [Ig78]). Let Ô× be the Pontryagin dual
of O× and write F̂× = C××Ô× via χ = (χ(̟), χ|O×). Define Z
±
n (F̂
×)
to be the space of all complex-valued functions Z±(z, χ) on F̂×, respec-
tively, with properties:
(1) for almost all χ ∈ Ô×, Z±(z, χ) are identically zero; and
(2) for every χ ∈ Ô×, there exist constants b±0,χ and b
±
i,±,χ such that
(4.3) Z+(z, χ)−
b+0,χ
1− z
−
n−1∑
i=0
b+i,+,χ
1− q−(i+
1
2
)z
+
b+i,−,χ
1 + q−(i+
1
2
)z
and
(4.4) Z−(z, χ)−
b−0,χ
1− q−nz
−
n−1∑
i=0
b−i,+,χ
1− q−iz
+
b−i,−,χ
1 + q−iz
are polynomials in z and z−1 with complex coefficients.
We recall the following basic result from [Ig78, Chapter 5] on the
Mellin transform as defined in (3.11).
Proposition 4.5 (Theorem 5.3, [Ig78]). For χ ∈ F̂× with χ(̟) = 1,
the Mellin transform M(s, χ) = M(z, χ), with z = q−s, is defined in
(3.11) for Re(s) > 1, admits meromorphic continuation to s ∈ C, and
provides isomorphisms from S±n (F
×) onto Z±n (F̂
×), respectively.
We denote by M−1 the inverse of Mellin transform, which takes any
function Z ∈ Z±n (F̂
×) to M−1(Z) ∈ S±n (F
×). For a p-adic local field
F , it is more precisely given by
(4.5) M−1(Z)(x) =
∑
χ∈Ô×
Resz=0(Z(z, χ)z
−ord(x)−1)χ(ac(x))−1,
according to [Ig78, Theorem 5.3].
Proposition 4.6. For any Φ ∈ C∞c (S2n+1), the fiber integration fΦ
belongs to S+n (F
×) and similarly, f̺·Φ̂ belongs to S
−
n (F
×).
Proof. First, we show that fΦ belongs to S
+
n (F
×). By [Ig00, Theorem
8.4.1], we have that
fΦ =M
−1(M(fΦ)(z, χ))
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for any Φ ∈ C∞c (S2n+1). Hence it is sufficient to show that the Mellin
transform M(fΦ)(z, χ) is in Z
+
n (F̂
×) as M is an isomorphism from
S+n (F
×) to Z+n (F̂
×) (Proposition 4.5).
By [Ig00, Theorems 8.2.1 and 8.4.1], M(fΦ) admits a meromorphic
continuation to a rational function in C(z) and there is a positive inte-
ger e(Φ) such that M(fΦ)(z, χ) is identically zero unless the conduc-
tor e(χ) ≤ e(Φ). It suffices to prove that M(fΦ)(z, χ) satisfies (4.3).
To this end, we need the results on the local intertwining operator
Mw2n+1(s, χ) of Sp4n+2 from [Ik92].
Let P = MN be the standard Siegel parabolic subgroup of Sp4n+2,
with M ∼= GL2n+1 and N(F ) ∼= S2n+1(F ). Consider the normalized
induced representation
I4n+2(s, χ) = Ind
Sp4n+2(F )
P (F ) (χ(det(A))| det(A)|
s),
with m(A) = ( A 00 A∗ ) ∈ M(F ). Take the Weyl element w2n+1 =
(
0 −I
I 0
)
with I = I2n+1. The associated local intertwining operator Mw2n+1(s, χ)
takes I4n+2(s, χ) to I4n+2(−s, χ−1). Note that the modular character
δP is given by δP (m(A)) = | det(A)|
2n+2.
According to [PSR87], [Ik92, p. 206] and Proposition 3.4, the follow-
ing operator
Mw2n+1(s, χ)
L(s− n, χ)
∏n
i=1 L(2s− 2n− 1 + 2i, χ
2)
is holomorphic in s. It follows that
M(fΦ)(z, χ)
L(s, χ)
∏n−1
i=0 L(2s+ 2i+ 1, χ
2)
has no pole for all χ ∈ Ô×, and hence is a polynomial of z = q−s.
In order to show thatM(fΦ)(z, χ) has the asymptotic behavior (4.3),
we do the following calculations. Whenever χ is unramified (i.e. χ is
trivial), we have
L(s, χ) =
1
1− χ(̟)q−s
=
1
1− z
and
L(2s + 2i+ 1, χ2) =
1
1− χ2(̟)q−2s−2i−1
=
1
1− q−2i−1z2
,
where the last identity, up to constant, is equal to
1
1− q−i−
1
2z
+
1
1 + q−i−
1
2z
.
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Using the fact that the following polynomials in z
{1− z, 1 − q−i−
1
2z, 1 + q−i−
1
2 z | i = 0, ..., n− 1}
are coprime to each other, we get that M(fΦ)(z, χ) has the desired
asymptotic behavior in (4.3).
Now, let us show that f̺·Φ̂ belongs to S
−
n (F
×). By definition, f̺·Φ̂
is locally constant and |f̺·Φ̂| ≤ f|Φ̂|. It follows that M(f̺·Φ̂)(z, χ)
admits a meromorphic continuation to a rational function in C(z) and
is identically zero for almost all χ ∈ Ô×. Since M(f̺·Φ̂) is absolutely
convergent for Re(s) > 0, we may apply [Ig00, Proposition 7.2.2] and
the Mellin inversion formula in [Ig78, Section 5.3, Remark 2], and get
f̺·Φ̂(x) =M
−1(M(f̺·Φ̂)(z, χ))(x)
with x ∈ ̟nO× for all n, and hence for all x ∈ F×.
In order to prove that f̺·Φ̂ ∈ S
−
n (F
×), or equivalently thatM(f̺·Φ̂) ∈
Z−n (F̂
×), it is sufficient to show that the Mellin transformM(f̺·Φ̂)(z, χ)
has the asymptotic behavior (4.4). This can be carried out by using
the functional equation (3.12) and then the same arguments we used
to deal with M(fΦ).
First, we write
M(fΦ)(s− n +
1
2
, χ) = M(fΦ · | · |
−n+ 1
2 )(z, χ)
M(f̺·Φ̂)(−s+
1
2
, χ−1) = M(f̺·Φ̂ · | · |
1
2 )(z−1, χ−1)
with z = q−s. Then the functional equation in (3.12) turns to be
(4.6)
M(f̺·Φ̂| · |
1
2 )(z, χ) = |2|−2n
2
χs(2)
−2nβψ(χ
−1
s )M(fΦ| · |
−(n− 1
2
))(z−1, χ−1).
In order to understand the asymptotic behavior of the right-hand side
in the above functional equation, we write out the local gamma factors
in βψ(χ
−1
s ) in terms of the corresponding local L-factors and local ε-
factors. Hence we are able to write the left-hand side of the above
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functional equation as follows:
M(f̺·Φ̂| · |
1
2 )(z, χ)
= |2|−2n
2
χs(2)
−2nε(−s−
2n− 1
2
, χ−1, ψ)
n−1∏
i=0
ε(−2s− 2i, χ−2, ψ)
×L(s +
2n+ 1
2
, χ)
n−1∏
i=0
L(2s+ 2i+ 1, χ2)(4.7)
×
M(fΦ| · |
−(n− 1
2
))(z−1, χ−1)
L(−s− 2n−1
2
, χ)
∏n−1
i=0 L(−s− 2i, χ
2)
.
Recall that under the assumption that the additive character ψ has
conductor O (i.e., ψ|O = 1 and ψ|̟−1O 6= 1) one has
ε(s, χ, ψ) = qe(χ)(
1
2
−s)ε(
1
2
, χ, ψ),
where e(χ) is the conductor of χ (i.e., the smallest positive integer
such that χ|1+̟mO = 1). It follows that ε(s, χ, ψ) and ε(2s, χ
2, ψ) are
always units in C[qs, q−s] = C[z, z−1]. Hence up to a unit in C[z, z−1],
we obtain the following identity:
M(f̺·Φ̂| · |
1/2)(z, χ)
L(s+ 2n+1
2
, χ)
∏n−1
i=0 L(2s + 2i+ 1, χ
2)
“=”
M(fΦ| · |
−(n− 1
2
))(z−1, χ−1)
L(−s− 2n−1
2
, χ−1)
∏n−1
i=0 L(−s− 2i, χ
−2)
.
Using the result we just proved for fΦ, we obtain immediately that
M(f̺·Φ̂| · |
1/2)(z, χ)
L(s+ 2n+1
2
, χ)
∏n−1
i=0 L(2s + 2i+ 1, χ
2)
∈ C[z, z−1].
By a shift from s+ 1
2
to s, we obtain that
M(f̺·Φ̂)(z, χ)
L(s+ n, χ)
∏n−1
i=0 L(2s+ 2i, χ
2)
∈ C[z, z−1].
Finally by using the same argument for fΦ as given above, we obtain in-
deed the desired leading terms forM(f̺·Φ̂)(z, χ) as in (4.4) and deduce
that M(f̂Φ)(z, χ) ∈ Z
−
n (F̂
×). 
Remark 4.7. When Φ is taken to be the characteristic function of
S2n+1(O), by [S97, Chapter III] and [Ig00, Proposition 10.3.1], one has
M(fΦ)(z, 1) =
1
(1− z)
∏n−1
i=0 (1− q
−(2i+1)z2)
.
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This formula is more precise, but more special than what we got in
Proposition 4.6. Due to our choice of the Haar measure d∗t on F×, we
need a shift from s to s−1 in the formula in [Ig00, Proposition 10.3.1].
4.2. Schwartz spaces and Fourier operator. We are ready to in-
troduce certain spaces of Schwartz type and define a Fourier (convolu-
tion) operator over F× with the generalized function ηpvs,ψ(x) on F
×
as the kernel function, in order to understand the γ-function βψ(χs) as
in (2.21), by means of harmonic analysis on F×.
First, we re-arrange the functional equation in Corollary 3.8 as
|2|2n
2
χs(2)
−2n
∫
F×
f̺·Φ̂(t)|t|
n+1χ−1(t)|t|−s−
2n+1
2 d∗t
= βψ(χs)
∫
F×
fΦ(t)|t|
−2nχ(t)|t|s+
2n+1
2 d∗t.(4.8)
By changing variable t 7→ 2−2nt on the left-hand side of (4.8), we obtain
a new version of the functional equation that relates fΦ to f̺·Φ̂:
|2|2n
2−n
∫
F×
f̺·Φ̂(2
−2nt)|t|n+1χs+ 2n+1
2
(t)−1 d∗t
= βψ(χs)
∫
F×
fΦ(t)|t|
−2nχs+ 2n+1
2
(t) d∗t.(4.9)
Definition 4.8 (Spaces S±pvs(F
×)). Define S+pvs(F
×) to be the subspace
of C∞(F×) that consists of all functions of the form: |t|−2nfΦ(t) with
all Φ ∈ C∞c (S2n+1); and define S
−
pvs(F
×) to be the subspace of C∞(F×)
that consists of all functions of the form: |t|n+1f̺·Φ̂(t) with all Φ ∈
C∞c (S2n+1).
The notation S±pvs(F
×) indicates that they are the certain spaces of
the smooth functions on F× that come from the prehomogeneous vector
space (pvs) S2n+1(F ). By Proposition 4.6, it is clear from Definition
4.8 that
C∞c (F
×) ⊂ S+pvs(F
×) ⊂ | · |−2nS+n (F
×)
and
C∞c (F
×) ⊂ S−pvs(F
×) ⊂ | · |n+1S−n (F
×),
where | · |mS±n (F
×) := {|t|mf(t) | f(t) ∈ S±n (F
×)}. For any f ∈
S+pvs(F
×), we write f(t) = |t|−2nfΦ for some Φ ∈ C
∞
c (S2n+1). We define
(4.10) f̂ | · |2n(t) := f̺·Φ̂(t).
Define a linear transform L from S+pvs(F
×) to S−pvs(F
×) by
(4.11) L(f)(t) := |2|2n
2−n|t|n+1f̂ | · |2n(2−2nt) ∈ S−pvs(F
×)
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for any f(t) ∈ S+pvs(F
×). Finally, we are able to establish a functional
equation with the γ-factor βψ(χs).
Theorem 4.9 (Functional Equation for βψ(χs)). The linear transform
L as in (4.11) is well-defined, and for any f ∈ S+pvs(F
×), the following
functional equation
(4.12)
∫
F×
L(f)(t)χs+ 2n+1
2
(t)−1 d∗t = βψ(χs)
∫
F×
f(t)χs+ 2n+1
2
(t) d∗t
holds, where βψ(χs) is defined as in (2.21).
Proof. In fact, it suffices to show that fΦ 7→ f̺·Φ̂ is a well-defined
mapping. That is, if there exist Φ1 and Φ2 in C
∞
c (S2n+1) such that
fΦ1(t) = fΦ2(t), we need to show that f̺·Φ̂1(t) = f̺·Φ̂2(t). In fact, take
Φ = Φ1 − Φ2. Then f̺·Φ̂ = f̺·Φ̂1 − f̺·Φ̂2 ∈ S
−
n (F
×). If assume that
fΦ(t) = fΦ1(t) − fΦ2(t) ≡ 0, then by the functional equation in (4.9),
one must have that M(f̺·Φ̂) ≡ 0 for all χ. By [Ig78, Theorem 5.3]
(Proposition 4.5), M is injective on S−n (F
×). Hence we must have
that f̺·Φ̂(t) = 0. This implies that f̺·Φ̂1(t) = f̺·Φ̂2(t).
The functional equation relating f ∈ S+pvs(F
×) and L(f) ∈ S−pvs(F
×)
follows from the functional equation in (4.9). 
It is important to note that the integral on the left-hand side of the
functional equation in (4.12) is absolutely convergent for Re(s) suf-
ficient small, while the integral on the right-hand side is absolutely
convergent for Re(s) sufficiently large. However, the functional equa-
tion (4.12) holds by meromorphic continuation as functionals with the
parameter s ∈ C on the both sides. This functional equation relating
f ∈ S+pvs(F
×) to L(f) ∈ S−pvs(F
×) is essential to our construction of the
generalized function ηpvs,ψ (Theorem 4.10), and to the proof of the key
technical result of the paper (Theorem 5.5).
4.3. Generalized function ηpvs,ψ. We are going to construct the gen-
eralized function ηpvs,ψ(x) on F
× in an analytic way, so that the gen-
eralized Fourier transform from f ∈ S+pvs(F
×) to L(f) ∈ S−pvs(F
×) as
defined in (4.11) becomes a Fourier (convolution) operator Lηpvs,ψ with
ηpvs,ψ(x) as the kernel function (Theorem 4.10).
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For any generalized function η(t) on F×, the convolution of η with
a proper function f on F× is defined to be the principle value integral:
η(f)(t) = (η ∗ f)(t) :=
∫ pv
F×
η(x)f(x−1t) d∗x
= lim
k→∞
∫
q−k≤|x|≤qk
η(x)f(x−1t) d∗x,(4.13)
if the limit exists.
Theorem 4.10. There exists a locally constant function ηpvs,ψ on F
×,
which will be explicitly defined in (4.21) below, such that the generalized
Fourier transform L(f), as defined in (4.11), can be expressed as the
principal value integral of the form:
(4.14) L(f)(t) = Lηpvs,ψ(f)(t) := ((ηpvs,ψ| · |
2n+1
2 ) ∗ f∨)(t)
for all f ∈ S+pvs(F
×), where f∨(t) = f(t−1). Moreover, for any char-
acter χs of F
×, the χs-Fourier coefficient of the generalized function
ηpvs,ψ is given by the following formula:
(4.15) ηpvs,ψ(χs) = βψ(χs),
where βψ(χs) is defined as in (2.21).
Note that when n = 0, the generalized function can be written as
ηpvs,ψ(t) = ψ(t)|t|
1
2 ζ(1)−1. It defines the Fourier operator over F×,
which is the restriction to F× of the the usual Fourier transform on F .
Proof. Define 1k =
1
vol(1+̟kO,d∗x)
ch1+̟kO, where ch1+̟kO is the char-
acteristic function of 1 + ̟kO for k ≥ 1. For χ ∈ Ô×, denote
Zk =M(L(1k)| · |
− 2n+1
2 ). By Proposition 4.6 and the functional equa-
tion in (4.12), we have Zk(z, χ) ∈ Z
−
n (F̂
×) and
Zk(z, χ) =βψ(χ
−1
s )M(1k| · |
2n+1
2 )(z−1, χ−1)
=βψ(χ
−1
s )×
{
1 if e(χ) ≤ k
0 if e(χ) > k.
Recall that e(χ) is the smallest positive integer m such that χ|1+̟mO =
1 and z = q−s. By [Ig78, Theorem 5.3] (Proposition 4.5), the Mellin
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inversion M−1(Zk(z, χ)) is given by
M−1(Zk(z, χ))(x) =
∑
χ∈Ô×
χ(ac(x))−1Resz=0Zk(z, χ)z
−ord(x)−1
=
∑
χ∈Ô×, e(χ)≤k
χ(ac(x))−1Resz=0βψ(χ
−1
s )z
−ord(x)−1,(4.16)
which is a finite sum.
From [BH06, p.143], we have
(4.17) ε(s, χ, ψ) = qe(χ)(
1
2
−s)ε(
1
2
, χ, ψ) = q
1
2
e(χ)ε(
1
2
, χ, ψ)ze(χ).
Hence we deduce that
(4.18) Resz=0 ε(s, χ, ψ)z
−m−1 = 0, unless m = e(χ).
Whenever χ2 is ramified, we have, from (2.21),
βψ(χ
−1
s ) = ε(−s−
(2n− 1)
2
, χ−1, ψ)
n−1∏
i=0
ε(−2s− 2i, χ−2, ψ),
which, up to a nonzero constant, is equal to
qs·e(χ
−1)+2ns·e(χ−2) = z−(e(χ)+2n·e(χ
2)).
Hence we obtain that if χ2 is ramified, then
(4.19) Resz=0βψ(χ
−1
s )z
−m−1 = 0, unless m = −e(χ)− 2n · e(χ2).
If χ2 is unramified, then
(4.20) Resz=0βψ(χ
−1
s )z
−m−1 = 0, unless m ≥ −(2n+ 1 + e(χ)).
Let N ≥ 1. For any ℓ > k ≫ N+ord(2)n
2n+1
, from the Mellin inversion
formula in (4.16), we deduce that
(L(1ℓ)(x)− L(1k)(x))|x|
− 2n+1
2
= M−1(Zℓ(z, χ))(x)−M
−1(Zk(z, χ))(x)
=
∑
k<e(χ)≤ℓ
χ(ac(x))−1Resz=0βψ(χ
−1
s )z
−ord(x)−1.
When k is sufficiently large and e(χ) > k, we must have that χ is
ramified. Through straightforward calculation we obtain that e(χ) =
e(χ2) + ord(2).
For any x with ord(x) ≥ −N , we have that
−ord(x) ≤ N ≪ (2n+ 1)k + 2n · ord(2) ≤ e(χ) + 2n · e(χ2),
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and by (4.19), we obtain that
L(1ℓ)(x) = L(1k)(x).
Hence limk→∞L(1k)(x) is stably convergent, that is, for any x, there
exists N such that L(1k)(x) = L(1N )(x) for all k ≥ N .
Define the generalized function ηpvs,ψ(x) by
(4.21) ηpvs,ψ(x) = |x|
− 2n+1
2 lim
k→∞
L(1k)(x)
which is a locally constant function on F×. By the definition of Zk(z, χ)
at the beginning of this proof, and the Mellin inversion of Zk(z, χ) in
(4.16), together with the definition of the generalized function ηpvs,ψ
in (4.21), we are able to obtain a formula for ηpvs,ψ below, which is
essential to the rest of the proof. More precisely, for a fixed k, we
obtain from (4.16) that
|x|−
2n+1
2 L(1k)(x) =M
−1(Zk(z, χ))(x)
=
∑
χ∈Ô×,e(χ)≤k
χ(ac(x))−1Resz=0βψ(χ
−1
s )z
−ord(x)−1.
After passing the limit k →∞, we obtain the following formula:
(4.22) ηpvs,ψ(x) =
∑
χ∈Ô×
χ(ac(x))−1Resz=0βψ(χ
−1
s )z
−ord(x)−1.
Note that the sum over χ is a finite sum for any x belonging to any
given open compact subgroup of F×.
In order to establish the identity in (4.14) for the generalized func-
tion ηpvs,ψ(x), we start with its left-hand side. For f ∈ S
+
pvs(F
×), we
may assume that f is (1 + ̟NO)-invariant, according to Lemma 4.3.
Applying the Mellin inversion on the both sides of (4.12), we have
L(f)(t) = |t|
2n+1
2 M−1
(
βψ(χ
−1
s )M(f | · |
2n+1
2 )(z−1, χ−1)
)
(t),
for t ∈ F×, where
M(f | · |
2n+1
2 )(z−1, χ−1) =
∫
F×
f(x)|x|−s+
2n+1
2 χ−1(x) dx.
Since f is (1 + ̟NO)-invariant, M(f | · |
2n+1
2 )(z−1, χ−1) = 0 for any
χ ∈ Ô× with e(χ) = e(χ−1) > N . By the Mellin inversion formula in
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(4.16), we obtain that L(f)(t) equals
|t|
2n+1
2
∑
χ∈Ô×
e(χ)≤N
Resz=0
(
βψ(χ
−1
s )M(f | · |
2n+1
2 )(z−1, χ−1)z−ord(t)−1
)
χ(ac(t))−1
(4.23)
= |t|
2n+1
2
∑
χ∈Ô×
e(χ)≤N
χ(ac(t))−1
∑
i∈Z
Resz=0βψ(χ
−1
s )z
−i−1
× Resz=0M(f | · |
2n+1
2 )(z−1, χ−1)z−(ord(t)−i)−1.
(4.24)
Note that the second sum over i is a finite sum. Here we use the fact
that for two meromorphic functions g, h near z = 0 with poles at z = 0,
Resz=0(g · h) =
∑
i
Resz=0fz
i ·Resz=0gz
−i−1
with i running over a finite set.
First, we compute the residual term in (4.24). For Re(s) small, we
have that
M(f | · |
2n+1
2 )(z−1, χ−1) =
∫
F×
f(x)|x|
2n+1
2 χ−1(x)|x|−s d∗x
=
∑
k∈Z
∫
ord(x)=k
f(x)|x|
2n+1
2 χ−1(x)|x|−s d∗x
=
∑
k∈Z
z−k
∫
ord(x)=k
f(x)|x|
2n+1
2 χ−1(x) d∗x.
Here we abuse the notation and restrict the measure d∗x to the open
compact subset {x ∈ F× | ord(x) = k}. It follows that
M(f | · |
2n+1
2 )(z−1, χ−1)z−(ord(t)−i)−1
=
∑
k∈Z
z−k−(ord(t)−i)−1
∫
ord(x)=k
f(x)|x|
2n+1
2 χ−1(x) d∗x.
Hence we obtain the following residue formula:
Resz=0M(f | · |
2n+1
2 )(z−1, χ−1)z−(ord(t)−i)−1
=
∫
ord(x)=−ord(t)+i
f(x)|x|
2n+1
2 χ−1(x) d∗x.
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Then by plugging the residue formula back into (4.24) we obtain the
following identity for L(f)(t),
|t|
2n+1
2
∑
χ∈Ô×,e(χ)≤N
χ(ac(t))−1
∑
i
Resz=0βψ(χ
−1
s )z
−i−1
×
∫
ord(x)=−ord(t)+i
f(x)|x|
2n+1
2 χ−1(x) d∗x.(4.25)
Note that the summations over both χ ∈ Ô× and i ∈ Z are finite.
In order to compute the right-hand side of (4.14), we are going to
use the formula for the generalized function ηpvs,ψ(x) in (4.22). By
definition, the right-hand side of (4.14) is equal to
lim
k→∞
k∑
i=−k
∫
ord(m)=i
ηpvs,ψ(m)|m|
2n+1
2 f(mt−1) d∗m.
We are going to show that the series is convergent, and is equal to
L(f)(t) as given in (4.25).
By using (4.22), we obtain the following expression for the compact
integration
∫
ord(m)=i
with a fixed i∫
ord(m)=i
ηpvs,ψ(m)|m|
2n+1
2 f(mt−1) d∗m
=
∫
ord(m)=i
(
∑
χ∈Ô×
χ(ac(m))−1Resz=0βψ(χ
−1
s )z
−i−1)
× |m|
2n+1
2 f(mt−1) d∗m.(4.26)
From (4.19) we know that the summation over χ ∈ Ô× is finite. Hence
we can exchange the order of the summation over χ ∈ Ô× and the
compact integration
∫
ord(m)=i
, and obtain that the right-hand side of
(4.26) is equal to
(4.27)∑
χ∈Ô×
Resz=0βψ(χ
−1
s )z
−i−1
∫
ord(m)=i
χ(ac(m))−1|m|
2n+1
2 f(mt−1) d∗m.
By changing variable m→ mt, we get that (4.27) is equal to
|t|
2n+1
2
∑
χ∈Ô×
χ(ac(t))−1Resz=0βψ(χ
−1
s )z
−i−1
×
∫
ord(m)=−ord(t)+i
χ(ac(m))−1|m|
2n+1
2 f(m) d∗m.(4.28)
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Since χ ∈ Ô×, one must have that χ(ac(m)) = χ(m). Hence (4.28) can
be written as
|t|
2n+1
2
∑
χ∈Ô×
χ(ac(t))−1Resz=0βψ(χ
−1
s )z
−i−1
×
∫
ord(m)=−ord(t)+i
χ(m)−1|m|
2n+1
2 f(m) d∗m.(4.29)
Since f is (1 +̟NO)-invariant, the integral∫
ord(m)=−ord(t)+i
χ(m)−1|m|
2n+1
2 f(m) d∗m
is possibly non-zero only for χ ∈ Ô× with e(χ) ≤ N . Therefore we
deduce that
(4.30)
k∑
i=−k
∫
ord(m)=i
ηpvs,ψ(m)|m|
2n+1
2 f(mt−1) d∗m
is equal to
|t|
2n+1
2
k∑
i=−k
∑
χ∈Ô×,e(χ)≤N
χ(ac(t))−1Resz=0βψ(χ
−1
s )z
−i−1
×
∫
ord(m)=−ord(t)+i
χ(m)−1|m|
2n+1
2 f(m) d∗m.(4.31)
By exchanging the order of the summation
∑k
i=−k and the summation∑
χ∈Ô×,e(χ)≤N
, we obtain that (4.30) is equal to
|t|
2n+1
2
∑
χ∈Ô×,e(χ)≤N
k∑
i=−k
χ(ac(t))−1Resz=0βψ(χ
−1
s )z
−i−1
×
∫
ord(m)=−ord(t)+i
χ(m)−1|m|
2n+1
2 f(m) d∗m.(4.32)
Finally, the right-hand side of (4.14) is the limit by taking k → ∞
of (4.32). By taking the limit limk→∞ of the expression in (4.32), we
arrive at (4.25). This establishes the identity in (4.14).
It remains to show that for any character χs of F
×, the χs-Fourier
coefficient ηpvs,ψ(χs) is equal to βψ(χs). To do so, we need the functional
equation (4.12) in Theorem 4.9. Recall that for a fixed χ ∈ Ô× with
fixed integer N > e(χ), and Re(s) large, the convolution action of the
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generalized function ηpvs,ψ(x) on χ
−1
s is defined, as in (4.13), to be
ηpvs,ψ(χ
−1
s ) = ηpvs,ψ ∗ χ
−1
s (1) = lim
k→∞
∫
q−k≤|t|≤qk
ηpvs,ψ(t)χs(t) d
∗t.
(4.33)
By Lemma 4.11 below, we get that
(4.34) ηpvs,ψ(χ
−1
s ) = lim
k→∞
∫
q−k≤|t|≤qk
(ηpvs,ψ ∗ 1
∨
N)(t)χs(t) d
∗t.
Since 1N =
1
vol(1+̟NO,d∗x)
ch1+̟NO, the normalized characteristic func-
tion of 1+̟NO, we have that 1N(mt
−1) = 1N(mt
−1)|mt−1|
2n+1
2 . Then
the convolution ηpvs,ψ ∗ 1
∨
N(t) can be calculated as follows.
ηpvs,ψ ∗ 1
∨
N(t) =
∫
F×
ηpvs,ψ(m)1N(mt
−1) d∗m
=
∫
F×
ηpvs,ψ(m)1N(mt
−1)|mt−1|
2n+1
2 d∗m
= |t|−
2n+1
2
∫
F×
ηpvs,ψ(m)|m|
2n+1
2 1N(mt
−1) d∗m,
which, from (4.14) that we just proved, is equal to
|t|−
2n+1
2 L(1N)(t).(4.35)
Therefore we obtain the following identity
(4.36) ηpvs,ψ(χ
−1
s ) =
∫
F×
L(1N )(t)|t|
− 2n+1
2 χs(t) d
∗t.
By the functional equation (4.12), we obtain that
(4.37) ηpvs,ψ(χ
−1
s ) = βψ(χ
−1
s )
∫
F×
1N(t)|t|
2n+1
2 χ−1s (t) d
∗t = βψ(χ
−1
s ),
because
∫
F×
1N(t)|t|
2n+1
2 χ−1s (t) d
∗t = 1 when N > e(χ). Therefore, we
have proved that
ηpvs,ψ(χs) = βψ(χs)
for all characters χs. 
We are now coming back to prove the following formula that was
used in the proof of Theorem 4.10.
Lemma 4.11. Given χ ∈ Ô×, if N > e(χ), then the following identity
holds
ηpvs,ψ(χ
−1
s ) = lim
k→∞
∫
q−k≤|t|≤qk
(ηpvs,ψ ∗ 1
∨
N)(t)χs(t) d
∗t.
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Proof. For any k ∈ N, both the convolution ηpvs,ψ ∗1
∨
N and the integral∫
q−k≤|t|≤qk
(ηpvs,ψ ∗ 1
∨
N)(t)χs(t) d
∗t
are absolutely convergent when Re(s) large. By the definition of the
convolution (ηpvs,ψ ∗1
∨
N)(t) and then by changing the variable, we write∫
q−k≤|t|≤qk
(ηpvs,ψ ∗ 1
∨
N)(t)χs(t) d
∗t
=
∫
q−k≤|t|≤qk
∫
m∈F×
ηpvs,ψ(tm
−1)1N(m) d
∗mχs(t) d
∗t,
which is equal to
1
volN
∫
q−k≤|t|≤qk
∫
m∈(1+̟NO)
ηpvs,ψ(tm
−1) d∗mχs(t) d
∗t,(4.38)
where volN = vol(1 + ̟
NO, d∗x). By changing variable t → tm, we
deduce that (4.38) is equal to
1
volN
∫
q−k≤|t|≤qk
∫
m∈1+̟NO
ηpvs,ψ(t) d
∗mχs(t)χs(m) d
∗t
=
∫
q−k≤|t|≤qk
ηpvs,ψ(t)χs(t) d
∗t
∫
m∈F×
1N(m)χs(m) d
∗m
=
∫
q−k≤|t|≤qk
ηpvs,ψ(t)χs(t) d
∗t.
The last identity holds because N > e(χ). Finally, by taking the limit
with k →∞, we obtain the desired identity. 
4.4. A Paley-Wiener type theorem for S±pvs(F
×). To develop har-
monic analysis over XP∆(F ) in Section 5, we need the asymptotic
behavior of the image of the functions in S±pvs(F
×) under the Mellin
transform, which is a version of the classical Paley-Wiener theorem for
Fourier transform.
Definition 4.12 (Spaces Z±n,β(F̂
×)). Denote Z±n,β(F̂
×) to be the sub-
space of Z±n (F̂
×) consisting of all complex-valued functions Z±(z, χ) on
F̂× with properties:
(1) For every χ ∈ Ô×, there exist constants b±0,χ and b
±
i,±,χ such that
(4.39) Z+(z, χ)−
b+0,χ
1− z
−
n−1∑
i=0
b+i,+,χ
1− q−(i+
1
2
)z
+
b+i,−,χ
1 + q−(i+
1
2
)z
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and
(4.40) Z−(z, χ)−
b−0,χ
1− q−nz
−
n−1∑
i=0
b−i,+,χ
1− q−iz
+
b−i,−,χ
1 + q−iz
are polynomials in z and z−1 with complex coefficients; and
(2) The coefficients satisfy the conditions: b±0,χ = 0 unless χ is the
trivial character, and for each i, b±i,±,χ = 0 unless χ
2 is the
trivial character.
By Proposition 4.5, we may define the subspaces S±n,β(F
×) of S±n (F
×)
associated to Z±n,β(F̂
×) via the Mellin inversion M−1. From Definition
4.12, we have the following short exact sequence for S±n,β(F
×),
0→ C∞c (F
×)→ S±n,β(F
×)→ Stk±{0} → 0
where Stk±{0} is a 1 + 2n · |O
×/O×2| = 1+ 4n
|2|
dimensional vector space
over C capturing the asymptotic behavior of functions in S±n,β(F
×)
whenever |x| tends to 0.
Theorem 4.13 (Paley-Wiener Theorem). The spaces S±pvs(F
×) as de-
fined in Definition 4.8 and spaces S±n,β(F
×) as defined above share the
following properties:
S+pvs(F
×) = | · |−2nS+n,β(F
×);
and
S−pvs(F
×) = | · |n+1S−n,β(F
×).
Proof. We only prove the equality between |·|2nS+pvs(F
×) and S+n,β(F
×).
From Proposition 4.5, the Mellin transform M(z, χ) is an isomor-
phism from S+n (F
×) onto Z+n (F̂
×). By definition, the subspace S+n,β(F
×)
of S+n (F
×) is the preimage of the subspace Z+n,β(F̂
×) of Z+n (F̂
×) with re-
spect to the isomorphismM(z, χ). Recall from Definition 4.12 that the
subspace Z+n,β(F̂
×) consists of all complex-valued functions Z+(z, χ) on
F̂× with properties:
(1) For every χ ∈ Ô×, there exist constants b+0,χ and b
+
i,±,χ such that
Z+(z, χ)−
b+0,χ
1− z
−
n−1∑
i=0
b+i,+,χ
1− q−(i+
1
2
)z
+
b+i,−,χ
1 + q−(i+
1
2
)z
is a polynomial in z and z−1 with complex coefficients; and
(2) The coefficients satisfy the conditions: b+0,χ 6= 0 only when χ is
the trivial character, and for each i, b+i,±,χ 6= 0 only when χ
2 is
the trivial character.
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It is equivalent to say that for a given f ∈ S+n,β(F
×), the Mellin trans-
form M(f)(z, χ) is absolutely convergent for Re(s) sufficiently large,
admits meromorphic continuation to s ∈ C, and
M(f)(z, χ)
L(s, χ)
∏n−1
i=0 L(2s+ 2i+ 1, χ
2)
is a polynomial in z and z−1. In particular, the set
{M(f)(z, χ) | f ∈ S+n,β(F
×)}
forms a fractional ideal
L(s, χ)
n−1∏
i=0
L(2s+ 2i+ 1, χ2)C[qs, q−s].
On the other hand, from Theorem 3.3 and the discussion in Subsec-
tion 3.3, the following set
{M(f)(z, χ) | f ∈ | · |2nS+pvs(F
×)}
forms the same fractional ideal
L(s, χ)
n−1∏
i=0
L(2s+ 2i+ 1, χ2)C[qs, q−s].
By the Mellin inversion (Proposition 4.5), we must have the equality
of the two subspaces:
| · |2nS+pvs(F
×) = S+n,β(F
×).
It is clear that the same proof works for S−pvs(F
×) = | · |n+1S−n,β(F
×).
We omit the details here. 
We end up this subsection with a discussion on the relation of the
space Z±n,β(F̂
×) with the abelian γ-factor βψ(χs), in order to justify the
notation with β. Because the polynomials
{1− z, 1− q−(i+
1
2
)z, 1 + q−(i+
1
2
)z | i = 0, 1, ..., n− 1}
are coprime to each other, and so are
{1− q−nz, 1− q−iz, 1 + q−iz | i = 0, 1, ..., n− 1},
by using the same arguments as in the proof of Proposition 4.6, we
deduce immediately the following result.
Proposition 4.14. The spaces Z±n,β(F̂
×) consist of functions Z±(z, χ)
belonging to Z±n (F̂
×) with the properties:
Z+(z, χ)
L(s, χ)
∏n−1
i=0 L(2s+ 2i+ 1, χ
2)
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and
Z−(z, χ)
L(s + n, χ)
∏n−1
i=0 L(2s+ 2i, χ
2)
are polynomials in z and z−1 with complex coefficients. Here L(s, χ) is
the standard L-factor defined via the corresponding Tate integral.
In other words, for a fixed character χ, the spaces Z±n,β(F̂
×) are the
fractional ideals
L(s, χ)
n−1∏
i=0
L(2s+ 2i+ 1, χ2) · C[z, z−1]
and
L(s + n, χ)
n−1∏
i=0
L(2s+ 2i, χ2) · C[z, z−1].
5. ηpvs,ψ-Fourier Transform on XP∆
In this section, we are ready to define the ηpvs,ψ-Fourier transform
FX,ψ over XP∆(F ) based on the long study in Sections 3 and 4 on the
generalized function ηpvs,ψ on F
× and the γ-function βψ(χs), in partic-
ular, in Theorem 4.9 and Theorem 4.10. The goal here is to establish a
relation between the ηpvs,ψ-Fourier transform FX,ψ and the local inter-
twining operator βψ(χs) ·Mw∆(s, χ), as given in (2.20), in Theorem 5.5.
With the precise analytic information of the local intertwining operator
Mw∆(s, χ) as obtained in Proposition 3.4, we are able to develop basic
results about the ηpvs,ψ-Fourier transform FX,ψ over XP∆(F ), including
the extension of the ηpvs,ψ-Fourier transform to a unitary operator on
the space L2(XP∆) of square-integrable functions on XP∆(F ) (Propo-
sition 5.6 and Remark 5.8), a relation between the Schwartz functions
on XP∆(F ) and the good sections on Sp4n(F ) (Proposition 5.10), and
a characterization of Schwartz functions in Spvs(XP∆) by their asymp-
totic behavior on the Mab∆ -part (Theorem 5.11).
Without lose of generality, we assume that n > 0 in this section.
5.1. Fourier transform and L2-space on XP∆. Let M
ab
∆ (F ) and
Sp4n(F ) act on XP∆(F ) via the left and right translations respectively.
The action of Mab∆ (F ) on C
∞
c (XP∆), the space of smooth, compactly
supported functions on XP∆(F ), is defined to be the normalized left
translation by means of the section s:
(5.1) la(f)(x) := f(s
−1
a x)δ
1
2
P∆
(sa),
for any a ∈ F× = Gm(F ) and any f ∈ C
∞
c (XP∆), where the section
a 7→ sa := sa associated to the abelianization morphism a is defined
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in (2.16) and δP∆ is the modular character of P∆ as in (2.15). In
particular, we have that
δP∆(sa) = |a(sa)|
2n+1 = |a|2n+1.(5.2)
It is easy to verify that the definition of the action in (5.1) is inde-
pendent of the choice of the section s. Note that we consider here the
normalized left-translation following [BK02].
Define Pχs : C
∞
c (XP∆)→ I(s, χ) to be the projection:
(5.3) Pχs(f)(g) :=
∫
F×
f(s−1a g)|a|
2n+1
2 χs(a) d
∗a,
for all characters χs of F
× and with f ∈ C∞c (XP∆). The integral is
independent of the choice of the section s because that of (5.1), and
converges absolutely for all χs. It is clear that the projection Pχs
defines a surjective Sp4n(F )-equivariant linear morphism. Recall the
unnormalized intertwining operator Mw∆(s, χ) : I(s, χ) → I(−s, χ
−1)
from (2.18), which is absolutely convergent for Re(s) sufficiently large
and has meromorphic continuation to s ∈ C.
Definition 5.1 (Fourier Transform overXP∆). The ηpvs,ψ-Fourier trans-
form on C∞c (XP∆) is defined by
(5.4) FX,ψ(f)(g) :=
∫ pv
F×
ηpvs,ψ(x)|x|
− 2n+1
2
∫
N∆(F )
f(w∆nsxg) dn d
∗x,
for f ∈ C∞c (XP∆) and the generalized function ηpvs,ψ(x) defined in
(4.21).
The issue of convergence of the integral in (1.18) will be addressed
in Corollary 5.4. We first study the following Radon transform:
RX(f)(g) :=
∫
N∆(F )
f(w∆ng) dn(5.5)
for f ∈ C∞c (XP∆). By using the same argument as in the proof of
[Wal03, Th. IV. 1.1], one can easily prove that the integral defining
the Radon transform RX is absolutely convergent.
Lemma 5.2. Let RX be the Radon transform defined on C
∞
c (XP∆) via
the absolutely convergent integral in (5.5). The following identity
Pχ−1s ◦ RX(f)(g) = Mw∆(s, χ) ◦ Pχs(f)
holds for any f ∈ C∞c (XP∆), after meromorphic continuation in s ∈ C.
Actually both sides of the identity are absolutely convergent for Re(s)
sufficiently large.
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Proof. For any f ∈ C∞c (XP∆), the projection as defined in (5.3):
Pχs(f)(g) :=
∫
F×
f(s−1a g)|a|
2n+1
2 χs(a) d
∗a,
converges absolutely for any s ∈ C and defines a holomorphic section
belonging to I(s, χ). The composition Mw∆(s, χ) ◦ Pχs(f)(g) is given
by the double integral∫
N∆(F )
∫
F×
f(s−1a w∆ng)|a|
2n+1
2 χs(a) d
∗a dn,(5.6)
which converges absolutely for Re(s) sufficiently large, according to
[Wal03, Th. IV.1.1.], for instance. We may switch the order of the two
integrations and obtain that (5.6) is equal to∫
F×
|a|
2n+1
2 χs(a)
∫
N∆(F )
f(s−1a w∆ng) dn d
∗a.(5.7)
Because
f(s−1a w∆ng) = f(w∆sang) = f(w∆sans
−1
a sag),
by changing the variable n→ s−1a nsa, we deduce that (5.7) is equal to∫
F×
|a|−
2n+1
2 χs(a)
∫
N∆(F )
f(w∆nsag) dn d
∗a.(5.8)
By changing the variable a→ a−1, it is clear that (5.8) is equal to∫
F×
|a|
2n+1
2 χs(a)
−1
∫
N∆(F )
f(w∆nsa−1g) dn d
∗a.(5.9)
For f ∈ C∞c (XP∆), by a simple calculation according to the definition
of the section s, one finds that
f(w∆nsa−1g) = f(w∆ns
−1
a g).(5.10)
Hence (5.9) is exactly equal to the composition Pχ−1s ◦RX(f)(g) when
Re(s) is sufficiently large. Therefore, for Re(s) sufficiently large, we
have the desired identity. 
Now we treat the convergent issue of the integral in (1.18) that de-
fines the Fourier transform FX,ψ.
Proposition 5.3. For any f ∈ C∞c (XP∆), and a ∈ F
×, the function in
a as defined by
Fg(a) := |a|
−(2n+1)RX(f)(sag)(5.11)
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belongs to the space S+pvs(F
×), and as functions in a ∈ F×, the following
identity
L(Fg)(a) = |a|
2n+1FX,ψ(f)(s
−1
a g)(5.12)
holds, where the linear transform L is defined in (4.11).
Proof. We consider the Mellin transform of the function Fg(a), and
claim that
M(Fg)(s+
2n+ 1
2
, χ) = Pχ−1s ◦ RX(f)(g).(5.13)
In fact, for a fixed g ∈ Sp4n(F ) and an f ∈ C
∞
c (XP∆), when Re(s) is
sufficiently large, it is easy to deduce that
M(Fg)(s+
2n + 1
2
, χ) =
∫
F×
χs(a)|a|
2n+1
2 |a|−(2n+1)RX(f)(sag) d
∗a
=
∫
F×
χs(a)|a|
− 2n+1
2 RX(f)(sag) d
∗a
=
∫
F×
χ−1s (a)|a|
2n+1
2 RX(f)(s
−1
a g) d
∗a
= Pχ−1s ◦ RX(f)(g).
By Proposition 3.4, a2n(s, χ)
−1 · Mw∆(s, χ) is holomorphic. By using
Lemma 5.2, we obtain that
a2n(s, χ)
−1 · Pχ−1s ◦ RX(f)
is a holomorphic section in I(−s, χ−1) for any f ∈ C∞c (XP∆). It follows
that M(Fg)(s +
2n+1
2
, χ), with a fixed g ∈ Sp4n(F ), belongs to the
fractional ideal a2n(s, χ) ·C[q
s, q−s]. Hence M(Fg)(s, χ) belongs to the
fractional ideal
a2n(s−
2n+ 1
2
, χ) · C[qs, q−s].
From the proof of Theorem 4.13, it is easy to deduce that a function
h in the space | · |−2nS+n (F
×) belongs to the subspace S+pvs(F
×) if and
only if its Mellin transform M(h)(s, χ) belongs to the fractional ideal
a2n(s−
2n+ 1
2
, χ) · C[qs, q−s].
Therefore, for any fixed g ∈ Sp4n(F ), as a function in a ∈ F
×, the
function Fg(a) belongs to the space S
+
pvs(F
×).
Now we write |t|2n+1FX,ψ(f)(s
−1
t g) as∫ pv
F×
ηpvs,ψ(x)|x|
2n+1
2 |xt−1|−(2n+1)RX(sxs
−1
t g) d
∗x.(5.14)
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Hence it can be further written as∫ pv
F×
ηpvs,ψ(x)|x|
2n+1
2 Fg(xt
−1) d∗x = L(Fg)(t),
according to Theorem 4.10. We are done. 
Corollary 5.4. For any f ∈ C∞c (XP∆), and a ∈ F
×, the function
|a|2n+1FX,ψ(f)(s
−1
a g) belongs to the space S
−
pvs(F
×), as a function in
a ∈ F×. In particular the integral in (1.18) that defines the Fourier
transform FX,ψ is convergent.
Proof. By Proposition 5.3, we have
|a|2n+1FX,ψ(f)(s
−1
a g) = L(Fg)(a)
as functions in a ∈ F×. Since Fg(a) belongs to the space S
+
pvs(F
×),
it follows that the function |a|2n+1FX,ψ(f)(s
−1
a g) belongs to the space
S−pvs(F
×) because the definition of the linear transform L in (4.11)
and Theorem 4.10. In particular, by taking a = 1, we obtain that the
integral in (1.18) that defines the Fourier transform FX,ψ is convergent.

Now we are ready to establish the compatibility of the Fourier trans-
form FX,ψ with intertwining operator Mw∆(s, χ).
Theorem 5.5. For any f ∈ C∞c (XP∆), the composition Pχ−1s ◦FX,ψ(f)(g)
converges absolutely for Re(s) sufficiently small, and the following iden-
tity
(5.15) (Pχ−1s ◦ FX,ψ)(f)(g) = βψ(χs)(Mw∆(s, χ) ◦ Pχs)(f)(g)
holds as meromorphic functions in s ∈ C, with g ∈ Sp4n(F ).
Proof. First, we show that Pχ−1s ◦ FX,ψ(f)(g) is absolutely convergent
for Re(s) sufficiently small, for any f ∈ C∞c (XP∆).
By (1.18), the Fourier transform FX,ψ(f) is defined as
FX,ψ(f)(s
−1
a g) :=
∫ pv
F×
ηpvs,ψ(x)|x|
− 2n+1
2
∫
N∆(F )
f(w∆nsxs
−1
a g) dn d
∗x.
By Proposition 5.3 and Corollary 5.4, for any fixed g ∈ Sp4n(F ), the
function L(Fg)(a) = |a|
2n+1FX,ψ(f)(s
−1
a g), as a function in a ∈ F
×,
belongs to the space S−pvs(F
×) ⊂ | · |n+1S−n (F
×). On the other hand, as
in (5.3), we have that
Pχ−1s (FX,ψ(f))(g) =
∫
F×
χ−1s (a)|a|
2n+1
2 FX,ψ(f)(s
−1
a g) d
∗a,(5.16)
which is the Mellin transform of the function |a|2n+1FX,ψ(f)(s
−1
a g), as
a function in a, evaluated at χ−1s , and hence is absolutely convergent
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for Re(s) sufficiently small by Proposition 4.5. This verifies the first
part of the theorem.
Next we prove the identity in (5.15). The left-hand side of (5.15),
(Pχ−1s ◦ FX,ψ)(f)(g), via (5.16), can be written as
(Pχ−1s ◦ FX,ψ)(f)(g) =
∫
F×
χ−1s (a)|a|
− 2n+1
2 |a|2n+1FX,ψ(f)(s
−1
a g) d
∗a
=
∫
F×
χ−1s (a)|a|
− 2n+1
2 L(Fg)(a) d
∗a,(5.17)
according to Proposition 5.3. Then by the functional equation in The-
orem 4.9, we deduce that
(Pχ−1s ◦ FX,ψ)(f)(g) =βψ(χs)
∫
F×
χs(a)|a|
2n+1
2 Fg(a) d
∗a.(5.18)
By Theorem 4.9, the left-hand side converges absolutely for Re(s) suf-
ficiently small, while the right-hand side converges absolutely for Re(s)
sufficiently large, and the identity holds by meromorphic continuation
as functions in s ∈ C.
By Proposition 5.3, we have that Fg(a) = |a|
−(2n+1)RX(f)(sag).
Whenever Re(s) is sufficiently large, we may write the integral in the
right-hand side of (5.18) as∫
F×
χs(a)|a|
2n+1
2 Fg(a) d
∗a =
∫
F×
χs(a)|a|
− 2n+1
2 RX(f)(sag) d
∗a
=
∫
F×
χ−1s (a)|a|
2n+1
2 RX(f)(s
−1
a g) d
∗a
= Pχ−1s ◦ RX(f)(g).(5.19)
By Lemma 5.2, it is equal to Mw∆(s, χ) ◦ Pχs(f)(g). Therefore we
obtain the identity:
(Pχ−1s ◦ FX,ψ)(f)(g) = βψ(χs)(Mw∆(s, χ) ◦ Pχs)(f)(g),
which holds as meromorphic functions in s ∈ C. We are done. 
We are going to show that the ηpvs,ψ-Fourier transform FX,ψ, extends
to a unitary operator from C∞c (XP∆) to L
2(XP∆), the space of square-
integrable functions on XP∆(F ). Here the inner product on L
2(XP∆)
is defined by
(5.20) 〈f1, f2〉XP∆
=
∫
K∆
∫
F×
f1(sxk)f2(sxk)δP∆(sx)
−1 d∗x dk
for f1, f2 ∈ L
2(XP∆). Here we use the measure d
∗x dk on XP∆(F ),
which is different from the induced measure from dg on Sp4n(F ) by a
nonzero constant.
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Proposition 5.6. For f ∈ C∞c (XP∆), the function FX,ψ(f) is square-
integrable on XP∆(F ) and the following identity
‖FX,ψ(f)‖ = c‖f‖
holds, where ‖ · ‖ is the L2-norm on L2(XP∆) and the constant c =
|2|−n(2n+1).
Proof. For a given unitary character χ, define the Hermitian bilinear
pairing between I(s, χ) and I(−s¯, χ) by
〈fχ,s, fχ,−s〉K∆ :=
∫
K∆
fχ,s(k)fχ,−s(k) dk(5.21)
with fχ,s ∈ I(s, χ) and fχ,−s ∈ I(−s¯, χ). It follows that for fχ,s ∈
I(s, χ), its image under the intertwining operator Mw∆(s, χ) belongs
to I(−s, χ−1), which is paired with I(s, χ−1), according to (5.21). By
[Wal03, p.287], the adjoint operator Mw∆(s, χ)
∗ of Mw∆(s, χ) is the
intertwining operator Mw−1∆
(s¯, χ−1) with the identity
〈Mw∆(s, χ)(fχ,s), fχ−1,s〉K∆ = 〈fχ,s,Mw∆(s, χ)
∗(fχ−1,s)〉K∆
=
〈
fχ,s,Mw∆(s¯, χ
−1)(fχ−1,s)
〉
K∆
,(5.22)
for fχ,s ∈ I(s, χ) and fχ−1,s ∈ I(s¯, χ
−1). Note that w∆ = w
−1
∆ .
By (2.20) and simple calculations, we can deduce that the adjoint
operator of the normalized intertwining operator M†w∆(s, χ, ψ) is
(5.23) M†w∆(s, χ, ψ)
∗ = ηpvs,ψ(χs) · ηpvs,ψ(χ
−1| · |s¯)−1 ·M†w∆(s¯, χ
−1, ψ).
From [BH06, Corollary 2, p.142], one deduces that
ε(s, χ, ψ) = χ(−1)ε(s¯, χ−1, ψ).
By Theorem 4.10, together with the expression in (2.21), we obtain
that the following identity:
ηpvs,ψ(χs) = χ(−1)ηpvs,ψ(χ
−1| · |s¯)
holds for any unitary character χ. It follows that
(5.24) M†w∆(s, χ, ψ)
∗ = χ(−1)M†w∆(s¯, χ
−1, ψ).
Recall from Definition 3.5 the space I†(s, χ) of good sections. By
[Y14, Proposition 3.1], for holomorphic sections fχ,s ∈ I(s, χ) and
fχ,−s ∈ I(−s¯, χ), M
†
w∆
(s, χ, ψ)(fχ,s) and M
†
w∆
(−s¯, χ, ψ)(fχ,−s) are good
sections in I†(−s, χ−1) and I†(s¯, χ−1), respectively. We consider the
Hermitian bilinear pairing given by
(5.25)
〈
M†w∆(s, χ, ψ)(fχ,s),M
†
w∆
(−s¯, χ, ψ)(fχ,−s)
〉
K∆
.
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By(5.22), the Hermitian inner product in (5.25) is equal to〈
fχ,s,M
†
w∆
(s, χ, ψ)∗ ◦M†w∆(−s¯, χ, ψ)(fχ,−s)
〉
K∆
,(5.26)
which, by (5.24), is equal to〈
fχ,s, χ(−1)M
†
w∆
(s¯, χ−1, ψ) ◦M†w∆(−s¯, χ, ψ)(fχ,−s)
〉
K∆
.(5.27)
By (2.23) and the fact from [BH06, Lemma 1, p.143] that ε(s, χ, ψ) =
χ(−1)ε(s, χ, ψ−1), we obtain that
M†w∆(s¯, χ
−1, ψ) ◦M†w∆(−s¯, χ, ψ) = χ(−1).
Hence (5.27) is equal to〈
fχ,s, χ(−1)
2fχ,−s
〉
K∆
= 〈fχ,s, fχ,−s〉K∆ .(5.28)
Therefore we obtain the following equality:
(5.29)〈
M†w∆(s, χ, ψ)(fχ,s),M
†
w∆
(−s¯, χ, ψ)(fχ,−s)
〉
K∆
= 〈fχ,s, fχ,−s〉K∆ .
Now we are going to use the identity in (5.29) to finish the proof of
the proposition.
For any f, f ′ ∈ C∞c (XP∆), take fχ,s = Pχs(f) and f
′
χ,−s = Pχ−s¯(f
′),
which are holomorphic sections in I(s, χ) and I(−s¯, χ), respectively.
Consider the Hermitian inner product of fχ,s and f
′
χ,−s〈
fχ,s, f
′
χ,−s
〉
K∆
=
∫
K∆
∫
F×
∫
F×
χs(a)|a|
2n+1
2 f(s−1a k)
χ−s(x)|x|
2n+1
2 f ′(s−1x k) d
∗a d∗x dk.(5.30)
Since χ−s(x) = χs(x)
−1, by changing the variable x→ xa, we get that
the right-hand side of (5.30) is equal to
∫
F×
χs(x)
−1|x|
2n+1
2
∫
K∆
∫
F×
f(s−1a k)f
′(s−1x s
−1
a k)|a|
2n+1 d∗a dk d∗x.
(5.31)
By (5.1) and (5.2), for x ∈ F×, we write la(f
′)(g) = |x|
2n+1
2 f ′(s−1x g),
and hence we write
|x|
2n+1
2
∫
K∆
∫
F×
f(s−1a k)f
′(s−1x s
−1
a k)|a|
2n+1 d∗a dk
=
∫
K∆
∫
F×
f(s−1a k)lx(f
′)(s−1a k)|a|
2n+1 d∗a dk
=
∫
K∆
∫
F×
f(sak)lx(f ′)(sak)|a|
−(2n+1) d∗a dk = 〈f, lxf
′〉XP∆
,
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because δP∆(sa) = |a|
2n+1 and definition of the hermitian inner product
〈f1, f2〉XP∆
in (5.20). Therefore we arrive at the following identity〈
fχ,s, f
′
χ,−s
〉
K∆
=
∫
F×
χs(x)
−1 〈f, lxf
′〉XP∆
d∗x.(5.32)
Note that all the integrations above are absolutely convergent for any
s ∈ C.
On the other hand, by (5.15) and (2.20), we have〈
M†w∆(s, χ, ψ)(fχ,s),M
†
w∆
(−s¯, χ, ψ)(f ′χ,−s)
〉
K∆
= c−2
〈
Pχs ◦ FX,ψ(f),Pχ−s¯ ◦ FX,ψ(f
′)
〉
K∆
.
From Definition 4.2, for any f− ∈ S
−
n (F
×), supp(f−) is bounded on
F×, and for |x| ≪ 1, there exist locally constant functions a−0 (ac(x))
and a−i,±(ac(x)) on O
× such that
f−(x) = a
−
0 (ac(x))|x|
n+
n−1∑
i=0
((a−i,+(ac(x)))|x|
i+a−i,−(ac(x))|x|
i(−1)ord(x)).
Therefore for any f− ∈ S
−
n (F
×), the Mellin transform
M(f−)(s, χ) =
∫
F×
χs(x)f−(x) d
∗x
is absolutely convergent for Re(s) > 0.
From Corollary 5.4, for any φ ∈ C∞c (XP∆(F )), as a function of a ∈
F×, |a|2n+1FX,ψ(φ)(s
−1
a g) lies in S
−
pvs(F
×) ⊂ | · |n+1S−n (F
×). Therefore
the following integral formula
Pχs ◦ FX,ψ(φ) =
∫
F×
χs(a)|a|
− 2n+1
2 |a|2n+1FX,ψ(φ)(s
−1
a g) d
∗a
is absolutely convergent for Re(s) > 2n+1
2
−(n+1) = −1
2
. Similarly the
integral defining Pχ−1s
◦FX,ψ(f
′) is absolutely convergent for Re(s) < 1
2
.
Hence whenever −1
2
< Re(s) < 1
2
, we have the following absolutely
convergent integral〈
M†w∆(s, χ, ψ)(fχ,s),M
†
w∆
(−s¯, χ, ψ)(f ′χ,−s)
〉
K∆
= c−2
〈
Pχs ◦ FX,ψ(f),Pχ−s¯ ◦ FX,ψ(f
′)
〉
K∆
= c−2
∫
K∆
∫
F×
χs(a)|a|
2n+1
2 FX,ψ(f)(s
−1
a k) d
∗a
·
∫
F×
χ−s¯(x)|x|
2n+1
2 FX,ψ(f ′)(s−1x k) d
∗x dk.
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With the same argument as the proof of the identity (5.32), we obtain
the following equality whenever −1
2
< Re(s) < 1
2
,
c2
〈
M†w∆(s, χ, ψ)(fχ,s),M
†
w∆
(−s¯, χ, ψ)(fχ,−s)
〉
K∆
=
∫
F×
χs(x)
−1 〈FX,ψ(f), lxFX,ψ(f
′)〉XP∆
d∗x.
Combining with (5.32), we obtain that for any unitary character χ
and −1
2
< Re(s) < 1
2
,∫
F×
χs(x)
−1 〈FX,ψ(f), lxFX,ψ(f
′)〉XP∆
d∗x
= c2
∫
F×
χs(x)
−1 〈f, lxf
′〉XP∆
d∗x.(5.33)
Now both sides of (5.33) admit meromorphic continuation to s ∈ C.
Therefore by the Mellin inversion formula, we have
〈FX,ψ(f),FX,ψ(f
′)〉XP∆
= c2 〈f, f ′〉XP∆
.
This completes the proof of this proposition. 
It is natural to have the following
Corollary 5.7. The Fourier operators enjoy the following property:
FX,ψ−1 ◦ FX,ψ = c
2 · Id
as operators on L2(XP∆), where c = |2|
−n(2n+1).
Proof. From (2.23) we have that
M†w∆(−s, χ
−1, ψ−1) ◦M†w∆(s, χ, ψ) = Id.
By using (2.20), we have that
βψ−1(χ
−1
s )Mw∆(−s, χ
−1) ◦ βψ(χs)Mw∆(s, χ) = c
2 · Id.
For any f ∈ C∞c (XP∆), Theorem 5.5 implies that
βψ−1(χ
−1
s )Mw∆(−s, χ
−1) ◦ βψ(χs)Mw∆(s, χ) ◦ Pχs(f)
= βψ−1(χ
−1
s )Mw∆(−s, χ
−1) ◦ Pχ−1s ◦ FX,ψ(f)
= Pχs ◦ FX,ψ−1 ◦ FX,ψ(f).
Note that FX,ψ−1 ◦ FX,ψ(f) is defined by Proposition 5.6. Hence
Pχs ◦ FX,ψ−1 ◦ FX,ψ(f) = c
2 · Pχs(f).
Applying the Mellin inversion formula on both sides we get
FX,ψ−1 ◦ FX,ψ = c
2 · Id
on C∞c (XP∆), which is a dense subspace of L
2(XP∆). We are done. 
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Remark 5.8. If we re-scale the Fourier transform FX,ψ and define it
to be c−1 · FX,ψ with c = |2|
−n(2n+1), it is clear that the new Fourier
transform c−1 · FX,ψ extends a unitary operator of the space L
2(XP∆)
and enjoys the property: (c−1FX,ψ−1) ◦ (c
−1FX,ψ) = Id.
5.2. Fourier transform and Schwartz space on XP∆. With the
Fourier transform FX,ψ as studied in Subsection 5.1, we are able to
define the Schwartz space on XP∆(F ) as suggested in [BK02].
Definition 5.9. The Schwartz space on XP∆(F ) is defined to be
Spvs(XP∆) = C
∞
c (XP∆) + FX,ψ(C
∞
c (XP∆)).
This space of Schwartz functions on XP∆(F ) enjoys the following
properties, which give a more conceptual understanding of the good
sections associated to the normalized induced representation I(s, χ) of
Sp4n(F ) (Definition 3.5).
Proposition 5.10. The Schwartz space Spvs(XP∆) is stable under the
action of the Fourier transform FX,ψ, and can recover the space of
good sections I†(s, χ) via the projection Pχs, i.e. the projection Pχs is
surjective from Spvs(XP∆) to I
†(s, χ), for all characters χ.
Proof. From [Y14, Proposition 3.1.4 (c)], for any good section fχs ∈
I†(s, χ), there exist holomorphic sections f1,χs ∈ I(s, χ) and f2,χ−1s ∈
I(−s, χ−1) respectively, such that
fχs = f1,χs +M
†
w∆
(−s, χ−1, ψ)(f2,χ−1s ).
Since Pχs is surjective from C
∞
c (XP∆) to the space of holomorphic sec-
tions in I(s, χ), there exist f1, f2 ∈ C
∞
c (XP∆), such that f1,χs = Pχs(f1)
and f2,χ−1s = Pχ−1s (f2). Therefore
fχs = Pχs(f1) + M
†
w∆
(−s, χ−1, ψ) ◦ Pχ−1s (f2),
which, from (5.15) and (2.23), can be written as
fχs = Pχs(f1) + Pχs ◦ FX,ψ(f3) = Pχs(f1 + FX,ψ(f3)),
for some f3 ∈ C
∞
c (XP∆). Combining with Definition 5.9 we obtain
that the projection Pχs is surjective from Spvs(XP∆) to I
†(s, χ), for all
characters χ.
Now we are going to show that the Schwartz space Spvs(XP∆) is
stable under the action of the Fourier transform FX,ψ. This is done
by using Corollary 5.7. We first find the relation between FX,ψ and
FX,ψ−1. By Theorem 5.5, we have
Pχ−1s ◦ FX,ψ−1(f)(g) = βψ−1(χs)(Mw∆(s, χ) ◦ Pχs)(f)(g),(5.34)
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for any f ∈ Spvs(XP∆). By [BH06, Lemma 1, p.143], one has that
ε(s, χ, ψ) = χ(−1)ε(s, χ, ψ−1). Hence we obtain that βψ−1(χs) =
χ(−1)βψ(χs). It follows that the right-hand side of (5.34) is equal to
χ(−1)βψ(χs)(Mw∆(s, χ) ◦ Pχs)(f)(g), which, by Theorem 5.5 again, is
equal to χ(−1)Pχ−1s ◦FX,ψ(f)(g). From the definition of the projection
Pχs, we must have
χ(−1)Pχ−1s ◦ FX,ψ(f)(g) = Pχ−1s ◦ FX,ψ(f)(s−1g)(5.35)
for any f ∈ C∞c (XP∆). Note that the homeomorphism ι : g → s−1 · g
preserves C∞c (XP∆). From Definition 5.1 the identity FX,ψ(ι◦f)(g) = ι◦
FX,ψ(f)(g) holds for any f ∈ C
∞
c (XP∆). Hence we obtain the following
identity:
Pχ−1s ◦ FX,ψ−1(f)(g) = Pχ−1s ◦ (ι ◦ FX,ψ(f))(g).(5.36)
Therefore after applying the Mellin inversion formula, we get
FX,ψ−1 = ι ◦ FX,ψ.(5.37)
By Definition 5.9, we get that
FX,ψ(Spvs(XP∆)) = FX,ψ(C
∞
c (XP∆)) + FX,ψ(FX,ψ(C
∞
c (XP∆))).
It is clear from the property of ι that
FX,ψ(C
∞
c (XP∆)) = FX,ψ(ι ◦ C
∞
c (XP∆)) = (ι ◦ FX,ψ)(C
∞
c (XP∆)).
Hence we obtain from (5.37) that
FX,ψ(C
∞
c (XP∆)) = FX,ψ−1(C
∞
c (XP∆)),
and
FX,ψ(FX,ψ(C
∞
c (XP∆))) = FX,ψ(FX,ψ−1(C
∞
c (XP∆))) = C
∞
c (XP∆).
Therefore, we obtain the following:
FX,ψ(Spvs(XP∆)) = FX,ψ(C
∞
c (XP∆)) + C
∞
c (XP∆) = Spvs(XP∆).
We are done. 
Let K∆ be the maximal open compact subgroup of Sp4n(F ), as cho-
sen in Theorem 2.1, such that P∆(F ) · K∆ = Sp4n(F ) is the Iwasawa
decomposition. We have the following characterization of the functions
in Spvs(XP∆).
Theorem 5.11. A function f ∈ C∞(XP∆) belongs to Spvs(XP∆) if and
only if f is right K∆-finite and as a function in a ∈ F
×,
|a|2n+1f(s−1a k)
belongs to S−pvs(F
×) for any fixed k ∈ K∆. In particular, a function
f ∈ C∞(XP∆) belongs to C
∞
c (XP∆) if and only if f is right K∆-finite
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and as a function in a ∈ F×, f(s−1a k) belongs to C
∞
c (F
×) for any fixed
k ∈ K∆.
Proof. We first show the only if part. For any f ∈ Spvs(XP∆), from
Definition 5.9, there exist g1, g2 ∈ C
∞
c (XP∆) such that
f = g1 + FX,ψ(g2).
Since both g1 and g2 are right K∆-finite, Definition 5.1 shows that f is
also right K∆-finite. Fix k ∈ K∆. Since g1 ∈ C
∞
c (XP∆), as a function
of a ∈ F×, |a|2n+1g1(s
−1
a k) lies in C
∞
c (F
×). From Corollary 5.4, as
a function of a ∈ F×, |a|2n+1FX,ψ(g2)(s
−1
a k) lies in S
−
pvs(F
×). This
establishes the only if part.
In order to show the if part, by Proposition 5.3 and by applying
L−1 to the function f in the statement, it is equivalent to show the
following statement:
• Any f ∈ C∞(XP∆) lies in the space C
∞
c (XP∆) + RX(C
∞
c (XP∆))
if it is right K∆-finite and the following function in a ∈ F
×
|a|−(2n+1)f(sak)
lies in S+pvs(F
×) for any k ∈ K∆.
By the Iwasawa decomposition, the space C∞c (XP∆) consists of func-
tions f ∈ C∞(XP∆) that are rightK∆-finite and as a function in a ∈ F
×,
f(sak)
lies in C∞c (F
×) for any k ∈ K∆. Therefore, following the notation in
Proposition 5.3, we only need to show that for fixed k ∈ K∆, up to
unramified shift, the the set of functions
Fk = {Fk | Fk(a) = |a|
−(2n+1)RX(h)(sak), h ∈ C
∞
c (XP∆)}
has Mellin transform given by Z+n,β(F̂
×), which is introduced in Defi-
nition 4.12. Equivalently, from Proposition 4.14, we only need to show
the following equality for any fixed k ∈ K∆,
{M(Fk)(s+
2n+ 1
2
, χ) | Fk ∈ Fk} = a2n(s, χ) · C[q
s, q−s].
Indeed, this follows directly from the proof of Proposition 5.3. Note
that from Proposition 3.4 the factor a2n(s, χ) can indeed be achieved.
Hence we also complete the proof for the if part. It is clear that the
above proof also proves the characterization for f ∈ C∞(XP∆) to belong
to C∞c (XP∆). We are done. 
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6. Harmonic Analysis on Gm × Sp2n
After establishing the basic properties of the Fourier transform FX,ψ
on XP∆ in Section 5, we are ready to move to the right-hand side of
the Diagram in (1.15), which is recalled below, in order to develop the
basic properties in harmonic analysis related to the Fourier operator
Fρ,ψ on G = Gm×Sp2n (Definitions 6.6 and 6.8). The main goal of this
section is to prove Theorem 1.1, which is a combination of Theorems
6.14 and 6.15. We assume as well that n > 0 in this section.
6.1. Cayley transform and the Jacobian. We recall Diagram (1.15)
as follows:
(6.1)
Sp4n
↓
Mab∆ w∆N∆ → XP∆ ← M
ab
∆ (Sp2n × {I2n})
∼= Gm × Sp2n
which is a reformulation of Diagram (2.11), whereXP∆ := [P∆, P∆]\Sp4n
is as in Subsection 5.1 and the group G = Gm×Sp2n naturally appears
on the right-hand side of the diagram. In order to figure out the geo-
metric relation between the two Zariski open subvarieties Mab∆ w∆N∆
and Mab∆ (Sp2n × {I2n}) in XP∆ , we have to go back to Diagram (2.11)
to figure out the geometric relation between the two Zariski open sub-
varieties P∆\P∆w∆N∆ and P∆\P∆(Sp2n × {I2n}) in the flag variety
P∆\Sp4n, which, as shown in Lemma 6.2, is essentially the classical
Cayley transform in this setting. For the analytic purpose, we calcu-
late the Jacobian of C−1 in Lemma 6.4.
Definition 6.1. Write a generic element w∆n∆ in w∆N∆(F ) as w∆n∆ =
p∆h for unique p∆ ∈ P∆(F ) and h = h(w∆n∆) ∈ Sp2n(F )× {I2n} and
define a morphism C, which is a bi-rational morphism, via the decom-
position:
C : w∆N∆(F )→ Sp2n(F )× {I2n}
w∆n∆ 7→ h = h(w∆n∆).
As in Subsection 2.1, we take the following ordered basis of W =
V + ⊕ V − as in (2.7)
{e1, e2, ..., en, f1, f2, ..., fn, en+1, en+2, ..., e2n,−fn+1,−fn+2, ...,−f2n}.
This leads to a natural embedding of Sp(V +) × Sp(V −) into Sp(W )
as defined in (2.5) and an explicit expression for Sp2n(F ) × Sp2n(F )
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embedded into Sp4n(F ):
(( A BC D ) ,
(
M N
P Q
)
) 7→
(
A B
M −N
C D
−P Q
)
.
In the standard Lagrangian Lstd in W , we may take an ordered basis
{en+1, en+2, ..., e2n,−fn+1,−fn+2, ...,−f2n}.
With the ordered basis (2.7), Pstd(F ) consists of matrices of the form
as in (2.10). On the other hand, the diagonal Lagrangian subspace L∆
has an ordered basis
{e1 + f1, e2 + f2, ..., e2n + f2n}.
We write the Levi decomposition P∗ = M∗N∗, where ∗ = std or ∆. If
we take g0 and g
−1
0 as in (2.12) and (2.13), respectively, then we have
that for any n∆ ∈ N∆(F ), p∆ ∈ P∆(F ),
w∆ = g
−1
0 wstdg0, n∆ = g
−1
0 nstdg0, and p∆ = g
−1
0 pstdg0,
where nstd ∈ Nstd, pstd ∈ Pstd, and w∗ is the Weyl element for ∗ = ∆ or
∗ = std, which takes the parabolic P∗ to the opposite. Here
wstd =
( −In
2
In
2
2In
−2In
)
.
We may write the expression w∆n∆ = p∆h in Definition 6.1 as
g−10 wstdg0 · g
−1
0 nstdg0 = g
−1
0 pstdg0 · h,
which can be simplified as
wstdnstd = pstd · g0hg
−1
0 .(6.2)
Using the embedding (2.8), we identify h = ( A BC D ) ∈ Sp2n(F ) with
h ∈ Sp2n(F )× {I2n} by
h =
(
A B
In
C D
In
)
.
It follows from a direct calculation that
g0
(
A B
In
C D
In
)
g−10 =
 12 (D+In) − 12C − 14C 14 (In−D)− 12B 12 (A+In) 14 (A−In) 14B
−B A−In
1
2
(A+In)
1
2
B
−D+In C
1
2
C 1
2
(D+In)
 .
From the expression (6.2), we have p−1std = g0hg
−1
0 · n
−1
std · w
−1
std. Here we
set
nstd =
(
In α β
In tβ γ
In
In
)
∈ Nstd(F )
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with
(
α β
tβ γ
)
∈ Sym2(F 2n), i.e. α = tα, γ = tγ. Since n−1std is equal to(
In −α −β
In −tβ −γ
In
In
)
, we have
n−1stdw
−1
std =
(
2β −2α 0 −In
2
2γ −2tβ In
2
0
0 2In 0 0
−2In 0 0 0
)
.
The element p−1std = g0hg
−1
0 · n
−1
std · w
−1
std can be written explicitly as the
following product: 12 (D+In) − 12C − 14C 14 (In−D)− 12B 12 (A+In) 14 (A−In) 14B
−B A−In
1
2
(A+In)
1
2
B
−D+In C
1
2
C 1
2
(D+In)
( 2β −2α 0 −In22γ −2tβ In
2
0
0 2In 0 0
−2In 0 0 0
)
,
which is equal to (D+In)β−Cγ−
In−D
2
−(D+In)α+C·tβ−
C
2
−C
4
−D+In
4
−Bβ+(A+In)γ−
B
2
Bα−(A+In)·tβ+
A−In
2
A+In
4
B
4
−2Bβ+2(A−In)γ−B 2Bα−2(A−In)·tβ+(A+In)
A−In
2
B
2
2(−D+In)β+2Cγ−(D+In) 2(D−In)α−2C·tβ+C
C
2
D−In
2
 .
By definition, this last expression is equal to p−1std. Hence the lower-left
2n× 2n block should be zero, which means that
02n =
(
−2Bβ+2(A−In)γ−B 2Bα−2(A−In)·tβ+(A+In)
2(−D+In)β+2Cγ−(D+In) 2(D−In)α−2C·tβ+C
)
.
Note that the lower-left 2n× 2n block equals
2
(
B A−In
D−In C
) ( α −β
−tβ γ
)
+
(
A+In −B
C −(D+In)
)
=
(
A+In B
C D+In
)
+ 2
(
B In−A
D−In −C
) ( α β
tβ γ
)
=
(
In
In
)
+ ( A BC D ) + 2(
(
In
−In
)
+
(
B −A
D −C
)
)
(
α β
tβ γ
)
=(I2n + h) + 2(Jn − hJn)
(
α β
tβ γ
)
.
Hence we obtain the following relation:
(6.3)
(
α β
tβ γ
)
=
1
2
Jn(I2n − h)
−1(I2n + h).
From this relation, we write h in terms of X =
(
α β
tβ γ
)
∈ Sym2(F 2n).
In fact, from (6.3), we have
(I2n − h)(−2JnX) = I2n + h
and
h(2JnX − I2n) = I2n + 2XJn.
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Hence we obtain
h = (2JnX + I2n)(2JnX − I2n)
−1.
Moreover, using the fact that tJn = −Jn, we find that JnX ∈ sp2n(F ),
the Lie algebra of Sp2n(F ). This means that
(XJn)Jn + Jn
t(XJn) = 0.
The discussion above proves the following lemma.
Lemma 6.2. The morphism C defined in Definition 6.1 is given ex-
plicitly as follows. For any n∆ in N∆(F ), we write n∆ = g
−1
0 nstdg0 and
nstd =
(
I2n X
I2n
)
∈ Nstd(F ), with X = X(n∆) ∈ Sym
2(F 2n) depending
on n∆. Then C(w∆n∆) = h = (h, I2n) ∈ Sp2n(F ) × {I2n} is given by
taking
h = (2JnX + I2n)(2JnX − I2n)
−1.
Note that the morphism is defined over an open dense subset.
Note that for X ∈ Sym2(F 2n), Y = JnX belongs to the Lie algebra
sp2n(F ), and hence the map
Y ∈ sp2n(F ) 7→ h = (2Y + I2n)(2Y − I2n)
−1 ∈ Sp2n(F )
is the classical Cayley transform.
Remark 6.3. Using the notation above we can also describe the ma-
trices p−1std and the Levi part of pstd as follows. By previous calculations,
p−1std =
 (D+In)β−Cγ−
In−D
2
−(D+In)α+C·tβ−
C
2
−C
4
−D+In
4
−Bβ+(A+In)γ−
B
2
Bα−(A+In)·tβ+
A−In
2
A+In
4
B
4
0 0 A−In
2
B
2
0 0 C
2
D−In
2
 .
Here we notice that the lower-right 2n× 2n block can be written as( A−In
2
B
2
C
2
D−In
2
)
=
1
2
(h− I2n).
By (2.10), the Levi part of pstd must have the following expression
(6.4)
(
1
2
(th−I2n) 0
0 2(h−I2n)−1
)
.
Next we are going to calculate the Jacobian of the morphism C−1.
The F -birational morphism C from w∆N∆ to Sp2n×{I2n} as defined in
Definition 6.1 has been explicated in Lemma 6.2. We have to discuss
the relations of various measures involved in the calculation. From the
fixed Haar measure dg on Sp4n(F ), we have a unique natural measure
on P∆(F )\Sp4n(F ), which may still be denoted by dg. In Diagram
(2.11), the measure dg induces a measure d∆(w∆n∆) on w∆N∆(F ) and
a right-invariant measure d∆h on Sp2n(F ). As fixed at the beginning
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of this paper, the Haar measure dh on Sp2n(F ) is normalized so that
vol(Sp2n(O)) = 1. Hence d∆h and dh are different by a constant. It is
clear that the measure d∆(w∆n∆) on w∆N∆(F ) can be induced from
the measure dn∆ on N∆(F ). Via the F -birational morphism C, we have
dn∆ = jC−1(h) dh,(6.5)
where jC−1 denotes the Jacobian of C
−1. As we explained right below
Lemma 6.2, the F -birational morphism C is essentially the classical
Cayley transform. The following lemma computes jC−1(h) explicitly.
Lemma 6.4. The Jacobian of the morphism C−1 is given by
jC−1(h) = c0| det(h− I2n)|
−(2n+1)(6.6)
where c0 =
∏n
i=1
1
ζF (2i)
and ζF (s) is the local Dedekind zeta function of
F .
Proof. By Lemma 6.2, we only need to compute the Jacobian of the
Cayley transform
Y ∈ sp2n(F )→ h = (2Y + I2n)(2Y − I2n)
−1 ∈ Sp2n(F ).
Let Dh and DY be the differentials of h ∈ Sp2n(F ) and Y ∈ sp2n(F ),
respectively.
The differential DY admits the following description. The affine
space sp2n has a natural smooth scheme structure over O, whose F -
points is the vector space sp2n(F ). The sheaf of Ka¨hler differentials
Ωsp2n/O is free of rank dim sp2n = n(2n + 1). Let DYO be a con-
stant section associated to a unit element in Γ(sp2n,Ωsp2n/O) which
is the space of global sections of Ωsp2n/O. Up to a unit element in
Γ(sp2n,Osp2n) where Osp2n is the structure sheaf of sp2n over O, its
image in Γ(sp2n,Ωsp2n/F ≃ Ωsp2n/O ×Spec(O) Spec(F )) is equal to DY .
The differential Dh admits the following description. The F -variety
Sp2n has a natural smooth scheme structure over O, whose F -points
is Sp2n(F ). As a scheme over O, Sp2n embeds into M2n in a natural
way. We let i : Sp2n →֒ M2n be the closed embedding. Let DX
2n
O
be a constant section associated to a unit element in Γ(M2n,ΩM2n/O).
Then its image under the natural pull-back morphism i∗ΩM2n/O →
ΩSp2n/O is a unit element in Γ(Sp2n,ΩSp2n/O). Up to a unit element in
Γ(Sp2n,OSp2n) where OSp2n is the structure sheaf of Sp2n over O, the
image in Γ(Sp2n,ΩSp2n/F ≃ ΩSp2n/O ×Spec(O) Spec(F )) is equal to DY .
After taking differential on both sides of the equation h(2Y − I2n) =
2Y + I2n,
Dh(2Y − I2n) + 2hDY = 2DY.
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Therefore
Dh(Y −
I2n
2
) = (I2n − h)DY.
By explicit computation,
Y −
I2n
2
= (h− I2n)
−1.
Hence
(6.7) Dh = −(I2n − h)DY (I2n − h).
After applying the morphism
∧max to (6.7), the LHS of (6.7) gives a
top degree differential form dCh on Sp2n(F ). Similarly, the RHS of
(6.7) gives a top degree differential form dCY on sp2n(F ). Therefore
we get the equality dCh = dCY .
By [W82], the differential forms induce measures on Sp2n(F ) and
sp2n(F ), which we still denote as d
Ch and dCY . As we have already
fixed the Haar measure dh (resp. dY ) on Sp2n(F ) (resp. sp2n(F )) by
vol(Sp2n(O)) = 1 (resp. vol(sp2n(O)) = 1), we only need to find the
difference between dCh (resp. dCY ) and dh (resp. dY ).
We first show the following statement.
• As measures on sp2n(F ), d
CY = | det(h− I2n)|
2n+1 dY .
By definition, the volume form
∧maxDY is obtained from a constant
section
∧maxDYO associated to a unit element in Γ(sp2n,∧maxΩsp2n/O),
which in particular is a gauge form in the sense of [W82, 2.2.2]. By
[W82, Theorem 2.2.5], vol(sp2n(O),
∧maxDY ) = 1. Therefore dY =∧maxDY .
For the matrix I2n − h, there exist elementary matrices P,Q and a
diagonal matrix A, such that (I2n−h) = PAQ. By direct computation,
max∧
PDY Q = ±
max∧
DY = ± dY,
and
max∧
ADY A = det(A)2n+1
max∧
DY = det(A)2n+1 dY.
Therefore
dCY =
max∧
(−(I2n − h)DY (I2n − h)) = ± det(I− h)
2n+1 dY.
In particular, as measures on sp2n(F ), d
CY = | det(h− I2n)|
2n+1 dY .
Then we establish the following statement.
• As measures on Sp2n(F ), d
Ch = c0 dh where c0 =
∏n
i=1
1
ζF (2i)
.
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By definition, Dh is obtained from a constant section associated to
a unit element DhO in Γ(Sp2n,ΩSp2n/O). Therefore d
Ch =
∧maxDh,
which lies in Γ(Sp2n,
∧maxΩSp2n/F ), is obtained from the constant sec-
tion associated to the unit element
∧maxDhO in Γ(Sp2n,∧maxΩSp2n/O).
In particular dCh is a gauge form in the sense of [W82, 2.2.2], and the
measure induced by dCh is a Haar measure of Sp2n(F ). Hence as mea-
sures on Sp2n(F ), d
Ch and dh differ by a nonzero constant, which can
be calculated through the volume of Sp2n(O) using d
Ch. By [W82, The-
orem 2.2.5], vol(Sp2n(O), d
Ch) = |Sp2n(Fq)|
qdimSp2n
=
qn
2 ∏n
i=1(q
2i−1)
qn(2n+1)
= 1∏n
i=1 ζF (2i)
,
where Fq = O/P. Therefore d
Ch = c0 dh. This proves the lemma. 
6.2. Fourier operator and Schwartz space on G. Via the em-
bedding G → XP∆ in Diagram (6.1), G is open dense in XP∆ . More
precisely, for any (a, h) ∈ G(F ), the image of (a, h) through that em-
bedding is s−1a · (h, I2n) in XP∆(F ), where sa is the section associated
to the abelianization morphism a as defined in (2.16) and (2.14), re-
spectively. For any f ∈ Spvs(XP∆), define
φ(a, h) = φf(a, h) := f(s
−1
a · (h, I))|a|
2n+1
2(6.8)
with I = I2n. It is clear that any smooth function f on XP∆(F ) is
completely determined by its values f(s−1a (h, I)) with all (a, h) ∈ G(F ).
Definition 6.5 (ρ-Schwartz Space on G). The ρ-Schwartz space Sρ(G)
on G(F ) is defined to be
Sρ(G) := {φf | ∀ f ∈ Spvs(XP∆)},
where φf(a, h) is defined in (6.8).
With the help of the generalized function ηpvs,ψ(x) on Gm(F ) = F
×
as in Theorem 4.10, we make the following definitions.
Definition 6.6 (Function Φρ,ψ on G). Let ηpvs,ψ(x) be the generalized
function on F× as defined in (4.21). Define a function Φρ,ψ on G(F ) =
F× × Sp2n(F ) to be
Φρ,ψ(a, h) := c0 · ηpvs,ψ(a det(h+ I)) · | det(h+ I)|
− 2n+1
2 ,(6.9)
with the constant c0 =
∏n
i=1
1
ζF (2i)
as in (6.6), where ζF (s) is the local
Dedekind zeta function of F .
Proposition 6.7. The function Φρ,ψ defined in Definition 6.6 enjoys
the following properties.
(1) It is locally integrable on G(F ).
(2) It is G(F )-invariant under the adjoint action of G(F ) on G(F ).
(3) For any (a, h) ∈ G(F ), Φρ,ψ((a, h)) = Φρ,ψ((a, h
−1)).
70 DIHUA JIANG, ZHILIN LUO, AND ZHANG LEI
Proof. Since the generalized function ηpvs,ψ(x) on F
× is locally constant
(Theorem 4.10), it is clear that the function Φρ,ψ is locally integrable
on G(F ). This proves Part (1). Parts (2) and (3) follow directly from
the definition. 
Hence the function Φρ,ψ(g) on G(F ) defines a G(F )-invariant dis-
tribution on the space C∞c (G). We refer to Subsection 7.4 for more
discussions about this distribution.
Definition 6.8 (Fourier Operator onG). Let Φρ,ψ be the G(F )-invariant
distribution on G(F ) as in Definition 6.6. The Fourier operator Fρ,ψ
over G(F ) with Φρ,ψ as the convolution kernel function is defined by
Fρ,ψ(φf)(a, h) := (Φρ,ψ ∗ φ
∨
f )(a, h)
=
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨
f (t
−1a, y−1h) dy d∗t,(6.10)
for all f ∈ C∞c (XP∆) with φf as defined in (6.8), where φ
∨(g) = φ(g−1).
6.3. Compatibility of Fρ,ψ with FX,ψ and M
†
w∆
(s, χ, ψ). The com-
patibility of the Fourier operator Fρ,ψ over G(F ) with Fourier transform
FX,ψ over XP∆(F ) and with the normalized local intertwining operator
M†w∆(s, χ, ψ) is the core technical result for the proof of basic results
on harmonic analysis for Φρ,ψ and Fρ,ψ in the rest of this paper.
For f ∈ Spvs(XP∆), take φf(a, h) = f(s
−1
a (h, I))|a|
2n+1
2 as defined in
(6.8), for g = (a, h) ∈ G(F ). From Definition 5.1, for f ∈ C∞c (XP∆),
the Fourier transform FX,ψ(f)(s
−1
a (h, I)) is equal to∫ pv
F×
ηψ(t)|t|
− 2n+1
2
∫
N∆(F )
f(w∆nsts
−1
a (h, I)) dn d
∗t,(6.11)
where ηψ(t) = ηpvs,ψ(t) is the generalized function on F
× as defined in
Theorem 4.10. We write
w∆n · sts
−1
a = w∆sts
−1
a · sas
−1
t nsts
−1
a .
By changing the variable n 7→ sts
−1
a nsas
−1
t , we obtain that (6.11) is
equal to
|a|−(2n+1)
∫ pv
F×
ηψ(t)|t|
2n+1
2
∫
N∆(F )
f(w∆sts
−1
a n(h, I)) dn d
∗t.(6.12)
Since w∆sts
−1
a = s
−1
t saw∆, we obtain that (6.12) is equal to
|a|−(2n+1)
∫ pv
F×
ηψ(t)|t|
2n+1
2
∫
N∆(F )
f(s−1t saw∆n(h, I)) dn d
∗t.(6.13)
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In order to convert the Fourier transform FX,ψ over XP∆(F ) to the
Fourier operator Fρ,ψ over G(F ), we consider the inner integral of
(6.13): ∫
N∆(F )
f(s−1t saw∆n(h, I)) dn,(6.14)
which is closely related to the Radon transform RX(f) as defined in
(5.5). As in Definition 6.1 we write w∆n∆ = p∆y = p∆(y, I) with
y ∈ Sp2n(F ). Then we have
f(s−1t saw∆n) = f(s
−1
t sap∆(y, I)) = f(m∆s
−1
t sa(y, I)),
where m∆ is the Levi part of p∆. Taking g0 and g
−1
0 to be as in
(2.12) and (2.13), respectively, we have that M∆ = g
−1
0 Mstdg0, and in
particular, m∆ = g
−1
0 mstdg0. From Lemma 6.2 and (6.4), mstd is equal
to (
1
2
(ty−I2n) 0
0 2(y−I2n)−1
)
.
By the normalization of the abelianization morphism a as in (2.14), we
have that a(m∆) = 2
−2n det(y − I2n). It follows that
(6.15)
f(s−1t saw∆n) = f(sa(m∆)s
−1
t sa(y, I)) = f(sdet(y−I2n)s
−1
t s2−2na(y, I)),
for any f ∈ C∞c (XP∆). Hence we obtain that (6.13) is equal to
|a|−(2n+1)
∫ pv
F×
ηψ(t)|t|
2n+1
2
∫
N∆(F )
f(sdet(y−I2n)s
−1
t s2−2na(yh, I)) dn d
∗t.
(6.16)
By changing the variable t 7→ t det(y − I), we have that (6.16) is equal
to
|a|−(2n+1)
∫ pv
F×
∫
N∆(F )
ηψ(t det(y − I))|t det(y − I)|
2n+1
2
· f(s−1t s2−2na(yh, I)) dn d
∗t.(6.17)
By (6.5), we write dn∆ = jC−1(y) dy, because of w∆n∆ = p∆y with
y ∈ Sp2n(F ). The Jacobian jC−1 of C
−1 is explicitly calculated in
Lemma 6.4, which is given by
jC−1(y) = c0| det(y − I2n)|
−(2n+1)(6.18)
where c0 =
∏n
i=1
1
ζF (2i)
and ζF (s) is the local Dedekind zeta function of
F . By putting those calculations together and changing the variable
72 DIHUA JIANG, ZHILIN LUO, AND ZHANG LEI
h 7→ −h, we deduce that (6.17) is equal to
c0|a|
−(2n+1)
∫ pv
F×
∫
Sp2n(F )
ηψ(t det(y + I))| det(y + I)|
− 2n+1
2
· |t|
2n+1
2 f(s−1t s2−2na(−yh, I)) dy d
∗t.(6.19)
By (6.8), we have
|t|
2n+1
2 f(s−1t s2−2na(−yh, I)) = φf(t(2
2na−1),−yh)|22na−1|−
2n+1
2
= φ∨f (t
−1(2−2na), (−h−1)y−1)|22na−1|−
2n+1
2 .
Hence we deduce that (6.19) is equal to
c0|2|
−2n(2n+1)
∫ pv
F×
∫
Sp2n(F )
ηψ(t det(y + I))| det(y + I)|
− 2n+1
2
· |2−2na|−
2n+1
2 φ∨f (t
−1(2−2na), (−h−1)y−1) dy d∗t.(6.20)
By the expression of the Fourier operator Fρ,ψ over G(F ) in Definition
6.8, we are able to write (6.20) as
|2|−2n(2n+1)|2−2na|−
2n+1
2 · Fρ,ψ(φf)(2
−2na,−h−1)(6.21)
for g = (a, h) ∈ G(F ), which is equal to
|2|−2n(2n+1)fFρ,ψ(φf )(s
−1
2−2na · (−h
−1, I)).(6.22)
This establishes the compatibility of the Fourier transform FX,ψ over
XP∆(F ) and the Fourier operator Fρ,ψ over G(F ).
Theorem 6.9 (Compatibility of Fρ,ψ with FX,ψ). For any function
f ∈ C∞c (XP∆), let φf ∈ Sρ(G) be as defined in (6.8). The Fourier
transform FX,ψ over XP∆(F ) and the Fourier operator Fρ,ψ over G(F )
are related by the following identities:
FX,ψ(f)(s
−1
a (h, I)) = |2|
−2n(2n+1)fFρ,ψ(φf )(s
−1
2−2na(−h
−1, I));(6.23)
and equivalently
φFX,ψ(f)(a, h) = |2|
−n(2n+1)Fρ,ψ(φf)(2
−2na,−h−1),(6.24)
for any g = (a, h) ∈ G(F ).
It is clear that fFρ,ψ(φf ) makes sense according to the transition re-
lation (6.8) if we prove that Fρ,ψ(φf) belongs to the ρ-Schwartz space
Sρ(G), which is a subject matter of Theorem 6.15. At this point, it is
understood through the following identity:
fFρ,ψ(φf )(s
−1
a (−h
−1, I)) = |a|−
2n+1
2 Fρ,ψ(φf)(a,−h
−1)(6.25)
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for any g = (a, h) ∈ G(F ). Since the left-hand side of (6.23) is the
restriction of FX,ψ(f) ∈ Spvs(XP∆), the function on the right-hand side
of (6.23) makes sense.
From Theorem 6.9 we are able to extend the Fourier operator Fρ,ψ,
which was defined for φf with f ∈ S
∞
c (XP∆) in Definition 6.6, to the
whole ρ-Schwartz space Sρ(G) (with f ∈ Spvs(XP∆)).
Definition 6.10. For any f ∈ Spvs(XP∆), let φf be defined in (6.8).
Define Fρ,ψ(φf) through identity (6.24),
(6.26) Fρ,ψ(φf)(a, h) = |2|
n(2n+1)φFX,ψ(f)(2
2na,−h−1),
for any g = (a, h) ∈ G(F ).
As remarked below (6.8), any smooth function f on XP∆(F ) is com-
pletely determined by its values f(s−1a (h, I)) for all g = (a, h) ∈ G(F ).
The extension of the Fourier operator Fρ,ψ to the whole ρ-Schwartz
space Sρ(G) is well-defined.
Corollary 6.11. For the Fourier operator Fρ,ψ as defined in Definition
6.10 for φ ∈ Sρ(G), there exists a unique f ∈ Spvs(XP∆) such that
φ = φf and f = fφ via (6.8), and
FX,ψ(f)(s
−1
a (h, I)) = |2|
−2n(2n+1)fFρ,ψ(φf )(s
−1
2−2na(−h
−1, I))
for any g = (a, h) ∈ G(F ).
Combining Theorem 6.9 and Corollary 6.11 with Theorem 5.5, we ob-
tain the compatibility of the Fourier operator Fρ,ψ over G(F ) with the
normalized local intertwining operator M†(s, χ, ψ) as given in (2.20).
Corollary 6.12 (Compatibility of Fρ,ψ with M
†(s, χ, ψ)). For h ∈
Sp2n(F ) and f ∈ Spvs(XP∆), Pχ−1s (fFρ,ψ(φf ))((−h
−1, I)) is well-defined
for Re(s) sufficiently small, and has the following identity:
(M†w∆(s, χ, ψ) ◦ Pχs)(f)((h, I)) = Pχ−1s (fFρ,ψ(φf ))((−h
−1, I)),
which holds for all s ∈ C by meromorphic continuation.
Proof. By Definition 6.10 and Corollary 6.11, for (a, h) ∈ G(F ) and
f ∈ Spvs(XP∆), we have
FX,ψ(f)(s
−1
a (h, I)) = |2|
−2n(2n+1)fFρ,ψ(φf )(s
−1
2−2na(−h
−1, I)).
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We first calculate Pχ−1s ◦ FX,ψ(f)(h, I2n). By Theorem 5.5, whenever
Re(s) is sufficiently small, it is equal to the following absolutely con-
vergent integral,∫
F×
χs(t)
−1|t|
2n+1
2 FX,ψ(f)(s
−1
t (h, I)) d
∗t
=
∫
F×
χs(t)
−1|t|
2n+1
2 |2|−2n(2n+1)fFρ,ψ(φf )(s
−1
2−2nt(−h
−1, I)) d∗t.(6.27)
Note that in Theorem 5.5, the absolute convergence of the integral
in (6.27) for Re(s) sufficiently small is proved only for functions in
FX,ψ(C
∞
c (XP∆)). By Definition 5.9, we have that
Spvs(XP∆) = C
∞
c (XP∆) + FX,ψ(C
∞
c (XP∆)).
Hence the absolute convergence of the integral in (6.27) for Re(s) suf-
ficiently small holds for any f ∈ Spvs(XP∆).
By changing variable t 7→ 22nt in the integral in (6.27), we deduce
that the right-hand side of (6.27) is equal to
χs(2)
−2n|2|−n(2n+1)
∫
F×
χs(t)
−1|t|
2n+1
2 fFρ,ψ(φf )(s
−1
t (−h
−1, I)) d∗x
= χs(2)
−2n|2|−n(2n+1)Pχ−1s (fFρ,ψ(φf ))((−h
−1, I)).
(6.28)
Hence Pχ−1s (fFρ,ψ(φf ))((−h
−1, I)) is well-defined for Re(s) sufficiently
small. On the other hand, by Theorem 5.5, we have that Pχ−1s ◦
FX,ψ(f)((h, I)) is also equal to
χs(2)
−2n|2|−n(2n+1)(M†w∆(s, χ, ψ) ◦ Pχs)(f)((h, I)).
By comparing with (6.28), we obtain the desired identity. We are
done. 
6.4. Plancherel theorem for Fρ,ψ. We start to prove Theorem 1.1
here. First we define C∞c,X(G) := {φf | f ∈ C
∞
c (XP∆)}, which is a sub-
space of the ρ-Schwartz space Sρ(G), and prove the following lemma.
Lemma 6.13. For any φ ∈ C∞c,X(G), the function Fρ,ψ(φ)(a, h) belongs
to the ρ-Schwartz space Sρ(G).
Proof. It is equivalent to prove that for any f ∈ C∞c (XP∆), the function
Fρ,ψ(φf)(a, h) belongs to Sρ(G).
By Theorem 6.9, we have that
φFX,ψ(f)(a, h) = |2|
−n(2n+1)Fρ,ψ(φf)(2
−2na,−h−1).
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By Definition 6.5, we have that φFX,ψ(f)(a, h) ∈ Sρ(G). Hence we obtain
that as a function in variable (a, h), the function Fρ,ψ(φf)(a,−h
−1)
belongs to the space Sρ(G).
It remains to show that the function Fρ,ψ(φf)(a, h) belongs to the
space Sρ(G). From Definition 6.8, we have
Fρ,ψ(φf)(a,−h
−1) =
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨
f (t
−1a,−y−1h−1) dy d∗t.
From the formula in (6.9), we must have that Φρ,ψ(a, h) = Φρ,ψ(a, h
−1)
for h ∈ Sp2n(F ). After changing variables: y → y
−1 and y → hyh−1,
Fρ,ψ(φf)(a,−h
−1) =
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨
f (t
−1a,−h−1y) dy d∗t
=
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
′∨(t−1a, y−1h) dy d∗t
= Fρ,ψ(φ
′)(a, h),(6.29)
where φ′(a, h) = φf(a,−h
−1). It turns out to be sufficient to show that
for any f ∈ C∞c (XP∆), the function φ
′(a, h) = φf(a,−h
−1) belongs to
C∞c,X(G); or equivalently, there exists f
′ ∈ C∞c (XP∆) such that
f ′(s−1a (h, I2n)) = f(s
−1
a (−h
−1, I2n))(6.30)
for any (a, h) ∈ G(F ). This implies that
φf ′(a, h) = φ
′(a, h) = φf(a,−h
−1).(6.31)
To prove (6.30), we only need to find a homeomorphism from XP∆(F )
to itself that sends s−1a (h, I2n) to s
−1
a (−h
−1, I2n) for any (a, h) ∈ G(F ).
Following from Subsection 2.1 and Subsection 6.1, we consider the
following homeomorphism from Sp4n(F ) to itself,
invXP∆ : Sp4n(F )→ Sp4n(F )
g → wswapgw∆wswap
where wswap = w
−1
swap =
( 0 In 0 0
In 0 0 0
0 0 0 In
0 0 In 0
)
∈ Sp4n(F ) and w∆ = (I2n,−I2n) ∈
Sp2n(F )× Sp2n(F ) is as given in (2.4), which takes the parabolic sub-
group P∆ to its opposite P
−
∆ .
We first show that invXP∆ descends to a homeomorphism fromXP∆(F )
to itself. For any p ∈ [P∆, P∆] and g ∈ Sp4n(F ),
invXP∆ (pg) = wswappgw∆wswap
= wswappwswapwswapgw∆wswap
= wswappwswapinvXP∆ (g).
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It is enough to show that wswap[P∆, P∆]wswap = [P∆, P∆]. By taking g0
and g−10 as in (2.12) and (2.13) respectively, we have that
g−10 Pstd(F )g0 = P∆(F ).
By a straightforward computation, we obtain that
wswapg
−1
0 = g
−1
0
( In
−In
In
−In
)
.
Hence we obtain that
wswap[P∆, P∆]wswap = wswapg
−1
0 [Pstd, Pstd]g0wswap
= g−10
( In
−In
In
−In
)
[Pstd, Pstd]
( In
−In
In
−In
)
g0
= g−10 [Pstd, Pstd]g0 = [P∆, P∆].
It follows that invXP∆ descends to a homeomorphism from XP∆(F ) to
itself.
It remains to show that invXP∆ sends s
−1
a (h, I2n) to s
−1
a (−h
−1, I2n)
for any (a, h) ∈ G(F ).
Since Sp2n(F )× Sp2n(F ) acts on XP∆(F ) with Sp2n(F )
∆ as the sta-
bilizer at the point [P∆, P∆], we only need to show that invXP∆ sends
s−1a (h, I2n) to s
−1
a (I2n,−h) for any (a, h) ∈ G(F ). But this can be de-
duced from the explicit description of the embedding (2.8). More pre-
cisely, by a straightforward computation, w∆ sends (I2n, h) to (I2n,−h)
for any h ∈ Sp2n(F ), and the conjugation action by wswap swaps
Sp2n(F )×{I2n} and {I2n}× Sp2n(F ), i.e. wswap(h1, h2)wswap = (h2, h1)
for any (h1, h2) ∈ Sp2n(F )× Sp2n(F ). We are done. 
Now we are ready to prove the following result.
Theorem 6.14 (Plancherel Theorem). The Fourier operator Fρ,ψ ex-
tends to a unitary operator on L2(G, d∗a dh) and has the property that
Fρ,ψ−1 ◦ Fρ,ψ = Id.
Proof. We first prove that ‖Fρ,ψ(φ)‖
2 = ‖φ‖2 for any φ ∈ C∞c,X(G). For
any f ∈ C∞c (XP∆), from Proposition 5.6, we have that
‖2n(2n+1)FX,ψ(f)‖ = ‖f‖,
where ‖ · ‖ is the L2-norm of the space L2(XP∆) as defined in (5.20):
‖f‖2 =
∫
F×
∫
K∆
|f(sxk)|
2δP∆(sx)
−1 d∗x dk.
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After changing variable x→ x−1, we can rewrite the integral as
‖f‖2 =
∫
F×
∫
K∆
|f(s−1x k)|
2δP∆(sx) d
∗x dk
=
∫
F×
∫
K∆
|f(s−1x k)|x|
2n+1
2 |2 d∗x dk.
We make a comment on the relevant measures here. Up to constant,
there is a unique Sp4n(F )-invariant measure on P∆(F )\Sp4n(F ), which
can be obtained via the constant sections of the canonical bundle∧maxΩP∆(F )\Sp4n(F ). From the Iwasawa decomposition, P∆(F )\Sp4n(F )
is a K∆-homogeneous variety, and the Haar measure dk on K∆ can
induce the Sp4n(F )-invariant measure on P∆(F )\Sp4n(F ). On the
other hand, as Sp2n(F ) × {I} embeds as an open dense subset into
P∆(F )\Sp4n(F ), the Haar measure dh on Sp2n(F )×{I} can also induce
the Sp4n(F )-invariant measure on P∆(F )\Sp4n(F ). Therefore there ex-
ists a nonzero constant, which we denote by cK∆, such that
dk = cK∆ · dh
as measures on P∆(F )\Sp4n(F ). Hence we can write ‖f‖
2 as
‖f‖2 = cK∆
∫
F×
∫
Sp2n(F )
|f(s−1x · (h, I))|x|
2n+1
2 |2 d∗x dh.
From the relation in (6.8), we have that f(s−1x ·(h, I))|x|
2n+1
2 = φf(x, h).
Hence we obtain that
‖f‖2 = cK∆
∫
F×
∫
Sp2n(F )
|φf(x, h)|
2 d∗x dh.
It follows that the φf belongs to the space L
2(G, d∗a dh).
On the other hand, from (6.24), for any f ∈ C∞c (XP∆), the following
identity
φ2n(2n+1)FX,ψ(f)(a, h) = |2|
n(2n+1)φFX,ψ(f)(a, h) = Fρ,ψ(φf)(2
−2na,−h−1)
holds for any (a, h) ∈ G(F ). Hence we obtain that
‖2n(2n+1)FX,ψ(f)‖
2 = cK∆
∫
F×
∫
Sp2n(F )
|2n(2n+1)φFX,ψ(f)(x, h)|
2 d∗ dh
= cK∆
∫
F×
∫
Sp2n(F )
|Fρ,ψ(φf)(2
−2nx,−h−1)|2 d∗x dh.
After changing variables x→ 22nx and h→ −h−1, we get that
‖2n(2n+1)FX,ψ(f)‖
2 = cK∆
∫
F×
∫
Sp2n(F )
|Fρ,ψ(φf)(x, h)|
2 d∗x dh.
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From Proposition 5.6 that ‖2n(2n+1)FX,ψ(f)‖ = ‖f‖, we get the desired
identity∫
F×
∫
Sp2n(F )
|φf(x, h)|
2 d∗x dh =
∫
F×
∫
Sp2n(F )
|Fρ,ψ(φf)(x, h)|
2 d∗x dh.
for any f ∈ C∞c (XP∆). In other words, we obtain that ‖Fρ,ψ(φ)‖ = ‖φ‖
for any φ ∈ C∞c,X(G). By Theorem 5.11, it is clear that the space C
∞
c (G)
is contained in C∞c,X(G). As just proved above, the space C
∞
c,X(G) is
contained in L2(G, d∗x dh). Therefore we obtain that
‖Fρ,ψ(φ)‖ = ‖φ‖
holds for all φ ∈ L2(G, d∗x dh).
Now we prove the second part that Fρ,ψ−1 ◦ Fρ,ψ = Id. By Corol-
lary 5.7, for any f ∈ C∞c (XP∆), FX,ψ−1 ◦ FX,ψ(f) = |2|
−2n(2n+1)f . By
Definition 6.10 and (6.23), we have that
|2|−2n(2n+1)f(s−1a (h, I)) = FX,ψ−1 ◦ FX,ψ(f)(s
−1
a (h, I))
= |2|−2n(2n+1)fF
ρ,ψ−1(φFX,ψ(f))
(s−12−2na(−h
−1, I)),
for (a, h) ∈ G(F ). By the transition relation in (6.8), we obtain that
φf(a, h) = |a|
2n+1
2 fFρ,ψ−1(φFX,ψ(f))(s
−1
2−2na(−h
−1, I))
= |2|n(2n+1)Fρ,ψ−1(φFX,ψ(f))(2
−2na,−h−1).
After changing variables a→ 22na and h→ −h−1, we obtain that
(6.32) |2|−n(2n+1)φf(2
2na,−h−1) = Fρ,ψ−1(φFX,ψ(f))(a, h).
From (6.24), we have that
(6.33) φFX,ψ(f)(a, h) = |2|
−n(2n+1)Fρ,ψ(φf)(2
−2na,−h−1).
By Definition 6.8, we write Fρ,ψ(φf)(2
−2na,−h−1) as∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨
f (t
−12−2na, y−1(−h−1)) dy d∗t.
From Proposition 6.7, we have that Φρ,ψ(t, y) = Φρ(t, y
−1) for any
y ∈ Sp2n(F ). After changing variable y → y
−1 and y → h−1yh, we
obtain that Fρ,ψ(φf)(2
−2na,−h−1) is equal to∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
∨
f (t
−12−2na, (−h−1)y) dy d∗t.
The function φ∨f (t
−12−2na, (−h−1)y) can be calculated as follows:
φ∨f (t
−12−2na,−h−1y) = φf(2
2nta−1,−y−1h) = φrwf (2
2nta−1, y−1h),
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where w := −w∆ = (−I, I) ∈ Sp2n(F ) × Sp2n(F ) and rwf is the right
translation of f by w. Set φ′(a, h) := φrwf(2
2na, h−1) and obtain that
φ∨f (t
−12−2na,−h−1y) = φ′
∨
(t−1a, y−1h).
Putting it back the integral, we obtain that
Fρ,ψ(φf)(2
−2na,−h−1) =
∫ pv
F×
∫
Sp2n(F )
Φρ,ψ(t, y)φ
′∨(t−1a, y−1h) dy d∗t
=Fρ,ψ(φ
′)(a, h).
Hence the equation in (6.33) becomes the following equation:
φFX,ψ(f)(a, h) = |2|
−n(2n+1)Fρ,ψ(φ
′)(a, h).
Plugging the above formula into (6.32), we get that
φf(2
2na,−h−1) = Fρ,ψ−1 ◦ Fρ,ψ(φ
′)(a, h)
for any (a, h) ∈ G(F ). Because
φf(2
2na,−h−1) = φrwf(2
2na, h−1) = φ′(a, h),
we finally get that
φ′ = Fρ,ψ−1 ◦ Fρ,ψ(φ
′).(6.34)
Since C∞c (G) ⊂ C
∞
c,X(G), and for any φ ∈ C
∞
c (G), one has that φ
′(a, h) =
φ(22na,−h−1) ∈ C∞c (G). It implies that the identity in (6.34) holds for
all φ′ ∈ C∞c (G). Therefore we obtain that
Fρ,ψ−1 ◦ Fρ,ψ = Id
as operators in the space L2(G, d∗a dh). We are done. 
To complete the proof of Theorem 1.1, we prove the following result.
Theorem 6.15. The ρ-Schwartz space Sρ(G) is stable under the Fourier
operator Fρ,ψ.
Proof. For any φ ∈ Sρ(G), via the transition relation in (6.8), there is
a unique f ∈ Spvs(XP∆) such that φ = φf and f = fφ. By Definition
5.9, for any f ∈ Spvs(XP∆), there exist f1, f2 ∈ C
∞
c (XP∆), such that
f = f1 + FX,ψ(f2).
By linearity of (5.37) and (6.24),
φf(a, h) = φf1(a, h) + |2|
−n(2n+1)Fρ,ψ(φf2)(2
−2na,−h−1)
for any (a, h) ∈ G(F ). By Lemma 6.13, the function Fρ,ψ(φf1)(a, h)
belongs to the space Sρ(G).
For f2 ∈ C
∞
c (XP∆), write φ
′(a, h) = Fρ,ψ(φf2)(a,−h
−1). It is enough
to show that Fρ,ψ(φ
′)(a, h) is well-defined and belongs to the space
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Sρ(G). From the proof of Lemma 6.13, in particular, of the identities
in (6.31), (6.30), and (6.29), there exists f3 ∈ C
∞
c (XP∆) such that
φ′(a, h) = Fρ,ψ(φf2)(a,−h
−1) = Fρ,ψ(φf3)(a, h).
By Lemma 6.13 again, the function φ′(a, h) belongs to the space Sρ(G),
and hence Fρ,ψ(φ
′)(a, h) is well-defined, by Definition 6.10 or Theorem
6.14, and
Fρ,ψ(φ
′)(a, h) = (Fρ,ψ ◦ Fρ,ψ)(φf3)(a, h)(6.35)
for any (a, h) ∈ G(F ). It remains to show that (Fρ,ψ ◦ Fρ,ψ)(φf3)(a, h)
belongs to the ρ-Schwartz space Sρ(G), for any f3 ∈ C
∞
c (XP∆). From
(5.37) and (6.24), we obtain that
ι ◦ Fρ,ψ(φf3)(a, h) = Fρ,ψ−1(φf3)(a, h)
where ι◦φf3(a, h) = φf3(−a, h) for any (a, h) ∈ G(F ). Combining with
Theorem 6.14, we obtain that
Fρ,ψ ◦ Fρ,ψ(φf3)(a, h) = ι ◦ Fρ,ψ−1 ◦ Fρ,ψ(φf3)(a, h) = ι ◦ φf3(a, h).
Since ι stabilizes the ρ-Schwartz space Sρ(G), we obtain that the func-
tion Fρ,ψ ◦ Fρ,ψ(φf3)(a, h) belongs to the space Sρ(G), and so does the
function Fρ,ψ(φf)(a, h). We are done. 
This finishes our proof of Theorem 1.1 and hence completes our ver-
ification of Conjecture 5.4 of [BK00] for the case under consideration.
7. Multiplicity One and Gamma Functions
We discuss the multiplicity one conjecture (Conjecture 1.5) and its
relation to local gamma functions, following the line of the classical the-
ory of Gelfand and Graev for GL1(F ) ([GG63], [GGPS], and [ST66]).
This completes the theory of harmonic analysis and gamma functions.
7.1. Multiplicity one. As a key result of the functional analysis re-
lated to the G(F )-invariant distribution Φρ,ψ, the Fourier operator Fρ,ψ
and the Schwartz space Sρ(G), one wishes to prove theMultiplicity One
Conjecture (Conjecture 1.5) for the case under consideration. However,
it seems beyound research at the current state of art. In this subsec-
tion, we instead prove a weaker version of the multiplicity one result,
which holds for general reductive groups over F .
Let H be any reductive algebraic group defined over F . As before,
let Π(H) be the set of equivalence classes of irreducible admissible
representations of H(F ).
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Lemma 7.1. Let C∞c (H) be the space of smooth, compactly supported
functions on H(F ). For σ1, σ2 ∈ Π(H), the following inequality
dimHomH(F )×H(F )(C
∞
c (H)⊗ σ1 ⊗ σ2,C) ≤ 1
holds. Moreover, the equality holds if and only if σ1 ≃ σ˜2, where σ˜2 is
the contragredient of σ2.
Proof. In this proof, we may use H for H(F ) to simplify the notation.
First, one may identify the space C∞c (H) with the smooth and compact
induction indH×HH (1H), as representation of H × H , where 1H is the
trivial representation of H and H →֒ H×H is the diagonal embedding.
Then one has that
HomH×H(C
∞
c (H)⊗ σ1 ⊗ σ2,C) ≃ HomH×H(ind
H×H
H (1H)⊗ σ1 ⊗ σ2,C).
Since the smooth dual of indH×HH (1H) is isomorphic to the smooth
induction IndH×HH (1H), we obtain that
HomH×H(ind
H×H
H (1H)⊗σ1⊗σ2,C) ≃ HomH×H(σ1⊗σ2, Ind
H×H
H (1H)).
By the Frobenius reciprocity, we deduce that
HomH×H(σ1 ⊗ σ2, Ind
H×H
H (1H)) ≃ HomH(σ1 ⊗ σ2, 1H)
≃ HomH(σ1, σ˜2).
Finally, the result follows from Schur’s lemma for the pair (σ1, σ˜2). 
7.2. Functional equation and gamma function. Now we takeH =
G = Gm× Sp2n as considered in this paper. For χ⊗ π ∈ Π(G), denote
by ϕ(a, h) = χ(a)〈w, π(h)v〉 a matrix coefficient of χ⊗π, associated to
a pair of smooth vectors v ∈ π, w ∈ π˜. For φ ∈ Sρ(G), as in (1.11) the
local zeta integral is defined to be
(7.1) Z(s, φ, ϕ) =
∫
F××Sp2n(F )
φ(a, h)ϕ(a, h)|a|s−
1
2 d∗a dh.
Note that when n = 0 we consider Sp2n(F ) as the trivial group and
then Z(s, φ, ϕ) is the Tate-integral.
Proposition 7.2. For any matrix coefficient ϕ(a, h) = χ(a)〈w, π(h)v〉
of χ ⊗ π ∈ Π(G), and for any φ ∈ Sρ(G), the local zeta integral
Z(s, φ, ϕ) as in (7.1) converges absolutely for Re(s) large, admits mero-
morphic continuation to s ∈ C
Proof. By the definition of Schwartz space Sρ(G) (Definition 6.5) and
the asymptotics of functions in Spvs(XP∆) (Theorem 5.11), it is stan-
dard to show that the local zeta integral Z(s, φ, ϕ) as in (7.1) converges
absolutely for Re(s) large and is a rational function in q−s, and hence
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admits meromorphic continuation to s ∈ C. Another way to do this is
to make a connection of the zeta integrals in (7.1) with the Piatetski-
Shapiro and Rallis zeta integrals, as in the proof of Theorem 8.1 below.
We omit the details here. 
It is clear that when φ ∈ C∞c (G), the zeta integral Z(s, φ, ϕ) as in
(7.1) converges absolutely for any s ∈ C and hence is entire as function
in s. It follows that the zeta integral Z(s, φ, ϕ) yields a non-zero linear
functional in the Hom-space:
HomG(F )×G(F )(C
∞
c (G)⊗ (χ
−1
s− 1
2
⊗ π˜)⊗ (χs− 1
2
⊗ π),C).
Proposition 7.3. For any matrix coefficient ϕ(a, h) = χ(a)〈w, π(h)v〉
of χ ⊗ π ∈ Π(G), and for any φ ∈ Sρ(G), The local zeta integral
Z(1− s,Fρ,ψ(φ), ϕ
∨) defines a non-zero linear functional in the Hom-
space:
HomG(F )×G(F )(C
∞
c (G)⊗ (χ
−1
s− 1
2
⊗ π˜)⊗ (χs− 1
2
⊗ π),C),
via meromorphic continuation in s ∈ C, where Fρ,ψ is the Fourier
operator defined in Definition 6.8 and ϕ∨(a, h) = χ−1(a)〈w, π(h−1)v〉
is the matrix coefficient associated to the contragredient χ−1 ⊗ π˜ of
χ⊗π. Moreover, there exists a meromorphic function Γρ,ψ(s, χ⊗π) in
s such that the following functional equation:
Z(1− s,Fρ,ψ(φ), ϕ
∨) = Γρ,ψ(s, χ⊗ π) · Z(s, φ, ϕ)
holds.
Proof. For any φ ∈ C∞c (G), by Theorem 6.15, we must have that
Fρ,ψ(φ) belongs to the space Sρ(G). By Proposition 7.2, the zeta in-
tegral Z(1 − s,Fρ,ψ(φ), ϕ
∨) converges absolutely for Re(s) sufficiently
small and admits a meromorphic continuation to s ∈ C. It is clear
from the definition of the zeta integral in (7.1), Z(1 − s,Fρ,ψ(φ), ϕ
∨)
yields a linear functional in the Hom-space
HomG(F )×G(F )(C
∞
c (G)⊗ (χ
−1
s− 1
2
⊗ π˜)⊗ (χs− 1
2
⊗ π),C).
for almost all s. By Lemma 7.1, the above Hom-space is one-dimensional.
Hence there exists a meromorphic function in s, which is denoted by
Γρ,ψ(s, χ⊗ π), such that
Z(1− s,Fρ,ψ(φ), ϕ
∨) = Γρ,ψ(s, χ⊗ π) · Z(s, φ, ϕ)
holds. 
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7.3. Gamma function in the sense of Gelfand and Graev. We
are going to show that the gamma function Γρ,ψ(s, χ⊗ π) is a gamma
function in the sense of Gelfand and Graev ([GG63], [GGPS], and
[ST66]).
For any χ⊗ π ∈ Π(G) and any s ∈ C, we have a matrix coefficient
ϕχs⊗π((a, h)) := χs(a) 〈w, π(h)v〉
of χs⊗ π associated to a pair of smooth vectors v ∈ π and w ∈ π˜. The
matrix coefficient ϕχs⊗π defines a distribution:
(ϕχs⊗π, φ) :=
∫
G(F )
ϕχs⊗π(g)φ(g) d
∗g(7.2)
for any φ ∈ C∞c (G), where d
∗g = d∗a dh for g = (a, h) ∈ G(F ). Then
the local zeta integral defined in (7.1) can be written as
Z(s, φ, ϕχ⊗π) = (ϕχ
s− 12
⊗π, φ).(7.3)
Since φ ∈ C∞c (G), the identities in (7.2) and (7.3) hold for all s ∈ C.
Similarly, we have
Z(1− s,Fρ,ψ(φ), ϕ
∨
χ⊗π) = (ϕχ−1
s− 12
⊗π˜,Fρ,ψ(φ)),(7.4)
which converges for Re(s) sufficiently small and can be extended to
all s ∈ C by meromorphic continuation of the local zeta integral
(Proposition 7.3). By definition, the Fourier operator Fρ,ψ defined for
φ ∈ C∞c (G) induces a Fourier operator F
∗
ρ,ψ on distributions ϕχ−1
s− 12
⊗π˜
by the following formula:
(F∗ρ,ψ(ϕχ−1
s−12
⊗π˜), φ) := (ϕχ−1
s−12
⊗π˜,Fρ,ψ(φ)).
Because of Proposition 7.3 again, the distribution F∗ρ,ψ(ϕχ−1
s−12
⊗π˜) is de-
fined for Re(s) sufficiently small and admits a meromorphic continua-
tion to all s ∈ C. By applying the functional equation in Proposition
7.3 to the distributions in (7.3) and (7.4), we obtain that
(F∗ρ,ψ(ϕχ−1
s−12
⊗π˜), φ) = Γρ,ψ(s, χ⊗ π) · (ϕχs− 12
⊗π, φ)
for all φ ∈ C∞c (G), via meromorphic continuation in s. Hence we obtain
the following result.
Corollary 7.4 (Gelfand-Graev Gamma Function). Let ϕχs⊗π be a ma-
trix coefficient of any irreducible admissible representation χs ⊗ π of
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G(F ). Then ϕ∨χs⊗π = ϕχ−1s ⊗π˜ is a matrix coefficient of the contragre-
dient χ−1s ⊗ π˜ of χs ⊗ π, and as distributions on G(F ), the following
identity holds
F∗ρ,ψ(ϕχ−1s ⊗π˜) = Γρ,ψ(
1
2
, χs ⊗ π) · ϕχs⊗π,(7.5)
by meromorphic continuation. Moreover, the gamma function Γρ,ψ(s, χ⊗
π) satisfies the following identity:
Γρ,ψ(
1
2
, χs ⊗ π) · Γρ,ψ(
1
2
, χ−1s ⊗ π˜) = 1(7.6)
as meromorphic functions in s.
The identity in (7.6) can be deduced from the identity in (7.5) and
the identity Fρ,ψ ◦Fρ,ψ−1 = Id (Theorem 6.14) by considering (F
∗
ρ,ψ−1 ◦
F∗ρ,ψ)(ϕχ−1s ⊗π˜). We omit the details here.
It is clear that when n = 0, this formula specializes to the classical
formula (definition) for the gamma function on F× of Gelfand-Graev
([GG63], [GGPS], and [ST66]). Hence Corollary 7.4 proves that the
gamma function Γρ,ψ(s, χ ⊗ π) is a gamma function in the sense of
Gelfand and Graev.
When χs⊗π is square-integrable, the matrix coefficient ϕχs⊗π belongs
to the space L2(G, d∗a dh). In this case, we have that
(ϕχs⊗π, φ) =
〈
φ, ϕχs⊗π
〉
G
,
where 〈·, ·〉G is the hermitian inner product of the space L
2(G, d∗a dh).
By Theorem 6.14, we have that
(ϕ∨χs⊗π,Fρ,ψ(φ)) =
〈
Fρ,ψ(φ), ϕ
∨
χs⊗π
〉
G
=
〈
φ,Fρ,ψ−1(ϕ
∨
χs⊗π)
〉
G
.
By Proposition 7.3, we have
(ϕ∨χs⊗π,Fρ,ψ(φ)) = Γρ,ψ(
1
2
, χs ⊗ π) · (ϕχs⊗π, φ).
It follows that〈
φ,Fρ,ψ−1(ϕ
∨
χs⊗π)
〉
G
= Γρ,ψ(
1
2
, χs ⊗ π) ·
〈
φ, ϕχs⊗π
〉
G
.
Hence we obtain that as functions in the space L2(G, d∗a dh) and also
as distributions,
Fρ,ψ−1(ϕ
∨
χs⊗π) = Γρ,ψ(
1
2
, χs ⊗ π) · ϕχs⊗π.
By Corollary 7.4, we obtain that
F∗ρ,ψ(ϕχs⊗π) = Fρ,ψ−1(ϕχs⊗π)
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for any matrix coefficient ϕχs⊗π of χs ⊗ π when χs ⊗ π is square-
integrable.
Corollary 7.5. When an irreducible admissible representation χs ⊗ π
of G(F ) is square-integrable, as distributions and as functions in the
space L2(G, d∗a dh), the identity
F∗ρ,ψ(ϕχs⊗π) = Fρ,ψ−1(ϕχs⊗π)
holds for any matrix coefficient ϕχs⊗π of χs ⊗ π.
7.4. χs ⊗ π-Fourier coefficient of Φρ,ψ. We first consider a natural
topology on the space C∞c (G). For any non-empty open compact subset
Ω of G(F ), and any open compact subgroup J of G(F ), define VΩ,J
to be a subspace of C∞c (G) consisting of functions φ ∈ C
∞
c (G) that
are bi-J -invariant and have support supp(φ) contained in Ω. It is
easy to check that VΩ,J is finite-dimensional. The family {VΩ,J }Ω,J
yields a topology T on C∞c (G). A sequence φn in C
∞
c (G) converges to
φ ∈ C∞c (G) under the topology T if there are a pair (Ω,J ) such that
φn and φ belong to the space VΩ,J for n large and φn converges to φ
in the space VΩ,J . A distribution D is a continuous linear functional
of the space VΩ,J . A generalized function Φ(g) on G(F ) can be viewed
as a distribution via
DΦ(φ) :=
∫
G(F )
Φ(g)φ(g) d∗g = (Φ ∗ φ∨)(e)
where e is the identity element of G(F ) and d∗g = d∗a dh for g =
(a, h) ∈ G(F ). A distribution D on G(F ) is called essentially compact
if for any φ ∈ C∞c (G), both D(lg ·φ
∨) and D(rg−1 ·φ
∨) belong to C∞c (G).
Here φ∨(x) = φ(x−1), the left translation is given by lg ·φ(x) = φ(g
−1x)
and right translation is given by rg · φ(x) = φ(xg). A distribution D is
G(F )-invariant if for any g ∈ G(F ),
D((lg ◦ rg) · φ) = D(φ)(7.7)
holds for any φ ∈ C∞c (G). By the definition in [Ber84] (see also [MT07]),
the Bernstein center of G(F ), which is denoted by Z(G), consists of all
G(F )-invariant essentially compact distributions on G(F ).
If a distribution Φ is essentially compact, one can define the χs ⊗ π-
Fourier coefficient of Φ by
(χs ⊗ π)(Φ) :=
∫
G(F )
Φ(g)(χs ⊗ π)(g) d
∗a dh
where g = (a, h) ∈ G(F ). From Definition 6.6, the distribution Φρ,ψ
has the following expression:
Φρ,ψ(a, h) := c0 · ηpvs,ψ(a det(h + I2n)) · | det(h+ I2n)|
− 2n+1
2 .
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Since the distribution Φρ,ψ on G(F ) is not essentially compact, we have
to define rigorously the convolution (χs⊗π)(Φρ,ψ) or the χs⊗π-Fourier
coefficient of the distribution Φρ,ψ on G(F ) for any χs⊗ π ∈ Π(G). To
this end, we define, for any ℓ ∈ Z,
(7.8) Gℓ := {(a, h) ∈ G(F ) = F
× × Sp2n(F ) | |a| = q
−ℓ}.
Let 1ℓ be the characteristic function of the open subset Gℓ of G(F ).
We first consider the cut-off function Φρ,ψ · 1ℓ.
Proposition 7.6. For any ℓ ∈ Z, the distribution Φρ,ψ,ℓ := Φρ,ψ · 1ℓ
belongs to the Bernstein center Z(G) of G(F ).
Proof. It is clear from the definition that for any ℓ ∈ Z, the distribution
Φρ,ψ,ℓ is G(F )-invariant, because of the G(F )-invariance of Φρ,ψ. We
remain to show that Φρ,ψ,ℓ is essentially compact on G(F ).
For any open compact subgroup K of G(F ), let chK be the charac-
teristic function of K. For any g1, g2 ∈ G(F ), we have
Φρ,ψ,ℓ ∗ chg1Kg2(g) =
∫
G(F )
Φρ,ψ,ℓ(y)chg1Kg2(y
−1g) dy
=
∫
G(F )
Φρ,ψ,ℓ(y)chK(g
−1
1 y
−1gg−12 ) dy.
Note that y−1g ∈ g1Kg2 if and only if g
−1
1 y
−1gg−12 ∈ K. Since the dis-
tribution Φρ,ψ,ℓ is G(F )-invariant, after changing variable y → g1yg
−1
1 ,
we get
Φρ,ψ,ℓ ∗ chg1Kg2(g) =
∫
G(F )
Φρ,ψ,ℓ(y)chK(y
−1g−11 gg
−1
2 ) dy
= Φρ,ψ,ℓ ∗ chK(g
−1
1 gg
−1
2 ).(7.9)
It is clear that Φρ,ψ,ℓ ∗ chg1Kg2 ∈ C
∞
c (G) if and only if Φρ,ψ,ℓ ∗ chK ∈
C∞c (G). Hence it is enough to show that Φρ,ψ,ℓ ∗ chK ∈ C
∞
c (G) for any
open compact subgroup K of the maximal open compact subgroup KG
of G(F ). From the identity in (7.9), we take g1 = k1, g2 = k2 ∈ K, and
obtain
Φρ,ψ,ℓ ∗ chK(g) = Φρ,ψ,ℓ ∗ chk1Kk2(g) = Φρ,ψ,ℓ ∗ chK(k
−1
1 gk
−1
2 ).
It follows that the function Φρ,ψ,ℓ ∗ chK(g) is bi-K-invariant, and hence
is smooth on G(F ).
It remains to show that the function φℓ,K(g) := Φρ,ψ,ℓ ∗ chK(g) is
compactly supported on G(F ). In order to apply Theorem 5.11 to the
current situation, we have to use the transition relation in (6.8). This
means that the chK(a, h) on G(F ) defines a function
fchK (s
−1
a (h, I)) = |a|
− 2n+1
2 chK(a, h) = chK(a, h).
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because of K = K1×K2 with K1 an open compact subgroup of O
× and
K2 an open compact subgroup of Sp2n(O). Hence fchK (x) ∈ C
∞
c (XP∆).
By Theorem 5.11, the function fchK is right K∆-finite. We write
φℓ,K(g) = Φρ,ψ,ℓ ∗ chK(g) =
∫
Gℓ
Φρ,ψ(y)chK(y
−1g)dy.(7.10)
By writing g = (a, h) and y = (t, x), we obtain that (t−1a, x−1h) ∈
K = K1 ×K2. We must obtain that |a| = |t| = q
−ℓ. Hence we obtain
that supp(φℓ,K) is contained in Gℓ.
By (6.10), we write
Fρ,ψ(chK) = Φρ,ψ ∗ ch
∨
K = Φρ,ψ ∗ chK =
∑
ℓ∈Z
Φρ,ψ,ℓ ∗ chK =
∑
ℓ∈Z
φℓ,K .
This decomposition is well-defined because φℓ1,K and φℓ2,K have disjoint
supports if ℓ1 6= ℓ2. Therefore we can re-write
φℓ,K = 1ℓ · Fρ,ψ(chK).
From Definition 6.5, Fρ,ψ(chK) can be extended to a smooth function
on XP∆(F ) via the translation relation (6.8). As the characteristic
function of the open (and closed) subset Gℓ ⊂ G(F ) of XP∆(F ), 1ℓ can
be extended to a smooth function on XP∆(F ) as well. By using the
transition relation (6.8) again, we have
fφℓ,K (s
−1
a (h, I)) = φℓ,K(a, h)q
− (2n+1)ℓ
2 = 1ℓ · Fρ,ψ(chK)(a, h)q
− (2n+1)ℓ
2 ,
which can also be extended as a smooth function on XP∆(F ). From
(7.10), the function fφℓ,K is K∆-finite. Since we just proved that
fφℓ,K(s
−1
a k) belongs to C
∞
c (F
×) for any fixed k ∈ K∆, by Theorem
5.11 again, the function fφℓ,K belongs to C
∞
c (XP∆). Because the sup-
port supp(φℓ,K) is contained in Gℓ, which is open in G(F ), we obtain
that supp(φℓ,K) is compact in G(F ). This finishes the proof. 
As in the proof of Proposition 7.6, we write
Φρ,ψ =
∑
ℓ∈Z
Φρ,ψ,ℓ,(7.11)
which is well-defined, because the family of distributions {ΦG,ψ,ℓ}ℓ∈Z
have disjoint supports. From Proposition 7.6, for any ℓ ∈ Z the distri-
bution Φρ,ψ,ℓ belongs to the Bernstein center Z(G) of G(F ). By [Ber84,
Theorem 2.13], the action of Φρ,ψ,ℓ on χ⊗ π is well-defined, and there
exists a regular function fℓ on the Bernstein variety of G(F ) such that
(χ⊗ π)(Φρ,ψ,ℓ) = fℓ(χ⊗ π)Idχ⊗π(7.12)
for any χ⊗ π ∈ Π(G).
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For any φ ∈ C∞c (G), from Proposition 7.3, the following functional
equation holds after meromorphic continuation
(7.13) Z(1− s,Fρ,ψ(φ), ϕ
∨) = Γρ,ψ(s, χ⊗ π) · Z(s, φ, ϕ),
for ϕ ∈ C(χ ⊗ π), the space of matrix coefficients of χ ⊗ π. Since
φ ∈ C∞c (G), the local zeta integral introduced in (7.1)
Z(s, φ, ϕ) =
∫
F××Sp2n(F )
φ(a, h)ϕ(a, h)|a|s−
1
2 d∗a dh
is absolutely convergent and holomorphic for any s ∈ C, and also in
Definition 6.6, the principal value integral that defines
Fρ,ψ(φ)(a, h) = Φρ,ψ ∗ φ
∨(a, h),
can be replaced by the absolutely convergent integral.
When Re(s) is sufficiently small, the left-hand side of (7.13) is abso-
lutely convergent. From (7.10), for ℓ ∈ Z, the functions
Φρ,ψ,ℓ ∗ φ
∨ = 1ℓ · Φρ,ψ,ℓ ∗ φ
∨
have disjoint supports. Therefore the following identity
Z(1− s,Fρ,ψ(φ), ϕ
∨) =Z(1− s,Φρ,ψ ∗ φ
∨, ϕ∨)
=Z(1− s,
∑
ℓ∈Z
Φρ,ψ,ℓ ∗ φ
∨, ϕ∨)
=
∑
ℓ∈Z
Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨)(7.14)
holds whenever Re(s) is sufficiently small, and the summations are al-
ways absolutely convergent. We are going to prove the following lemma
by using the argument in the proof of [Luo19, Lemma 2.4.4], which is
now rigorous since the distribution Φρ,ψ,ℓ belongs to the Bernstein cen-
ter Z(G) of G(F ).
Lemma 7.7. For any φ ∈ C∞c (G), the following identity
Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) = fℓ(χ
−1
s− 1
2
⊗ π˜) · Z(s, φ, ϕ)
holds for any s ∈ C, and for any ℓ ∈ Z.
Proof. For φ ∈ C∞c (G), since Φρ,ψ,ℓ is essentially compact, the function
Φρ,ψ,ℓ ∗ φ
∨ belongs to C∞c (G). Hence the following integral
Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) =
∫
G(F )
Φρ,ψ,ℓ ∗ φ
∨(a, h)ϕ∨(a, h)|a|
1
2
−s d∗a dh
converges absolutely for any s ∈ C. Up to a finite linear combination,
we may write ϕ(g) = χ(a)〈w, π(h)v〉 for a pair of fixed vectors v ∈ π
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and w ∈ π˜. The local zeta integral Z(1 − s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) can be
written as∫
G(F )
Φρ,ψ,ℓ ∗ φ
∨(a, h)χ−1(a)〈w, π(h−1)v〉|a|
1
2
−s d∗a dh
which is equal to∫
G(F )
Φρ,ψ,ℓ ∗ φ
∨(a, h)χ−1
s− 1
2
(a)〈π˜(h)w, v〉 d∗a dh.
Hence the local zeta integral Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) can be written as
〈
∫
G(F )
Φρ,ψ,ℓ ∗ φ
∨(a, h)χ−1
s− 1
2
(a)π˜(h)w d∗a dh, v〉.(7.15)
Note that∫
G(F )
Φρ,ψ,ℓ ∗ φ
∨(a, h)χ−1
s− 1
2
(a)π˜(h) d∗a dh = (χ−1
s− 1
2
⊗ π˜)(Φρ,ψ,ℓ ∗ φ
∨).
(7.16)
It is clear that
(χ−1
s− 1
2
⊗ π˜)(Φρ,ψ,ℓ ∗ φ
∨) = (χ−1
s− 1
2
⊗ π˜)(Φρ,ψ,ℓ) · (χ
−1
s− 1
2
⊗ π˜)(φ∨)
= fℓ(χ
−1
s− 1
2
⊗ π˜) · (χ−1
s− 1
2
⊗ π˜)(φ∨)
according to (7.12). Hence we get that (7.15) can be rewritten as
fk(χ
−1
s− 1
2
⊗ π˜)〈χ−1
s− 1
2
⊗ π˜(φ∨)w, v〉.
Therefore, we obtain the following expression:
Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) = fk(χ
−1
s− 1
2
⊗ π˜)〈χ−1
s− 1
2
⊗ π˜(φ∨)w, v〉.(7.17)
We are going to compute 〈χ−1
s− 1
2
⊗ π˜(φ∨)w, v〉 as follows. Write that
〈χ−1
s− 1
2
⊗ π˜(φ∨)w, v〉 =
∫
G(F )
φ∨(a, h)χ−1
s− 1
2
(a)〈π˜(h)w, v〉 d∗a dh.
The right-hand side, after changing variable (a, h) → (a−1, h−1), is
equal to ∫
G(F )
φ(a, h)χs− 1
2
(a)〈π˜(h−1)w, v〉 d∗a dh
which is equal to∫
G(F )
φ(a, h)χ(a)〈w, π(h)v〉|a|s−
1
2 d∗a dh = Z(s, φ, ϕ).
By combining with the identity in (7.17), we obtain the desired identity
Z(1− s,Φρ,ψ,ℓ ∗ φ
∨, ϕ∨) = fℓ(χ
−1
s− 1
2
⊗ π˜) · Z(s, φ, ϕ).
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
Now we apply Lemma 7.7 to the identity in (7.14), and obtain that
for any φ ∈ C∞c (G), the following identity
Z(1− s,Fρ,ψ(φ), ϕ
∨) = (
∑
ℓ
fℓ(χ
−1
s− 1
2
⊗ π˜)) · Z(s, φ, ϕ)(7.18)
holds whenever Re(s) is sufficiently small. Comparing with the right-
hand side of the functional equation in (7.13), the following equality∑
ℓ
fℓ(χ
−1
s− 1
2
⊗ π˜) = Γρ,ψ(s, χ⊗ π)
converges absolutely whenever Re(s) is sufficiently small and extends
to all s ∈ C by meromorphic continuation. By a shift of the parameter
s, we obtain that the following identity∑
ℓ
fℓ(χs ⊗ π) = Γρ,ψ(
1
2
, χ−1s ⊗ π˜)(7.19)
converges absolutely whenever Re(s) is sufficiently large and extends
to all s ∈ C by meromorphic continuation.
Finally, from (7.11), the decomposition Φρ,ψ =
∑
ℓ ΦG,ψ,ℓ is well-
defined. For any χs ⊗ π ∈ Π(G), we define
(χs ⊗ π)(Φρ,ψ) :=
∑
ℓ∈Z
(χs ⊗ π)(Φρ,ψ,ℓ).(7.20)
By Proposition 7.6 and Lemma 7.7, together with (7.19), we obtain
that ∑
ℓ∈Z
(χs ⊗ π)(Φρ,ψ,ℓ) =
∑
ℓ
fℓ(χs ⊗ π)Idχs⊗π
which is absolutely convergent for Re(s) sufficiently large and extends
to all s ∈ C by meromorphic continuation. Hence the definition of the
convolution (χs⊗π)(Φρ,ψ) for any χs⊗π ∈ Π(G) makes sense whenever
Re(s) is sufficiently large and the following identity:
(χs ⊗ π)(Φρ,ψ) = Γρ,ψ(
1
2
, χ−1s ⊗ π˜) · Idχs⊗π(7.21)
holds by meromorphic continuation. This proves the following theorem.
Theorem 7.8. The G(F )-invariant distribution Φρ,ψ on G(F ) as in-
troduced in Definition 6.6 enjoys the following properties.
(1) For any ℓ ∈ Z, the distribution Φρ,ψ,ℓ = 1ℓ · Φρ,ψ belongs to the
Bernstein center Z(G) of G(F ), where 1ℓ is the characteristic
function of Gℓ as defined in (7.8).
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(2) For any irreducible admissible representation χ ⊗ π of G(F ),
let fℓ(χ ⊗ π) be the regular function defined on the Bernstein
variety of G(F ) such that
(χ⊗ π)(Φρ,ψ,ℓ) = fℓ(χ⊗ π)Idχ⊗π.
Then the summation
∑
ℓ fℓ(χs ⊗ π) converges absolutely when
Re(s) is sufficiently large, and admits meromorphic continua-
tion to s ∈ C. Moreover, the following identity∑
k
fk(χs ⊗ π) = Γρ,ψ(
1
2
, χ−1s ⊗ π˜)
holds after meromorphic continuation to s ∈ C.
(3) For χs ⊗ π ∈ Π(G), the χs ⊗ π-Fourier coefficient of the G(F )-
invariant distribution Φρ,ψ or its convolution with χs ⊗ π, as
defined in (7.20), has property that
(χs ⊗ π)(Φρ,ψ) = Γρ,ψ(
1
2
, χ−1s ⊗ π˜) · Idχs⊗π
holds for Re(s) sufficiently large, and then for all s ∈ C away
from the possible poles of Γρ,ψ(
1
2
, χ−1s ⊗ π˜) by meromorphic con-
tinuation.
This completes the theory of harmonic analysis and gamma func-
tions. By using Corollary 8.2 that the gamma function Γρ,ψ(s, χ ⊗ π)
is the same as the Langlands γ-function γ(s, χ⊗π, ρ, ψ), we know that
Theorem 7.8 implies Theorem 1.2.
8. Theorems 1.2, 1.3, and 1.4
We are going to finish the proofs of Theorems 1.2, 1.3, and 1.4 by
using the well developed results from the local theory of the Piatetski-
Shapiro and Rallis zeta integrals, and give a quick confirmation (Corol-
lary 8.2) that the gamma function Γρ,ψ(s, χ⊗ π) as defined in Propo-
sition 7.3 is equal to the Langlands γ-function γ(s, χ⊗ π, ρ, ψ).
8.1. Proof of Theorems 1.2 and 1.3. For a Schwartz function φ ∈
Sρ(G) and a matrix coefficient ϕ ∈ C(χ ⊗ π), we prove Theorem 1.3,
which is re-stated as follows.
Theorem 8.1. The local zeta integral Z(s, φ, ϕ) as in (7.1) converges
absolutely for Re(s) large, admits meromorphic continuation to s ∈ C
and satisfies the following functional equation:
Z(1− s,Fρ,ψ(φ), ϕ
∨) = γ(s, χ⊗ π, ρ, ψ)Z(s, φ, ϕ),
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where Fρ,ψ is the Fourier operator defined in Definition 6.8, and
ϕ∨(a, h) = χ−1(a)〈w, π(h−1)v〉
is the matrix coefficient associated to the contragredient χ−1 ⊗ π˜ of
χ⊗ π.
Proof. Take a matrix coefficient ϕ(a, h) = χ(a)〈w, π(h)v〉 of χ ⊗ π
associated to a pair of smooth vectors v ∈ π, w ∈ π˜. Then
ϕ∨(a, h) = χ−1(a)〈w, π(h−1)v〉
is a matrix coefficient of the contragredient of χ ⊗ π. Take ϕ′ is the
restriction of ϕ into {1} × Sp2n(F ), i.e., ϕ
′(h) = 〈w, π(h)v〉 for h ∈
Sp2n(F ). For φ ∈ Sρ(G), from the relation in (6.8), the function φ(a, g)
is obtained from a smooth function f in Spvs(XP∆) with
φ(a, h) = f(s−1a (h, I))|a|
2n+1
2 .(8.1)
By taking the projection fχs = Pχs(f), as defined in (5.3), we first
prove the following identity:
(8.2) Z(s+
1
2
, φ, ϕ) = Z(fχs, ϕ
′),
which implies that the local zeta integral Z(s, φ, ϕ) converges abso-
lutely for Re(s) large and admits a meromorphic continuation to s ∈ C.
In fact, for Re(s) large, we have
Z(s +
1
2
, φ, ϕ) =
∫
F××Sp2n(F )
φ(a, h)ϕ(a, h)|a|s d∗a dh,(8.3)
which, by (8.1) and the definition of ϕ(a, h), can be written as∫
F××Sp2n(F )
χs(a)|a|
2n+1
2 f(s−1a · (h, I2n)) 〈w, π(h)v〉 d
∗a dh.(8.4)
By the definition of the projection Pχs as in (5.3), the integral in (8.4)
is equal to∫
Sp2n(F )
Pχs(f)((h, I2n)) 〈w, π(h)v〉 dh = Z(fχs, ϕ
′).
This proves the identity in (8.2) for Re(s) large, which still holds for
all s ∈ C by meromorphic continuation.
When Re(s) is sufficiently small, the left-hand side of the functional
equation in Theorem 8.1 is given by
(8.5)
Z(1− s,Fρ,ψ(φ), ϕ
∨) =
∫
F××Sp2n(F )
Fρ,ψ(φ)(a, h)ϕ
∨(a, h)|a|
1
2
−s da∗ dh.
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We intend to show that the following identity
(8.6) Z(
1
2
− s,Fρ,ψ(φ), ϕ
∨) = π(−I2n) · Z(M
†
w∆
(s, χ, ψ)fχs, ϕ
′).
holds for Re(s) small and for all s ∈ C by meromorphic continuation.
In fact, by definition, whenever Re(s) is sufficiently small, the right-
hand side of (8.6) is equal to
π(−I2n) · Z(M
†
w∆
(s, χ, ψ)(fχs), ϕ
′)
=
∫
Sp2n(F )
M†w∆(s, χ, ψ)(fχs)((h, I2n))〈w, π(−h)v〉 dh.(8.7)
By taking a change of variable −h−1 7→ h, it becomes
(8.8)
∫
Sp2n(F )
M†w∆(s, χ, ψ)(fχs)((−h
−1, I2n))〈w, π(h
−1)v〉 dh.
By Corollary 6.12, we have
M†w∆(s, χ, ψ)(fχs)((−h
−1, I)) = Pχ−1s (fFρ,ψ(φ))((h, I))
=
∫
F×
χ−1s (x)δ
1
2
P∆
(sx)fFρ,ψ(φ)(s
−1
x · (h, I)) d
∗x,
where fFρ,ψ(φ) is obtained via Fρ,ψ(φ) from the relation in (6.8). By
plugging the above formula into (8.8), we obtain that the right-hand
side of (8.6), π(−I2n) · Z(M
†
w∆
(s, χ, ψ)fχs, ϕ) is equal to
∫
F××Sp2n(F )
χ−1(x)|x|−s|x|
2n+1
2 fFρ,ψ(φ)(s
−1
x (h, I))
〈
w, π(h−1)v
〉
d∗x dh,
(8.9)
which, by the relation in (6.8) again, can be written as∫
F××Sp2n(F )
Fρ,ψ(φ)(x, h)χ
−1(x)〈w, π(h−1)v〉|x|−s d∗x dh.(8.10)
Now the integral in (8.10) is exactly equal to Z(1
2
− s,Fρ,ψ(φ), ϕ
∨),
which is the left-hand side of (8.6). This proves (8.6).
Recall from Corollary 2.2, the local functional equation for the local
zeta integrals of Piatetski-Shapiro and Rallis is
(8.11) π(−I2n)·Z(M
†
w∆
(s, χ, ψ)fχs, ϕ
′) = γ(s+
1
2
, χ⊗π, ρ, ψ)·Z(fχs, ϕ
′),
where ϕ′ is the restriction of ϕ into 1×Sp2n(F ), i.e., ϕ
′(h) = 〈w, π(h)v〉
for h ∈ Sp2n(F ). Hence from (8.6) and (8.2), we obtain the following
functional equation
(8.12) Z(
1
2
− s,Fρ,ψ(φ), ϕ
∨) = γ(s+
1
2
, χ⊗ π, ρ, ψ)Z(s+
1
2
, φ, ϕ).
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By a shift: s 7→ s − 1
2
, we obtain the functional equation in Theorem
8.1. We are done. 
From Proposition 7.3 and Theorem 8.1, we obtain
Corollary 8.2. The gamma function Γρ,ψ(s, χ⊗π) as defined in Propo-
sition 7.3 is equal to the Langlands γ-function γ(s, χ⊗π, ρ, ψ), as mero-
morphic functions in s, for any χ⊗ π ∈ Π(G).
By Corollary 8.2, we deduce that Theorem 7.8 implies Theorem 1.2.
8.2. L-functions. We start to prove Theorem 1.4 here, which will be
finished in Subsection 8.3.
From the proof of Theorem 8.1, we can deduce, by using the work of
Yamana ([Y14, §5]), that the poles of the local zeta integrals Z(s, φ, ϕ)
are completely determined by the poles of the Langlands local L-
function L(s, χ⊗π, ρ). This indicates that the Schwartz space Sρ(G) is
the ρ-Schwartz space in the sense of the Braverman-Kazhdan proposal
([BK00]) and of Ngoˆ ([N20]).
Theorem 8.3. For any irreducible admissible representation χ⊗ π of
G(F ), the following set
Iχ⊗π = {Z(s, φ, ϕ) | φ ∈ Sρ(G), ϕ ∈ C(χ⊗ π)}
is a fractional ideal of C[qs, q−s] that admits a greatest common denom-
inator Pχ⊗π(q
−s) with Pχ⊗π(0) = 1 and
Pχ⊗π(q
−s)−1 = L(s, χ⊗ π, ρ),
which is the Langlands local L-factor L(s, χ⊗ π, ρ).
Proof. Take any φ = φf ∈ Sρ(G) with f ∈ Spvs(XP∆), and ϕ ∈ C(χ⊗π),
the space of matrix coefficients of χ⊗π. From (8.2) in the proof of The-
orem 8.1, for Re(s) sufficiently large, the local zeta integral Z(s, φ, ϕ)
can be identified with the doubling local zeta integral:
Z(s, φf , ϕ) = Z(fχ
s−12
, ϕ′)
where ϕ′ = ϕ|{1}×Sp2n(F ) and Pχs(f) = fχs ∈ I
†(s, χ), the space of good
sections on Sp4n(F ). Hence Z(s, φ, ϕ) converges absolutely when Re(s)
is sufficiently large, and admits meromorphic continuation to s ∈ C.
By Proposition 5.10, Pχs is surjective from Spvs(XP∆) to I
†(s, χ). Hence
we obtain another description of the set Iχ⊗π:
Iχ⊗π = {Z(fχ
s− 12
, ϕ′) | fχs ∈ I
†(s, χ), ϕ ∈ C(π)}.
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According to the local theory of the doubling zeta integrals as explicitly
discussed in [Y14, §5], one has that
{Z(fχ
s− 12
, ϕ′) | fχs ∈ I
†(s, χ), ϕ ∈ C(π)} = L(s, χ⊗ π, ρ) · C[qs, q−s].
It follows that Iχ⊗π = L(s, χ⊗π, ρ) ·C[q
s, q−s] is a fractional ideal. We
are done. 
8.3. Basic function. We continue our proof of Theorem 1.4, related
to properties of the basic function Lρ. By definition, the basic function
is a unique bi-KG-invariant function Lρ on G(F ) with property that
Z(s,Lρ, ϕ◦) =
∫
F××Sp2n(F )
Lρ(a, h)ϕ◦(a, h)|a|
s− 1
2 d∗a dg
= L(s, χ⊗ π, ρ),(8.13)
where KG := O
××Sp2n(O), ϕ◦(a, h) is the normalized unramified ma-
trix coefficient of an unramified χ⊗π with the normalization ϕ◦(1, I2n) =
1, and Z(· · · ) is the local zeta integral as defined in (7.1). The con-
struction and the uniqueness of the such basic functions for a given
pair (G, ρ) have been worked out in [Li17] and [Luo19] (see also the
relevant discussions in [BNS16], [Gz18], [Sak18], and [Sh18]).
We intend to show in this subsection that there exists a unique basic
function Lρ that belongs to the space Sρ(G), and is fixed under the
action of the Fourier operator Fρ,ψ. Based on our strategy in this paper,
we are going to use the relevant known results about the doubling local
zeta integrals via Theorem 6.9 and Corollary 6.12.
In the proof of Theorem 8.1, we show in (8.2) that
(8.14) Z(s+
1
2
, φ, ϕ) = Z(fχs, ϕ
′)
holds for Re(s) large and for s ∈ C via meromorphic continuation,
where fχs = Pχs(f) with a function f ∈ Spvs(XP∆) that is determined
by φ as in (6.8), and ϕ′(h) = ϕ(1, h), which is a matrix coefficient of π.
Since the relevant results for doubling local zeta integrals are only
known for the case where the residual characteristic of F is odd ([LR05],
for instance), for the rest of this subsection, we assume the ground
field F has an odd residual characteristic, and may come back to the
even residual characteristic situation as needed in future. From [LR05,
Proposition 3], the unramified calculation of the local zeta integral of
Piatetski-Shapiro and Rallis implies that
Z(f ◦χs, ϕ
′
◦) =
L(s + 1
2
, χ⊗ π, ρ)
b2n(s, χ)
,
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where b2n(s, χ) is given in (2.24) and f
◦
χs is the normalized spherical
vector in I(s, χ), which in particular is K∆-invariant. Here π (resp. χ)
is an unramified representation of Sp2n(F ) (resp. F
×). In other words,
Z(b2n(s, χ) · f
◦
χs , ϕ
′
◦) = L(s+
1
2
, χ⊗ π, ρ).
Since b2n(s, χ) · f
◦
χs is a unique K∆-invariant good section in I
†(s, χ)
satisfying the above identity, by Theorem 5.10, there exists a unique
bi-K∆-invariant function L
′
ρ in Spvs(XP∆) such that
b2n(s, χ) · f
◦
χs = Pχs(L
′
ρ).
By the transition relation in (6.8), there exists a unique function Lρ in
the Schwartz space Sρ(G) corresponding to the function L
′
ρ. We claim
that such a constructed function Lρ is the basic function for the local
unramified L-function L(s, χ⊗ π, ρ).
First of all, under the assumption that the residual characteristic of F
is odd, we have that g0 ∈ K4n = Sp4n(O), where g0 is defined in (2.12),
which relates the variety XP∆ to the variety XPstd . Hence we have that
K∆ = g
−1
0 K4ng0 = K4n. In particular the image of the embedding of
KG ×KG →֒ Sp4n induced from Sp2n(F )× Sp2n(F ) →֒ Sp4n(F ) lies in
K4n. Therefore, Lρ is bi-KG-invariant. It is clear from (8.14) that
Z(s,Lρ, ϕ◦) = L(s, χ⊗ π, ρ).
This proves the claim above and that Lρ ∈ Sρ(G) is the basic function
for (G, ρ). Note that the uniqueness of the basic function Lρ ∈ Sρ(G)
can be verified by using the Mellin inversion formula applied to χs (see
[Luo19], for instance).
It remains to show that the basic function Lρ ∈ Sρ(G) is fixed under
the action of the Fourier operator Fρ,ψ. From (2.24) again, we know
that for the normalized spherical section f ◦χs in I(s, χ), the normalized
intertwining operator M†w∆ sends the good section b2n(s, χ)f
◦
χs ∈ I
†(s, χ)
to the good section b2n(−s, χ
−1)f ◦
χ−1s
∈ I†(−s, χ−1). By Theorem 5.5,
we must have FX,ψ(L
′
ρ) = L
′
ρ, because of the uniqueness of L
′
ρ. Finally,
by Theorem 6.9, we have that Fρ,ψ(Lρ) = Lρ as functions on G(F ).
We summarize the above discussion as a proposition.
Proposition 8.4. Assume that the residual characteristic of F is odd.
There exists a unique basic function Lρ belonging to the space Sρ(G),
with the following two properties.
(1) For the normalized matrix coefficient ϕ◦ of an unramified rep-
resentation χ⊗π, the local zeta integral as in (7.1) gives exactly
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the local L-function:
Z(s,Lρ, ϕ◦) = L(s, χ⊗ π, ρ).
(2) The Fourier operator Fρ,ψ preserves the basic function Lρ:
Fρ,ψ(Lρ) = Lρ.
This finishes our proof of Theorem 1.4.
From the proof of Proposition 8.4, when the residue characteristic
of F is even, the basic function Lρ may have a different structure. We
omit the discussion here.
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