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ABSTRACT
Functional magnetic resonance imaging(fMRI) is a non-invasive technique to investigate
brain function. It is done by inferring the neural activity by acquiring the MR images when
the subject is provided with controllable stimulus. Like other MR techniques, fMRI provides
high quality images while suffering the burden of slow data acquisition time and thus the sac-
rifice in the spatial\temporal resolution. In MR imaging, the scan time is roughly proportional
to the number of measurements, therefore sampling fewer measurements can reduce the acqui-
sition time. The recent theory of compressive sensing (CS) states that under certain conditions,
images with a sparse representation can be recovered from randomly undersampled measure-
ments. In this dissertation, we propose a recursive sparse reconstruction algorithm to causally
reconstruct fMRI sequence from a limited number of measurements. The proposed solution
modified-CS-residual uses the time correlation between the image sequences in two novel ways:
(a) it uses the fact that the sparsity pattern changes slowly over the time and (b) it also uses the
fact that the significant nonzero signal\pixel values also changes slowly. We also demonstrate
that our solution provides a very fast and accurate reconstruction while using only about 30%
measurements per frame. Extensive experiment results also shows the adaptability of modified-
CS-residual to different types of blood oxygenation level dependence (BOLD) contrast signals.
As a result, our proposed modified-CS-residual can causally reconstruct fMRI sequences and
significantly reduce the image acquisition time to enable higher spatial and temporal resolution,
which is of great practical use in rapid and dynamic fMRI.
1CHAPTER 1. INTRODUCTION
Magnetic resonance imaging is a delicate and versatile medical imaging modality. It is a
tomographic imaging technique to produce images of detailed internal structure of a subject.
MRI has several obvious advantages over other tomographic imaging techniques (e.g. Com-
puter Tomography (CT), Positron Emission Tomography (PET)):(a) MRI scanner outputs
multidimensional data or images describing the spatial distribution of the measured subjec-
t, it can generate two-dimensional sectional images in any direction, three-dimensional image
volumes, and even four-dimensional image representing spatial-spectral distributions without
any mechanical adjustments to the machinery. (b) It is a non-invasive imaging modality unlike
PET, meaning neither injections into the subject nor external signal sources are needed for
MRI. (c) Unlike CT, MRI performs in the radio-frequency range and does not use ionization
radiation. Therefore, it does not have the potential radioactive harmness. (d) MRI is rich
in its information content. The imaging process depends on a large number of parameters,
which can form different images according to different needs by suppressing or enhancing the
parameters’ functions. The flexible parameter contrast and data acquisition scheme make MRI
really popular and useful in the medical imaging field.
1.1 Motivation
Long data acquisition time is one of the practical limits of MRI due to hardware physics. In
MRI the scan time is roughly proportional to the number of measurements, therefore sampling
fewer measurements can bypass the hardware limits and reduce the acquisition time. The
question is if we can recover the image from fewer measurements without degrading the quality
2of the image to accelerate imaging time.
1.1.1 Why Compressive Sensing
To answer this question, we would like to exploit the sparsity of the MR images a little more.
As is being studied, most MR images have a sparse representation either in their pixel domain,
or in other transform domain, such as wavelet or spatial finite difference. While sparsity means
that there are few significant nonzero signal\pixel value, it indicates there should be some data
redundancy in MR images’ sparse representation.
Our goal is to use only a set of undersampled measurements (Fourier coefficients in MRI
case) to recover the image without degrading the image quality. When undersampling the k-
space data, the Nyquist sampling theorem is violated and conventional reconstruction through
inverse FFT may suffer from the aliasing artifacts. However, the recent theory of Compressive
Sensing(CS) guarantees that MR images with a sparse representation could be recovered from
randomly undersampled k-space data under certain conditions. The sampling technique used
in MRI scanning is also compatible with the framework of CS. Therefore, compressive sensing
provides a powerful tool to reconstruct MR images and accelerate the imaging time by exploiting
the sparsity.
1.1.2 Why Modified Compressive Sensing
It is popular to reconstruct tomographic image by using some prior information, e.g. s-
parsity can be viewed as some prior information in using CS to reconstruct MRI. For a large
number of medical image sequences, including fMRI sequence, due to temporal dependencies,
it is empirically observed that both the sparsity pattern and the significant nonzero signal
value change very slowly with time. Therefore, we can incorporate these prior information in
our solution to the image reconstruction problem. In later chapters, we will show that our
proposed algorithm modified-CS-residual can recursively reconstruct the sparse\compressible
signal sequences and can be successfully applied to reconstruction of highly undersampled
fMRI sequences. Compared to other existing works such as Basis Pursuit Denoising(BPDN),
kt-FOCUSS, CS-residual, we can show that modified-CS-residual achieves better reconstruction
3performance and detection performance with highly undersampled measurements.
1.2 Notation
In this thesis, we use ′ for conjugate transpose. The notation ‖c‖k denotes the `k norm of
the vector c. The `0 pseudo-norm, ‖c‖0, counts the number of nonzero elements in c. For a
matrix, M , ‖M‖ denotes its induced `2 norm, i.e. ‖M‖ := maxc:‖c‖2=1 ‖Mc‖2.
We use the notation AT to denote the sub-matrix containing the columns of A with indices
belonging to T . For a vector, the notation (β)T (or βT ) refers to a sub-vector that contains the
elements with indices in T . The notation, [1,m] := [1, 2, . . .m]. The set operations, ∪,∩ stand
for set union and intersection, respectively, and T1 \ T2 := T1 ∩ T c2 denotes set difference. We
use T c to denote the complement of the set T with respect to [1,m], i.e. T c := [1,m] \ T . For
a set T , |T | denotes its size (cardinality). But for a scalar, β, |β| denotes the magnitude of β.
Let Nt denote the current set of nonzero coefficients (significantly nonzero coefficients in
case of compressible sequences) of a signal xt. Nt consists of three parts: Nt , T ∪ (∆)t \ (∆e)t
where (∆)t and T are disjoint and (∆e)t ⊆ T . T is the known part of support while (∆e)t is
the error in the known part of support and (∆)t is the unknown part. xˆt denotes the estimate
of xt and Nˆt denotes the estimate of Nt.
1.3 Thesis Outline
We provide the outline of the thesis in this section. Chapter 2 will be a brief introduction
of Magnetic Resonance Imaging(MRI). We will take a look at several basic principles of MRI
from a signal processing perspective. In Chapter 3, we introduce the theory of compressive
sensing and a survey of existing CS methods applied on fMRI. Practical limits of MRI and
these methods will be discussed. In Chapter 4, we propose our solution modified-CS (and
modified-CS-residual) by exploiting the fact that fMRI sequences have slowly changing sparse
pattern and slowly changing significant nonzero signal/pixel values when valid. In Chapter
5, extensive experimental results are shown to demonstrate modified-CS-res’s accurate and
causal reconstruction for real fMRI brain imaging with simulated BOLD contrast sequences
4and real BOLD contrast. In Chapter 6, we conclude the thesis and show several future research
directions.
5CHAPTER 2. REVIEW OF MAGNETIC RESONANCE IMAGING
In this chapter we will go over some basic backgrounds of Magnetic Resonance Imaging
from a signal processing perspective rather than the conventional hardware description. The
concepts are based on [1], [2], [3]. MRI physics and hardware are complicated in general,
however from a signal processing perspective, it is just going through two phases: (1) one is
spin processing, transforming microscopic magnetic moments of nuclei spins into collected k-
space data, (2) the other is data processing, transforming k-space data into captured image.
The whole process can also be explained in
~µ→ ~M → ~Mxy → S(t)→ S(~k)→ I(~x)
where ~µ is the magnetic moment of nuclei spin, ~M is the bulk magnetization by imposing a
static B0 field, ~Mxy is the transverse magnetization excited by radio frequency (RF) field B1,
S(t) and S(~k) are electrical signals and k-space signals respectively based on Faraday’s law of
induction and spatial encoding by using gradient fields. I(~x), which is the image of interest, is
obtained by solving the conventional image reconstruction problem.
2.1 Signal Generation
2.1.1 Nuclear Magnetic Moments
A nucleus such as a proton, which has a nonzero spin will generate a magnetic moment µ.
It is given by
~µ = γ ~J (2.1)
where γ is the gyromagnetic ratio and ~J is the spin angular momentum. Vector µ has
two parameters, magnitude and its direction. In the absence of external magnetic field, the
6direction of the nuclear magnetic moments is random according to thermal random motion.
No net magnetization exists in this case.
2.1.2 Bulk Magnetization
Providing a strong static magnetic field B0 along the longitudinal z-direction will induce a
net magnetization ~M = Mx~i + My~j + Mz~k, which is the net sum of all the nuclear magnetic
moments. Magnetization precession around the z-axis has the angular frequency defined by
Larmor frequency
ω0 = γB0 (2.2)
which also is the resonance frequency of a spin system. Transverse components according to the
precession are not zero for each nuclear magnetic moment, however is zero for the net sum. It is
because that the precession magnetic moments have random phase with the same magnitude.
2.1.3 RF Excitation
To get phase coherence on the transverse plane, an oscillating RF field is generated to tip
the net magnetization away from equilibrium and is tuned at Larmor frequency according to
the resonance condition. As a result, a transverse magnetization ~Mxy is produced. The famous
Bloch equation describes the relationship
d ~M
dt
= γ ~m× ~B − Mx
~i+My~j
T2
− (Mz −M
0
z )
~k
T1
(2.3)
where M0z is the equilibrium value for magnetization and γ,T1, and T2 are constants. The image
of interest is the transverse magnetization: ~Mxy = Mx~i + My~j or specifically,the transverse
magnetization for a position r on the transverse plane at time t to be Mxy(~r, t) = Mx((~r, t)) +
iMy((~r, t)). The precession of the transverse magnetization between time 0 and time t can be
described
Mxy(~r, t) = Mxy(~r, 0)e
−iω0t (2.4)
If we incorporate the relaxation and further simplify Eq.2.4 , we can have
Mxy(~r, t) = M˜xy(~r)e
−iω0t (2.5)
7where M˜xy(~r) is our image of interest. It can reflect several properties of tissue, e.g., one
being the proton density of tissues we are interested. Therefore, the spatial distribution of the
transverse magnetization can be well represented.
2.2 Signal Detection
By Faraday’s law of electromagnetic induction, the magnetization Mxy(~r, t) will induce
electromagnetic force (voltage) in a receiver coil. The relationship is given the equation
v(t) = real(
∫
c(~r)
d
dt
Mxy(~r, t) dr) (2.6)
where c(~r) is the coil response pattern. The equation can further be simplified by approximating
the derivative: ddtMxy(~r, t) ≈ c0Mxy(~r, t). By combining c0 and c(~r) and expanding Eq.2.5 using
Euler’s equation, we have:
v(t) = real(
∫
c(~r)Mxy(~r, t) dr) =
∫
c(~r)M˜xy(~r)cos(−ω(r)t) dr (2.7)
where ω(r) = ω0 + ∆ω(r) and varies with r. Note that v(t) is a high frequency signal because
of the Larmar frequency ω0. Therefore, a quadrature Phase Sensitive Detection(PSD) is used
with the frequency of reference signal being ω0. Therefore, with simplifying the equation and
discarding scaling factors, we have
s(t) =
∫
c(~r)M˜xy(~r)e
−i∆ω(r)t dr (2.8)
Furthermore, if we assume homogeneity of the receiver coil, it can be simplified to
s(t) =
∫
M˜xy(~r)e
−i∆ω(r)t dr (2.9)
2.3 Signal Localization and Reconstruction
2.3.1 Spatial Encoding Gradients
In order to obtain spatial distribution information of the object, we use spatial encoding
gradient coils Gx,Gy,Gz, to create longitudinal magnetic field that varies linearly with respect
to the spatial position. For example, if we create a Gx gradient field, B(x) = B0 + Gx ∗ x,
8therefore the strength magnetic field B(x) is a linear function of position x. From previous
discussion, we also easily see the Larmar frequency at position x is ω(x) = ω0 + γGxx
2.3.2 Spatial Information Encoding
Suppose we have the gradient field G(r) = Gr superimposed on the B0 as we assumed in the
example in section 2.3.1, we can easily recognize γGr is the ∆ω(r) in the Eq. 2.9. Therefore,
we have
s(t) =
∫
M˜xy(~r)e
−iγGrt dr (2.10)
By substituting k(t) = γGt2pi , we have
s(k) =
∫
M˜xy(~r)e
−i2pik(t)r dr (2.11)
Eq. 2.11 states that the received signal at time t is the Fourier transform of the object
Mxy(~r) sampled at the spatial frequency k(t). s(k) is the so called k-space signal, representing
the Fourier measure of MR images.
2.3.3 K-space sampling trajectories
By manipulating the gradient G, we can design different k-space sampling trajectories,
such as Cartesian sampling, radial sampling, and spiral sampling. Traditionally, the sampling
patterns should be designed to meet the Nyquist criterion to avoid aliasing artifacts. Cartesian
sampling means that the k-space samples k(t) lies on a equally-spaced Cartesian grid or a
subset of such grid. It is by far the most popular sampling scheme used in practical. Other
non-Cartesian sampling schemes also draw more and more attention and develop quickly in the
recent years.
2.3.4 Reconstruction
The reconstruction process can be formulated into
Given s(kn) =
∫
I(r)e−i2piknr dr
Find I(r)
(2.12)
9where kn ∈ D is the k-space sampling trajectory. To simplify the derivation, we only con-
sider the x direction and the case that k-space is uniformly sampled, which D = {kn =
n∆k, n = . . . ,−2,−1, 0, 1, 2, . . .}. Then the imaging equation becomes s[n] = s(n∆k) =∫
I(x)e−i2pin∆kx dx.
By using Poisson Formula
∞∑
n=−∞
ei2pin∆kx =
1
∆k
∞∑
n=−∞
δ(x − n
∆k
), we have the relation to
reconstruct I(x) from S(n∆k):
∞∑
n=−∞
s[n]ei2pin∆kx =
1
∆k
∞∑
n=−∞
I(x− n
∆k
) (2.13)
To avoid overlapping of I(x − n∆k ) for different n, |x| < 1∆k . Also D = {kn = n∆k,−N/2 ≤
n ≤ N/2} for the practical case where a finite number of k-space points are collected. The
reconstructed can be done:
I(x) = ∆k
N/2−1∑
n=−N/2
s[n]ei2pin∆kx (2.14)
Therefore, by applying inverse Fast Fourier Transform (FFT) on the k-space measurements,
we can get the reconstructed I(x). When a non-Cartesian sampling is used or non-Fourier
effects are taken into consideration, simple inverse FFT is not adequate and more complicated
reconstruction algorithms are required.
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CHAPTER 3. COMPRESSIVE SENSING
Traditionally, the reconstruction of signals and images from measured data should satisfy
the Nyquist criterion. However, the emerging theory of Compressive Sensing (CS) states that
signals and images can be recovered from undersampled measured data under certain condi-
tions. The main concepts are based on [4],[5],[6],[7]. CS exploits the sparsity of signals and
images, while sparsity indicates that the signal can be represented or well-approximated by
relatively a few significant nonzero coefficients. For MR images, some of them are sparse in
their pixel representation, others may have sparse representation in other transform domains,
e.g., wavelet domain or finite difference domain. CS also requires that the aliasing artifacts
due to undersampling behaves like noise (incoherent) in the transform domain. In this chapter
we will give an introduction and overview of theoretical aspects of compressive sensing and set
up the framework for applying CS in MRI [8],[3].
3.1 The Compressive Sensing Theory
3.1.1 Sparsity
It is empirically observed that many natural signals and images turn out to be sparse or
compressible in some transform domain. Sparsity means that there are only relative few signif-
icant nonzero coefficients and other coefficients being zero in the signal’s sparse representation.
The sparsity is extensively exploited in compression techniques such JPEG, JPEG 2000. The
idea is that one can compresses the signal by simply encoding the locations and values of the
largest coefficients without losing much information. In MRI, we would like to explore the
images’ spatial sparsity either in pixel domain, or in wavelet, finite difference domain for some
more complicates images. Note that the sparsity is not only limited to the spatial dimension,
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for dynamics signal sequence it is also worth exploring the sparsity in the temporal direction
due to periodicity.
3.1.2 Incoherence
Incoherence is a standard way to analyze the recovery ability of measurement matrix [8].
We introduce the definition of point spread function (PSF). Suppose we denote Fu to be the
Fourier transform for only a subset of k-space measurements (Partial Fourier Transform). Fu
∗
is the inverse Fourier transform after zero-filling. Then PSF (i, j) = (FuFu
∗)(i, j). It measures
the correlation or interference suffered by the linear reconstruction at one pixel i from the unit
impulse at another pixel j. In other words, when reconstructing from the undersampled mea-
surements, the PSF measures the energy leaking tendency of zero-filled linear reconstruction
from the true energy source pixels to other pixels. The energy leakage will turn into aliasing ar-
tifacts in the reconstructed image due to zero filling. If the maximum of PSF (i, j) is relatively
small, we then say this sampling is incoherent. For images which have sparsity in other trans-
form domain, we define the transform point spread function: TPSF (i, j) = (ΨFuFu
∗Ψ∗)(i, j)
where Ψ denotes the sparsifying transform.
3.1.3 Sparse Signal Reconstruction
After introducing two critical requirements, sparsity and incoherence sampling, we now can
study the sparse signal reconstruction problem. The goal is to find a sparse signal x ∈ Cn from
a reduced set of measurements y ∈ Cm where m n,
y = Ax (3.1)
where A ∈ Cm×n is the measurement matrix. Since m  n, the measurement matrix is a fat
matrix. Without know any information about x, e.g. sparsity, we know that there are infinitely
many solutions of x since the linear system 3.1 is highly underdetermined. However, if we add
the sparsity information, an intuitive solution would be to search the sparsest solution x with
data consistency y = Ax.
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minimize ||x||0
subject to Ax = y
(3.2)
The solution to this minimization problem 3.2 has exponential complexity in m and thus
is not practical. Two practical approaches (with polynomial complexity in m) have been
proposed in the literature: convex relaxation methods which replace l0 norm by l1 norm and
greedy methods. In this thesis we put our emphasis on the convex relaxation methods.
The l1 norm minimization solves this problem,
minimize ||x||1
subject to Ax = y
(3.3)
As is shown, the problem 3.3 is the convex relaxation of the problem 3.2, hence it can be
solved using efficient convex optimization techniques.
To guarantee the l1 solution to be the l0 solution or l1/l0 equivalent, a standard argument
called the restricted isometry property (RIP) is proposed in [5]. It defines the isometry constant
δ2S of the measurement matrix A as the smallest number which satisfies
(1− δ2S)||x||22 ≤ ||Ax||22 ≤ (1 + δ2S)||x||22 (3.4)
holds for all 2S sparse signal x. It states that since the columns of A cannot be orthogonal
(n  m), all subsets of 2S columns taken from A are required to be orthogonal. It is also
shown that when δ2S <
√
2−1, it guarantees not only the l1/l0 equivalency, but also the stable
reconstruction for noisy signal.
3.1.4 Compressive Sensing Framework in MRI
3.1.4.1 Problem Formulation
According to the review of compressive sensing in 3.1.3, we are able to set up the sparse
reconstruction for dynamic MR imaging problem. For a dynamic MR image sequence at time t,
let yt denote the measurements we collect, let xt denote the coefficients vector in the sparsifying
domain. Denote Fu to be the undersampled Fourier transform and Φ to be the sparse transform.
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Therefore, we can have the measurement model to be
yt = Axt (3.5)
where A = FuΦ∗. The sparse transform will provide the sparse representation of the images
and specific design the k-space trajectory, we can also obtain sampling scheme which satisfies
”incoherence” constraint. The reconstruction can be solved by
minimize
β
||β||1
subject to Aβ = yt
(3.6)
The solution to Eq. 3.6 is also known as Basis Pursuit or BP. If we consider noise in our
measurement model, e.g.
yt = Axt + σzt (3.7)
where σ > 0 is the noise level and zt is the standard White Gaussian Noise. In the noisy case,
we can solve
minimize
β
γ||β||1 + 1
2
||yt −Aβ||22 (3.8)
The reconstructed signal is xˆt = β at time t. Solution to 3.8 is known as Basis Pursuit
Denoising (BPDN) in [6], the noisy version of BP. It solves an unconstrained problem and thus
is the fastest methods. It is also the most commonly used method especially for large sized
data. Minimizing the l1 norm of ||β||1 promotes the sparsity and ||yt−Aβ||22 enforces the data
consistency. More specifically, among all solution which are consistent with the measurements,
3.8 finds a solution which is sparse by the transform Φ. In later sections we will use ”BPDN”
and ”Simple CS” interchangeably to denote 3.8
3.1.4.2 Existing Methods
Recently a lot of methods are proposed to further improve the performance based on BPDN
under certain assumptions. In [9] Khajehnejad et al investigated the static noiseless measure-
ments problem under the assumption of a probabilistic support prior on the support, which is in
parallel with our group’s work. When the number of extra elements in the known support set is
small, their method is similar to modified-CS. In [10], von Borries et al suggested an approach
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similar to modified-CS, but assumed that the partially known support is completely correct.
Moreover, they did not provide any application motivation or real experiment or analysis. CS-
based methods such as CS-diff [11] applies CS on measurement differences to reconstruct the
difference signal. Usually the measurements difference are more inaccurate under noise. The
accumulating inaccuracy in the recursive algorithm will result in unstable reconstruction error.
Our group’s previous work LS-CS [12] and KF-CS [13] apply CS respectively on the least square
residual and Kalman filtered observation residual computed using the previous estimate of the
support. However, it is shown in [14] that LS-CS and KF-CS have much worse performance
than modified-CS.
Besides performing CS or CS-based methods on each slice of data independently, there are
other methods which leverage the fact that MRI data is a dynamic time-series of images with
high temporal correlation. A recently proposed method for compressive sensing in dynamic M-
RI improves on the BPDN approach by jointly reconstructing the entire sequence by treating it
as a single 3D spatiotemporal signal that is wavelet sparse in the kx−ky direction and Fourier
sparse along the time axis [15]. This approach, referred to hereafter as batch-CS, produces an
accurate reconstruction using much fewer samples per frame than what full sampling or BPDN
needs, but the reconstruction can only be performed on the entire batch of data after all sam-
pling is completed. For an N -frame acquisition, the reconstruction complexity of bacth-CS is
roughly N2 times that of BPDN. Likewise, the memory requirement is approximately N times
greater since all data are jointly processed.
Another method called kt-FOCUSS is proposed in [16],[17]. It uses the fact that a sequence
of MR image data is sparse in the ky−f domain where f denotes temporal frequency. The key
idea of kt-FOCUSS is to reconstruct ky − t ”frames” using FOCUSS. FOCUSS is proposed to
solve the sparse signal reconstruction problem in [18]. The idea is to first get the low resolution
initial guess by computing its minimum norm solution, and then the solution is pruned to a
sparse signal representation. The pruning process is implemented using a generalized affined
scaling transformation, which scales the entries of the current solution by those of the solutions
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of previous solutions. By adjusting the power factor, the solution can finally converge to a
l1 solution or l0 solution. However, kt-FOCUSS is still a batch method (it uses all captured
measurements to compute an initial estimate), but it is quite fast because (a) reconstruction
is on each ky− t frame with size N ×√m and (b) in many cases an accurate reconstruction is
obtained by running only a few iterations of FOCUSS for each ky − t frame.
3.1.4.3 Practical Sampling Scheme
In the previous section we discuss the importance of incoherence to the success of sparse
signal reconstruction. We consider more practical situations in the k-space sampling trajectory
design. Note in CS theory it is known that random sampling with a fixed sparsifying transform
will provide incoherence with a large probability [19] [4]. But there are a lot of practical limits
need to be taken into consideration. For example, k-space should be smooth curves and lines
in order to perform fast acquisition due to hardware constraints, so pure 2D random sampling
which will be more incoherent on a Cartesian grid will not be practical.
Another fact need to keep in mind is that most of the energy in MR locates close to the center
of k-space, e.g., the low frequency region, therefore, an uniform random sampling will not work
well since sensing energy maybe wasted in the high frequency region. A more appropriate
way is to design variable density random sampling matching the energy distribution [8]. More
specifically, we would like to sample denser in the low frequency region and sample less in the
high frequency region.
In our experiments, we collect measurements by variable density undersampling on phase
encoding direction and fullsampling on frequency encoding direction. It is in fact 1D random
row sampling on a sampling grid. Reducing phase encoding acquisitions, or the number of
acquisition lines, will dramatically reduce the data acquisition time. Cartesian sampling is
largely used in clinical and undersampling on phase encoding is easy to implement on MRI
scanner.
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CHAPTER 4. MODIFIED COMPRESSIVE SENSING
In the previous chapter, we have developed the framework of sparse signal reconstruction
for dynamic MR image sequences. Although sparsity and temporal correlation is exploited,
existing methods have drawbacks and need to balance the tradeoff between the number of
measurement and computational/memory complexity. In this chapter we are going to propose
a new method called modified Compressive Sensing (mod-CS) which uses the time correlation
between fMRI sequences in two novel ways: (a) the sparsity pattern changes slowly over time
and (b) the significantly nonzero values of the coefficient vector in the sparse transform also
changes slowly. More specifically, in a problem of recursively reconstructing time sequences of
sparse signal/images, one may use the support estimate and signal estimate from the previous
time instant as the ”partial knowledge”. If the knowledge is large compared to the unknown
part, mod-CS can achieve exact reconstruction under weaker condition. The main ideas of mod-
CS are in [20], [21], [14]. In our experiments, accurate reconstruction with less measurements
can be obtained with mod-CS compared to BPDN and other methods.
4.1 Motivation of Modified Compressive Sensing
Modified Compressive Sensing is a recursive sparse reconstruction algorithm to causally
reconstruct signal sequences. It exploits both the sparsity and time correlation of a sequence of
signal. Compared to BPDN, partial knowledge that we obtained from time correlation allows
us to use fewer measurements to achieve accurate reconstruction. Compared to batch type
methods who also exploit the time correlation, mod-CS can causally and recursively reconstruct
the sequence with less computational and storage complexity.
”Causally” means that we can perform reconstruction as soon as data for current frame comes
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Table 4.1 Comparisons of memory requirement and computational complexity for all methods. The
table assumes that convex optimization for an m-length vector requires O(m3) time and
assumes that the image is converted into a 1D signal and off-the-shelf interior point methods
are used to solve the convex optimization problem.
Modified-CS-residual Simple-CS CS-diff Kt-FOCUSS Batch- CS
Memory requirement O(n) O(n) O(n) O(Nn) O(Nn)
Computation complexity O(Nn3) O(Nn3) O(Nn3) O(N3n2) O(N3n3)
in, which is desirable for real time MR imaging application. On the contrary, batch type
methods need to wait until all the data are collected to perform reconstruction. ”Recursively”
means that we use previous frame information in our current frame reconstruction, which
only requires storing one reconstructed frame, one support information, and the current set of
measurements in memory. It ensures that computational and storage complexity is comparable
to BPDN and much faster and lower on memory than both causal and oﬄine implementations
of batch-CS. We compare the storage and computational complexity of our method with other
existing work in Table 4.1
4.2 Modified Compressive Sensing
4.2.1 Modified Compressive Sensing
4.2.1.1 Assumption
Mod-CS is introduced as the solution to the problem of sparse reconstruction with partial,
and possibly erroneous, knowledge of the support for a sequence with slowly changing support
[21]. Denote the known part of support by T . Mod-CS tries to find a signal that is sparsest out-
side of the set T among all signals satisfying the data constraint. For recursively reconstructing
a time sequence of sparse signals, we can use the support estimate from the previous time as
the set T . The use of the previous support estimate as the set T relies on the key assumption
that for medical image sequences, including fMRI sequences, the sparsity pattern(approximate
support of wavelet transform coefficients) changes very slowly over time. We demonstrate this
in Fig. 4.1. In this case, the ”support” refer to as the smallest set containing enough wavelet
coefficients so that their energy is equal to 99% of the total image energy. Notice that all
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changes are less that 9% and most changes are less than 6%.
Another important fact of fMRI sequences is that the significantly nonzero coefficients also
changes very slowly. We know that difference between frames of fMRI data are mainly caused
by nuissance signals, noise and the BOLD signal. Later we will show that by subtracting a
good initial guess and reconstructing the residual signal can further improve the results.
(a) |Nt\Nt−1||Nt| and
|Nt−1\Nt|
|Nt| (b)
|Nt\N1|
|Nt| and
|N1\Nt|
|Nt|
Figure 4.1 Slow support change plots for a simulated brain fMRI sequence(CNR= 4, 23
active pixels). Nt refers to the 99% energy support of the two-level Daubechies-4 2D
discrete wavelet transform (DWT) of the image at time t. |Nt| ≈ 0.05m for both the
simulated sequence and the real data sequence. We plot the number of additions from
t − 1 to t and the number of deletions from t − 1 to t in (a). In (b) we the plot support
changes, additions and deletions, with respect to the first frame. Notice that these become
much larger as time progresses. Hence, Nt−1 is a better estimate of Nt than N1.
4.2.1.2 Mod-CS and Mod-CS-res
Our goal is to find the sparsest possible signal estimate outside the set T among signals
which satisfy the data constraint. It solves the convex problem
minimize
β
||βT c ||1
subject to Aβ = yt
(4.1)
19
Similarly, considering the noisy measurement case,
minimize
β
γ||βT c ||1 + 1
2
||y −Aβ||22 (4.2)
For signal sequences with slow changing support sets, we can use T = Nˆt−1. Recall that
Nˆt−1 is the support estimate from the previous time instant. When the available number of
measurements is small (smaller than what CS needs for exact reconstruction), in simulation
experiments with Gaussian random measurements, Mod-CS has much smaller reconstruction
error than that of CS (as long as |∆| and |∆e| are small)[20]. Because of the slow support
change, clearly |∆| and |∆e| will be small as long as the previous reconstruction is accurate
enough. Furthermore, by using this fact that significant signal/image values also changes slowly
over time, we can apply modified-CS on the observation residual computed using the previous
signal estimate (or using the first signal estimate), i.e. we can solve
arg min
β
‖yt −Axt,temp −Aβ‖22 + γ‖(β)T ‖1 (4.3)
with xˆt,temp = xˆt−1 or xˆt,temp = xˆ1. The reconstructed signal xˆt is then given by
xˆt = βˆ + xˆt,temp (4.4)
We refer to the above as modified-CS-residual. Modified-CS-residual in (4.3) ensures that the
chosen minimizer is the one closest to xˆt,temp. Assuming that xˆt,temp is a good initial estimate
of xt, this would be the correct one. In our experiments, we used xˆt,temp = xˆ1. From the
signal model, we know the baseline signal consists of most parts of the image and the changes
between frames are only caused by the nuissance signals, noise and the BOLD signal. Also,
we can obtain a very good reconstruction at the first frame by using enough or even full
measurements. Therefore, in this problem, we used the first frame as the signal estimate for
every frame. The entire algorithm is summarized in Algorithm 1.
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Algorithm 1 Modified-CS-residual
Initialization: Do inverse DFT for x1 and set Nˆ1 = {k : |(xˆ1)k| ≥ τ}. For t > 0, do,
1. Modified-CS-residual
(a) Set xˆt,temp = xˆ1.
(b) Do Modified-CS-residual. Compute βˆ = arg minβ ‖yt − Axˆt,temp − Aβ‖22 +
γ‖(β)Nˆct−1‖1.
(c) Compute the support. Set xˆt = xˆt,temp + βˆ and compute Nˆt = {k : |(xˆt)k| ≥ τ}.
2. Output Nˆt and xˆt. Increment t and go to step 1.
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CHAPTER 5. EXPERIMENTAL RESULTS
In this chapter, we first introduce fMRI experimental data model and describe several per-
formance evaluation criteria. Experimental results of the detection of the realistically simulated
sequences and real data sequences are shown later in chapter, as well as causal detection perfor-
mance. All simulated sequences contain 90 frames and the image size for each frame is 64×64.
All the images are wavelet sparse and two-level Daubechies-4 2D discrete wavelet transform
(DWT) is used as the sparsifying basis. Nt refers to the 99% energy support of the wavelet
coefficients of each frame. Variable density undersampling scheme (which samples from a dis-
tribution that has more weight on the low frequencies) is used in all our experiments and the
sampling mask is time-varying, meaning we use a different undersampled mask at each frame.
5.1 Functional MRI Preliminaries
5.1.1 Functional MRI Introduction
Functional Imaging is a special type of MRI scan which can effectively measure the neural
activity. It works by measuring the hemodynamic response(changes in the blood flow and oxy-
genation) due to the neural activity, e.g., when a specific area of the brain is more active, it
consumes more oxygen and hence the blood flow increases in order to meet the increased de-
mand. The hemodynamic response rises and falls given a neural stimulus, resulting in changes
in local concentration of oxyhemoglobin and deoxyhemoglobin. Blood Oxygenation Level De-
pendent (BOLD) contrast is the MRI measure of deoxyhemoglobin. Through various detection
methods, one can detect the BOLD contrast from fMRI data and produce the activation map
to show which parts of the brain are active.
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5.1.2 Functional MRI Data Model
Let (It)m1×m1 denote the image at time t and let m := m21 be its dimension. 2-D Fourier
measurements are collected and the full sampling measurement model is
Yfull,t = St + Zt (5.1)
where Yfull,t is the measured k-space data at time t. St is the ideal k-space data and Zt is the
measurement noise, which is modeled as a complex Gaussian noise. The Image reconstructed
from the full Fourier samples, It, can be rewritten as
It = F
′Yfull,tF ′ = Itrue,t + ηt (5.2)
where F is the DFT matrix and Itrue,t is the ideal image that would be reconstructed from
noise-free k-space data. ηt = F
′ZtF ′ is the degrading noise in image domain, which is complex
and zero mean Gaussian with variance σ2η. We further model the complex image It as follows.
Each pixel in an fMRI data set is made up of the baseline MR signal, the functional signal
of interest, nuisance signals, and the degrading noise signal. These four components can be
combined to model a slice in an fMRI time-sequence as [22].
It(i, j) = Ib(i, j) + νt(i, j) + α(i, j) · bt(i, j) + ηt(i, j) (5.3)
Here, i, j are the pixel indices with i, j ∈ {1, . . . ,m}. Ib is the baseline MR signal which does
not change over time. bt(i, j) denotes the unit-amplitude BOLD signal shape in pixel (i, j),
the exact form of which depends on the hemodynamic response function (HDR) corresponding
to the pixel. α(i, j) is the non-negative amplitude of the BOLD signal in pixel (i, j) that
will be equal to zero in inactive pixels. νt is the nuisance signal, which are modeled only for
completeness since we aim to faithfully reconstruct It from highly undersampled data. From
these definitions, the contrast-to-noise ratio (CNR) of the BOLD signal in each pixel can be
expressed as:
CNR(i, j) =
α(i, j)
ση
(5.4)
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5.2 fMRI Experimental Data
5.2.1 Real fMRI Sequence: Simulated Activation
Functional MRI data were simulated based on the described data model using experimental
noise and synthetic BOLD contrast to provide realistic time-courses with known and control-
lable BOLD contrast. Rest fMRI (TR/TE = 2500/24.3 ms, 90 degree flip angle, 3 mm slick
thickness, 22 cm FOV, 64 × 64 matrix, 90 volumes) was performed using a 3T whole-body
MR scanner (Signa HDx, Ge Healthcare) and a gradient-echo EPI acquisition sequence while
a healthy, normal subject fixated on a central white cross. Complex image data with no s-
timulus given were saved to allow CS sampling of k-space data to be retrospectively applied
and compared to the fully sampled data. These rest data were used to simulate fMRI datasets
by adding synthetic BOLD contrast at an average CNR of 4 to pixels corresponding to motor
activation1 on one slice has 23 active pixels. Two types of BOLD signal will be added: block
stimulus and event-related stimulus. 10 separate observations were generated by resampling
the original rest fMRI data and adding activation to the appropriate pixels. Multiple obser-
vations were necessary to be able to compute descriptive statistics and compute meaningful
performance curves. In order to have each synthetic fMRI data set be unique, the rest data
were resampled using the wavestrapping technique [23] prior to adding the synthetic activation.
Wavestrapping resamples fMRI time-course data while preserving any temporal correlations of
the source data, which allows multiple realistic rest data sets to be created from a single source
data set.
5.2.2 Real fMRI Sequence: Real Activation
Functional MRI (TR/TE = 2500/24.3 ms, 90 degree flip angle, 3 mm slick thickness, 22
cm FOV, 64 × 64 matrix, 90 volumes) was performed on a healthy normal volunteer using a
3T whole-body MR scanner (Signa HDx, Ge Healthcare) and a gradient-echo EPI acquisition
sequence. Complex image data were saved rather than the normal magnitude-only data to
allow CS sampling of k-space data to be retrospectively applied and compared to the fully
1These pixels were identified in a separate activation study on the same subject that included a motor task
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sampled data. An fMRI presentation system (MRIx Technologies, Bannockburn, IL) was used
present 30 seconds of rest (central white fixation cross) followed by 4 cycles of an auditory and
visual stimulus instructing the subject to open and close his hands at a rate of 1 Hz for 30
seconds followed by 30 seconds of rest.
5.3 Evaluation Criterion
Note that the first thing coming to mind to evaluate the performance of image reconstruction
is to use normalized RMSE, which might not be the optimal evaluation criterion for medical
imaging. MSE is the sum of equally weighted variance and squared bias, where bias is related
to spatial resolution and artifacts. It is still not clear that where it is optimal for medical images
to use equal weight on variance and squared bias[2]. Besides, for fMRI data, our final goal is
accurate detection of activation region and even small MSE cannot guarantee good detection
performance.
Hence, we use the ‘activation map’, ‘Receiver operating characteristic(ROC)’ and ’time
course’ additionally to evaluate the performances of algorithms
5.3.1 Student’s t-test
The t-test is performed with using active period averaged images subtracted by rest period
averaged images through the Student’s t-test. The t-score is calculated individually on a pixel
by pixel basis. High t-scores are given to large differences with small standard deviations and
low t-scores are given to small differences with large standard deviations. For a series of n1
”on” images X1 and a series of n2 ”off” images X2,the t-test formula is
t =
X¯1 − X¯2
sX¯1−X¯2
(5.5)
where
sX¯1−X¯2 =
√
s2p
n1
+
s2p
n2
(5.6)
and s2p is the pooled variance
s2p =
Σ(X1 − X¯1)2 + Σ(X2 − X¯2)2
n1 + n2 − 2 (5.7)
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5.3.2 ROC
After computing t-values for each pixels, we can obtain active pixels by thresholding the t-
values. Receiver Operator Characteristic (ROC) plots the probability of detection by sweeping
the threshold for each given probability of false detection. The probability of detection(PD)
is defined as the ratio of correctly detected active pixels to the total number of true active
pixels and the probability of false detection(PF) is defined as the ratio of falsely detected
active pixels to the total number of rest pixels. ROC plots the probability of detection versus
the probability of false detection. By reducing the threshold, both PD and PF will increase.
Usually high PD with small PF(within 5%) are preferred in clinical use and it indicates higher
curves are preferred in terms of ROC perspective.
5.3.3 Activation Map
After the t-test, the activation map is drawn using different contrast color according to
different t-scores with the mean of the reconstructed sequence as the background. Activation
map provides a straightforward way to show which region or pixels are active due to the neural
stimulus.
5.3.4 Time Course Plot
Time courses of pixels can also help to evaluate the reconstruction performance. It shows
how the reconstructed pixel intensities change over time and whether they can keep track of
the full-sampled pixel time courses or not, especially for the active pixels. The closer the time
courses to those of fullsampling for both active and inactive pixels, the better the detection
performance will be.
5.4 Experimental Results
5.4.1 Blocked Simulated Activation Detection
We compare mod-CS-res, kt-FOCUSS, Simple CS, batch-CS, CS-residual and CS-diff with
fullsampling. CS-residual refers to doing BPDN on the observation residual computed using the
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first reconstructed frame. For each observation, we computed the probability of detection for
different probability probabilities of false detection. Then we compute the average probability
of detection and the standard deviation over 10 observations with the same CNR. Fig.5.1
shows the ROC curves with the average probability of detection and regions within the one
standard deviation for all the methods. From the figure, it is clear that mod-CS-res has the
best performance since the its ROC curve is strictly higher than those of other methods in
ROC plots. kt-FOCUSS is unable to correctly estimate the activation pattern over time, even
with increasing the number of iterations or with using motion estimation (ME) and motion
compensation (MC). In fact the activation detection is worsened with increased number of
iterations. The reason is that along the time axis, kt-FOCUSS uses Fourier sparsity, i.e., it
tries to obtain the sparsest sum of sinusoids that satisfies the data constraint. As a result,
it is unable to reconstruct sharp increases/decreases in intensity patterns of the active pixels
since that would require many sinusoids for accurate representation. Increasing iterations
can have a better reconstruction of the DC component in temporal frequency, but eliminates
many other nonzero frequency components. The reconstructed signal is more ’flat’ with the
increasing iterations which worsens the detection of BOLD contrast but reduces N-RMSE.
Similar results occur when ME/MC is added after doing kt-FOCUSS. CS-residual does not use
the slow support change, therefore it has worse detection than mod-CS-res. Batch-CS’s ROC
is better than kt-FOCUSS and still worse than mod-CS-res.Time course plots show that the
reconstructed signal deviate DC of the true signal, but with a similar changing pattern. Batch
CS does not use any initial guess. The experimental results implies mod-CS-res outperforms
other methods and is closer to the detection performance achieved using full sampling. We also
show the activation maps in Fig.5.2 for the reconstructions using mod-CS-res, ktFOCUSS, and
BPDN compared with fullsampling when the PD with smallest falsely detected active pixels.
It is obviously observed that the reconstruction of ktFOCUSS and BPDN have many more
falsely detected active pixels than those of mod-CS-res.
Time courses for one active and one inactive pixels are shown in Fig.5.3. For the active
pixel, we can see that ktFOCUSS reconstructed signal is smooth since it is the summation of
few sinusoids, but as a result it does not accurately track the time course of the true signal.
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In contrast, the mod-CS-res reconstructed signal follows the changes of the signal. Similarly,
for the inactive pixel, mod-CS-res also has better reconstruction than ktFOCUSS. Also, we
show the time course plots for ktFOCUSS with 10 iterations for the interpretation of degrading
performance of ktFOCUSS with more iterations.
Figure 5.1 Comparing mod-CS-res,ktFOCUSS, BPDN, batch-CS, CS-residual, and CS-diff
with fullsampling for the simulated fMRI sequences. For all methods, at t = 1,
n = 100%m Fourier measurements are used. For t > 1 frames, n = 0.3m measure-
ments are used with 1D kY random sampling. ktFOCUSS with different iterations
and with ME/MC are also shown. Mod-CS-res has the best detection among all
methods
5.4.1.1 Mod-CS-res and CS-res Comparison
CS-residual refers to doing BPDN on the observation residual. Due to the slow signal value
change of the fMRI signals, CS-residual can reconstruct the undersampled signal with less
measurements than simple BPDN. However, since it does not use prior information, therefore,
its reconstruction and detection are both worse than those of mod-CS-res. To make it more
obvious to differentiate the performance between these two methods, we can reduce the number
of measurements of the first frame to 50%. Usually the location of the brain is known in the
image, therefore, lowest subband in Wavelet domain is considered as partial known support in
the first frame and mod-CS is applied on the first frame. As is shown in the Fig.5.4, mod-CS-res
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with prior information on the frame has the lowest MSE error and also good ROC performance.
On the contrary, CS-res, which does not use partial support knowledge, is obviously worse than
mod-CS-res in reconstruction and detection.
5.4.2 Causal Detection
Causal detection of the activation patterns will be needed for real-time fMRI application
[24]. Even for conventional fMRI, causal detection can provide a stopping criterion. One can
stop acquiring more reps when the activation map tend to stabilize. In this section, we show
the results of causal detection on the simulated slice with 23 active pixels.Detecion is done
using the standard t-test applied on the first t reconstructed frames. Note that ktFOCUSS is
a batch method and hence it needs to reconstruct all previous frames every time. This takes
much longer time to finish. Similarly, the average ROC plots for each case are shown in Fig.
5.5 comparing causal ROC curves of mod-CS-res and those of ktFOCUSS. It is evident that
ROC curves of mod-CS-res can achieve almost 93% of detection within 5% of false detection
using the first 40 frames, and can achieve 100% detection within 5% false positive rate using
the first 80 frames. ktFOCUSS, however, can only achieve 86% of correct detection within 5%
false positive rate.
5.4.3 Real Activation Detection
For real data sequences, we cannot use ROC curves to compare the performance of diffent
methods since no ground truth is available. Our comparison is based on how the detected
activation can approximate the activation of IDFT using full Fourier samples. Activation
maps for a given threshold in t-test are used to study the detected activation. Different from
the simulated sequence, the activations of the real data are not so ideal. For active brain
imaging, we used the same experimental setup as in previous section except using n = 0.33m
measurements for t > 1. Activation maps of two real data sequences are shown respectively in
Fig.5.6 and Fig.5.7 for the reconstructions using mod-CS-res, ktFOCUSS, and BPDN compared
with fullsampling when threshold for t-test is set to be the same for all algorithms. We easily
observe that mod-CS-res has most active pixels detected and few false detection while both
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ktFOCUSS and BPDN have many missing detection. Also, time course plots of one active pixel
and one inactive pixel are shown in Fig. 5.8. Mod-CS-res can track the BOLD change pattern
best than other methods.
5.4.4 Event-related Simulated Activation Detection
In all our previous simulations, experiments are performed by using extended periods of
”on” vs ”off” activations, or the so called block designs. Blocked fMRI provides a looser
condition for the activation detection with ”on” period extended to long enough for detection.
However, in most fMRI experiments, activity with a short stimulus duration can still produce
detectable signal changes. These types of fMRI are called Event-related fMRI. Here is a simple
comparison between Event-related fMRI BOLD signal and Blocked BOLD signal.
As is shown in the Fig.5.9, Event-related BOLD signal has shorter rising time and less
”on” period compared to the blocked BOLD signal. In the simulation we compared the recon-
struction of modified-CS-residual, Simple CS and ktFOCUSS with fullsampling in Fig.5.10 and
Fig.5.11. Like the blocked fMRI simulation, modified-CS-res still outperformed other methods
even with 30% measurements. In Fig.5.12, we compared the timecourse plots for several active
pixels. Time course plots can easily show that the difficulty of detection Event-related fMRI
since the time course plot is not as trackable as blocked signal.The results show that modified-
CS-residual can still keep track of the time course best, BPDN recovers well on some pixels
and become unacceptable bad on others, and kt-FOCUSS can only recover the approximate
sinusoidal like time course with wrong magnitude.
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(a) Full sampling,CNR=4 (b) Modified-CS-residual,CNR=4
(c) Kt-FOCUSS,CNR=4 (d) BPDN,CNR=4
(e) CSres,CNR=4
Figure 5.2 Comparing activation maps for modified-CS-residual, Kt-FOCUSS, BPDN, and CSres with
full sampling on the blocked simulated fMRI sequence for CNR= 4 when PD = 1 with
smallest PF . For all methods, at t = 1, n = 100%m Fourier measurements are used. For
t > 1 frames, n = 0.3m measurements are used with 1D kY random sampling scheme.
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(a) Time course for one active pixel (b) Time course for one inactive pixel
Figure 5.3 Comparing modified-CS-residual, Kt-FOCUSS, BPDN and CS-residua, Batch CS with full
sampling for the simulated fMRI sequences using time course plots. Time courses of one
active pixel and one inactive pixel are plotted.
(a) MSE comparison,CNR=4 (b) ROC comparison,CNR=4
Figure 5.4 Comparing reconstruction and detection for mod-CS-res and CS-res on the simulated fMRI
sequence when CNR = 4. At t = 1, n = 50%m Fourier measurements are used. Lowest
subband of Wavelet has been used as partial knowledge for mod-CS-res at t = 1. For t > 1
frames, n = 0.3m measurements are used with 1D kY random sampling scheme.
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(a) Modified-CS-residual Causal Detection,CNR=4 (b) ktFOCUSS Causal Detection,CNR=4
Figure 5.5 Comparing causal detection for mod-CS-res and ktFOCUSS on the simulated fMRI se-
quence when CNR = 4. At t = 1, n = 100%m Fourier measurements are used. For t > 1
frames, n = 0.3m measurements are used with 1D kY random sampling scheme.
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(a) Full sampling (b) Modified-CS-residual
(c) Kt-FOCUSS (d) BPDN
(e) CSres
Figure 5.6 Comparing activation maps and NRMSE for modified-CS-residual, Kt-FOCUSS, BPDN,
CSres with full sampling on the first real fMRI sequence. For all methods, at t = 1,
n = 100%m Fourier measurements are used. For t > 1 frames, n = 0.33m measurements
are used with 1D kY random sampling scheme. Activation maps are obtained from t-test
with threshold 5.
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(a) Full sampling (b) Modified-CS-residual
(c) Kt-FOCUSS (d) BPDN
(e) CSres
Figure 5.7 Comparing activation maps and NRMSE for modified-CS-residual, Kt-FOCUSS, BPDN
and CSres with full sampling on the second real fMRI sequence. For all methods, at t = 1,
n = 100%m Fourier measurements are used. For t > 1 frames, n = 0.33m measurements
are used with 1D kY random sampling scheme. Activation maps are obtained from t-test
with threshold 4.5.
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(a) X=37,Y=44 (b) X=33,Y=17
(c) X=40,Y=22
Figure 5.8 Real activation time course plots for two active pixels and one inactive pixel
(a) Event related BOLD (b) Blocked BOLD
Figure 5.9 Comparison between event-related BOLD signal and blocked BOLD signal
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(a) Full sampling,CNR=4 (b) Modified-CS-residual,CNR=4
(c) Kt-FOCUSS,CNR=4 (d) BPDN,CNR=4
(e) CSres,CNR=4
Figure 5.10 Comparing activation maps for modified-CS-residual, Kt-FOCUSS, BPDN, and CSres
with full sampling on the event-related simulated fMRI sequence for CNR= 4 when
PD = 1 with smallest PF . For all methods, at t = 1, n = 100%m Fourier measurements
are used. For t > 1 frames, n = 0.3m measurements are used with 1D kY random
sampling scheme.
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Figure 5.11 Event-related fMRI ROC ,comparing Modified-CS-residual, Kt-FOCUSS,CS with full-
sampling
(a) X=38,Y=42 (b) X=38,Y=44
Figure 5.12 Event related MRI time course plots for several active pixels
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CHAPTER 6. CONCLUSION AND FUTURE DIRECTION
In this thesis, we started off by reviewing principles of MRI from a signal processing per-
spective. The theory of Compressive Sensing is then introduced to exploit the sparsity in MR
images. CS predicts that we can reconstruct the MR images from a limited number of k-space
measurements under certain conditions and thus reduce data acquisition time and perform
rapid imaging. We discussed the requirements for CS to work properly in MRI, which are
sparsity and incoherence. Then we propose a new method called modified-CS-residual to fur-
ther exploit the time correlation in MR image sequences in two novel ways. We demonstrated
greatly improved reconstruction and activation pattern detection performance of our proposed
solution, modified-CS-residual on the realistically simulated fMRI sequences, compared to ex-
isting work. Mod-CS-res can play an important part in many applications that are limited by
scan time.
We have also demonstrated good causal detection performance of mod-CS-res, which will be
needed in real-time fMRI applications. We are able to detect the active region fairly accurately
even using only about 40 reconstructed frames. The next question for future work is can we
utilize this detected region to further improve reconstruction of the 41st frame and so for the
subsequent frames. In other words, we want to joint real-time detection and reconstruction
to further improve performance. Moreover, if we can separate frames into active and passive
frames also in real-time, one could use a previously reconstructed active frame as the ”initial
guess” for future active frames.
Currently our experiments are conducted on the relatively moderate resolution data matri-
ces (64× 64). Good reconstruction and detection performance lead us to conclude and expect
that spatial resolution can be improved under same data acquisition time, e.g., moving from
64×64 matrices to 128×128 matrices. In high resolution cases, sparsity pattern may be varied
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from low resolution cases and worth further study.
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