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Abstract
In this thesis, high order stochastic Runge-Kutta methods are developed for the
numerical solution of (Stratonovich) stochastic dierential equations and numerical re-
sults are presented. The problems associated with non-commutativity of stochastic
dierential equation systems are addressed, and stochastic Runge-Kutta methods par-
ticularly suited for such systems are derived. The thesis concludes with a discussion
on various implementation issues, along with numerical results from a variable stepsize
implementation of a stochastic embedded pair of Runge-Kutta methods.
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Chapter 1
Background to SDEs
1.1 Overview
The area of ordinary dierential equations (ODEs) is a rich one, well-researched with
plenty of software packages and tools available for the numerical solution of such sys-
tems. ODEs arise as a description of a model of a physical system and are solved
in order to provide answers to such questions as how the system is changing or de-
veloping, when change might occur, what eect a dierent starting point may have
on the solution, and so on. Until recently, many of the models developed to describe
physical phenomena have ignored stochastic eects because of the diculty in solu-
tion - both because of the lack of suitable numerical methods and also because of the
non-availability of suciently powerful computers.
Deterministic models can represent idealised situations and can often be improved
by including stochastic eects - but now, numerical methods for solving stochastic
dierential equations (SDEs) are required, and work in this area is far less advanced
than for deterministic dierential equations. Some areas where SDEs are used in mod-
elling include investment nance, turbulent diusion, population dynamics, polymer
dynamics, biological waste treatment, hydrology and VLSI circuit design. There are
also stochastic counterparts of, for example, chemical kinetic models (for example, the
Brusselator equations). With the increase in computing power, such complex models
can now be realised, and this has contributed to a burst of interest in the numerical
1
solution of stochastic dierential equations.
To construct numericalmethods suitable for solving SDEs, it is necessary to analyse
order, stability and error behaviour of possible methods in order to derive eective and
ecient schemes. It is known, from Kloeden and Platen (1992) that it is not possible
to use a simplistic adaptation of a deterministic numerical method to solve an SDE.
Thus stochastic numerical methods must be developed in their own right.
The motivation for this thesis comes from the relative paucity of high order numer-
ical methods currently available for solving SDEs. Although numerical methods can
be obtained, for example, by truncating the stochastic Taylor series at a certain point
(depending on the order of accuracy required of the numerical method), such methods
become very dicult to implement if high order is required. The author has a back-
ground in the numerical solution of ODEs, and has been able to extend this knowledge
to the setting of SDEs. With the advantages of implementation that (derivative-free)
Runge-Kutta methods have (for ODEs), this class of methods formed the basis of the
author's research into the development of high order methods suitable for the numerical
solution of SDEs.
The transition from ODE to SDE takes place by incorporating random elements
in the dierential equation. Randomness can be included in the initial value for the
problem; alternatively, the function describing the physical system can be a random
function, and in this case the dierential equation is called a stochastic dierential
equation.
This randomness is suitable for describing the rapidly uctuating random phe-
nomena, and can be modelled by a Wiener process which is nowhere dierentiable -
although other forms of noise are possible, such as coloured noise. The general form of
an autonomous SDE that will be considered in this thesis is
dy(t) = f(y(t))dt+ g(y(t))dW (t); y 2 IR
m
; (1.1)
where f is the slowly varying continuous component called the drift coecient (an
m-vector-valued function), g is the rapidly varying continuous component called the
diusion coecient (an m  d matrix-valued function), and W (t) is a d-dimensional
process having independent scalar Wiener process components (t  0).
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The SDE (1.1) can be re-written as a stochastic integral equation
y(t) = y(t
0
) +
Z
t
t
0
f(y(s))ds+
Z
t
t
0
g(y(s))dW (s)
where the rst integral is a regular Riemann-Stieltjes integral and the second integral
is a stochastic integral, which can be interpreted in many ways. The two most-studied
interpretations are those of Ito^ and Stratonovich. It is possible to switch between one
interpretation and the other, and the choice of interpretation depends on the type of
analysis required of the solution. Further background material on stochastic calculus
can be found in Chapter 2, including results on the products and expectations of
stochastic integrals - it will be seen that such concepts play an important role in the
derivation of order conditions for \accurate" numerical methods.
It is because analytical solutions are rare for dierential equation systems that
numerical approximations have been developed (and with such approximations there
must be measures of accuracy and errors). In this thesis, explicit numericalmethods are
developed for the numerical solution of SDEs. This is achieved by designing a new for-
mulation for stochastic Runge-Kutta (SRK) methods, where higher order Stratonovich
integrals are included in the denition of the method. This exibility establishes a
model for arbitrarily high-order SRKs, although in practice the implementation costs
involved in approximating the higher order stochastic integrals currently preclude an
ecient implementation strategy.
The focus is on explicit stochastic Runge-Kutta methods (which converge to the
Stratonovich solution of the SDE), and it has been possible to derive SRKs of strong
order 1.5, thus exceeding the previous order bound of 1.0.
It was found that all SRK methods applied to non-commutative SDE systems re-
duced in order to 0.5, but by extending a result of Magnus (1954) (for the solution of
a linear non-commutative deterministic dierential equation system) to the stochastic
setting, it was possible to observe which Stratonovich integrals needed to be repre-
sented in the formulation of an SRK suitable for non-commutative systems, and hence
derive such methods of strong order 1.0. Previously many authors have concentrated
on the commutative case, to the extent of disregarding non-commutative SDE systems.
Stability analysis for both the SDE and the numerical methods constructed in the
3
thesis is carried out in Chapter 5; this chapter also includes a detailed analysis of the
stability and numerical solution of the Satellite Dynamics problem (Sagirow (1970)).
The implementation of numericalmethods for SDEs requires the sampling of Wiener
increments to approximate the white noise in the SDE, and this is achieved by computer-
generation of pseudo-random numbers. However the use of a pseudo-random number
generator needs to be evaluated in terms of statistical reliability. Komori et al. (1994)
discuss the eect that pseudo-random numbers can have on the numerical solution, and
suggest that this is why some numerical schemes that they have tested do not demon-
strate the order of accuracy expected; when a batch of independent pseudo-random
numbers is generated (or at least, when the measure of independency for these random
numbers is within a certain tolerance) and used in the numerical solution, the errors
from the random sample no longer have an impact on the numerical calculations and
the expected order of accuracy is conrmed. It is, however, an expensive process to
`sieve' through pseudo-random numbers according to a tolerance level, and in general
the numerical methods developed and tested in this thesis demonstrated the expected
results when the built-in computer pseudo-random number generator was used. Other
implementation issues are examined in depth inChapter 6, including the concept of
variable stepsize implementation.
A range of applications has been used in Chapter 6 for testing the numerical meth-
ods developed in this thesis. There is an example from nancial mathematics (Hof-
mann et al. (1993)), a stochastic version of the Brusselator system (see Kloeden et al.
(1994)), a waste water model from Harris (1976) where it is necessary to compute the
expected gain in biological oxygen demand, and a system that models the suspension
of spheroids (Asokan (1998)).
There are many situations that result in dierential equations with widely vary-
ing time constants. Such systems are called sti and can arise, for example, in the
deterministic setting, when parabolic partial dierential equations are converted to a
system of ODEs by the Method of Lines. Sti equations cannot be solved eciently
using explicit numerical methods as, for sti problems, the eigenvalues associated with
the Jacobian of the problem are widely varying. Thus, for the stability of the numerical
solution, the stepsize must be very small (approximately the reciprocal of the largest
4
eigenvalue in magnitude) resulting in expensive implementation costs and a more rapid
build-up of round-o error (which leads to a less accurate numerical approximation).
Consequently, in the deterministic setting, the numerical solution of sti dierential
equations requires an implicit method, and the same is true in the stochastic setting (in
that an explicit method is inappropriate for solving sti SDEs). However, the study,
development and implementation of implicit SRKs is a major topic in itself. Some
implementations use methods where the drift term (but not the diusion) is implicit.
There are particular implementation problems associated with fully implicit (that is,
implicit in both the drift and the diusion terms) stochastic methods, due to the possi-
ble unboundedness of the numerical calculations and this has important ramications
when sti SDEs arise. The complexity of this topic is left for future research.
Another area for future research is that of SRKs suitable for SDEs with coloured
noise. As mentioned above, it is white noise that is included in the formulation of the
SDE; however, Gaussian white noise is a stochastic process that has zero mean but is of
unbounded variation. In contrast to this is coloured noise which is a nite-bandwidth
noise. Methods with high order can be constructed more easily for SDEs with coloured
noise, as a coloured noise SDE system can be re-written as a white noise SDE system
but where the noise is additive (see Milstein and Tret'yakov (1994), for example).
The above paragraphs have given a general overview of the contents of the thesis.
The rest of this chapter will discuss numerical methods in general (and Runge-Kutta
methods in particular) as applied rst of all to the theory of ODEs and then extended
to the setting of SDEs (mainly in Stratonovich form). In this thesis, the Stratonovich
form of the SDE is distinguished by use of the symbol  ; because of the simplied
nature of the Stratonovich calculus, the Stratonovich form of the stochastic Taylor
series is used when deriving order conditions for stochastic Runge-Kutta methods. As
an Ito^ SDE can be converted to a Stratonovich SDE (and vice versa) by the means of
a simple formula (see Chapter 2 for details of the relationship), the techniques derived
in this thesis are equally applicable to Ito^ and Stratonovich SDEs.
The algebraic routines required in the thesis were written in MAPLE V (Release 3)
and are listed in the Appendix. All the numerical results were obtained using MATLAB
4.2c.1.
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The important requirements for the existence and uniqueness of numerical solutions
are presented in this chapter, and this forms a basis upon which the research in this
thesis is built.
1.2 Numerical Methods for ODEs
Numerical methods are characterised by their rate of convergence and their accuracy.
Consider now the initial value problem (IVP) written in autonomous form
y
0
(t) = f(y(t)); y(t
0
) = y
0
; f : IR
m
! IR
m
: (1.2)
There are two main classes of methods for solving such an equation numerically, namely
one-step methods or multistep methods. A one-step method needs one starting value
for commencing the computation (supplied by the initial value given in the denition
of the problem) and then proceeds by updating the numerical solution based only on
information from the previous step and intermediate values within a step. On the other
hand, multistep methods require several starting values (which need to be calculated
by, for example, a low order one-step method), as the update values rely on past
information from a number of steps.
The Euler method is the most basic numerical method for solving an IVP. It has
order of convergence 1 which means that the local discretization error between the
numerical approximation and the true solution is Ch
2
for some constant C (assuming
exact initial values at the previous step). Consequently the global error over N equal
steps of length h is of the form Ch. Thus if the desired level of accuracy is 10
 p
(e.g.), then the stepsize h would also need to be 10
 p
which becomes computationally
expensive for even moderate values of p. Methods with higher order of accuracy can
be implemented with larger stepsizes and hence are more ecient.
As with any numerical scheme based on a time discretization, the numerical ap-
proximation gives the solution just at the discrete times. To obtain a `continuous time'
solution, the usual technique is to approximate the solution by linear interpolation -
this holds in both the deterministic and stochastic cases. However some authors have
constructed higher order interpolants (continuous extensions) in the deterministic case.
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A linear k-step integration method is a linear combination of the values y
n
; y
n+1
;
   ; y
n+k
; f(y
n
);    ; f(y
n+k
) and is written
k
X
i=0

i
y
n+i
= h
k
X
i=0

i
f(y
n+i
): (1.3)
For a k-step method, 
k
6= 0; j
0
j+ j
0
j 6= 0 and h is the time discretization t
i+1
, t
i
:
If 
k
= 0 the method is explicit, otherwise it is implicit and some iterative scheme
must be used to solve for y
n+k
: The sequence of numerical approximations y
n+k
should
converge to the true solution y(t) as h! 0. Also, the function f in (1.2) must satisfy
certain conditions so that the existence of a unique solution to this IVP is guaranteed.
So let f : IR
m
! IR
m
be dened and continuous for all points in a region D  IR
m
;
then f is said to satisfy a Lipschitz condition on D if 9 L, a constant, such that for
any points y; z 2 D;
jjf(y), f(z)jj  Ljjy , zjj;
where jj jj is a norm on IR
m
.
Associated with a linear multistep method (1.3) are two polynomials () and ()
dened as follows:
() =
k
X
i=0

i

i
; () =
k
X
i=0

i

i
: (1.4)
These polynomials can be used to determine the convergence of a linear multistep
method. Indeed, necessary and sucient conditions for convergence of a linear multi-
step method are that
(1) = 0; 
0
(1) = (1)
and that the zeros of () are in or on the unit circle with those on the unit circle
being distinct. This latter restriction on the zeros of () is also the condition for
a linear multistep method to be zero-stable (\zero-stable" is the terminology used by
Lambert (1973) in place of \stable" as used by Dahlquist (1956) because of the number
of meanings attached to the word \stable").
Order of accuracy for a linear multistep method is a measure between the true and
numerical solutions assuming exact values are used for the k starting values. The max-
imum order for an implicit linear multistep method is 2k, while for an explicit method
it is 2k , 1. However, once zero-stability requirements are imposed, the maximum
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order of an implicit method is k+1 (if k is odd) or k+2 (if k is even). This is a severe
restriction and limits the usefulness of linear multistep methods. If the method should
also be A-stable then the method must be implicit and the maximum order is 2, with
the smallest error constant (
1
12
) being obtained with the trapezoidal rule
y
n+1
= y
n
+
1
2
h(f(y
n+1
) + f(y
n
)):
To improve on this situation, the class of one-step methods is now described.
The general s-stage Runge-Kutta method for numerically solving (1.2) evaluates
f(y(t)) at several points near the solution curve for t 2 (t
n
; t
n
+ c
s
h) (c
i
=
P
s
j=1
a
ij
)
and combines these values linearly to give y
n+1
:
Y
i
= y
n
+ h
s
X
j=1
a
ij
f(Y
j
); i = 1;    ; s
y
n+1
= y
n
+ h
s
X
j=1
b
j
f(Y
j
): (1.5)
Methods having a
ij
= 0 for j  i are called explicit. The order conditions for (1.5) are
discussed in Chapter 3, and here are quoted some results on maximum orders:
 for s = 1;    ; 4, an s-stage explicit method can have order s, but for s > 4 the
order is less than s (e.g. for s = 6; the maximum order is 5; for s = 9; 10;    the
maximum order is  s, 2);
 an s-stage implicit method has maximum order 2s.
Explicit Runge-Kutta methods are easy to implement, but they are not A-stable
and so are not suitable for solving sti problems. The consistency condition is
s
X
i=1
b
i
= 1;
this is equivalent to the method being of order 1, and is necessary and sucient for
the Runge-Kutta method to be convergent. The maximal order methods of order 2s
are known to be A-stable but are not ecient to implement. An ecient class of
implicit A-stable methods is that of Diagonally Implicit methods (DIRKs) which are
characterised by the Runge-Kutta matrix (A) being lower triangular with constant
value on the diagonal. A-stable DIRKs of up to order 8 are known.
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Unlike the linear multistep case, stepsize change implementations are trivial for
Runge-Kutta methods, and variable stepsize techniques based on extrapolation, em-
bedding, defect control and continuous extension techniques can all be used to obtain
very eective variable stepsize implementations (see Chapter 6).
1.3 Numerical Methods for SDEs
Consider the general Ito^ SDE
dy(t) = f(t; y(t))dt+ g(t; y(t))dW (t); (1.6)
where f is the drift coecient and g is the diusion coecient. Two particular cases
of (1.6) are for multiplicative or additive noise; if g(t; y(t)) depends linearly on y(t)
then the noise term is called multiplicative, while if g is constant the SDE has ad-
ditive noise. Additive noise can arise from uctuations in experimental data. Other
examples of additive noise (suggested by Kloeden and Platen (1992)) include: blood
clotting systems (Fogelson (1984)), cellular energetics (Veuthey and Stucki (1987)) and
stochastic annealing (Geman and Hwang (1986), Goldstein (1988)). When the noise
term depends on the state of the system (for example, when there are external uctu-
ations) the SDE has multiplicative noise. Some examples of multiplicative noise occur
in the areas of population dynamics and nancial mathematics. Kloeden and Platen
(1992) give some examples of linear SDEs with multiplicative noise, where the solution
is explicitly known (for example, the stochastic Verhulst equation and the stochastic
Ginzburg-Landau equation). The stochastic Dung-van der Pol oscillator is also an
example of a multiplicative noise SDE system.
As many SDE systems do not have analytical solutions it is necessary to solve these
systems numerically. Before discussing this, the following theorem (see Gard (1988) or

Ottinger (1996), for example) gives necessary and sucient conditions for the existence
and uniqueness of a solution to (1.6).
Theorem 1.3.1 Let the functions f and g be measurable on the interval [t
0
; T ] and
for all x; y 2 IR, and suppose that they satisfy both the Lipschitz conditions
jf(t; x), f(t; y)j  cjx, yj; jg(t; x), g(t; y)j  cjx, yj
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and the linear growth conditions
jf(t; x)j  c(1 + jxj); jg(t; x)j  c(1 + jxj)
for some constant c 2 IR. If y
0
= y(t
0
) is independent of the Wiener process W (t) for
t > 0, then there exists a unique solution of the SDE (1.6) with initial condition y
0
on
the entire time interval [t
0
; T ].
The uniqueness of the solution is pathwise-uniqueness, by which it is meant that if
X and Y are two solutions to the SDE, then
P
 
sup
[t
0
;T ]
jX(t), Y (t)j = 0
!
= 1:
Indeed, there may still exist a unique solution even when the linear growth condi-
tions are removed; however, retaining these conditions allows the Lipschitz conditions
to be replaced by local Lipschitz conditions (e.g. that the derivatives of f(t; x); g(t; x)
with respect to x are continuous). If f and g are continuous functions of t and x,
then a solution to the SDE exists (but may not in general be unique) - see Skorohod
(1965). Watanabe and Yamada (1971) and Yamada and Watanabe (1971) have derived
uniqueness results that depend on a weaker continuity condition on f and g in x than
the Lipschitz condition.
For the multi-dimensional case, a norm jj jj should be used for measuring the
Lipschitz and growth conditions.
In some stochastic models a strong solution is required, and for this a single tra-
jectory is computed. For example, for a strong solution, it may be necessary to ensure
that any trajectory remains inside some region. In contrast to this is the situation
where weak solutions are required - in this case, many trajectories are computed and
then various statistical measures can be applied. In this case it is usually the moments
of the distribution function of the underlying stochastic process that are required. The
increase in available computing power is particularly useful for the calculation of a
large number of sample paths.
The simplest stochastic numerical approximation is the Euler-Maruyama method
y
n+1
= y
n
+ h
n
f(y
n
) + g(y
n
)W
n
(1.7)
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where h
n
= t
n+1
, t
n
and W
n
= W (t
n+1
) ,W (t
n
)  N(0; h
n
). When implementing
any numerical method for SDEs it is necessary to simulate the noise process included in
the denition of the SDE. The noise increments W
n
are N(0; h
n
)-distributed random
variables, and can be generated numerically by using a pseudo-random number gener-
ator. Two ecient ways of generating these increments are by the Box-Muller method
or by the Polar-Marsaglia method; each involves sampling from a Uniform distribution
(over [0; 1]), and then applying a transformation with subsequent scaling by the factor
p
h
n
. The Polar-Marsaglia method returns two samples each time it is used, and is the
scheme used in the numerical implementations carried out in this thesis.
The Euler-Maruyama method has strong order of convergence
1
2
(and weak order of
convergence 1 - see Chapter 3 for order denitions) and it converges to the Ito^ solution.
The Euler-Maruyama scheme is still widely used in Brownian dynamics simulations of
polymer molecules (see

Ottinger (1996)).
Note that a method may have order of accuracy p in general, but that this order
may be increased for SDEs of a particular type. For example, the Euler-Maruyama
method has strong order of accuracy 1 for systems with additive noise. Other numer-
ical methods may have a much simpler form when being used to solve additive noise
SDEs, and this often leads to a cheaper implementation. Also, when multi-dimensional
systems are being considered, there can be signicant simplication in the structure of
a method if it is known that the SDE to be solved is fully commutative. For example,
for the general multi-dimensional Ito^ SDE, the representation of the Milstein scheme
simplies in the fully commutative case, so that the higher order Ito^ stochastic inte-
grals do not need approximating (see Kloeden and Platen (1989) for a description of
the scheme).
As the order of the Euler-Maruyama method is low, the numerical results are inac-
curate unless a small stepsize is used, and clearly more ecient methods are needed.
One improvement on the Euler-Maruyama method is the stochastic Heun method:
Y
1
= y
n
+ hf(y
n
) + g(y
n
)W
n
y
n+1
= y
n
+
h
2
(f(y
n
) + f(Y
1
)) +
1
2
(g(y
n
) + g(Y
1
))W
n
:
Another approach is to use truncated forms of the stochastic Taylor series formula (see
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Wagner and Platen (1978), Platen and Wagner (1982) and Kloeden and Platen (1992),
for example). Now, the equation (1.6) can be written in integral form
y(t) = y(t
0
) +
Z
t
t
0
f(y(s))ds+
Z
t
t
0
g(y(s))dW (s): (1.8)
If in (1.8) f and g are expanded in an Ito^ stochastic Taylor series about y
0
, then a
representation as an innite series for y(t) is obtained; truncating the stochastic Taylor
series at a particular point yields an expression for y(t) of a certain order. Numerical
methods can thus be dened for computing approximations to y(t); although these
become dicult to implement if higher derivatives are included. The Milstein scheme
(Milstein (1974)) consists of the rst few terms of the stochastic Taylor series:
y
n+1
= y
n
+ hf(y
n
) + g(y
n
)W
n
+
1
2
g(y
n
)g
0
(y
n
)

(W
n
)
2
, h

(1.9)
and converges with strong order 1 as long as E(y
2
0
) <1; f and g are twice continuously
dierentiable, and that f , f
0
, g, g
0
and g
00
satisfy a uniform Lipschitz condition.
Obtaining higher order stochastic numerical methods from the Taylor series is
straight-forward in derivation but involves considerable complexities in implementa-
tion not only in the approximation of the higher order stochastic integrals but also
in the calculation of the derivatives of the coecient functions f and g. It is natural
then to look at methods that are derivative-free. It has been shown that it is not
sucient to take extant Runge-Kutta schemes and apply them to SDEs (for example,
Kloeden and Pearson (1977) comment that numerical experimentation with 4th order
deterministic Runge-Kutta schemes adapted for application to a stochastic dierential
equation did not necessarily converge to the expected solution). For derivative-free
methods, one approach is to replace the derivatives in the stochastic Taylor approxi-
mations (Platen (1984)) by dierences, and this results in a derivative-free version of
the Milstein scheme:
Y
1
= y
n
+
q
h
n
g(y
n
) (1.10)
y
n+1
= y
n
+ h
n
f(y
n
) + h
n
W
n
g(y
n
) +
p
h
n
2
 
(
W
n
p
h
n
)
2
, 1
!
(g(Y
1
), g(y
n
)) :
Rumelin (1982) has shown that methods such as (1.10) converge strongly with strong
order at most 1, which is an improvement over the Euler-Maruyama method. More
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general Runge-Kutta type schemes can be constructed, but it is possible to show that
a strong order of 1.0 cannot be exceeded if only the increments W
n
of the Wiener
process are used. (Note that Chang (1987) has constructed an explicit order 2.0 strong
scheme but this is for the particular case when the stochastic term is constant.)
In this thesis a new class of SRKs is considered, where an additional Stratonovich
integral is included in the formulation of the method. With this class, explicit methods
of strong order 1.5 are derived - these methods are suitable for 1-dimensional or com-
mutative problems. In the deterministic setting, order results for the 1-dimensional
case extend in a natural manner to the multi-dimensional case, but this is not the
case for stochastic numerical methods. When several Wiener processes are involved,
the multi-dimensional case is far more complicated, especially when the diusion co-
ecients do not commute with each other or with the drift coecient. Analysis of
this situation is carried out in this thesis, and methods especially suited for solving
non-commutative multi-dimensional systems are derived.
1.4 Summary
The above sections have set the scene by describing the conditions necessary for the
existence of a unique solution to an ODE or SDE, and also by briey describing the
progress of the development of numerical methods for solving such dierential equation
systems. From this comes the research carried out in this thesis, and a brief description
of the chapters contained in the thesis is now presented.
 chapter 2: this chapter contains various results from stochastic calculus that are
needed in later chapters;
 chapter 3: in this chapter, a new class of SRK method is formulated and several
methods suitable for the numerical solution of SDE systems with one Wiener
process are developed;
 chapter 4: the problem of non-commutativity in an SDE system is discussed
in this chapter, and a result from Magnus (1954) (for the representation of the
solution of a non-commutative linear deterministic dierential equation system)
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is extended to the stochastic setting; numerical SRK methods particularly suited
to solving non-commutative SDE systems (with multiple Wiener processes) are
then developed;
 chapter 5: the concept of stability for numerical solutions of SDEs is important;
rstly the stability of the SDE itself is discussed, and then the stability of the
numerical methods derived in this thesis is analysed;
 chapter 6: this chapter is used to describe and present results from a variable
stepsize implementation of an embedded pair of SRKs developed in Chapter 3;
various implementation issues are discussed, and areas for future research are
outlined.
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Chapter 2
Stochastic Calculus
This chapter contains background material directly required for the work carried out in
this thesis. There are a number of books that do provide full details for the background
of probability theory and stochastic calculus (for example, see Arnold (1974), Gard
(1988), Kloeden and Platen (1992), Sobczyk (1991)), and the main denitions and
results from these topics are presented in the following sections. Some new results are
also included. Thus this chapter covers
 section 2.1: background denitions from probability theory, covering probability
measures, density and distribution functions, random variables, moments, and
the convergence of sequences of random variables;
 section 2.2: this section denes and discusses stochastic processes, particularly
the class of Markov processes;
 section 2.3: Wiener processes and Gaussian white noise are introduced;
 section 2.4: this section links the Wiener processes to stochastic integrals, dis-
cusses the background to Ito^ and Stratonovich integrals, and gives the formula
for the stochastic chain rule which is then used to derive the Ito^ and Stratonovich
stochastic Taylor Series;
 section 2.5: this section contains some discussion about the modelling of stochas-
tic dierential equations together with some examples of SDEs;
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 section 2.6: multiple stochastic integrals are discussed, along with the necessary
lemmas for dening relationships between various Ito^ and Stratonovich integrals,
multiplication of two stochastic integrals, and the expected value of a product
of two stochastic integrals; also in this section are three theorems that give new
results about the expectations of various products of Stratonovich stochastic
integrals;
 section 2.7: summarises the material presented in Chapter 2.
2.1 Probability Theory Background
Stochastic calculus is concerned with the study of stochastic processes, which involve
randomness or noise. Intuitively, this requires a knowledge of random variables and
probability measures, and this section provides the background denitions and concepts
that will be required later in the thesis, for example, in the analysis of the order of
convergence or in denitions of stability.
Only those denitions which are of direct relevance to this exposition are given
here. For more details, see Arnold (1974), Gard (1988), Kloeden and Platen (1992) or
Sobczyk (1991), for example.
Denition 2.1.1 A probability space (
;A; P ) comprises the sample space 
 (which
is a set of all possible outcomes), a -algebra A of subsets of 
; called events, and a
probability measure P on A.
Denition 2.1.2 A -algebra A of subsets of 
 satises the following:
1. 
 2 A.
2. If A 2 A, then A
c
= f! 2 
 j ! =2 Ag 2 A.
3. For any sequence fA
n
g  A, [
1
n=1
A
n
2 A.
For example, a Borel Set in IR
m
is the -algebra generated by open sets of IR
m
(and so includes open, closed, half-open and other m-dimensional intervals).
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Denition 2.1.3 A probability measure P on A must satisfy
1. P (
) = 1:
2. If A 2 A, then P (A)  0:
3. P (A
c
) = 1, P (A):
4. If A
1
; A
2
;    ; A
n
;    are mutually exclusive events (that is, A
i
\A
j
= ; if i 6= j),
then P ([
1
n=1
A
n
) =
P
1
n=1
P (A
n
).
Denition 2.1.4 The conditional probability of A given B, where (
;A; P ) is a
probability space, A 2 A; B 2 A; P (B) > 0, is
P (A j B) =
P (A \ B)
P (B)
:
The total probability rule states that
P (A) = P (AjB)P (B) + P (AjB
c
)P (B
c
):
Denition 2.1.5 A random variable is a real function X(!); ! 2 
 (the sample
space) and measurable with respect to a probability measure P .
Denition 2.1.6 The probabilistic behaviour of X(!) is completely and uniquely
specied by the distribution function F (x) = P (f! 2 
 : X(!) < xg):
Denition 2.1.7 X(!) is a continuous random variable if there exists f(x) (the
density function) such that f(x)  0;
R
1
 1
f(x)dx = 1; F (x) =
R
x
 1
f(z)dz:
Random variables can have dierent distributions, for example Uniform, Exponen-
tial, or Gaussian. They can also take widely varying values. The moments of a random
variable dene various characteristics of its distribution.
Denition 2.1.8 If X is a random variable dened on the probability space (
;A; P ),
then the expected value or mean value of X is
E(X) =
Z


XdP;
that is, the average of X over the entire probability space. For a random variable
continuous over IR,
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E(X) =
Z
1
 1
xf(x)dx:
Denition 2.1.9 A measure of the spread about the mean  is the variance
V ar(X) = E((X , )
2
) = E(X
2
), 
2
:
The standard deviation is  =
q
V ar(X):
Denition 2.1.10 The k
th
-order moment of a continuous random variable is de-
ned by

k
= E(X
k
) =
Z
1
 1
x
k
f(x)dx:
Expectations satisfy various properties. For example,
E(aX + bY ) = aE(X) + bE(Y )
where a and b are constants. Also, if X  Y , then E(X)  E(Y ):
Jensen's inequality states that if g(x) is a convex function (that is, for 0 <  <
1; then g(x+ (1 , )y)  g(x) + (1 , )g(y)), then
g(E(X))  E(g(X)):
Markov's inequality states that, if X  0 and a > 0, then
P (X  a) 
1
a
E(X):
Another important inequality is Chebyshev's inequality: assuming that  (=
E(X)) and 
2
(= V ar(X)) are both nite, and that the constant a > 0, then
P ((X , )
2
 a) 

2
a
:
Denition 2.1.11 A random variable X is a Gaussian random variable if it has
the Gaussian (or Normal) density function
f(x) =
1

p
2
exp(
,(x, )
2
2
2
);
where  is the mean and 
2
the variance of the Normal Distribution N(; 
2
): If  = 0
and  = 1, the distributionN(0; 1) is known as the standard Gaussian distribution.
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It can be shown that for a Gaussian random variable

2k+1
= 0

2k
=
n
Q
j=1
(2j , 1)
2k
:
9
>
=
>
;
(2.1)
Denition 2.1.12 The joint probability distribution function of an n-dimensional
random vector characterises the relationship between the random variables, and is given
by
F (x
1
;    ; x
n
) = P (f! 2 
 : X
1
(!) < x
1
;    ;X
n
(!) < x
n
g):
If F (x
1
;    ; x
n
) = F (x
1
)F (x
2
)   F (x
n
) then the random variablesX
1
;    ;X
n
are said
to be independent.
Denition 2.1.13 The joint probability density function of X
1
;    ;X
n
is given
by
f(x
1
; x
2
;    ; x
n
) =
@
n
F (x
1
;    ; x
n
)
@x
1
@x
2
   @x
n
:
If X
1
;    ;X
n
are independent, then f(x
1
;    ; x
n
) = f(x
1
)f(x
2
)    f(x
n
):
Denition 2.1.14 The covariance of two random variables X
1
and X
2
is dened to
be
Cov(X
1
;X
2
) = E((X
1
, 
1
)(X
2
, 
2
)) = E(X
1
X
2
),E(X
1
)E(X
2
)
where 
1
= E(X
1
); 
2
= E(X
2
): The correlation coecient of X
1
and X
2
(where

2
j
= V ar(X
j
) ) is the normalised covariance

X
1
;X
2
=
Cov(X
1
;X
2
)

1

2
which always satises ,1  
X
1
;X
2
 1: If this correlation coecient is non-zero, then
X
1
and X
2
are correlated.
Another important concept is that of conditional expectation. Given a random
variable X, the average of X (or E(X)) is the coarsest estimate of X; the conditional
expectation of X is another random variable which is intuitively less coarse than E(X).
Conditional expectations are used to provide estimates of X based on possibly incom-
plete information about X. Thus if some event A has occurred, then the estimate of
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X can be improved upon by calculating the conditional expectation of X, E(XjA),
where now only the values of X; as determined by the event A; need be considered.
For example, suppose that X is a continuous random variable with probability density
function f(x), and let A = f! 2 
 : a  X(!)  bg: Then the conditional density
function of X is
f(xjA) =
(
0 if x < a or x > b
f(x)=
R
b
a
f(s)ds if a  x  b:
The corresponding conditional expectation of X given event A is
E(XjA) =
Z
1
 1
xf(xjA)dx =
Z
b
a
xf(x)dx=
Z
b
a
f(x)dx:
Denition 2.1.15 An n-dimensional random vector (X
1
(!);    ;X
n
(!)) has aGaus-
sian distribution (n-dimensional) if
f(x
1
; x
2
;    ; x
n
) =
1
(2)
n=2
q
jKj
exp(
,1
2jKj
n
X
i;j=1
jk
ij
j(X
i
, 
i
)(X
j
, 
j
))
where K = fk
ij
g is the covariance matrix with k
ij
= E((X
i
, 
i
)(X
j
, 
j
)); 
i
=
E(X
i
(!)); i = 1;    ; n; jk
ij
j is the cofactor of element k
ij
, and jKj is the determinant
of K.
If there is an innite sequence of random variables, then it is important to know
how the sequence converges. There are a number of dierent modes of convergence:
Denition 2.1.16 A sequence of random variables fX
n
(!)g converges with prob-
ability one (w.p.1) to X(!) if P (f! 2 
 : lim
n!1
X
n
(!) = X(!)g) = 1: This is also
called almost sure convergence.
Denition 2.1.17 A sequence of random variables fX
n
(!)g such that E(X
2
n
) < 1
for all n converges in the mean square to X(!) if
lim
n!1
E(jX
n
,Xj
2
) = 0:
Denition 2.1.18 A sequence of random variables fX
n
(!)g converges in proba-
bility (or stochastically) to X if
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lim
n!1
P (f! 2 
 : jX
n
(!) ,X(!)j  ") = 0; 8 " > 0:
This last denition is the weakest of the three convergence denitions given above.
It can also be written as
lim
n!1
E(
jX
n
,Xj
1 + jX
n
,Xj
) = 0
(see Kloeden and Platen (1992), for example).
The nal topic to be covered in this section is that of marginal distributions of
Gaussian random variables.
Suppose that the joint probability density function of two continuous random vari-
ables X
1
and X
2
is f(x
1
; x
2
), and the joint distribution function is F
X
1
X
2
(x
1
; x
2
): Then
the marginal distribution function of X
1
is
F
X
1
(x
1
) = lim
x
2
!1
F
X
1
X
2
(x
1
; x
2
);
with that of X
2
being
F
X
2
(x
2
) = lim
x
1
!1
F
X
1
X
2
(x
1
; x
2
)
(see Kloeden and Platen (1992) for example).
The marginal probability density function of X
1
is f
X
1
(x
1
) and is calculated
by integrating f(x
1
; x
2
) over all the range of x
2
, with x
1
xed:
f
X
1
(x
1
) =
Z
1
 1
f(x
1
; x
2
)dx
2
;
analogously, the marginal probability density function of X
2
is
f
X
2
(x
2
) =
Z
1
 1
f(x
1
; x
2
)dx
1
:
Note that if X
1
and X
2
are independent, then
F
X
1
X
2
(x
1
; x
2
) = F
X
1
(x
1
)F
X
2
(x
2
) and f(x
1
; x
2
) = f
X
1
(x
1
)f
X
2
(x
2
):
It is also important to note that the marginal distributions of Gaussian random
variables are also Gaussian (see

Ottinger (1996), for example). Thus if X is a vector
of d Gaussian random variables, then the marginal distribution of say n components
of X ((X
j
1
;   X
j
n
), where 1 j
1
<    < j
n
 d) is also Gaussian.
21
2.2 Stochastic Processes
In many physical applications, there are many processes in which the random variables
depend on space and/or time and this introductory material will be the subject of
section 2.2.
Denition 2.2.1 A stochastic process is a family of random variables X(t; !) of
two variables t 2 T; ! 2 
 on a common probability space (
;A; P ) which assumes
real values and is P -measurable as a function of ! for each xed t. The parameter t is
interpreted as time, with T being a time interval. X(t; ) represents a random variable
on the above probability space 
, while X(; !) is called a sample path or trajectory
of the stochastic process.
As with random variables, stochastic processes can have moments and covariance
functions associated with them. Thus the mean and covariance function of a scalar
stochastic process X(t; !) is given by
m
X
(t) = E(X(t; !))
K
X
(t
1
; t
2
) = E

(X(t
1
; !),m
X
(t
1
))(X(t
2
; !),m
X
(t
2
))

whereX denotes the complex conjugate in the case that X is a complex-valued process.
Denition 2.2.2 A stochastic process X(t) such that E(jX(t)j
2
) <1; t 2 T is said
to be strictly stationary if its distribution is invariant under time displacements:
F
X
1
X
2
X
n
(t
1
+ h; t
2
+ h;    ; t
n
+ h) = F
X
1
X
2
X
n
(t
1
; t
2
;    ; t
n
):
In other words, the distribution of X(t) is the same for all t 2 T:
For example, a sequence of independent identically distributed random variables is
strictly stationary.
The concept of a process X(t) being weakly stationary means that X(t) is sta-
tionary only with respect to its rst and second moments. In this case, m
X
(t) = C
(C a constant) for all t 2 T , and for a function c : IR ! IR, V ar(X(t)) = c(0);
K
X
(t
1
; t
2
) = c(t
2
, t
1
):
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Denition 2.2.3 Two stochastic processes X(t; !) and Y (t; !) are said to be equiv-
alent if X(t; ) = Y (t; ) w:p:1 for each t 2 T .
If two processes are equivalent, then they have the same probability law and the
same nite joint distributions. Also, two equivalent processes have identical sample
paths (w.p.1), if the processes are continuous.
Denition 2.2.4 The stochastic process X(t; !) is continuous in probability (or
has stochastic continuity) at t if for t; t+ h 2 T;
P (f! 2 
 : lim
h!0
jX(t+ h; !) ,X(t; !)j  ") = 0 for any " > 0:
Similarly, X is mean-square continuous at t if
kX(t+ h; !),X(t; !)k
2
2
= E(jX(t+ h; !),X(t; !)j
2
)! 0 as h! 0:
There are various classes of stochastic processes, an important one of which is the
class of Markov processes. This class has the property that the future and past eects
are independent if the present is known. In other words, given a stochastic process
X(t) and a subset ft
1
< t
2
<    < t
n
g, then the conditional probability of X(t
n
) given
X(t
1
);    ;X(t
n 1
) depends only on X(t
n 1
). Associated with a Markov process is a
transition probability or function which gives the probability of a transition from a
state x at time s to a state belonging to a Borel set B at time t, and is denoted by
P (s; x; t; B) = PfX(t) 2 B j X(s) = xg; s < t:
For such functions with X(u) = ; s < u < t; the Chapman-Kolmogorov equation
holds:
P (s; x; t; B) =
Z
R
1
P (u; ; t; B)dP (s; x;u; d)
where R
1
is the set of possible values of X.
Note that the transition probability function is dened as
F (s; x; t; y) = PfX(t) < y j X(s) = xg;
and the density function is dened by
p(s; x; t; y) =
@
@y
F (s; x; t; y):
A crucial property of a Markov process is when it is a diusion process.
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Denition 2.2.5 A Markov process X(t) is a diusion process if there exist functions
a(s; x) (the drift) and b(s; x) > 0 (the diusion) such that the transition probability
function satises
1. lim
t!0
1
t
R
jy xj>"
dF
y
(s; x; s+t; y) = 0
2. lim
t!0
R
jy xj"
(y , x)dF
y
(s; x; s+t; y) = a(s; x)
3. lim
t!0
R
jy xj"
(y , x)
2
dF
y
(s; x; s+t; y) = b(s; x):
Condition (1) in Denition 2.2.5 demonstrates that it is very unlikely that the pro-
cess X
t
undergoes large changes in a short period of time. In condition (2), a(s; x)
represents the average velocity vector of the random process X
t
, while b(s; x) (in con-
dition (3)) measures the local magnitude of the uctuation of X
t
,X
s
about the mean
value (see Arnold (1974)).
The following theorem is a vital one in that it allows the probabilistic structure of
a diusion process to be determined via a deterministic partial dierential equation.
Theorem 2.2.1 (Fokker-Planck Kolmogorov Theorem) If X(t) is a diusion
Markov process and there exist appropriate continuous derivatives, then the density
function p(s; x; t; y) is a solution of the Fokker-Planck equation (also called the Kol-
mogorov forward equation)
@p
@t
+
@
@y
(a(t; y)p(s; x; t; y)),
1
2
@
2
@y
2
(b(t; y)p(s; x; t; y)) = 0: (2.2)
Naturally, there is a multi-dimensional version of the Fokker-Planck equation. The
functions a(t; x) and b(t; x) are now vector- and matrix-valued functions, respectively,
dened by
a
i
(t; x) = lim
t!0
1
t
E(X
i
(t+t),X
i
(t) j X(t) = x); i = 1;    ;m
b
ij
(t; x) = lim
t!0
1
t
E((X
i
(t+t),X
i
(t))(X
j
(t+t),X
j
(t)) j X(t) = x);
i; j = 1;    ;m
and the Fokker-Planck equation has the form
@p
@t
+
m
X
i=1
@
@y
i
(a
i
(t; y)p(s; x; t; y)),
1
2
m
X
i;j=1
@
2
@y
i
@y
j
(b
ij
(t; y)p(s; x; t; y)) = 0: (2.3)
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Conversely, a physical system represented by the Fokker-Planck equation can be
rewritten as a system of stochastic dierential equations of motion. (

Ottinger (1996)
suggests this for a system describing polymer dynamics.) As will be seen later, the
Fokker-Planck Kolmogorov theorem is one way of solving SDEs by solving a determin-
istic parabolic partial dierential equation for the density function but in this thesis
the SDE will be always solved directly.
Another important class of stochastic processes is that of martingales; martingales
are particularly relevant in the theory of stochastic integrals.

Ottinger (1996) likens a
martingale to a \courtroom process in which the truth is exposed in the course of time".
Higher order Ito^ integrals are examples of martingales that do not have independent
increments.
Denition 2.2.6 Let X(t) be a stochastic process fX(t) : a  t  bg on a probability
space (
;A; P ), and let fA
t
g
t2[a;b]
be a non-decreasing family of -algebras of A such
that, for each t 2 [a; b]; X(t) is A
t
-measurable. Then X(t) is a martingale with
respect to A
t
if
E(X(t+ s) j A
t
) = X(t) for all s > 0:
So if a process is a martingale, then it is considered to be a \fair game" process -
the expected outcome of a fair game at time t+ s is the same as that at time t (so the
events that have taken place in between times t and t+ s do not aect the expectation
at t+ s).
Another concept is that of the Markov time or `stopping time'.
Denition 2.2.7 Consider a probability space (
;A; P ) with ltration fA
t
; t  0g.
Then a non-negative random variable  (!) on (
;A; P ) is called a Markov time (or
stopping time) if the event f! 2 
 :  (!)  tg 2 A
t
for each t  0:
2.3 Wiener Processes
An important class of stochastic processes is that with independent increments;
that is, where the dierences X(t
i+1
) ,X(t
i
) are independent, for any nite sequence
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ft
i
g  T with t
i
< t
i+1
. A Poisson process and certain Gaussian processes are examples
of stochastic processes with independent increments. (A Poisson or Gaussian process
is one with all nite joint distributions Poisson or Gaussian, respectively.)
Denition 2.3.1 A stochastic process W (t), t 2 [0;1), is said to be a Wiener
process if
1. P (W (0) = 0) = 1:
2. For 0 < t
0
< t
1
<    < t
n
, the incrementsW (t
1
),W (t
0
);    ;W (t
n
),W (t
n 1
)
are independent.
3. For arbitrary t and h > 0, W (t + h) ,W (t) has a Gaussian distribution with
mean 0 and variance h.
In general, a standard Wiener Process (sometimes called Brownian Motion) has the
properties that
W (0) = 0; w:p:1; E(W (t)) = 0; V ar(W (t),W (s)) = t, s for all 0  s  t
(and so the increments are stationary).
The property E(W
s
W
t
) = min(s; t) can be used to demonstrate the independence
of the Wiener increments. Suppose that 0  t
0
<    < t
i 1
< t
i
<    < t
j 1
< t
j
<
   < t
n
; then
E ((W (t
i
),W (t
i 1
))(W (t
j
),W (t
j 1
))) = E(W (t
i
)W (t
j
)), E(W (t
i
)W (t
j 1
))
, E(W (t
i 1
)W (t
j
)) + E(W (t
i 1
)W (t
j 1
))
= t
i
, t
i
, t
i 1
+ t
i 1
= 0
and hence the increments (W (t
i
) ,W (t
i 1
)) and (W (t
j
),W (t
j 1
)) are independent.
Brownian Motion is a term (named after R. Brown, 1827) used to describe the
phenomenon of the erratic behaviour of a particle in a liquid, acted on by random
impulses, in the absence of friction. The term `Wiener Process' was named after N.
Wiener and describes the mathematics behind this phenomenon.
An important example of both a Markov process and a martingale is a Wiener
process.
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An important example of a stochastic process is that of a purely random process
or Gaussian white noise (that is, a stationary Gaussian process with mean 0 and
constant spectral density); this can be interpreted as the derivative of the Wiener pro-
cess, but only in a generalised sense as the Wiener process is nowhere dierentiable
(see Kloeden and Platen (1992), for example). So Gaussian white noise cannot be
determined exactly, but it can be approximated. The importance of Gaussian pro-
cesses is substantiated by the Central Limit Theorem which states that the sum of a
large number of independent identically distributed random variables converges to a
Gaussian random variable.
Another example of a noise process is a Poisson process; this is also called a `point
process', as the noise is generated at discrete points within the time interval.
To conclude this section, some results concerning the laws of large numbers and
Wiener processes will be presented. The sample paths of the Wiener process attain
larger and larger values in magnitude as time increases. As a consequence of the strong
law of large numbers one can state that
lim
t!1
W (t)
t
= 0; w:p:1;
and the law of the iterated logarithm has
lim
t!1
sup
W (t)
p
2t ln ln t
= +1; lim
t!1
inf
W (t)
p
2t ln ln t
= ,1 w:p:1:
2.4 Stochastic Integrals
Consider the stochastic dierential equation (SDE)
dy(t) = f(t; y(t))dt+ g(t; y(t))N(t)dt; y(t
0
) = y
0
(2.4)
where N(t) is a Gaussian white noise process. A solution y(t) of this SDE must also
satisfy (2.4) when it is written as an integral equation
y(t) = y(t
0
) +
Z
t
t
0
f(s; y(s))ds+
Z
t
t
0
g(s; y(s))N(s)ds: (2.5)
However the second integral in (2.5) cannot be dened in a meaningful way, and so the
integral equation is written
y(t) = y(t
0
) +
Z
t
t
0
f(s; y(s))ds+
Z
t
t
0
g(s; y(s))dW (s) (2.6)
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where W (s) is the Wiener process, and where \formally" the derivative of W is the
Gaussian white noise process (i.e. dW (s) = N(s)ds). The variance of the Wiener
process satises V ar(W (t)) = t, and so this increases as time increases even though
the mean stays at 0. Because of this, typical sample paths of a Wiener process attain
larger values in magnitude as time progresses, and consequently the sample paths of
the Wiener process are not of bounded variation; hence the second integral in (2.6)
cannot be considered as a Riemann-Stieltjes integral. Note that more general processes
which have the martingale property can be used in place of W (s) but in this thesis only
Wiener processes will be used in the SDE formulation. Also note that the formulation
in (2.6) assumes initially that there is only a single scalar Wiener process.
Now, an approximation of the stochastic integral by the sums
N
X
i=1
g(
i
;X(
i
))(W (t
i
),W (t
i 1
))
converges in the mean square sense to dierent values of this integral (see Gard (1988),
for example), for various 
i
in the subinterval [t
i 1
; t
i
]:
To determine a value for the integral
R
b
a
W (t)dW (t), approximate W (t) by the
function '

n
(t)
'

n
(t) = W (t
(n)
k
) + (1, )W (t
(n)
k 1
); t
(n)
k 1
 t  t
(n)
k
; (2.7)
for any ; 0    1; and then approximate the integral by the sums
Z
b
a
'

n
(t)dW (t) =
n
X
k=1
'

n
(t
k 1
)(W (t
(n)
k
),W (t
(n)
k 1
)): (2.8)
The righthandside of (2.8) can be written

n
X
k=1
W (t
(n)
k
)

W (t
(n)
k
),W (t
(n)
k 1
)

+ (1 , )
n
X
k=1
W (t
(n)
k 1
)

W (t
(n)
k
),W (t
(n)
k 1
)

:
By rearranging the terms algebraically,
n
X
k=1
W (t
(n)
k 1
)

W (t
(n)
k
),W (t
(n)
k 1
)

=
1
2
W (t
(n)
n
)
2
,
1
2
W (t
(n)
0
)
2
,
1
2
n
X
k=1

W (t
(n)
k
),W (t
(n)
k 1
)

2
and
n
X
k=1
W (t
(n)
k
)

W (t
(n)
k
),W (t
(n)
k 1
)

=
1
2
W (t
(n)
n
)
2
,
1
2
W (t
(n)
0
)
2
+
1
2
n
X
k=1

W (t
(n)
k
),W (t
(n)
k 1
)

2
:
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Thus
n
X
k=1
'

n
(t
k 1
)

W (t
(n)
k
),W (t
(n)
k 1
)

=
1
2
W (t
(n)
n
)
2
,
1
2
W (t
(n)
0
)
2
(2.9)
+
1
2
(2 , 1)
n
X
k=1

W (t
(n)
k
),W (t
(n)
k 1
)

2
:
The interval [a; b] has been partitioned into n equal sub-intervals of length
b a
n
, so
for each k the expected value of (W (t
(n)
k
),W (t
(n)
k 1
))
2
is t
(n)
k
, t
(n)
k 1
which equals
b a
n
:
Consequently, the mean-square limit of the sum of the squares in (2.9) is n(
b a
n
) = b,a.
Therefore, taking the mean-square limit of (2.9) as 
n
= t
(n)
k
, t
(n)
k 1
! 0;
Z
b
a
W (t)dW (t) =
1
2
(W
2
(b),W
2
(a)) + (,
1
2
)(b, a):
Thus for any choice of  there is a dierent result. In particular, if  = 0 (which is
equivalent to choosing 
i
= t
i 1
; the left-hand endpoint of the interval), the integral
is known as the Ito^ integral, and this leads to a calculus based on Ito^'s chain rule
(which will be dened shortly). If alternatively  =
1
2
; (
i
=
1
2
(t
i
+ t
i 1
)); then the
resulting integral is the Stratonovich integral (where the symbol  is employed), and
the Stratonovich calculus follows the same rules as for the regular Riemann-Stieltjes
calculus. The integral evaluations are
Z
b
a
W (t)dW (t) =
1
2
(W
2
(b),W
2
(a)),
1
2
(b, a)
and
Z
b
a
W (t)  dW (t) =
1
2
(W
2
(b),W
2
(a));
for the Ito^ or Stratonovich calculus respectively.
In order that the Ito^ stochastic integral
R
t
0
X(t)dW (t) be dened (for X(t) a real-
valued stochastic process with respect to the Wiener process W (t)), it is necessary
that X and W are both dened on the same probability space (
;A; P ). It is also
necessary that X be non-anticipating, by which it is meant that information about
X at time t does not depend on events occurring after time t. In the above analysis,
this is equivalent to  = 0 (see (2.7)).
A nice feature of the Ito^ integral is that it can be dened for a general class of
non-anticipating random functions in such a way as to preserve various Wiener process
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properties as well as allowing easy calculation of moments of the solution of an SDE.
In particular, the Ito^ integral forms a martingale which is a natural extension of the
fact that W (t) is a martingale, and, in addition, the Ito^ integral satises
E[
R
b
a
g(t)dW (t)] = 0
E[j
R
b
a
g(t)dW (t)j
2
] =
R
b
a
E[jg(t)j
2
]dt:
)
(2.10)
Only for the non-anticipating Ito^ case ( = 0) does the martingale property (and
(2.10)) hold. However to oset this advantage, there is the disadvantage of the extra
term in the chain rule (see below); this comes about as (dW
t
)
2
behaves like dt in the
mean square sense.
Before embarking on material crucial to this thesis, some brief remarks are made
concerning the chain rule. Given two appropriate vector-valued functions u and v such
that y(t) = u(v(t)), then
y
0
(t) =
du
dv
dv
dt
:
Furthermore, if
dy
dt
= f(t; y); then for a given function F;
dF (t; y) =
@F
@t
dt+
@F
@y
f(t; y) dt
where f(t; y) has m components (f
1
(t; y);    ; f
m
(t; y))
>
.
Now the chain rule for Ito^ calculus is given (see Kloeden and Platen (1992), for
example). Consider the stochastic dierential equation
dy(t) = f(t; y(t))dt+ g(t; y(t))dW (t); (2.11)
then, for a given function F and with certain smoothness, measurability and bound-
edness properties on f and g in (2.11) to guarantee the existence, pathwise uniqueness
and bounded second moments, the multi-dimensional stochastic chain rule gives
dF (t; y) =
@F
@t
dt+
@F
@y
f dt+
1
2
trace (gg
>
@
2
F
@y
2
)dt+
@F
@y
g dW: (2.12)
This is known as the Ito^ formula (in its condensed vector-matrix notation). In the
scalar case, (2.12) can be written
dF (t; y) = (
@F
@t
+
@F
@y
f +
1
2
@
2
F
@y
2
g
2
)dt+
@F
@y
g dW: (2.13)
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In fact (2.11) is suciently general to represent an m-dimensional, d-Wiener process
system in which g(t; y(t)) is an m  d matrix and W (t) = (W
1
(t);   W
d
(t))
>
is a
d-dimensional vector consisting of d independent Wiener processes. By letting the
columns of g(t; y(t)) be labelled as g
1
(t; y(t));    g
d
(t; y(t)) then the m-dimensional,
d-Wiener process system can also be written as
dy(t) = f(t; y(t))dt+
d
X
j=1
g
j
(t; y(t))dW
j
(t): (2.14)
In this case the component-by-component version of Ito^'s formula is, for k = 1;    ;m;
dF
k
(t; y) =
0
@
@F
k
@t
+
m
X
i=1
f
i
@F
k
@y
i
+
1
2
d
X
l=1
m
X
i;j=1
g
il
g
jl
@
2
F
k
@y
i
@y
j
1
A
dt+
d
X
l=1
m
X
i=1
g
il
@F
k
@y
i
dW
l
: (2.15)
The following example (Kloeden and Platen (1992)) demonstrates the use of Ito^'s
formula for determining the stochastic dierential of a smooth function of the solution
of an SDE.
Example 2.4.1 Consider the Ito^ SDE
dy(t) = a(t)y(t)dt+ b(t)y(t)dW (t);
where a and b are continuous functions of t. Let F (y) = y
2
(so that
@F
@t
= 0;
@F
@y
=
2y;
@
2
F
@y
2
= 2) and apply Ito^'s formula (with f(t; y)  a(t)y(t); g(t; y)  b(t)y(t)) to
get
d(y
2
(t)) = [0 + a(t)y(t)(2y(t)) +
1
2
b
2
(t)y
2
(t)(2)]dt+ [b(t)y(t)(2y(t))]dW (t)
= (2a(t)y
2
(t) + b
2
(t)y
2
(t))dt+ 2b(t)y
2
(t)dW (t):
Thus Z(t) = y
2
(t) is a solution of the stochastic dierential equation
dZ(t) = (2a(t) + b
2
(t))Z(t)dt+ 2b(t)Z(t)dW (t):
There has been much discussion about whether to use the Ito^ or Stratonovich inter-
pretation of the integral (see section 2.5 for more details), and while both approaches
are correct, the choice depends on the modelling process that leads to the SDE formu-
lation. Indeed, it is possible to convert from one interpretation to the other in order to
take advantage of the particular features of one of the approaches as appropriate. In
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the scalar case, if the Ito^ SDE is as given in (2.11) then the related Stratonovich SDE
is given by
dy = f(t; y)dt+ g(t; y)  dW; (2.16)
where
f (t; y) = f(t; y),
1
2
@g
@y
(t; y)g(t; y): (2.17)
In other words, the two equations (2.11) and (2.16), under dierent rules of calculus,
have the same solution. For example, dy(t) = ay(t)dt+ by(t)dW (t) has solution y(t) =
exp((a,
1
2
b
2
)t+bW (t))y
0
; as does dy(t) = (a,
1
2
b
2
)y(t)dt+by(t)dW (t); while dy(t) =
ay(t)dt+ by(t)  dW (t) has solution y(t) = exp(at+ bW (t))y
0
: Of course, in the case of
additive noise (where g is independent of y), the Ito^ and Stratonovich representations
are equivalent. (Refer back to Chapter 1 to review some of the situations where additive
noise can arise.)
In vector form, the relationship between the two integrals has
f
i
(t; y) = f
i
(t; y),
1
2
m
X
j=1
d
X
k=1
g
jk
(t; y)
@g
ik
@y
j
(t; y); i = 1; :::;m: (2.18)
If Stratonovich calculus is used, then the chain rule becomes the familiar one from
Riemann-Stieltjes calculus.
With deterministic dierential equation methods, a numerical method can be de-
rived by comparing the expansion of the method and the solution to an ordinary
dierential equation (ODE) in a Taylor series; and exactly the same procedure can
take place in the stochastic setting, using a stochastic version of the Taylor series. The
Ito^-Taylor expansion was rst established byWagner and Platen (1978) and Platen and
Wagner (1982), and full details are given in Kloeden and Platen (1992). It allows y(t)
(or a function of y(t)) to be expanded about the point y(t
0
) (up to the required degree
of accuracy) in terms of multiple stochastic integrals along with function evaluations
at y(t
0
): In order to derive the expansion, the Ito^ formula is applied successively to the
SDE (2.11) as it is represented in the autonomous integral form
y(t) = y(t
0
) +
Z
t
t
0
f(y(s))ds+
Z
t
t
0
g(y(s))dW (s): (2.19)
From the stochastic chain rule (2.13) (in autonomous form)
F (y(t)), F (y(t
0
)) =
Z
t
t
0
 
@F
@y
f +
1
2
@
2
F
@y
2
g
2
!
ds +
Z
t
t
0
@F
@y
g dW (s)
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which, using the operators (for scalar problems)
L
0
a(y) =
@a
@y
f +
1
2
@
2
a
@y
2
g
2
; L
1
a(y) =
@a
@y
g;
can be written as
F (y(t)), F (y(t
0
)) =
Z
t
t
0
L
0
F (y(s))ds+
Z
t
t
0
L
1
F (y(s))dW (s): (2.20)
Applying the Ito^ formula (as represented in (2.20)) to f and g in (2.19), then one
application gives
y(t) = y(t
0
) +
Z
t
t
0

f(y(t
0
)) +
Z
s
t
0
L
0
f(y(u))du+
Z
s
t
0
L
1
f(y(u))dW (u)

ds(2.21)
+
Z
t
t
0

g(y(t
0
)) +
Z
s
t
0
L
0
g(y(u))du+
Z
s
t
0
L
1
g(y(u))dW (u)

dW (s):
Consequently, by applying the Ito^ formula in turn to L
0
f; L
1
f; L
0
g; L
1
g, in nested fash-
ion, the Ito^-Taylor expansion is derived. Similarly, the Stratonovich-Taylor expansion
is developed, using this time the operators
L
0
S
a(y) =
@a
@y
f; L
1
S
a(y) =
@a
@y
g:
The rst few terms in the Stratonovich-Taylor series are thus given by
y(t) = y(t
0
) + f(y(t
0
))
Z
t
t
0
ds+ g(y(t
0
))
Z
t
t
0
dW (s)
+
Z
t
t
0
Z
s
t
0
L
0
S
f(y(u))du ds+
Z
t
t
0
Z
s
t
0
L
1
S
f(y(u))  dW (u) ds
+
Z
t
t
0
Z
s
t
0
L
0
S
g(y(u))du  dW (s) +
Z
t
t
0
Z
s
t
0
L
1
S
g(y(u))  dW (u)  dW (s);
and applying the standard chain rule (for Stratonovich calculus) to L
0
S
f; L
1
S
f; L
0
S
g;
L
1
S
g will yield the next terms in the expansion. It can be seen that multiple stochastic
integrals arise:
Z
t
t
0
ds;
Z
t
t
0
dW
s
;
Z
t
t
0
Z
s
t
0
du ds;
Z
t
t
0
Z
s
t
0
dW
u
ds;
Z
t
t
0
Z
s
t
0
dudW
s
;
Z
t
t
0
Z
s
t
0
dW
u
dW
s
; :::
and in section 2.6, notation to express these succinctly is introduced.
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2.5 Modelling
Ordinary dierential equations are used to model physical systems and, as many phys-
ical systems do not have analytical solutions, numerical methods must be constructed
to obtain accurate and ecient approximations to the solution. Unfortunately, due to
the complexity in describing physical systems realistically, many stochastic eects have
(until recently) been ignored or smoothed out in deriving the appropriate dierential
equation system. By including stochastic eects (for example, by including noise in
the coecients within the system, or by including extra (random) terms), the models
can be made more realistic, and these give rise to SDEs. The availability of greater
computing power means that now it is feasible in practical terms to obtain accurate
numerical solutions to large systems of SDEs, and hence there is renewed interest in
the construction of appropriate numerical methods.
Earlier in this chapter, two dierent forms of stochastic calculus have been described
(namely Ito^ and Stratonovich), and it is now pertinent to discuss which form should
be used when attempting to solve an SDE. It is possible to convert an Ito^ SDE to
Stratonovich form or vice versa (see section 2.4) but this presupposes that the form of
the SDE is known when it is constructed. In practice, it seems that if the model of a
system is enhanced by including stochastic terms (noise), then the SDE is assumed to
be in Stratonovich form. (Such noise is represented idealistically as Brownian Motion,
but can only be approximated in a model). Indeed, Stratonovich calculus is a natu-
ral choice when modelling real physical processes as the ordinary (Riemann-Stieltjes)
rules of integration and dierentiation apply. Consequently the Stratonovich form of
the SDE is often preferred by engineers or physicists. On the other hand, a Stratonovich
SDE does not satisfy the martingale property, so Ito^ SDEs are often used when mar-
tingale and non-anticipatory properties are required (as in nancial modelling) as then
the mathematical analysis of the SDE can draw on the many results and theorems con-
cerning martingales that are available in the literature. For example, as Ito^ integrals
are martingales, they inherit the properties of the integrator. If information about
the probability distribution of a solution is required (for example, the moments of the
distribution, or various statistical correlations of the solution), then the SDE will be
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analysed as an Ito^ SDE.
The paper by van Kampen (1981) contains a discussion of some of the controversies
concerning the Ito^ or Stratonovich interpretation. Noise considered as part of a physical
process can be either external or internal. By `external', it is meant that the noise source
is independent of the system being modelled; for example, external noise could be the
inuence of weather on some process being modelled. Then, such noise is described in
the model by some stochastic function, and the resulting SDE is considered to be in
Stratonovich form. Internal noise occurs when parts of the system being modelled are
subject to uctuations (e.g. chemical reactions); as internal noise cannot be eliminated,
such a system needs to be described by a master equation and this leads to an Ito^ SDE.
Ito^'s calculus is also applicable when approximating jump processes by SDEs; for
example, modelling chemical reactions or population dynamics.

Ottinger (1996) describes a model with hydrodynamic interaction; if the Ito^ calculus
is used, the dierential equations of motion are simpler than those constructed using
the Stratonovich calculus, and hence the Ito^ approach would be preferred.
Another example is when a parameter-dependent deterministic dierential equation
has its parameters perturbed by noise; the resulting SDE is in Ito^ format because of
the requirement that
E
 
Z
b
a
g(t)dW (t)
!
= 0
(see (2.10), which is only true in the Ito^ case).
Alternatively, Stratonovich calculus is applied in the case that an SDE has noise
that is an idealisation of noise with a very short but non-zero correlation time (see

Ottinger (1996)); in this case, a theorem by Wong and Zakai (1965) can be applied
to show that the solution of a Stratonovich SDE is the limit (almost surely) of the
solutions to the dierential equations obtained when replacingW (t) by W
(n)
(t), where
W
(n)
(t) is a sequence of random processes that converges to W (t) (almost surely) as
n!1. Hence the Stratonovich interpretation is required.
Other examples of SDEs occur in modelling turbulent diusion (for example, see
Drummond et al. (1984), Yaglom (1980)), chemical kinetic models (e.g. stochastic
Brusselator equations), polymer dynamics (where the equations of motion can include
thermal noise) (see

Ottinger (1996), for example), and hydrological processes (e.g.
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water seepage from a dam together with the eects of precipitation and evaporation can
all be built into a realistic model of a hydrological system) - a good starting point is the
paper by Bodo et al. (1987). Harris (1976) has modelled a biological waste treatment
system. There are also stochastic models for the Volterra-Lotka problems and for the
Satellite Dynamics problem (see Sagirow (1970)). Some of these applications are used
later in this thesis to demonstrate numerical results.
2.6 Multiple Stochastic Integrals
In order to describe the Ito^-Taylor series expansion in a multi-dimensional and multi-
Wiener process setting, the following terminology will be used:
1. A multiple Stratonovich integral is given by
J
(j
1
;j
2
;:::;j
l
);t
=
Z
t
0
Z
s
l
0
:::
Z
s
2
0
dW
j
1
s
1
 :::  dW
j
l
s
l
(2.22)
where j
i
2 f0; 1; :::; dg for d Wiener processes; the brackets and the dependence
on t will be dropped when the meaning is clear from the context. Here, also,
dW
0
s
i
 ds
i
:
2. A multiple Ito^ integral is given by
I
(j
1
;j
2
;:::;j
l
);t
=
Z
t
0
Z
s
l
0
:::
Z
s
2
0
dW
j
1
s
1
:::dW
j
l
s
l
(2.23)
where, as above, j
i
2 f0; 1; :::; dg for d Wiener processes, and where dW
0
s
i
 ds
i
:
It can become very complicated to generate the multiple stochastic integrals in the
stochastic Taylor series expansion. Some can be expressed in terms of lower-multiple
integrals, while others must be approximated. The approximations are derived in
Kloeden and Platen (1992) using a Fourier Series expansion (with random coecients)
of the Brownian Bridge process fW
t
,
t
h
W
h
; 0  t  hg on the time interval [0; h].
This expansion is truncated at a certain point, and Kloeden and Platen (1992) look
at the convergence of these approximations to the multiple stochastic integral. Some
of the approximation formulas are given in section 4.1, where a new style of stochastic
Runge-Kutta method requires their calculation.
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In a method developed in Chapter 3, two random variables are used in the formu-
lation of the method. These are J
1
and J
10
=h, dened on an interval [t; t+ h], and it
turns out that these can be easily generated as they are correlated. Thus, by sampling
two independent random numbers g
1
and g
2
from N(0; 1), J
1
and J
10
=h can then be
easily calculated:
J
1
=
p
hg
1
and
J
10
h
=
p
h
2
(g
1
+
g
2
p
3
)
(2.24)
where h is the stepsize being used in the numerical implementation. J
10
=h could be
determined using one of the approximation formulas in section 4.1, but the correlated
approach in (2.24) gives a much cheaper implementation.
There are also relationships between stochastic integrals - between the Stratonovich
integrals, between the Ito^ integrals, and a correspondence between Ito^ and Stratonovich
integrals. For example,
J
0
J
1
= J
01
+ J
10
J
0
J
11
= J
110
+ J
101
+ J
011
J
11
=
1
2
J
2
1
J
111
=
1
6
J
3
1
I
0
I
1
= I
01
+ I
10
I
0
I
11
= I
110
+ I
101
+ I
011
I
11
=
1
2
I
2
1
,
1
2
I
0
I
111
=
1
6
(I
2
1
, 3I
0
)I
1
I
1
= J
1
I
11
= J
11
,
1
2
I
0
I
111
= J
111
,
1
2
J
01
,
1
2
J
10
:
9
>
>
>
>
>
>
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
>
>
>
>
>
;
(2.25)
These can be derived either directly or by using the following lemmas from Kloeden
and Platen (1992):
Lemma 2.6.1
W
j
t
I
;t
=
l
X
i=0
I
(j
1
;:::;j
i
;j;j
i+1
;:::;j
l
);t
+
l
X
i=1
I
fj
i
=j 6=0g
I
(j
1
;:::;j
i 1
;0;j
i+1
;:::;j
l
);t
for all t  0; where  = (j
1
; :::; j
l
); j
i
2 f0; 1; :::; dg (for dWiener processes), and where
the indicator function
I
A
=
(
1 if A is true
0 otherwise:
Lemma 2.6.2
W
j
t
J
;t
=
l
X
i=0
J
(j
1
;:::;j
i
;j;j
i+1
;:::;j
l
);t
for all t  0;  = (j
1
;    ; j
l
):
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Lemma 2.6.3 Let  = (j
1
; :::; j
l
);  = (j
0
1
; :::; j
0
p
); with l; p = 1; 2; ::: and where
j
i
; j
0
k
2 f0; 1; :::; dg (for d Wiener processes). Then
I
;t
I
;t
=
Z
t
0
I
;s
I
 ;s
dW
j
0
p
s
+
Z
t
0
I
 ;s
I
;s
dW
j
l
s
+
Z
t
0
I
 ;s
I
 ;s
I
fj
l
=j
0
p
6=0g
ds
for t  0: Here, , denotes the index  with its last component removed.
The multiple Ito^ (and Stratonovich) stochastic integrals can be built up recursively,
using the following terminology from Kloeden and Platen (1992).
I

[1]
;
=
8
>
<
>
:
1 l = 0
R


I
 
[1]
;s
ds l  1 and j
l
= 0
R


I
 
[1]
;s
dW
j
l
s
l  1 and j
l
 1:
(2.26)
Here,  is the multi-index, and  and  are two stopping times with 0      T:
J

[1]
;
=
8
>
<
>
:
1 l = 0
R


J
 
[1]
;s
ds l  1 and j
l
= 0
R


J
 
[1]
;s
 dW
j
l
s
l  1 and j
l
 1:
(2.27)
Example 2.6.1 Using Lemma 2.6.1,
I
0
I
01
= I
001
+ I
001
+ I
010
= 2I
001
+ I
010
:
Using Lemma 2.6.3,
I
0
I
01
=
Z
t
0
I
0
I
0
dW
1
s
+
Z
t
0
I
01
dW
0
s
+
Z
t
0
I
1
I
f0=16=0g
ds
=
Z
t
0
(
Z
s
0
I
0
du+
Z
s
0
I
0
du)dW
s
+ I
010
+ 0
= 2I
001
+ I
010
; as above:
Example 2.6.2
J
011
[1]
0;t
 J
011;t
=
Z
t
0
J
01
 dW
s
J
010
[1]
0;t
 J
010;t
=
Z
t
0
J
01
 ds:
The following results, from Kloeden and Platen (1992), express the relationship
between Stratonovich and Ito^ integrals; here l() = length of the index :
J

= I

l() = 0 or 1
J

= I

+
1
2
I
fj
1
=j
2
6=0g
I
0
l() = 2
J

= I

+
1
2
(I
fj
1
=j
2
6=0g
I
(0;j
3
)
+ I
fj
2
=j
3
6=0g
I
(j
1
;0)
) l() = 3
J

= I

+
1
4
I
fj
1
=j
2
6=0g
I
fj
3
=j
4
6=0g
I
(0;0)
+
1
2
(I
fj
1
=j
2
6=0g
I
(0;j
3
;j
4
)
l() = 4
+I
fj
2
=j
3
6=0g
I
(j
1
;0;j
4
)
+ I
fj
3
=j
4
6=0g
I
(j
1
;j
2
;0)
):
9
>
>
>
>
=
>
>
>
;
(2.28)
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Kloeden and Platen (1992) also express this relationship as a recursive formula for J

.
Thus, if l()  2 and  = (j
1
;    ; j
l
) then
J

= I
j
l
[J
 
] +
1
2
I
fj
l
=j
l 1
6=0g
I
0
[J
( ) 
] (2.29)
where
I
j
l
[f ] =
(
R
f(s)ds if j
l
= 0
R
f(s)dW
j
l
(s) if j
l
> 0:
It is also necessary, when studying the order of convergence of numericalmethods, to
be able to determine the expected value of multiple stochastic integrals. The following
lemma, adapted from Kloeden and Platen (1992), provides a means of calculating these
expected values. Firstly, however, some additional terminology is required.
If  = (j
1
; :::; j
l
) is the index of the multiple stochastic integral, then 
+
is the
index obtained from  by deleting all zero components. Then, k
0
() will denote the
number of zero components in  that precede the rst non-zero component, and k
i
()
(for i = 1; :::; l(
+
)) will count the number of zeros between the i
th
and (i+ 1)
th
non-
zero components of : For example, if  = (0; 1; 1; 0; 2); then 
+
= (1; 1; 2); k
0
() =
1; k
1
() = 0; k
2
() = 1; k
3
() = 0:
Lemma 2.6.4
E((I

[1]
;
; I

[1]
;
) j A
p
) =
8
<
:
0 if 
+
6= 
+
( )
!(;)
!(;)!
Q
l(
+
)
i=0
(k
i
()+k
i
())!
k
i
()!k
i
()!
if 
+
= 
+
;
where l(
+
) = length of the index 
+
,  and  are two stopping times and where
!(; ) = l(
+
) +
l(
+
)
X
i=0
(k
i
() + k
i
()):
Example 2.6.3
E(J
2
11
) = E((
1
2
J
2
1
)
2
) =
1
4
E(J
4
1
) =
3h
2
4
(from (2.1) as J
1
is Gaussian, J
1
 N(0; h)). Alternatively, J
11
= I
11
+
1
2
I
0
; letting
 =  = (1; 1) and using Lemma 2.6.4, E(I
2
11
) =
h
2
2
: So
E(J
2
11
) = E(I
2
11
+ I
0
I
11
+
1
4
I
2
0
) =
1
2
h
2
+ 0 +
1
4
h
2
=
3
4
h
2
:
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Example 2.6.4 Let  = (1) and  = (1; 0): Then 
+
= (1) = 
+
; and so by Lemma
2.6.4 the expectation E(I
1
I
10
) is non-zero. Counting the zero components, k
0
() =
k
1
() = 0 and k
0
() = 0; k
1
() = 1 so that
!(; ) = 1 +
1
X
i=0
(k
i
() + k
i
()) = 2:
Therefore, from Lemma 2.6.4, with  = h;  = 0
E(I
1
I
10
) =
1
2
h
2
:
Example 2.6.5 In order to calculate the expectation of I
1
I
10
I
101
; rst apply Lemma
2.6.1 to determine I
1
I
10
= 2I
110
+ I
101
+ I
00
: Then
E(I
1
I
10
I
101
) = E((2I
110
+ I
101
+ I
00
)I
101
)
= 2E(I
110
I
101
) + E(I
2
101
) + E(I
00
I
101
):
Letting  = (1; 1; 0) and  = (1; 0; 1); then l(
+
) = 2 and 
+
= 
+
: Noting that
k
0
() = k
1
() = 0; k
2
() = 1; k
0
() = 0; k
1
() = 1; k
2
() = 0; then !(; ) =
2 + 2 = 4; and so (with  = h;  = 0)
E(I
110
I
101
) =
h
4
4!
:
Now, if  =  = (1; 0; 1); then k
i
() = k
i
() (i = 0; 1; 2); !(; ) = 4 and
E(I
2
101
) =
h
4
4!
(1)(2)(1) =
h
4
12
:
Finally, E(I
00
I
101
) = 0 since  = (0; 0) and  = (1; 0; 1) gives 
+
6= 
+
: Consequently,
E(I
1
I
10
I
101
) = 2
h
4
4!
+
h
4
12
=
1
6
h
4
:
Example 2.6.6 Using the above Lemmas, it can be shown that E(J
2
21
) =
1
2
h
2
: Con-
sequently, as J
12
+ J
21
= J
1
J
2
; then
E(J
1
J
2
J
21
) = E(J
12
J
21
+ J
2
21
) = E(J
2
21
) =
1
2
h
2
:
These examples demonstrate the systematic way the lemmas can be applied to
calculate the expectations of products of stochastic integrals.
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Finally, it is noted that if two random variables X
1
and X
2
are independent, then
E(X
1
X
2
) = E(X
1
)E(X
2
): This fact can be used to calculate, for example, E(J
2
1
J
2
2
) as
J
1
and J
2
are independent:
E(J
2
1
J
2
2
) = E(J
2
1
)E(J
2
2
) = (h)(h) = h
2
:
This result can also be obtained as follows:
J
2
1
= I
2
1
= 2I
11
+ I
0
J
2
2
= I
2
2
= 2I
22
+ I
0
E(J
2
1
J
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2
) = E((2I
11
+ I
0
)(2I
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= 4E(I
11
I
22
) + 2E(I
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) + 2E(I
0
I
22
) + E(I
2
0
)
= 0 + 0 + 0 + h
2
:
Extending this to N random variables yields the result
E(J
2
1
J
2
2
:::J
2
N
) = h
N
: (2.30)
The independence of random variables also results in the following examples:
E(J
4
1
J
2
2
) = E(J
4
1
)E(J
2
2
) = (3h
2
)(h) = 3h
3
E(J
4
1
J
4
2
) = E(J
4
1
)E(J
4
2
) = (3h
2
)(3h
2
) = 9h
4
E(J
6
1
J
2
2
) = E(J
6
1
)E(J
2
2
) = (15h
3
)(h) = 15h
4
:
A number of MAPLE routines were written in order to expedite the calculation
of products and expectations of stochastic integrals needed in order of convergence
analysis. In particular, routines were written to:
 convert a Stratonovich integral to Ito^ form (str2ito)
 apply the multiplication in Lemma 2.6.1 (prop523r)
 apply the multiplication in Lemma 2.6.3 (iaib1)
 calculate the expectation of the product of two Ito^ integrals, as expressed in
Lemma 2.6.4 (expvalE).
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A few other routines were also required for intermediate calculations, and all these
routines are listed in Appendix A.
Since the result in Lemma 2.6.4 applies only to Ito^ integrals and because in later
chapters the order of convergence of numerical methods will be analysed when solving
an SDE in Stratonovich formulation, this section concludes with three new theorems
giving results about the expectation of products of multiple Stratonovich integrals.
These theorems are applied in the derivation of stochastic Runge-Kutta methods in
Chapters 3 and 4.
The known result from Kloeden and Platen (1992) (that E(I

1
: : : I

k
) = 0 if the
total number of non-zero indices in 
1
;   
k
is odd) is used in the proof of the following
theorem which extends the result to Stratonovich integrals.
Theorem 2.6.1 If the total number of non-zero indices in 
1
;   
k
is odd, then
E(
k
Q
l=1
J

l
) = 0:
Proof
The proof is based on an inductive process. Firstly it is shown that if l(),n()+
l(), n() is odd, then E(J

J

) = 0 (here, as before, l() = length of , and n() =
number of zeros in ); this is shown for  having length 0, 1 and then an arbitrary
value p. The technique used in the proof is then extended to an arbitrary number of
J -integrals in the product.
Case 1: l() = 0; l() = k; where  = (j
1
;    ; j
k
)
E(J

J

)  E(J

) and it will be shown that this is zero if  has an odd number of
non-zero indices. From repeated application of (2.29), it is known that J

has a nite
representation in terms of Ito^ integrals:
J

= I
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k 1
X
i
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i
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I
 T
i
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+
1
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X
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S
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(2.31)
+
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S
i
3
I
 (T
i
1
[T
i
2
[T
i
3
)
+   
where S
i
= I
fj
i+1
=j
i
6=0g
; T
i
= (j
i
; j
i+1
) and where  , T
i
= (j
1
;    ; j
i 1
; 0; j
i+2
;    ; j
k
)
(i.e. j
i
and j
i+1
are replaced by a single zero). It is assumed by hypothesis that
l() , n() = d, an odd number. To demonstrate that E(J

) = 0; consider rst a
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typical term in (2.31):
S
i
1
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i
2
  S
i
q
I
 (T
i
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[T
i
2
[[T
i
q
)
:
If S
i
1
6= 0; S
i
2
6= 0;    ; S
i
q
6= 0 then the number of non-zero terms in ,(T
i
1
[  [T
i
q
)
is l(), q , (n() + q) = d, 2q and consequently is also an odd number. Thus
E(S
i
1
S
i
2
  S
i
q
I
 (T
i
1
[T
i
2
[[T
i
q
)
) = 0:
If not all S
i
m
are non-zero, then the term under consideration is zero anyway, via the
denition of the characteristic function I
fj
i
m
+1
=j
i
m
6=0g
. This argument can be applied
in turn to each term in the representation of J

in (2.31). Thus, E(J

) = 0 if  has an
odd number of non-zero indices.
Case 2: l() = 1; l() = k;  = (j
1
;    ; j
k
)
When  is of length 1, then
J

J

= J
;j
1
;:::;j
k
+ J
j
1
;;j
2
;:::;j
k
+   + J
j
1
;:::;j
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;
:
If  = 0, then each term in the expansion of J

J

has l() , n() non-zero indices;
as this is odd (by hypothesis), then E(J
j
1
;:::;j
i
;;j
i+1
;:::;j
k
) = 0, from Case 1. If  6= 0,
then the hypothesis requires that l() , n() + l() , n() = d (odd), and so the
number of non-zero indices in J
j
1
;:::;j
i
;;j
i+1
;:::;j
k
is also l(), n() + l(), n(); again,
E(J
j
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i
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;:::;j
k
) = 0:
Case 3: l() = p (p > 1 2 Z
+
); l() = k;  = (
^
j
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^
j
p
); 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1
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can be written as
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If l(), n() + l(), n() = d (an odd number) by hypothesis, then the expectation
of each term on the righthandside is zero; indeed, a typical term is
^
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;
if none of the characteristic functions (
^
S; S) is zero, then it is clear that the total number
of non-zero indices in the two I-integrals is l(), q^, (n()+ q^)+ l(), q, (n()+ q)
which is l(),n(), 2q^+ l(), n(), 2q = d, 2(q^+ q), again an odd number, and
so the expectation of the two I-integrals is zero. If one or more of the
^
S or S functions
is zero, then that term in the expansion of J

J

does not contribute to the expectation
anyway.
Thus it has been shown that
E(J

J

) = 0 if l(), n() + l(), n() is odd:
It remains to extend this argument to a product of an arbitrary number of J -integrals.
This is just the inductive process, as
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:
By expanding the righthandside and analysing the components that make up this
expansion, it can be seen that either one or more of the characteristic functions are
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zero so that the term does not contribute to the expectation, or, if the characteristic
functions are all non-zero then the total number of non-zero indices in the associated
product of I-integrals remains odd (by hypothesis, l(
1
),n(
1
)+ l(
2
),n(
2
)+   +
l(
q
), n(
q
) is odd). This completes the proof.
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Theorem 2.6.2 Let J

be a Stratonovich integral with l() = k; n() = k , t (i.e.
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It is known from Kloeden and Platen (1992) that, if  (the number of non-zero
terms) is even,
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From above, E(I
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)  Kh
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: A typical term in the expansion of J
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If all the characteristic functions S
i
are non-zero, then the product of the two I-integrals
has
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
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
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
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Therefore, if any of the characteristic functions is zero, then that term does not con-
tribute to the expectation, while if all the characteristic functions are non-zero then
that term contributes h

= h
2k t
: Therefore, E(J
2
a
) = O(h
2k t
):
2
This result can be extended to a product of an arbitrary number of Stratonovich
integrals:
Theorem 2.6.3 E(J
a
1
  J

k
) = O(h

), for  even, where  =
P
k
i=1
(l(
i
), n(
i
))
and  =
1
2
 +
P
k
i=1
n(
i
):
Proof
The proof is an inductive extension of the result proved for the product of two
Stratonovich integrals given in the preceding theorem.
2
2.7 Summary
This concludes the presentation of a large number of denitions and results that will
be called upon in the derivation of numerical methods for solving SDEs, as expounded
in the next chapter. The main features of this chapter are summarised below.
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 Various denitions from probability theory are presented in this chapter.
 A stochastic process comprises a family of random variablesX(t; !); whereX(t; )
is a random variable and X(; !) is a sample path or trajectory.
 A Markov process belongs to the class of stochastic processes and has associated
with it a transition probability.
 A diusion process is a special case of a Markov process, where the transition
probability function satises the conditions in Denition 2.2.5.
 The Fokker-Planck Kolmogorov theorem links the probability density function of
a diusion Markov process and a deterministic partial dierential equation.
 A Wiener process (sometimes called Brownian Motion) is a stochastic process
with independent increments.
 Gaussian white noise can be interpreted \formally" as the derivative of the Wiener
process, and can be approximated by a scaled Wiener increment.
 The sample paths of a Wiener process are of unbounded variation.
 The stochastic integral
R
b
a
W (t)dW (t) =
1
2
(W
2
(b) ,W
2
(a)) + ( ,
1
2
)(b , a) is
referred to as an Ito^ integral when  = 0, and as a Stratonovich integral when
 =
1
2
:
 Ito^'s chain rule (known as the Ito^ formula) highlights the dierence between the
Riemann-Stieltjes calculus and the Ito^ stochastic calculus.
 The Ito^ integral is a martingale, while the Stratonovich integral does not have
this property.
 Each Ito^ SDE can be rewritten in Stratonovich form to have the same theoretical
solution.
 There is a stochastic version of the Taylor series; indeed, there is one for each of
the Ito^ and Stratonovich calculi.
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 The stochastic Taylor series uses multiple stochastic integrals, some of which can
be sampled directly while others are approximated via a Fourier Series expansion
with random coecients.
 There is a relationship/formula relating Ito^ and Stratonovich integrals.
 There are lemmas (from Kloeden and Platen (1992)) that permit an easy calcu-
lation of the product of two Ito^ integrals and the expectation of the product of
two Ito^ integrals.
 Three theorems giving new results on the expectation of products of Stratonovich
integrals are presented and proved.
 The MAPLE routines used to calculate various stochastic integral products/expectations
are presented in Appendix A.
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Chapter 3
Order Theory for Systems with
One Wiener Process
This chapter constructs the theory required to develop order conditions for stochastic
Runge-Kutta methods for solving SDEs with oneWiener process. A number of methods
are derived, and numerical results are presented. The chapter contains the following
sections:
 section 3.1: denitions of dierent types of order are given, plus the stochastic
Taylor Series expansion of the actual solution of an SDE is presented;
 section 3.2: this section generalises the Rooted Tree Theory approach for de-
terministic dierential equations to the stochastic setting, for the one Wiener
process case;
 section 3.3: in this section, the order conditions for stochastic Runge-Kutta meth-
ods are derived;
 section 3.4: this section is used to derive 2- and 3-stage explicit methods of strong
order 1;
 section 3.5: three 4-stage explicit SRK methods of strong order 1.5 are developed
in this section;
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 section 3.6: this section is used to discuss the principal local truncation error
constants for methods derived in the preceding section;
 section 3.7: some numerical results are presented in this section, to demonstrate
the improved accuracy obtained from a method with higher order or from a
method with the same order but with lower principal local truncation error con-
stants;
 section 3.8: some results concerning a bound on the maximum strong order of an
explicit SRK are presented in this section;
 section 3.9: this section discusses the complications that can arise when solving
SDEs with two Wiener processes, in the case that the functions associated with
these Wiener processes are not commutative;
 section 3.10: summarises the main points in this chapter.
3.1 Denition of Order
As mentioned previously, many SDEs have no known analytical solution, so it is nec-
essary to derive numerical methods to generate approximations to the exact solutions.
Given a numerical method for solving an SDE, it is important to be able to measure its
order of accuracy. In the area of SDEs there are two ways of measuring this accuracy
- strong convergence and weak convergence. For strong approximations, sample path
trajectories are calculated, while for weak approximations, various moments of the so-
lution can be determined. The methods derived and analysed in this thesis have strong
order of convergence, and, given the advantages of working with the Stratonovich cal-
culus (namely, the `regular' rules of Riemann-Stieltjes calculus are followed), the order
theory developed here applies to SDEs in Stratonovich representation. (Recall from
Chapter 2 that any SDE in Ito^ form can be readily converted to its Stratonovich repre-
sentation and vice versa, so the order analysis via Stratonovich calculus does not lead
to any restriction in the applicability of the methods to any SDE.)
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For problems involving direct simulation it is important that the trajectories of the
numerical approximation be close to the exact solution.
Denition 3.1.1 Let y
N
be the numerical approximation to y(t
N
) after N steps with
constant stepsize h =
t
N
 t
0
N
; then y is said to converge strongly to y with order p if
9C > 0 (independent of h) and  > 0 such that
E(jy
N
, y(t
N
)j)  Ch
p
; h 2 (0; ): (3.1)
Note that this denition is for global order. The equivalent of local order here
means that a method of order p would have local error behaving like O(h
p+
1
2
): This
is consistent with deterministic denitions of order in terms of relations with global
and local errors. In the paper by Burrage and Burrage (1996), the methods derived
were claimed to have order
1
2
higher than would be the case with a \deterministic-
consistent" denition. In the remainder of this thesis, the above distinction between
local and global order is made, for consistency with order results for deterministic
ordinary dierential equations.
The above denition reduces to the standard order condition when there is no
stochastic component. Here p can take fractional values since the root mean square
order of the Wiener process is h
1
2
. For example, the Euler-Maruyama scheme for solving
dy(t) = f(y(t))dt+ g(y(t))dW (t)
is given by
y
n+1
= y
n
+ hf(y
n
) + J
1
g(y
n
) (3.2)
and has strong order of convergence 0.5.
However, in some cases it is not necessary to nd an accurate pathwise approxima-
tion of an Ito^ process. Instead, only some of the moments may be of interest or, more
generally, E(g(y)) for some function g. This is a much weaker condition.
Denition 3.1.2 The discrete time approximation y
N
is said to converge weakly
with order p to y if for each polynomial g (which is 2(p+ 1) times continuously dier-
entiable), 9C > 0 (independent of h) and  > 0 such that
jE(g(y
N
)), E(g(y(t
N
)))j  Ch
p
; h 2 (0; ): (3.3)
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For example, Milstein (1978) showed that the Euler-Maruyama scheme has weak
order 1.0.
In the case of Runge-Kutta methods for deterministic problems, the order of accu-
racy is found by comparing the computed solution with the exact solution over one step
assuming exact initial values. This is done by expanding both the actual solution and
the numerical method in a Taylor Series expansion, and this approach carries over to
SDEs when a stochastic Taylor Series expansion (using either the Ito^ or Stratonovich
calculus) is applied. As mentioned earlier, because of the simplied nature of the
Stratonovich calculus only the Stratonovich form of the stochastic Taylor series will be
used here.
Just as in the deterministic setting, an SDE can always be written in autonomous
form by the addition of another component representing time; hence, in this thesis,
only autonomous formulations will be considered. Thus, consider the autonomous,
one-Wiener process Stratonovich SDE given by
dy(t) = f(y(t))dt+ g(y(t))  dW (t) (3.4)
which can be written in integral form as
y(t) = y(t
0
) +
Z
t
t
0
f(y(s))ds+
Z
t
t
0
g(y(s))  dW (s): (3.5)
Ito^'s formula states that a given function a of the solution y can be written as
a(y(t)) = a(y(t
0
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Z
t
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L
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Z
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L
1
a(y(s))  dW (s); (3.6)
where in the Ito^ form the operators are given by
L
0
a(y) =
@a
@y
f +
1
2
@
2
a
@y
2
g
2
; L
1
a(y) =
@a
@y
g;
while in the Stratonovich form
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g: (3.7)
Applying (3.5) and (3.7) with a(y)  y and one Wiener process, and writing y(t
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Here R is a remainder term and J
j
1
j
2
j
k
represents the Stratonovich multiple integral,
where integration is with respect to ds if j
i
= 0 or dW (s) if j
i
= 1. For example, in
one dimension, and with one Wiener process,
J
101
=
Z
t
t
0
Z
s
2
t
0
Z
s
t
0
dW (s
1
)ds  dW (s
2
):
It should be noted here that there is a multiplicity factor associated with some of
the higher derivative terms. For example
L
0
f = f
0
f
L
0
L
0
f = (f
0
f)
0
f = f
00
(f; f) + f
0
f
0
f
L
0
L
0
L
0
f = (f
00
(f; f))
0
f + (f
0
f
0
f)
0
f
= f
000
(f; f; f) + 3f
00
(f
0
f; f) + f
0
(f
00
(f; f)) + f
0
f
0
f
0
f: (3.9)
Thus, in the expression for L
0
L
0
L
0
f , there is a factor 3 associated with the term
f
00
(f
0
f; f).
Equation (3.8) is the generalization of the Taylor series expansion for deterministic
equations with g  0. By comparing this expansion with the application of the numer-
ical method being considered, it is possible to choose the coecients of the numerical
method to obtain a particular order.
For the analysis of order conditions for Runge-Kutta methods for ordinary dier-
ential equations, Butcher (1987) demonstrates the correspondence between elementary
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dierentials and rooted tree theory in the Taylor series expansion of the actual solution.
This technique (rst introduced by Butcher (1963)) simplies markedly the derivation
of order conditions for higher order Runge-Kutta methods, and the next section of this
thesis extends this approach to the stochastic setting.
3.2 Rooted Tree Theory
Firstly in this section, the main denitions and results on Rooted Tree Theory (for de-
terministic ordinary dierential equations) from Butcher (1987) are presented. Then,
this theory is extended to the stochastic setting, so that although the order condi-
tions for lower-order Runge-Kutta methods can be obtained by comparing directly
the Runge-Kutta scheme with the stochastic Stratonovich Taylor expansion (see, for
example, Kloeden and Platen (1992)), this theory can then be used to develop order
conditions for more general Runge-Kutta methods.
Order conditions for deriving Runge-Kutta methods can be obtained by expanding
both the actual solution to the dierential equation and the numerical solution in a
Taylor series. By formally dierentiating the equation y
0
(x) = f(y(x)), the higher
derivatives of y can be represented as follows:
y
00
(x) = f
0
(y(x))(y
0
(x))  f
0
f
y
000
(x) = f
00
(f; f) + f
0
(f
0
(f));
and so on. The operators f
0
and f
00
are linear and bilinear, respectively. In vector
notation (and for an m-dimensional system), the i
th
component of f
0
(f) and f
00
(f; f)
can be written
(f
0
(f))
i
= f
i
j
f
j
=
m
X
j=1
@f
i
@x
j
f
j
(f
00
(f; f))
i
= f
i
jk
f
j
f
k
=
m
X
j;k=1
@
2
f
i
@x
j
@x
k
f
j
f
k
:
The complexity of these expressions builds up very quickly, so it simplies matters to
use the pattern of rooted trees for constructing these expressions. In the deterministic
setting,  is used to denote the tree , and other trees can be built up recursively by
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dening a new tree t (which is formed by joining trees t
1
;    ; t
k
to a new root  ) as
t = [t
1
;    ; t
k
]:
Each tree t corresponds to an elementary dierential F (t)(y(x)), dened by
F (t)(y(x)) = f
(k)
(F (t
1
)(y(x));    ; F (t
k
)(y(x))) ;
and consequently forms part of the Taylor series. Full details of this are in Butcher
(1987, 1994), but here just a brief summary will be provided so as to form a basis for
the extension of the concept to the stochastic arena.
Thus consider the s-stage Runge-Kutta method (for solving the deterministic prob-
lem) given by
Y
i
= y
n
+ h
s
X
j=1
a
ij
f(Y
j
); i = 1;    ; s
y
n+1
= y
n
+ h
s
X
j=1
b
j
f(Y
j
);
which can be represented in tableau form
c A
b
T
(3.10)
with c = Ae; e = (1;    ; 1)
>
: For this formulation, each rooted tree has a corresponding
`elementary weight' 
D
(t) = b
>
 (t) where  (t) is dened recursively by
 ( ) = e
 ([t
1
; : : : ; t
k
]) = (A (t
1
))  (A (t
2
))      (A (t
k
))
with  denoting component-wise multiplication (see Butcher (1994)).
A number of functions on trees can be dened recursively (see Butcher (1987)); the
order of a tree (t) or the number of vertices of t satises the recursion
( ) = 1; ([t
1
; t
2
;    ; t
k
]) = 1 +
k
X
j=1
(t
j
);
the function (t) is used to represent the density of a tree (which is a measure of its
non-bushiness) and is dened recursively by
( ) = 1; ([t
1
;    ; t
k
]) = ([t
1
; t
2
;    ; t
k
])
k
Y
j=1
(t
j
);
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the symmetry of a tree, (t), can also be dened recursively
( ) = 1; ([t
n
1
1
; t
n
2
2
;    ; t
n
k
k
]) = n
1
!n
2
!   n
k
!
k
Y
j=1
(t
j
)
n
j
:
The function (t) is the number of ways of labelling the vertices of t (with labels
1; 2;    ; (t)) so that the labels increase outwardly along the arcs; symmetry of the
tree must be taken into account, and from Butcher (1987) comes the following formula:
(t) =
(t)!
(t)(t)
:
Then, using some of these functions on trees, the formal Taylor series for the actual
solution is (Butcher (1994))
y(x
0
+ h) = y
0
+
X
t2T
(t)
(t)!
h
(t)
F (t)(y
0
);
where T is the set of all rooted trees. The factor (t) rst appears with a value greater
than one for the tree [[ ];  ]. For this tree, (t) = 3 and the associated elementary
dierential is f
00
(F ([ ])(y(x)); F ( )(y(x))) which is f
00
(f
0
f; f). Refer to (3.9) for the
same occurrence of 3f
00
(f
0
f; f), where the multiplicity factor is (t):
For the numerical solution by (3.10), Butcher (1987) has shown that
y^(x
0
+ h) = y
0
+
X
t2T
(t)
(t)!
h
(t)

D
(t)F (t)(y
0
)
where (t) is the number of ways of labelling all nodes of t without restrictions on
ordering. Butcher (1987) shows that (t) = (t)(t), and so, by comparing the expan-
sions for the actual and numerical solutions term by term up to and including trees
with p vertices, a Runge-Kutta method will have order p if and only if 
D
(t) =
1
(t)
:
Note also that the local truncation error over one step given an exact initial value can
be written as
L(x
0
+ h) = y(x
0
+ h), y^(x
0
+ h)
=
X
t2T
(t)
 
1
(t)!
,
(t)
(t)!

D
(t)
!
h
(t)
F (t)(y
0
)
and the term e(t) =
1
(t)!
,
(t)
(t)!

D
(t) will be called the local truncation error coecient
for a tree t.
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The extension of this Rooted Tree Theory to the stochastic setting with one Wiener
process is based on the consideration of the set of bi-coloured rooted trees, T , where
the root of each tree is either  ( for a deterministic node) or  ( for a stochastic
node) (see Komori et al. (1997) for a rooted tree analysis of order conditions for a
special class of numerical method in a restricted setting). At present it is assumed that
the SDEs under consideration have just one Wiener process. (For the construction of
methods to solve SDEs with multiple Wiener processes, multi-coloured rooted trees
must be used - this is discussed later in this chapter and in chapter 4.) If t
1
;    ; t
m
are bi-coloured trees then [t
1
;    ; t
m
] and ft
1
;    ; t
m
g are trees in which t
1
;    ; t
m
are
each joined by a single branch to  or , respectively. For example, if t
1
= [], and
t
2
= , then Figure 3.1 shows the two trees [t
1
; t
2
] and ft
1
; t
2
g.
Figure 3.1: [t
1
; t
2
] and ft
1
; t
2
g
In a similar manner to the deterministic case (Butcher (1987)), an elementary
dierential can be associated with any t 2 T such that
F ( )(y) = f(y); F ()(y) = g(y)
F (t)(y) = f
(m)
(y)[F (t
1
)(y);    ; F (t
m
)(y)]; t = [t
1
;    ; t
m
]
F (t)(y) = g
(m)
(y)[F (t
1
)(y);    ; F (t
m
)(y)]; t = ft
1
;    ; t
m
g:
(3.11)
In addition, an elementary weight can be associated with each elementary dier-
ential (see (3.8)) by associating the integer 0 with a deterministic node () and the
integer 1 with a stochastic node (). These elementary weights are in fact Stratonovich
integrals.
An easy way to determine the J -integral associated with each tree is to read the
tree from top to bottom and simultaneously from right to left, replacing  -nodes with
0's and -nodes with 1's. This is equivalent to reading the bracket representation
from inner brackets to outer brackets, and within a bracket from right to left (just
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the left bracket of the pair makes a contribution) and then writing the index of the
J -integral from left to right. For this last example, t = f; g is associated with J
101
and t = f; g is associated with J
011
: Hence the following result is easily shown to be
true.
Theorem 3.2.1 The Stratonovich Taylor series for the actual solution of the SDE
given by (3.4) (together with initial value y(t
0
) = y
0
) is
y(t) =
X
t2T
(t)F (t)(y(t
0
))(t): (3.12)
Here the (t) represents the corresponding J -integral associated with tree t as de-
scribed above. A direct comparison of entries in Table 3.1 with the terms in the
Stratonovich Taylor series given by (3.8) (for 1 Wiener process) demonstrates this
compact way of representing y(t).
Table 3.1: Trees and Elementary Dierentials
t F (t) (t) t F (t) (t)
 y
0
1 f; g g
00
(y
0
)(f(y
0
); g(y
0
)) J
101
 f(y
0
) J
0
f; g g
00
(y
0
)(g(y
0
); f(y
0
)) J
011
 g(y
0
) J
1
f; g g
00
(y
0
)(g(y
0
); g(y
0
)) J
111
[ ] f
0
(y
0
)(f(y
0
)) J
00
[[ ]] f
0
(y
0
)(f
0
(y
0
)(f(y
0
))) J
000
[] f
0
(y
0
)(g(y
0
)) J
10
[[]] f
0
(y
0
)(f
0
(y
0
)(g(y
0
))) J
100
fg g
0
(y
0
)(f(y
0
)) J
01
[fg] f
0
(y
0
)(g
0
(y
0
)(f(y
0
))) J
010
fg g
0
(y
0
)(g(y
0
)) J
11
[fg] f
0
(y
0
)(g
0
(y
0
)(g(y
0
))) J
110
[;  ] f
00
(y
0
)(f(y
0
); f(y
0
)) J
000
f[ ]g g
0
(y
0
)(f
0
(y
0
)(f(y
0
))) J
001
[; ] f
00
(y
0
)(f(y
0
); g(y
0
)) J
100
f[]g g
0
(y
0
)(f
0
(y
0
)(g(y
0
))) J
101
[;  ] f
00
(y
0
)(g(y
0
); f(y
0
)) J
010
ffgg g
0
(y
0
)(g
0
(y
0
)(f(y
0
))) J
011
[; ] f
00
(y
0
)(g(y
0
); g(y
0
)) J
110
ffgg g
0
(y
0
)(g
0
(y
0
)(g(y
0
))) J
111
f; g g
00
(y
0
)(f(y
0
); f(y
0
)) J
001
The 1-Wiener process case hides a lot of the potential complexities that can arise
with multiple Wiener processes. These complexities arise from the possible non-
commutativity of the system functions of the SDE (g
j
(y)) associated with the rele-
vant Wiener processes. Even in the one Wiener process case, notice that the order
conditions for f; g and f; g are dierent if f and g do not commute.
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3.3 Order Conditions for Runge-Kutta Methods
In the preceding section, the Stratonovich Taylor series for the actual solution was
established. In this section, the corresponding Stratonovich Taylor series for the nu-
merical solution needs to be derived. The numerical methods under consideration will
belong to the general family of s-stage Stochastic Runge-Kutta (SRK) methods, where
there can be an arbitrary number of random variables included in the formulation of
the method. Previously, however, there have been other classes of methods using just
one random variable (J
1
).
Certain classes of one-step multistage methods (see Gard (1988), for example) have
been introduced for solving the general SDE problem given by (3.4) along with initial
value y(t
0
) = y
0
. Perhaps the most general class of methods considered so far takes
the form
Y
i
= y
n
+ h
s
X
j=1
a
ij
f(Y
j
) + J
1
s
X
j=1
b
ij
g(Y
j
); i = 1;    ; s
(3.13)
y
n+1
= y
n
+ h
s
X
j=1

j
f(Y
j
) + J
1
s
X
j=1

j
g(Y
j
):
Here A = (a
ij
) and B = (b
ij
) are ssmatrices of real elements while 
>
= (
1
;    ; 
s
)
and 
>
= (
1
;    ; 
s
) are row vectors 2 IR
s
. If both A and B are strictly lower
triangular then (3.13) is said to be explicit, otherwise it is implicit. The stochastic
component comes from the J
1
integral (J
1
=
R
t
n+1
t
n
dW ) associated with B and .
Most authors (Rumelin (1982), Gard (1988)) only consider explicit methods.
Rumelin (1982) has shown that if f and g and the necessary partial derivatives of
f and g are bounded then (3.13) converges uniformly on [t
0
; T ] in the quadratic mean
sense to the Ito^ solution of
dy = f(y) + 
@g
@y
g(y) + g(y)dW
where
 = 
>
Be:
Furthermore, if  = 1=2 then (3.13) converges to the solution of the corresponding
Stratonovich equation.
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Remark 3.3.1 It will be seen that 
>
Be =
1
2
is a necessary condition for (3.13) to
have strong order 1, so that any method of strong order 1 or higher will converge
to the solution of the Stratonovich equation, while the Euler-Maruyama method has

>
Be = 0 and therefore will converge to the solution of the Ito^ equation.
In particular Rumelin (1982) has proven
Theorem 3.3.1 If f and g are arbitrary functions and have continuous and bounded
partial derivatives up to the sixth order then the strong order of (3.13) cannot exceed
1.
An example of a Runge-Kutta method of the form (3.13) with strong order 1 in-
cludes the method of Platen which can be written with s = 2 as
A = B =
 
0 0
1 0
!

>
= (1; 0); 
>
= (
1
2
;
1
2
):
(3.14)
Thus if higher strong order methods are required, (3.13) needs to be modied in
some way so as to include other stochastic elements apart from just J
1
. This will be
done by the introduction of an arbitrary matrix Z
(1)
and vector z
(1)>
whose elements
are themselves random variables (see Burrage and Burrage (1996)). Since the stepsize
h is just J
0
=
R
t
0
+h
t
0
ds, for consistency the stepsize will be included in the parameter
matrix associated with the deterministic components (so Z
(0)
= hA and z
(0)>
= h
>
).
Hence the general family of s-stage stochastic Runge-Kutta methods for the one Wiener
process case will be given by
Y
i
= y
n
+
s
X
j=1
Z
(0)
ij
f(Y
j
) +
s
X
j=1
Z
(1)
ij
g(Y
j
); i = 1;    ; s
(3.15)
y
n+1
= y
n
+
s
X
j=1
z
(0)
j
f(Y
j
) +
s
X
j=1
z
(1)
j
g(Y
j
):
Clearly (3.13) is now a specic case of (3.15).
By studying the general strong order properties of (3.15) for arbitrary random
variable elements within Z
(1)
and z
(1)
, it will be shown that the strong order barrier
given in Theorem 3.3.1 can be broken by constructing a class of 4-stage explicit SRKs
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with strong order 1.5 which relies on both the random variables J
1
and
J
10
h
. At the same
time these order conditions will be used to construct a two-stage method of the form
(3.13) which is optimal in terms of minimising the local truncation error coecients.
Of course (3.15) is a very general representation, and so a simplifying assumption
will often be placed on the Z
(1)
ij
and z
(1)
j
in that it will be assumed that each of these
random variables can be written as a linear combination of p dierent random variables

1
;    ; 
p
, such as J
1
and
J
10
h
(with p = 2). In this case the Z
(0)
ij
; z
(0)
j
; Z
(1)
ij
and z
(1)
j
will
be written as
Z
(0)
ij
= ha
ij
; i; j = 1;    ; s
z
(0)
j
= h
j
; j = 1;    ; s
Z
(1)
ij
=
P
p
l=1
b
(l)
ij

l
; i; j = 1;    ; s
z
(1)
j
=
P
p
l=1

(l)
j

l
; j = 1;    ; s
(3.16)
and (3.15) can be written as
Y
i
= y
n
+ h
s
X
j=1
a
ij
f(Y
j
) +
p
X
l=1
0
@
s
X
j=1
b
(l)
ij
g(Y
j
)
1
A

l
; i = 1;    ; s (3.17)
y
n+1
= y
n
+ h
s
X
j=1

j
f(Y
j
) +
p
X
l=1
0
@
s
X
j=1

(l)
j
g(Y
j
)
1
A

l
:
This family of methods can be characterized by the tableau
A B
(1)
: : : B
(p)
 
(1)
: : : 
(p)
: (3.18)
In order to study the order conditions associated with (3.15), (3.15) will be written
as a function of t:
Y
i
(t) = y(t
0
) +
s
X
j=1
Z
(0)
ij
f(Y
j
(t)) +
s
X
j=1
Z
(1)
ij
g(Y
j
(t)); i = 1;    ; s (3.19)
Y (t) = y(t
0
) +
s
X
i=1
z
(0)
i
f(Y
i
(t)) +
s
X
i=1
z
(1)
i
g(Y
i
(t)):
By substituting for Y
i
(t) in the expression for Y (t), the f(Y
i
(t)) (and g(Y
i
(t)) anal-
ogously but with operator L
1
) can be expanded in a Taylor series representation
f(Y
i
(t)) = f(Y
i
(t
0
)) +
1
X
k=1
(L
0
)
k
f(Y
i
(t
0
))
k!
; (3.20)
where the operators L
0
and L
1
are as in (3.7), and where it is assumed that f (and g)
are suciently dierentiable.
61
By recursively substituting for the Y
i
(t) back into (3.19) and using (3.20) (and a
similar formula for g(Y
i
(t))) it is seen that
L
0
f(Y
i
(t
0
)) =
s
X
j=1
Z
(0)
ij
f
0
(Y
i
(t
0
))f(Y
i
(t
0
)) +
s
X
j=1
Z
(1)
ij
f
0
(Y
i
(t
0
))g(Y
i
(t
0
));
L
1
g(Y
i
(t
0
)) =
s
X
j=1
Z
(0)
ij
g
0
(Y
i
(t
0
))f(Y
i
(t
0
)) +
s
X
j=1
Z
(1)
ij
g
0
(Y
i
(t
0
))g(Y
i
(t
0
)):
Now for the second derivative terms, a similar analysis gives
(L
0
)
2
f(Y
i
(t
0
)) = (
X
j
Z
(0)
ij
)
2
f
00
(y
0
)(f(y
0
); f(y
0
)) + 2
X
j;k
Z
(0)
ij
Z
(0)
jk
f
0
(y
0
)(f
0
(y
0
)f(y
0
))
+
X
j
Z
(0)
ij
X
j
Z
(1)
ij
f
00
(y
0
)(f(y
0
); g(y
0
))
+
X
j;k
Z
(0)
ij
Z
(1)
jk
f
0
(y
0
)(f
0
(y
0
)g(y
0
)) +
X
j;k
Z
(1)
ij
Z
(0)
jk
f
0
(y
0
)(g
0
(y
0
)f(y
0
))
+
X
j
Z
(1)
ij
X
j
Z
(0)
ij
f
00
(y
0
)(g(y
0
); f(y
0
))
+
X
j;k
Z
(0)
ij
Z
(1)
jk
f
0
(y
0
)(f
0
(y
0
)g(y
0
)) +
X
j;k
Z
(1)
ij
Z
(0)
jk
f
0
(y
0
)(g
0
(y
0
)f(y
0
))
+(
X
j
Z
(1)
ij
)
2
f
00
(y
0
)(g(y
0
); g(y
0
)) + 2
X
j;k
Z
(1)
ij
Z
(1)
jk
f
0
(y
0
)(g
0
(y
0
)g(y
0
)):
Analogous results hold for (L
1
)
2
g(Y
i
(t
0
)).
Now the numerical method can be expanded in a Taylor series:
Y (t) = y(t
0
) +
s
X
i=1
z
(0)
i
f(Y
i
(t)) +
s
X
i=1
z
(1)
i
g(Y
i
(t))
= y(t
0
) +
s
X
i=1
z
(0)
i

f(y(t
0
)) + L
0
f(y(t
0
)) +
1
2!
(L
0
)
2
f(y(t
0
)) +   

+
s
X
i=1
z
(1)
i

g(y(t
0
)) + L
1
g(y(t
0
)) +
1
2!
(L
1
)
2
g(y(t
0
)) +   

= y(t
0
) + z
(0)>
ef(y
0
) + z
(0)>
Z
(0)
ef
0
(y
0
)f(y
0
) + z
(0)>
Z
(1)
ef
0
(y
0
)g(y
0
)
+
1
2
z
(0)>
(Z
(0)
e)
2
f
00
(y
0
)(f(y
0
); f(y
0
)) + z
(0)>
Z
(0)2
ef
0
(y
0
)(f
0
(y
0
)f(y
0
))
+
1
2
z
(0)>
Z
(0)
eZ
(1)
ef
00
(y
0
)(f(y
0
); g(y
0
)) + z
(0)>
Z
(0)
Z
(1)
ef
0
(y
0
)(f
0
(y
0
)g(y
0
))
+z
(0)>
Z
(1)
Z
(0)
ef
0
(y
0
)(g
0
(y
0
)f(y
0
)) +
1
2
z
(0)>
Z
(1)
eZ
(0)
ef
00
(y
0
)(g(y
0
); f(y
0
))
+
1
2
z
(0)>
(Z
(1)
e)
2
f
00
(y
0
)(g(y
0
); g(y
0
)) + z
(0)>
Z
(1)2
ef
0
(y
0
)(g
0
(y
0
)g(y
0
)) +   
+z
(1)>
eg(y
0
) + z
(1)>
Z
(0)
eg
0
(y
0
)f(y
0
) + z
(1)>
Z
(1)
eg
0
(y
0
)g(y
0
)
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+1
2
z
(1)>
(Z
(0)
e)
2
g
00
(y
0
)(f(y
0
); f(y
0
)) + z
(1)>
Z
(0)2
eg
0
(y
0
)(f
0
(y
0
)f(y
0
))
+
1
2
z
(1)>
Z
(0)
eZ
(1)
eg
00
(y
0
)(f(y
0
); g(y
0
)) + z
(1)>
Z
(0)
Z
(1)
eg
0
(y
0
)(f
0
(y
0
)g(y
0
))
+z
(1)>
Z
(1)
Z
(0)
eg
0
(y
0
)(g
0
(y
0
)f(y
0
)) +
1
2
z
(1)>
Z
(1)
eZ
(0)
eg
00
(y
0
)(g(y
0
); f(y
0
))
+
1
2
z
(1)>
(Z
(1)
e)
2
g
00
(y
0
)(g(y
0
); g(y
0
)) + z
(1)>
Z
(1)2
eg
0
(y
0
)(g
0
(y
0
)g(y
0
)) +    :
Let (t) be dened recursively by
k() = e
(t) = (t)z
(0)>
Q
m
l=1
k(t
l
); t = [t
1
;    ; t
m
]
(t) = (t)z
(1)>
Q
m
l=1
k(t
l
); t = ft
1
;    ; t
m
g;
(3.21)
where
k(t) = (t)Z
(0)
Q
m
l=1
k(t
l
); t = [t
1
;    ; t
m
]
k(t) = (t)Z
(1)
Q
m
l=1
k(t
l
); t = ft
1
;    ; t
m
g;
(3.22)
and where multiplication of vectors is considered componentwise. Thus for trees with
up to 3 nodes and using F (t) from Table 3.1, the Taylor series expansion of the nu-
merical method can be written as
Y (t) = y(t
0
) + ( )F ( )(y(t
0
)) + ()F ()(y(t
0
)) +
1
2
([ ])F ([ ])(y(t
0
))
+
1
2!
(fg)F (fg)(y(t
0
)) +
1
2
([])F ([])(y(t
0
)) +
1
2!
(fg)F (fg)(y(t
0
))
+
1
3!
([;  ])F ([;  ])(y(t
0
)) +
1
3!
([; ])F ([; ])(y(t
0
))
+
1
3!
([;  ])F ([;  ])(y(t
0
)) +
1
3!
([; ])F ([; ])(y(t
0
))
+
1
3!
(f; g)F (f; g)(y(t
0
)) +
1
3!
(f; g)F (f; g)(y(t
0
))
+
1
3!
(f; g)F (f; g)(y(t
0
)) +
1
3!
(f; g)F (f; g)(y(t
0
))
+
1
3!
([[ ]])F ([[ ]])(y(t
0
)) +
1
3!
([[]])F ([[]])(y(t
0
))
+
1
3!
([fg])F ([fg])(y(t
0
)) +
1
3!
([fg])F ([fg])(y(t
0
))
+
1
3!
(f[ ]g)F (f[ ]g)(y(t
0
)) +
1
3!
(f[]g)F (f[]g)(y(t
0
))
+
1
3!
(ffgg)F (ffgg)(y(t
0
)) +
1
3!
(ffgg)F (ffgg)(y(t
0
)) +    ;
and, in general,
Y (t) =
X
t2T
(t)(t)F (t)(y(t
0
))
(t)!
: (3.23)
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Here (t) is the multiplicity factor associated with some of the higher derivative terms,
exactly as was required in the expansion of the actual solution of the SDE as given in
Theorem 3.2.1.
Hence the local truncation error at t = t
n
of an SRK method can be written as
L
n
=
X
t2T
(t)
 
(t),
(t)
(t)!
!
F (t)(y(t
n
)): (3.24)
Thus if
q
E(jL
n
j)
2
 Ch
p+
1
2
then a method will have strong global order p.
Writing L
n
as
L
n
=
X
t2T
e(t)F (t)(y(t
n
)) (3.25)
and letting
c = Z
(0)
e;  = Z
(1)
e (3.26)
then Table 3.2 gives e(t) for all trees with (t)  3.
Table 3.2: Local Error Coecients
# t e(t) # t e(t)
1  J
0
, z
(0)>
e 12 [fg] J
010
, z
(0)>
Z
(1)
c
2  J
1
, z
(1)>
e 13 [fg] J
110
, z
(0)>
Z
(1)

3 [ ] J
00
, z
(0)>
c 14 [; ] J
110
,
1
2
z
(0)>

2
4 [] J
10
, z
(0)>
 15 f[ ]g J
001
, z
(1)>
Z
(0)
c
5 fg J
01
, z
(1)>
c 16 f[]g J
101
, z
(1)>
Z
(0)

6 fg J
11
, z
(1)>
 17 f; g J
001
,
1
2
z
(1)>
c
2
7 [;  ] J
000
,
1
2
z
(0)>
c
2
18 f; g J
101
,
1
2
z
(1)>
c
8 [[ ]] J
000
, z
(0)>
Z
(0)
c 19 f; g J
011
,
1
2
z
(1)>
c
9 [[]] J
100
, z
(0)>
Z
(0)
 20 f; g J
111
,
1
2
z
(1)>

2
10 [; ] J
100
,
1
2
z
(0)>
c 21 ffgg J
011
, hz
(1)>
Z
(1)
c
11 [;  ] J
010
,
1
2
z
(0)>
c 22 ffgg J
111
, z
(1)>
Z
(1)

3.4 Derivation of Methods
Using these order conditions, it is now possible to analyse the parameters for dierent
classes of methods. In comparison with the deterministic case, there are many more
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trees to be analysed for comparable order in the stochastic setting. For every tree t in
the deterministic case there are, in the one Wiener process case, 2
(t)
trees that must
be considered in the stochastic case. Table 3.3 illustrates how quickly the number of
trees grows.
Table 3.3: Number of Trees
(t) 1 2 3 4
deterministic 1 1 2 4
stochastic 2 4 16 64
Firstly consider the class of methods given by (3.13) in which
Z
(0)
= hA; z
(0)>
= h
>
; Z
(1)
= J
1
B; z
(1)>
= J
1

>
; b = Be:
In an attempt to obtain strong global order 1.5, it is necessary that the order conditions
corresponding to trees 1-6, 20 and 22 in Table 3.2 vanish as these are the trees whose
corresponding J -integrals have expectation behaving as O(h
p
), p < 2. For example,
the order condition associated with tree 4 should be
E(J
10
, hJ
1
 )
2
= O(h
4
) or 0; (3.27)
where
 = 
>
b:
To analyse this condition, rst expand the left-hand-side:
E(J
2
10
), 2 hE(J
10
J
1
) +  
2
h
2
E(J
2
1
): (3.28)
But J
1
 N(0; h) and from Kloeden and Platen (1992)
E(J
2k+1
1
) = 0; E(J
2k
1
) =
2k!
k!2
k
h
k
; E(J
10
J
1
) =
1
2
h
2
; E(J
2
10
) =
1
3
h
3
(3.29)
and so (3.28) is
h
3
(
1
3
,  +  
2
) 6= 0:
In fact the minimumof the quadratic occurs when  =
1
2
in which case the minimum
value is 1/12.
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Applying this analysis to the other order conditions leads to a complete characteri-
sation of the class of explicit SRK methods of the form (3.13) with strong order 1 and
minimum principal local truncation error.
In particular, trees 1, 2 and 6 have associated J -integrals which are of order h;
p
h;
and h, respectively so for a method to have strong order 1 it is necessary that

>
e = 1; 
>
e = 1 (3.30)
and
E(J
11
, J
2
1

>
b)
2
= 0: (3.31)
Since
J
11
=
J
p
1
p!
;
(3.29) and (3.31) imply
3
4
, 3
>
b+ 3(
>
b)
2
= 0
or

>
b =
1
2
: (3.32)
The terms corresponding to the h
1:5
terms arise from trees 4, 5, 20 and 22. These
give, from (3.29),
E(J
2
10
, hJ
1

>
b)
2
= (
1
3
, 
>
b+ (
>
b)
2
)h
3
E(J
2
01
, hJ
1

>
c)
2
= (
1
3
, 
>
c+ (
>
c)
2
)h
3
E(J
111
,
1
2
J
3
1

>
b
2
)
2
= (
1
9
,
2
3

>
b
2
+ (
>
b
2
)
2
)
15
4
h
3
E(J
111
, J
3
1

>
Bb)
2
= (
1
36
,
1
3

>
Bb+ (
>
Bb)
2
)15h
3
:
9
>
>
>
=
>
>
>
;
(3.33)
These four equations are minimised if

>
b =
1
2
; 
>
c =
1
2
; 
>
b
2
=
1
3
; 
>
Bb =
1
6
(3.34)
in which case the (respective) minima in (3.33) are
h
3
12
;
h
3
12
; 0; 0: (3.35)
For a 2-stage explicit method,

>
Bb = (
1
; 
2
)
 
0 0
b
21
0
! 
0
b
2
!
= 0
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and so in this case, the principal error constants are
h
3
12
;
h
3
12
; 0;
5h
3
12
: (3.36)
From equations (3.32) and (3.34) (for this 2-stage method)

2
b
2
=
1
2
; 
2
b
2
=
1
2
; 
2
c
2
=
1
2
; 
2
b
2
2
=
1
3
and this produces the solution b
2
=
2
3
; 
2
=
3
4
; c
2
=
2
3
; 
2
=
3
4
: Then 
1
=
1 , 
2
=
1
4
; 
1
= 1 , 
2
=
1
4
; and so the 2-stage method (with maximum possible
strong order of 1) with minimumprincipal error constants is represented by the tableau
0 0
2
3
0
1
4
3
4
0 0
2
3
J
1
0
1
4
J
1
3
4
J
1
: (3.37)
This method will be referenced by the code `R2'.
Note that the Platen method (referenced subsequently by the code `PL') is
0 0
1 0
1 0
0 0
J
1
0
1
2
J
1
1
2
J
1
(3.38)
and has principal error constants
h
3
3
;
h
3
3
;
h
3
36
;
5
12
h
3
: (3.39)
With the restriction of s = 2, it was seen that 
>
Bb = 0: However, considering the
case s = 3, it is possible for each part of (3.34) to be satised. Indeed, using 
>
b =
1
2
and 
>
b
2
=
1
3
gives the parameter values

2
=
1
3
,
1
2
b
3
b
2
(b
2
, b
3
)
; 
3
=
1
3
,
1
2
b
2
b
3
(b
3
, b
2
)
; (3.40)

>
b =
1
2
and 
>
Bb =
1
6
supply the solutions

2
=
1
2b
2
, 
3
b
3
b
2
; B
32
=
1
6b
2

3
; (3.41)
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and 
>
c =
1
2
produces the following condition on c
2
and c
3
:
c
3
b
2
,
c
2
b
3
=
3
2
 
c
3
b
2
b
3
, c
2
b
3
b
2
+ b
3
, b
2
!
(3.42)
or equivalently
c
2
b
3
(b
3
,
2
3
), c
3
b
2
(b
2
,
2
3
) = b
2
b
3
(b
3
, b
2
):
Thus the tableau for the 3-stage explicit method of strong order 1 and with optimal
principal error coecients (henceforth called `R3') is written
0 0 0
c
2
0 0
c
3
,A
32
A
32
0

1

2

3
0 0 0
b
2
J
1
0 0
(b
3
,B
32
)J
1
B
32
J
1
0

1
J
1

2
J
1

3
J
1
(3.43)
where 
2
; 
3
; 
2
; B
32
and a condition on c
2
; c
3
are given in (3.40) - (3.42), 
1
=
1, 
2
, 
3
; 
1
= 1,
2
,
3
and where A
32
is free but is usually chosen to satisfy one
of the higher order conditions.
In the above analysis, it has been shown that it is not possible to derive a method
(of the form (3.13)) of strong order 1.5 with either 2 or 3 stages. In fact, without intro-
ducing another type of random variable in the method formulation, it is not possible
to exceed order 1 for any number of stages. This result is now stated formally:
Theorem 3.4.1 A stochastic explicit Runge-Kutta method of the form (3.13) has
maximum strong order 1.0, for any number of stages s. The methods with optimal
principal error coecients for s = 2 or s > 2 (with s = 3) are given by (3.37) and
(3.43) respectively.
Remark 3.4.1 If the 1-norm is used to estimate the contribution of all the error terms
to the principal error then the Table 3.4 gives these values for methods PL, R2 and
R3.
In the next section this order barrier will be broken by introducing a second random
variable in the formulation of the method.
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Table 3.4: Error Coecients
PL R2 R3
kprincipal errork
1
10
9
7
12
1
6
3.5 Explicit SRKs with Strong Order 1.5
In this section three explicit SRK methods with strong order 1.5 will be constructed
based on (3.18) with p = 2 and with

1
= J
1
; 
2
= J
10
=h:
Thus the method can be written as
Y
i
= y
n
+ h
i 1
X
j=1
a
ij
f(Y
j
) +
i 1
X
j=1
(b
(1)
ij
J
1
+ b
(2)
ij
J
10
h
)g(Y
j
); i = 1;    ; s
(3.44)
y
n+1
= y
n
+ h
s
X
j=1

j
f(Y
j
) +
s
X
j=1
(
(1)
j
J
1
+ 
(2)
j
J
10
h
)g(Y
j
):
For notational convenience it will be assumed that
c = Ae; b = B
(1)
e; d = B
(2)
e;  = bJ
1
+ d
J
10
h
: (3.45)
In passing it should be noted that in constructing an SRK method based on only
the rst and second order Stratonovich multiple integrals only J
1
and
J
10
h
need to be
considered, since the other multiple integrals of order 2 or less can be expressed in
terms of these integrals and h by the formulas
J
00
= h
2
=2; J
11
= J
2
1
=2;
J
01
h
= J
1
,
J
10
h
;
(see Kloeden and Platen (1992), for example).
In order to construct a method with strong order 1.5, tree conditions 1, 2, 4, 5,
6, 20 and 22 must be considered, since E(e(t)
2
) for all of these tree conditions are
O(h
p
); p  3. Each of these terms will now be considered in turn but rst a table
of various expected values will be given (Table 3.5) which will prove helpful in this
analysis. These expectations were computed using the MAPLE programs described in
Chapter 2.
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Table 3.5: Expectation Values
Expectation Value Expectation Value Expectation Value
J
2
1
h J
2
1
(J
10
=h)
2
5
6
h
2
J
4
1
(J
10
=h)
2
4h
3
J
2
10
=h
2
1
3
h J
1
(J
10
=h)
3
1
2
h
2
J
3
1
(J
10
=h)
3
9
4
h
3
J
1
J
10
=h
1
2
h (J
10
=h)
4
1
3
h
2
J
2
1
(J
10
=h)
4
4
3
h
3
J
4
1
3h
2
J
6
1
15h
3
J
1
(J
10
=h)
5
5
6
h
3
J
3
1
J
10
=h
3
2
h
2
J
5
1
J
10
=h
15
2
h
3
(J
10
=h)
6
5
9
h
3
Recalling also the denitions of z
(1)
and Z
(1)
given in equation (3.16), then these
order conditions to be O(h
4
) are analysed below.
1: E[(J
0
, h
>
e)
2
] = (1, 
>
e)h
2
) 
>
e = 1:
2: E[(J
1
, z
(1)>
e)
2
] = E[(J
1
(1 , 
(1)>
e),
J
10
h

(2)>
e)
2
]
= g
>
 
E(J
1
)
2
,E(J
1
J
10
=h)
,E(J
1
J
10
=h) E(J
10
=h)
2
!
g
= g
>
 
1=3 ,1=2
,1=2 1
!
gh
2
 0
) g
>
= (g
1
; g
2
) = (0; 0)
) 
(1)>
e = 1; 
(2)>
e = 0:
3: E[(J
10
, h(
>
bJ
1
+ 
>
dJ
10
=h)
2
] = E[(J
10
(1, 
>
d), h
>
bJ
1
)
2
]
) 
>
d = 1; 
>
b = 0
(using analysis of quadratic forms):
4: E[(J
01
, h(
(1)>
cJ
1
+ 
(2)>
cJ
10
=h)
2
] = h
2
E[(J
1
(1, 
(1)>
c),
J
10
h
(1 + 
(2)>
c))
2
]
) 
(1)>
c = 1; 
(2)>
c = ,1(see above):
5: E[(J
11
, z
(1)>
)
2
] = E[(J
2
1
=2 , z
(1)>
)
2
]
= E[(J
2
1
(
1
2
, 
(1)>
b)
,J
1
J
10
h
(
(1)>
d+ 
(2)>
b)
,(
J
10
h
)
2

(2)>
d)
2
]
= g
>
Xg;
where X is the 3  3 matrix with elements x
ij
= E[J
6 (i+j)
1
(
J
10
h
)
i+j 2
]: So condition 5
becomes (with X positive-denite)
h
2
g
>
0
B
@
3 3=2 5=6
3=2 5=6 1=2
5=6 1=2 1=3
1
C
A
g  0
) 
(1)>
b =
1
2
; 
(1)>
d+ 
(2)>
b = 0; 
(2)>
d = 0:
6: E[(J
111
,
1
2
z
(1)>

2
)
2
] = E[(J
3
1
=6 ,
1
2
z
>

2
)
2
]
= g
>
Xg;
where g
1
=
1
6
, 
(1)>
b
2
; g
2
= ,
1
2
(
(2)>
b
2
+ 2
(1)>
bd);
g
3
= ,
1
2
(
(1)>
d
2
+ 2
(2)>
bd); g
4
= ,
1
2

(2)>
d
2
and x
ij
= E[J
8 (i+j)
1
(
J
10
h
)
i+j 2
]:
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Thus condition 6 becomes (with X positive-denite)
h
3
g
>
0
B
B
B
B
@
15 15=2 4 9=4
15=2 4 9=4 4=3
4 9=4 4=3 5=6
9=4 4=3 5=6 5=9
1
C
C
C
C
A
g  0
which is zero if and only if

(1)>
b
2
=
1
3
; 
(2)>
b
2
+ 2
(1)>
bd = 0; 
(1)>
d
2
+ 2
(2)>
bd = 0; 
(2)>
d
2
= 0:
7: E[(J
111
, z
(1)
Z
(1)>
)
2
] = g
>
Xg  0
where X is as above and g = 0 implies

(1)>
B
(1)
b =
1
6
; 
(2)>
B
(1)
b+ 
(1)>
(B
(2)
b+B
(1)
d) = 0;

(2)>
B
(2)
d = 0; 
(1)>
B
(2)
d+ 
(2)>
(B
(2)
b+B
(1)
d) = 0:
Thus a method of the form given in (3.44) will have strong order 1.5 if and only if

>
(e; d; b) = (1; 1; 0)

(1)>
(e; d; b; c) = (1; ,
(2)>
b;
1
2
; 1)

(2)>
(e; d; c) = (0; 0; ,1) (3.46)

(1)>
(b
2
; B
(1)
b; d
2
; B
(2)
d) = (
1
3
;
1
6
; ,2
(2)>
bd; ,
(2)>
(B
(2)
b+B
(1)
d))

(2)>
(b
2
; B
(1)
b; d
2
; B
(2)
d) = (,2
(1)>
bd; ,
(1)>
(B
(2)
b+B
(1)
d); 0; 0)
It is now necessary to construct a family of methods satisfying (3.46). Consider rst
a 3-stage method. However, some simple analysis shows that equations (3.46) cannot
be satised as, with the components d
i
of d being distinct,

(2)>
(e; d; d
2
) = (0; 0; 0) ) 
(2)>
= 0:
So it is necessary to look at 4-stage methods; now there are 30 unknowns and 18
equations, and it is possible to satisfy (3.46) with a large number of free parameters.
In principle it is possible to choose these free parameters in such a way so as many as
possible of the h
4
principal error terms are minimised. For problems that have small
stochasticity, it is useful to solve for the parameters of the A-matrix so that the method
has high order in a deterministic sense. Consequently, for the rst method being
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derived, the deterministic component of (3.44) is the classical Runge-Kutta method of
Kutta (1901) given by
0 0
1
2
1
2
1
2
0
1
2
1 0 0 1
1
6
1
3
1
3
1
6
: (3.47)
Since the general 4-stage method (3.44) has 30 free parameters and there are 18
equations to be solved, the above choice for the deterministic component still leaves
3 free parameters. The remaining 17 conditions (one is already satised by 
>
e = 1)
were solved using MAPLE and in order to simplify the solution a choice of b
4
= 1 was
made. A sketch of the solution process is given here.
If b; d and c are known, then ; 
(1)
and 
(2)
can also be determined. Assuming
this, then it is straight-forward to obtain solutions for the elements in B
(1)
and B
(2)
using the equations

(1)>
B
(1)
b =
1
6
; 
(1)>
B
(2)
d = ,(
(2)>
B
(2)
b+ 
(2)>
B
(1)
d)

(2)>
B
(2)
d = 0; 
(2)>
B
(1)
b = ,(
(1)>
B
(1)
d+ 
(1)>
B
(2)
b):
The solutions are (letting B
(1)
43
and B
(2)
43
be free parameters)
B
(1)
32
= (
1
6
,B
(1)
42

(1)
4
b
2
,B
(1)
43

(1)
4
b
3
)=(
(1)
3
b
2
);
B
(2)
32
= (,B
(2)
42

(2)
4
d
2
,B
(2)
43

(2)
4
d
3
)=(
(2)
3
d
2
);
B
(2)
42
= B
(1)
43
(X
7
X
1
,X
3
X
5
)
(X
1
X
6
,X
2
X
5
)
+B
(2)
43
(X
8
X
1
,X
4
X
5
)
(X
1
X
6
,X
2
X
5
)
,
1
6
3
b
2
2
4
(
(2)
3
b
2
+ 
(1)
3
d
2
)X
1
, 
(2)
3
d
2
X
5
X
1
X
6
,X
2
X
5
3
5
;
B
(1)
42
= B
(1)
43
X
3
X
1
+B
(2)
43
X
4
X
1
,

(2)
3
d
2
6
(1)
3
b
2
X
1
,B
(2)
42
X
2
X
1
;
where
X
1
= d
2


(2)
4

(1)
3
, 
(2)
3

(1)
4

=
(1)
3
X
2
= d
2


(1)
4

(2)
3
, 
(1)
3

(2)
4

=
(2)
3
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X3
= 
(2)
3

(1)
4
b
3
d
2
=(
(1)
3
b
2
), 
(2)
4
d
3
X
4
=


(1)
3
d
2
+ 
(2)
3
b
2


(2)
4
d
3
=(
(2)
3
d
2
),


(1)
4
d
3
+ 
(2)
4
b
3

X
5
= b
2


(1)
3

(2)
4
, 
(1)
4

(2)
3

=
(1)
3
X
6
= b
2


(1)
4

(2)
3
, 
(1)
3

(2)
4

=
(2)
3
X
7
=


(2)
3
b
2
+ 
(1)
3
d
2


(1)
4
b
3
=(
(1)
3
b
2
),


(2)
4
b
3
+ 
(1)
4
d
3

X
8
= 
(1)
3

(2)
4
b
2
d
3
=(
(2)
3
d
2
), 
(1)
4
b
3
:
Now it is necessary to obtain solutions for b, d and c. The equation

>
(e; d; b; c) = (1; 1; 0;
1
2
)
gives
d
4
= 6 , 2(d
2
+ d
3
); b
4
= ,2(b
2
+ b
3
):
Letting b
4
= 1 produces b
2
= ,b
3
,
1
2
; and there are now three equations to be solved
in the three unknowns b
3;
d
2
, d
3
:

(1)>
d+ 
(2)>
b = 0; 
(1)>
d
2
+ 2
(2)>
bd = 0; 
(2)>
b
2
+ 2
(1)>
bd = 0:
This leads to a number of possible methods, and the following method (hereafter des-
ignated `CL') was selected:
A =
0
B
B
B
B
@
0
1
2
0
0
1
2
0
0 0 1 0
1
C
C
C
C
A
; 
>
= (
1
6
;
1
3
;
1
3
;
1
6
) (3.48)
B
(1)
=
0
B
B
B
B
@
0
,0:7242916356
0:4237353406 ,0:1994437050
,1:578475506 0:840100343 1:738375163 0
1
C
C
C
C
A
B
(2)
=
0
B
B
B
B
@
0 0 0 0
2:702000410 0 0 0
1:757261649 0 0 0
,2:918524118 0 0 0
1
C
C
C
C
A

(1)>
= (,0:7800788474; 0:07363768240; 1:486520013; 0:2199211524)

(2)>
= (1:693950844; 1:636107882; ,3:024009558; ,0:3060491602):
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Note that for this method, the free parameter B
(2)
43
was chosen to be zero and that
by also taking B
(2)
42
as 0, the previously-free parameter B
(1)
43
is determined from the
solution process.
The next two methods to be derived have the same formulation as CL (namely that
given by (3.44)), and are also to have strong order 1.5. As will be seen in section 3.6, by
choosing the deterministic part of CL to be the Classical Runge-Kutta method, CL has
rather large error constants associated with the purely stochastic trees. Consequently,
in the following derivation, an attempt will be made to reduce these error constants.
The other design characteristic for these two methods is that the two stage method R2
is embedded in each of these methods (hereafter known as E1 and E2). The reason
for embedding (for a variable stepsize implementation) is discussed in full in Chapter
6. So the parameters a
21
= c
2
=
2
3
; B
(1)
21
= b
2
=
2
3
and B
(2)
21
= d
2
= 0 are already
determined. Then, recalling the denitions of b; c and d in (3.45) and including the
conditions 
>
c =
1
2
; 
>
c
2
=
1
3
(so as to contribute to higher order of the deterministic
matrix A), the equations to be solved can be written concisely as

>
(e; c; c
2
; b) =

1;
1
2
;
1
3
; 0


(1)>
(e; c; b; b
2
) =

1; 1;
1
2
;
1
3


(2)>
(e; d; c; d
2
) = (0; 0;,1; 0)
9
>
>
=
>
;
(3.49)

>
d = 1

(1)>
(d; d
2
; 2bd) =

,
(2)>
b;,2
(2)>
bd;,
(2)>
b
2

)
(3.50)

(1)>

B
(1)
b;B
(2)
d

=

1
6
;,(
(2)>
B
(1)
d+ 
(2)>
B
(2)
b)


(2)>

B
(1)
b;B
(2)
d

=

,(
(1)>
B
(1)
d + 
(1)>
B
(2)
b); 0

:
9
=
;
(3.51)
Equations (3.49) are used to determine solutions for ; 
(1)
and 
(2)
in terms of b;
c; d. Indeed, 
(2)>
= (0; 0;,1; 0) (e; d; c; d
2
)
 1
=

1
c
2
;,
1
c
2
; 0; 0

: Then, via MAPLE,
equations (3.50) are solved to yield two possibilities:
either (i) b
3
=
2
3
, b
4
; c
3
= c
4
; d
3
= 2b
4
,
2
3
; d
4
= ,2b
4
+
2
3
or (ii) b
3
=
2
3
, b
4
; c
3
=
2
3
, c
4
; d
3
= 2(b
4
, c
4
); d
4
= 2(c
4
, b
4
);
(3.52)
where c
4
and b
4
are free parameters. Analysis of the solution of (3.51) results in
2
3
(
(1)
3
B
(1)
32
+ 
(1)
4
B
(1)
42
) + (
2
3
, b
4
)
(1)
4
B
(1)
43
=
1
6
B
(2)
43
= 0
2
3
(
(1)
3
B
(2)
32
+ 
(1)
4
B
(2)
42
) + 
(1)
4
d
3
B
(1)
43
= 0:
9
>
>
=
>
;
(3.53)
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Thus, by solving the equations with contributions up to O(h
3
), there are ve free
parameters in the derivation of the method, namely b
4
; c
4
; B
(1)
32
; B
(2)
32
; B
(2)
42
(for example).
It is now necessary to analyse all equations that contribute to O(h
4
), with the aim
of minimising these error coecients.
With reference to the tree numbers assigned in Table 3.2, tree 14 is the only O(h
4
)-
tree condition remaining in the stochastic Taylor expansion when the stochastic noise is
additive. Trees 13, 16, 17, 18, 19 and 21 are the remaining 3-node trees that contribute
O(h
4
): Also, the 4-node completely stochastic trees will contribute O(h
4
) terms to the
error expansion, so it is desirable to take these into consideration when minimising
errors. For ease of reference, these trees are as numbered in the following display,
which also gives the corresponding local error coecient:
23: fffggg J
1111
, z
(1)>
Z
(1)2

24: ffg; g J
1111
,
1
3
z
(1)>
(Z
(1)
)
25: ff; gg J
1111
,
1
2
z
(1)>
Z
(1)

2
26: f; ; g J
1111
,
1
6
z
(1)>

3
:
(3.54)
As discussed earlier in this section, a useful technique in minimising these equations
is to represent them as quadratic forms. Thus, for tree 14, the order condition is
E(J
110
,
1
2
h
>
(Z
(1)
e)
2
)
2
and this can be written g
>
Xg where g
>
= (g
1
; g
2
; g
3
; g
4
) with
g
1
= 1; g
2
= ,
1
2

>
(B
(1)
e)
2
; g
3
= ,
>
(B
(1)
e)(B
(2)
e); g
4
= ,
1
2

>
(B
(2)
e)
2
(where multiplication of vectors is always performed component-by-component) and
where X is the symmetric matrix given by
0
B
B
B
B
B
@
E(J
2
110
) hE(J
2
1
J
110
) E(J
110
J
1
J
10
) E(J
110
J
2
10
h
)
h
2
E(J
4
1
) hE(J
3
1
J
10
) E(J
2
1
J
2
10
)
E(J
2
1
J
2
10
) E(J
1
J
3
10
h
)
E(
J
4
10
h
2
)
1
C
C
C
C
C
A
= h
4
0
B
B
B
B
@
7
48
7
12
1
3
13
60
7
12
3
3
2
5
6
1
3
3
2
5
6
1
2
13
60
5
6
1
2
1
3
1
C
C
C
C
A
:
(3.55)
Now, the quadratic form g
>
Xg attains a minimum value of zero when g  0. But for
the current analysis, g
1
= 1 and so this minimum cannot be attained. Instead, write
 = g
>
0
B
B
B
B
@
x
11
x
12
x
13
x
14
x
12
x
22
x
23
x
24
x
13
x
23
x
33
x
34
x
14
x
24
x
34
x
44
1
C
C
C
C
A
g
= x
11
+ 2g^
>
y + g^
>
^
Xg^ (as g
1
= 1)
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where g^
>
= (g
2
; g
3
; g
4
); y
>
= (x
12
; x
13
; x
14
) and
^
X =
0
B
@
x
22
x
23
x
24
x
23
x
33
x
34
x
24
x
34
x
44
1
C
A
:
To nd the minimum value of  , dierentiate with respect to g^; note that
@
@g^
(g^
>
^
Xg^) =
 
@(g^
>
^
Xg^)
@g
2
;
@(g^
>
^
Xg^)
@g
3
;
@(g^
>
^
Xg^)
@g
4
!
>
= 2
^
Xg^:
Then
@ 
@g^
=
 
@ 
@g
2
;
@ 
@g
3
;
@ 
@g
4
!
>
= 2y + 2
^
Xg^ = 0, g^ = ,
^
X
 1
y:
Thus the minimum value of  is
 
min
= x
11
+ 2(,
^
X
 1
y)
>
y + (,
^
X
 1
y)
>
^
X(,
^
X
 1
y)
= x
11
, 2y
>
^
X
 1
y + y
>
^
X
 1
y = x
11
, y
>
^
X
 1
y: (3.56)
Therefore, once the quadratic form has been calculated for each of the trees under
consideration, then the theoretical minimum can be calculated using (3.56).
For tree 13, the order condition is E(J
110
, h
>
Z
(1)
)
2
= g
>
Xg where X is given
by (3.55) and
g
>
=

1;,
>
B
(1)
b;,
>
(B
(1)
d +B
(2)
b);,
>
B
(2)
d

:
For tree 16, the order condition is E(J
101
, hz
(1)>
A)
2
= g
>
Xg, where X is the
symmetric matrix given by
0
B
B
B
B
B
@
E(J
2
101
) hE(J
101
J
2
1
) E(J
101
J
1
J
10
) E(J
101
J
2
10
h
)
h
2
E(J
4
1
) hE(J
3
1
J
10
) E(J
2
1
J
2
10
)
E(J
2
1
J
2
10
) E(J
1
J
3
10
h
)
E(
J
4
10
h
2
)
1
C
C
C
C
C
A
= h
4
0
B
B
B
B
@
1
12
1
3
1
6
1
15
1
3
3
3
2
5
6
1
6
3
2
5
6
1
2
1
15
5
6
1
2
1
3
1
C
C
C
C
A
: (3.57)
For tree 18, the order condition is E(J
101
,
1
2
hz
(1)>
c)
2
= g
>
Xg where g
>
=

1;,
1
2

(1)>
(Ae)(B
(1)
e);,
1
2
(
(1)>
(Ae)(B
(2)
e) + 
(2)>
(Ae)(B
(1)
e));,
1
2

(2)>
(Ae)(B
(2)
e)

and X is as given in (3.57). Tree 19 has order condition
E(J
011
,
1
2
hz
(1)>
c)
2
= g
>
Xg
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where g
>
is as for tree 18, but where X is the symmetric matrix
0
B
B
B
B
B
@
E(J
2
011
) hE(J
011
J
2
1
) E(J
011
J
1
J
10
) E(J
011
J
2
10
h
)
h
2
E(J
4
1
) hE(J
3
1
J
10
) E(J
2
1
J
2
10
)
E(J
2
1
J
2
10
) E(J
1
J
3
10
h
)
E(
J
4
10
h
2
)
1
C
C
C
C
C
A
= h
4
0
B
B
B
B
@
7
48
7
12
1
4
2
15
7
12
3
3
2
5
6
1
4
3
2
5
6
1
2
2
15
5
6
1
2
1
3
1
C
C
C
C
A
:
(3.58)
The theoretical minimum of each quadratic form, together with the required value of
g
>
, is
13:
1
400

1;,
1
10
;
1
5
;,
7
10

18:
1
100

1;
1
5
;,
7
5
;
7
5

14:
1
400

1;,
1
10
;
1
5
;,
7
10

19:
1
400

1;,
3
5
;
6
5
;,
7
10

16:
1
100

1;
1
5
;,
7
5
;
7
5

21:
1
400

1;,
3
5
;
6
5
;,
7
10

:
For each of the completely stochastic trees with 4 nodes (with local error coecients
described in (3.54)), the corresponding quadratic form has the symmetric 5 5 matrix
X given by
X =
0
B
B
B
B
B
B
B
B
@
E(J
8
1
) E(J
7
1
J
10
h
) E(J
6
1
J
2
10
h
2
) E(J
5
1
J
3
10
h
3
) E(J
4
1
J
4
10
h
4
)
E(J
6
1
J
2
10
h
2
) E(J
5
1
J
3
10
h
3
) E(J
4
1
J
4
10
h
4
) E(J
3
1
J
5
10
h
5
)
E(J
4
1
J
4
10
h
4
) E(J
3
1
J
5
10
h
5
) E(J
2
1
J
6
10
h
6
)
E(J
2
1
J
6
10
h
6
) E(J
1
J
7
10
h
7
)
E(
J
8
10
h
8
)
1
C
C
C
C
C
C
C
C
A
= h
4
0
B
B
B
B
B
B
@
105
105
2
55
2
15
17
2
105
2
55
2
15
17
2
5
55
2
15
17
2
5
55
18
15
17
2
5
55
18
35
18
17
2
5
55
18
35
18
35
27
1
C
C
C
C
C
C
A
: (3.59)
The g-vector (now of length 5) varies according to the tree as follows:
fffggg : g
1
=
1
24
, 
(1)>
B
(1)3
e
g
2
= ,(
(2)>
B
(1)3
e+ 
(1)>
B
(1)
B
(2)
B
(1)
e+ 
(1)>
B
(2)
B
(1)2
e
+
(1)>
B
(1)2
B
(2)
e)
g
3
= ,(
(1)>
B
(1)
B
(2)2
e+ 
(1)>
B
(2)
B
(1)
B
(2)
e+ 
(1)>
B
(2)2
B
(1)
e
+
(2)>
B
(1)
B
(2)
B
(1)
e+ 
(2)>
B
(2)
B
(1)2
e+ 
(2)>
B
(1)2
B
(2)
e)
g
4
= ,(
(1)>
B
(2)3
e+ 
(2)>
B
(1)
B
(2)2
e+ 
(2)>
B
(2)
B
(1)
B
(2)
e
+
(2)>
B
(2)2
B
(1)
e)
g
5
= ,
(2)>
B
(2)3
e:
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ffg; g : g
1
=
1
24
,
1
3

(1)>
(B
(1)
e)(B
(1)2
e)
g
2
= ,
1
3
(
(1)>
B
(1)
eB
(2)
B
(1)
e+ 
(1)>
B
(2)
eB
(1)2
e+ 
(1)>
B
(1)
eB
(1)
B
(2)
e
+
(1)>
B
(1)
eB
(1)2
e)
g
3
= ,
1
3
(
(1)>
B
(2)
eB
(2)
B
(1)
e+ 
(1)>
B
(1)
eB
(2)2
e+ 
(1)>
B
(2)
eB
(1)
B
(2)
e
+
(2)>
B
(1)
eB
(2)
B
(1)
e+ 
(2)>
B
(2)
eB
(1)2
e+ 
(2)>
B
(1)
eB
(1)
B
(2)
e)
g
4
= ,
1
3
(
(1)>
B
(2)
eB
(2)2
e+ 
(2)>
B
(2)
eB
(2)
B
(1)
e+ 
(2)>
B
(1)
eB
(2)2
e
+
(2)>
B
(2)
eB
(1)
B
(2)
e)
g
5
= ,
1
3

(2)>
B
(2)
eB
(2)2
e:
ff; gg : g
1
=
1
24
,
1
2

(1)>
B
(1)
(B
(1)
e)
2
g
2
= ,
1
2
(2
(1)>
B
(1)
(B
(1)
e)(B
(2)
e) + 
(1)>
B
(2)
(B
(1)
e)
2
+
(2)>
B
(1)
(B
(1)
e)
2
)
g
3
= ,
1
2
(
(1)>
B
(1)
(B
(2)
e)
2
+ 2
(1)>
B
(2)
(B
(1)
e)(B
(2)
e)
+2
(2)>
B
(1)
(B
(1)
e)(B
(2)
e) + 
(2)>
B
(2)
(B
(1)
e)
2
)
g
4
= ,
1
2
(
(1)>
B
(2)
(B
(2)
e)
2
+ 
(2)>
B
(1)
(B
(2)
e)
2
+2
(2)>
B
(2)
(B
(1)
e)(B
(2)
e))
g
5
= ,
1
2

(2)>
B
(2)
(B
(2)
e)
2
:
f; ; g : g
1
=
1
24
,
1
6

(1)>
(B
(1)
e)
3
g
2
= ,
1
6
(3
(1)>
(B
(1)
e)
2
(B
(2)
e) + 
(2)>
(B
(1)
e)
3
)
g
3
= ,
1
6
(3
(1)>
B
(1)
e(B
(2)
e)
2
+ 3
(2)>
(B
(1)
e)
2
B
(2)
e)
g
4
= ,
1
6
(
(1)>
(B
(2)
e)
3
+ 3
(2)>
(B
(1)
e)(B
(2)
e)
2
)
g
5
= ,
1
6

(2)>
(B
(2)
e)
3
:
For these last four trees, the theoretical minimum of the quadratic form is zero and
this occurs when each g-vector is zero.
Now it is necessary to minimise the quadratic forms subject to the restrictions on
the parameter values given by (3.52). With these values it turns out that the actual
minimum attained for tree 14 is
7
432
for any b
4
or c
4
. Similarly the quadratic form for
tree 13 has actual minimum
5
144
; for any b
4
or c
4
. For tree 16, there are two possibilities:
a minimum of
5
108
if c
3
= c
4
, or a minimum of
1
18
for the case c
3
=
2
3
, c
4
and a
43
= 0:
For tree 21, the actual minimum is either
1
72
(with c
4
= ,
1
3
) or
5
216
for any b
4
or c
4
.
The error coecient for tree 23 can be made zero by xing the following parameter
values:
B
(1)
42
=
1
12
(B
(1)
43
, 3B
(1)
43
b
4
+ 4B
(1)2
43
, 12B
(1)2
43
b
4
, 12B
(1)3
43
+ 18B
(1)3
43
b
4
)=B
(1)2
43
andB
(2)
42
= ,B
(1)
43
(3b
4
, 1):
Analysing the quadratic forms for the remaining trees (numbers 18, 19, 24, 25 and 26)
via MATLAB, a reasonable choice of
b
4
= 0; B
(1)
43
=
1
2
78
was made; see Table 3.7 in the next section for the values of the error coecients for
these trees. None of the minimisations involve the parameter a
42
, so without loss of
generality this can be set to zero.
The resulting 4-stage SRK of strong order 1.5 (E1) has the following parameters:
A =
0
B
B
B
B
@
0 0 0 0
2
3
0 0 0
3
2
,
1
3
0 0
7
6
0 0 0
1
C
C
C
C
A

>
=

1
4
;
3
4
;,
3
4
;
3
4


(1)>
=

,
1
2
;
3
2
;,
3
4
;
3
4


(2)>
=

3
2
;,
3
2
; 0; 0

B
(1)
=
0
B
B
B
B
@
0 0 0 0
2
3
0 0 0
1
2
1
6
0 0
,
1
2
0
1
2
0
1
C
C
C
C
A
B
(2)
=
0
B
B
B
B
@
0 0 0 0
0 0 0 0
,
2
3
0 0 0
1
6
1
2
0 0
1
C
C
C
C
A
:
(3.60)
For comparison purposes, a further 4-stage SRK of strong order 1.5 will be derived. For
this method, the matrix A will be chosen so that the deterministic part of the method
will have order 4 - for order 3, it is necessary that 
>
e = 1; 
>
c =
1
2
; 
>
c
2
=
1
3
;

>
Ac =
1
6
, while for order 4, in addition it is necessary that 
>
c
3
=
1
4
; 
>
cAc =
1
8
;

>
Ac
2
=
1
12
and 
>
A
2
c =
1
24
: Thus, choosing the abscissa c = Ae =

0;
2
3
;,
1
3
; 1

>
(so
part (ii) of (3.52) is to be used), then A and  must have the form
A =
0
B
B
B
B
@
0 0 0 0
2
3
0 0 0
5
12
,
3
4
0 0
,
1
4
31
12
,
4
3
0
1
C
C
C
C
A
; 
>
=

3
8
;
5
8
;,
1
16
;
1
16

: (3.61)
With A and 
>
determined, the requirement that 
>
b = 0 leads to the solution
b =

0;
2
3
;
11
3
;,3

>
;
then substituting in 
(1)>
(e; c; b; b
2
) =

1; 1;
1
2
;
1
3

gives rise to

(1)>
=

,
3
8
;
11
8
;,
1
16
;
1
16

:
As for the previous method, 
(2)>
=

1
c
2
;,
1
c
2
; 0; 0

=

3
2
;,
3
2
; 0; 0

: Solving equations
(3.50) determines that d
3
= ,8; d
4
= 8: Using MAPLE and MATLAB where necessary
to solve the remaining order conditions and to minimise the error coecients for the
trees associated with O(h
4
), the following parameters determine a satisfactory solution
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for matrices B
(1)
and B
(2)
, and together with (3.61) describe the method E2:

(1)>
=

,
3
8
;
11
8
;,
1
16
;
1
16

; 
(2)>
=

3
2
;,
3
2
; 0; 0

B
(1)
=
0
B
B
B
B
@
0 0 0 0
2
3
0 0 0
5:72561792 ,2:05895125 0 0
,7:12662744 4:61231160 ,0:48568416 0
1
C
C
C
C
A
(3.62)
B
(2)
=
0
B
B
B
B
@
0 0 0 0
0 0 0 0
,8 0 0 0
13:82820986 ,5:82820986 0 0
1
C
C
C
C
A
:
In the following section, there is an analysis of the principal local truncation errors for
the methods CL, E1, and E2. These values will give important information about the
potential performance of these numerical methods.
3.6 Principal Truncation Error Constants
As well as establishing the local (i.e. one-step) order of a method, it is also important
to consider the associated truncation error constants - if these are too large, they can
reduce the eective order of the method.
In this section, the truncation error constants corresponding to some of the or-
der conditions of O(h
4
) for methods CL; E1, and E2 are presented. Because of the
complexities involved in calculating all the possible contributions to O(h
4
) error con-
stants for these higher order methods, just the `square' terms from the expansion of
E(actual,numerical)
2
have been evaluated. This provides a representative measure of
the error O(h
4
), and numerical results demonstrate the relative merits of the methods
being studied according to this measure. The number references on the left-hand-side
refer back to the tree numbers given in Table 3.2, and the values given are calculated
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for method CL:
13: E(J
110
, h
>
Z)
2
= E

J
110
, h
P

i
(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)(b
j
J
1
+ d
j
J
10
h

2
= 0:1030910235 h
4
14: E(J
110
,
1
2
h
>

2
)
2
= E

J
110
,
1
2
h
P

i
(b
i
J
1
+ d
i
J
10
h
)
2

2
= 0:2073106942 h
4
16: E(J
101
, hz
>
A)
2
= E

J
101
, h
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)a
ij
(b
j
J
1
+ d
j
J
10
h
)

2
= 0:4133523950 h
4
18: E(J
101
,
1
2
hz
>
c)
2
= E

J
101
,
1
2
h
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)c
i
(b
i
J
1
+ d
i
J
10
h
)

2
= 0:0592760515 h
4
19: E(J
011
,
1
2
hz
>
c)
2
= E

J
011
,
1
2
h
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)c
i
(b
i
J
1
+ d
i
J
10
h
)

2
= 0:0415077762 h
4
21: E(J
011
, hz
>
Zc)
2
= E

J
011
, h
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)c
j

2
= 0:0588679617 h
4
:
As well as the error constants arising from the order conditions described in Table 3.2,
there are also contributions of O(h
4
) from the completely stochastic trees with four
vertices. These trees are
fffggg; ffg; g; ff; gg; f; ; g
(and are numbered 23 - 26 as in (3.54)) and the error constants associated with them
for method CL are
tree fffggg :
E

J
1111
,
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)Z
ij
Z
jk
Z
kl

2
= E

J
1111
,
X
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)(B
(1)
jk
J
1
+B
(2)
jk
J
10
h
)
(B
(1)
kl
J
1
+B
(2)
kl
J
10
h
)

2
= 0:2965348874 h
4
tree ffg; g :
E

J
1111
,
1
3
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)(Z
ij
)(Z
ij
Z
jk
)

2
= E

J
1111
,
1
3
X
(
(1)
i
J
i
+ 
(2)
i
J
10
h
)(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)
(B
(1)
jk
J
1
+B
(2)
jk
J
10
h
)

2
= 0:4184344854h
4
81
tree ff; gg :
E

J
1111
,
1
2
P
(
(1)
i
J
i
+ 
(2)
i
J
10
h
)(B
(1)
ij
J
1
+B
(2)
ij
J
10
h
)(b
j
J
1
+ d
j
J
10
h
)
2

2
= 0:1856629864 h
4
tree f; ; g :
E

J
1111
,
1
6
P
(
(1)
i
J
1
+ 
(2)
i
J
10
h
)(b
i
J
1
+ d
i
J
10
h
)
3

2
= 0:1092964628 h
4
:
The extra expectation calculations required in the evaluation of the above error con-
stants appear in Table 3.6.
Table 3.6: Further Expectations
Expectation Value Expectation Value Expectation Value
J
2
110
7
48
h
4
J
2
1
J
011
7
12
h
3
J
4
1
J
4
10
=h
4
17
2
h
4
J
2
1
J
110
7
12
h
3
J
1
J
10
J
011
1
4
h
4
J
3
1
J
5
10
=h
5
5h
4
J
1
J
10
J
110
1
3
h
4
J
2
10
J
011
2
15
h
5
J
2
1
J
6
10
=h
6
55
18
h
4
J
2
10
J
110
13
60
h
5
J
2
1111
35
192
h
4
J
1
J
7
10
=h
7
35
18
h
4
J
2
101
1
12
h
4
J
1111
J
4
1
35
8
h
4
J
1111
J
4
10
=h
4
17
48
h
4
J
2
1
J
101
1
3
h
3
(J
10
=h)
8
35
27
h
4
J
1111
J
3
1
J
10
=h
35
16
h
4
J
1
J
10
J
101
1
6
h
4
J
7
1
J
10
=h
105
2
h
4
J
1111
J
2
1
J
2
10
=h
2
55
48
h
4
J
2
10
J
101
1
15
h
5
J
6
1
J
2
10
=h
2
55
2
h
4
J
1111
J
1
J
3
10
=h
3
5
8
h
4
J
2
011
7
48
h
4
J
5
1
J
3
10
=h
3
15h
4
Summarising the above error coecient calculations (for method CL), the L
1
-norm
of these h
4
error constants is 1:8933 h
4
. A large proportion of this error comes from
the purely stochastic terms, and numerical results will show that method CL performs
very well for problems with small stochasticity but less well when the stochastic part
of the dierential equation is more dominant.
Now, the method (CL) has its A-matrix as the Classical Runge-Kutta matrix, and
consequently many of the parameters were determined by this. For the derivation of
methods E1 and E2, an attempt was made to minimise as many of the error coecients
as possible. In the same manner as above, the error constants for methods E1 and E2
for all the trees associated with O(h
4
) are calculated, and presented in Table 3.7.
Notice that for method E2, the 4-node stochastic bushy tree (numbered 26) has
a large error constant. However, for SDEs with small stochasticity or, for example,
where the third derivative of the diusion coecient g vanishes, this error constant
will not impact seriously on the performance of E2.
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Table 3.7: O(h
4
) Error Coecients
Tree CL E1 E2
13. 0.1030910 0.0347222 0.0347222
14. 0.2073107 0.0162037 0.0162037
16. 0.4133524 0.0555556 0.0925926
18. 0.0592761 0.0607639 0.0578704
19. 0.0415078 0.0607639 0.0231481
21. 0.0588680 0.0607639 0.0231481
23. 0.2965349 0.0 0.0
24. 0.41843445 0.0631216 0.0619093
25. 0.1856630 0.0040509 0.0784786
26. 0.1092965 0.0025553 1.7555727
kerrork
1
1.8933349 0.3585010 2.1436457
3.7 Numerical Results for Order 1 and 1.5 Explicit
Methods
In this section, numerical results from the implementation of 5 methods are presented.
The methods are the Platen method (3.38)(PL), the new two-stage method of strong
order 1 (3.37)(R2), and the three four-stage methods of strong order 1.5 (3.48, 3.60 and
3.62)(CL, E1 and E2, respectively). They will be implemented with constant stepsize
on two problems taken from Kloeden and Platen (1992) for which the exact solution
in terms of a single Wiener process is known.
When implementing these methods, the same sequence of random numbers for the
Wiener increment J
1
is used for the stepsize under consideration. The random variable
J
10
=
R R
dWds is calculated as being correlated with J
1
; thus, if g
1
 N(0; 1) and
g
2
 N(0; 1), then for stepsize h, J
1
=
p
hg
1
and
J
10
h
=
p
h
2
(g
1
+
g
2
p
3
):
In this thesis, the solutions are computed by averaging the results of 500 trajec-
tory simulations. This number seems adequate to provide reasonably stable estimates
of convergence rates for the methods in question. (In section 3.9, an investigation
is carried out using various numbers of trajectory simulations, and this demonstrates
the variability of the results when \too few" trajectories are computed.) So, for both
problems and all methods, 500 trajectories are computed for each stepsize. The im-
plementation determines the average error for each stepsize at the end of the interval
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of integration for each method, and the results appear in Tables 3.8 - 3.10. The errors
are presented in the form a:bc(,p) where p is the exponent.
Example 3.7.1 (See equation 4.4.31 in Kloeden and Platen (1992)).
dy = ,a
2
y(1, y
2
)dt+ a(1, y
2
)dW; y(0) = y
0
; t 2 [0; 1];
with solution
y(t) = tanh(aW (t) + arctanh(y
0
)):
In Stratonovich form, the SDE becomes
dy = a(1, y
2
)  dW:
Note that the third derivative of the diusion coecient vanishes and consequently
these terms do not contribute to the error terms. In the results given in Table 3.8, the
parameter a was set to 1.0, and the initial value was y
0
= 0:0.
Table 3.8: Global Errors for Example 3.7.1, 500 trajectories
h
1
25
1
50
1
100
1
200
PL 2.60(-2) 1.29(-2) 6.39(-3) 3.23(-3)
R2 1.37(-2) 6.72(-3) 3.38(-3) 1.70(-3)
CL 1.23(-2) 3.53(-3) 1.07(-3) 3.59(-4)
E1 4.85(-3) 2.28(-3) 1.08(-3) 4.84(-4)
E2 6.85(-3) 3.08(-3) 1.51(-3) 8.05(-4)
Example 3.7.2 (See equation 4.4.46 in Kloeden and Platen (1992)).
dy = ,(+ 
2
y)(1, y
2
)dt+ (1, y
2
)dW; y(0) = y
0
; t 2 [0; 1];
with solution
y(t) =
(1 + y
0
) exp(,2t + 2W (t)) + y
0
, 1
(1 + y
0
) exp(,2t + 2W (t)) + 1, y
0
:
In Stratonovich form, the SDE has the form
dy = ,(1 , y
2
)dt+ (1, y
2
)  dW:
Here also the third derivative of the diusion coecient vanishes. This problem was
solved numerically twice, rst with parameters  = 1:0;  = 2:0 and secondly with
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choices  = 1:0;  = 0:01: This demonstrates the variation in emphasis of the stochastic
and deterministic parts of the SDE. The initial value was y
0
= 0:0. For the case
 = 2, a smaller stepsize was required for reliable results, while for  = 0:01 the small
stochasticity means that larger stepsizes could be used with good accuracy.
Table 3.9: Global Errors for Example 3.7.2 -  =2.0, 500 trajectories
h
1
100
1
200
1
400
PL 5.80(-2) 2.79(-2) 1.29(-2)
R2 4.40(-2) 2.11(-2) 9.96(-3)
CL 2.48(-2) 7.99(-3) 3.20(-3)
E1 1.16(-2) 4.59(-3) 1.82(-3)
E2 1.16(-2) 4.98(-3) 2.65(-3)
Table 3.10: Global Errors for Example 3.7.2 -  =0.01, 500 trajectories
h
1
25
1
50
1
100
PL 7.38(-3) 3.67(-3) 1.83(-3)
R2 1.11(-4) 2.76(-5) 6.93(-6)
CL 1.76(-6) 6.87(-7) 3.16(-7)
E1 5.03(-6) 9.63(-7) 2.39(-7)
E2 8.56(-7) 2.05(-7) 5.20(-8)
While these numerical results are far from exhaustive, they do back up the theo-
retical results of this chapter. In particular, a number of trends from these tables can
be deduced.
 In general, as the stepsize is halved, the error for PL is also halved, thus demon-
strating its strong order of 1.
 Minimising the error coecients for method R2 has resulted in this 2-stage
method performing signicantly better than method PL.
 For Table 3.8, methods E1 and E2 perform well with small errors for the larger
stepsizes, but their true order of convergence is not demonstrated by this example
- this is because the SDE is purely stochastic, so minimising the h
2
-terms when
deriving the methods is not sucient; the small error coecients for the h
2
-terms
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ensure that the methods perform well, but as h
2:5
-terms may contribute larger
eects, the overall order behaviour is masked.
 For Table 3.9, methods E1 and E2 perform better than CL in accuracy; overall,
methods PL, R2, CL and E1 demonstrate the expected order trend (for methods
of order 1, 1, 1.5, 1.5 respectively), while E2's results are dampened (E2 is a bit
imbalanced as it has one large error coecient - see Table 3.7). Because order
increases in half-powers, it may be necessary to look at higher order truncation
terms to get a complete understanding of the error behaviour - in SDEs this is
more pronounced than for deterministic dierential equations and even there,
Shampine (1985) suggests that for a method of order p it is necessary to look at
the error coecients of h
p+1
and h
p+2
. This is especially true for this example as
the stochastic component is large.
 For Table 3.10, all the methods perform as expected in terms of order behaviour;
the order 1.5 methods CL, E1 and E2 perform much better than the order 1
methods. Method E2 performs the best because it has a higher order determin-
istic component than E1 and it has better error coecients than CL (apart from
the 4-node stochastic bushy tree which does not contribute in this problem). The
overall performance is more as expected, due to the small stochastic component.
3.8 A Maximum Strong Order Bound
This section presents a bound on the maximum strong order of stochastic Runge-Kutta
methods, and is based on the paper by Burrage et al. (1997). It was seen earlier in
this chapter that if the method uses just the one random variable J
1
, the maximum
global order is 1.0 while if both J
1
and
J
10
h
are used, then order 1.5 is attainable. If, in
turn, higher order Stratonovich integrals are included in the numerical method, then
successively higher orders can be obtained in the one Wiener process case.
There are various relationships between multiple Stratonovich integrals, and in
particular, of all the J -integrals with k , 1 stochastic nodes and one deterministic
node, J
110
is representative as the others can all be expressed in terms of J
110
and
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lower level (i.e. with less subscripts) Stratonovich integrals. From Kloeden and Platen
(1992), let  = (j
1
;    ; j
l
) where j
i
= 0 or 1 and where l > 0; then
W
j;t
J
;t
=
l
X
i=0
J
(j
1
;;j
i
;j;j
i+1
;;j
l
);t
for all t  0: (3.63)
In particular (with the dependence on t implicitly understood),
J
1
J

=
l
X
i=0
J
j
1
;;j
i
;1;j
i+1
;;j
l
;
and for 
p
, with length k, having the special form of (k , 1) ones and 1 zero (in the
p
th
position)
J
1
J

p
= pJ
(1;
p
)
+ (k , p + 1)J
(
p
;1)
: (3.64)
Theorem 3.8.1 All Stratonovich integrals J

p
with k , 1 stochastic nodes and one
deterministic node (in the p
th
position, p = k , 1;    ; 1) can be expressed in terms of
J

k
and lower level Stratonovich integrals. Indeed,
J

p
=
1
k , p
J
1
J
(
p
; )
,
p
k , p
J

p+1
: (3.65)
Proof. The proof is by induction.
For k = 2, it is clear from (3.63) that J
0
J
1
= J
01
+ J
10
; and so J
01
= J
0
J
1
, J
10
:
Now assume the hypothesis is true for subscript strings of length k. That is, for
p = k,1;    ; 1; (3.65) holds, where (
p
;,) is the string obtained by removing the last
component of 
p
(e.g. if 
p
= (1; 0; 1); then (
p
;,) = (1; 0)). For the induction proof,
it is necessary to show that
J

p
=
1
k + 1, p
J
1
J
(
p
; )
,
p
k + 1, p
J

p+1
(3.66)
where 
p
is a string of length k + 1 with 0 in the p
th
position and 1's elsewhere. Note
that 
p
= (
p
; 1) (i.e. string 
p
with 1 appended), 
p+1
= (1; 
p
); and (
p
;,) = 
p
:
Then, from (3.65),
J
1
J
(
p
; )
= J
1
J

p
=
J
1
k , p
J
1
J
(
p
; )
,
p
k , p
J
1
J

p+1
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and using (3.64)
J
1
J
(
p
; )
=
J
1
k , p

pJ
(1;
p
; )
+ (k , p)J
(
p
; ;1)

,
p
k , p
J
1
J

p+1
=
p
k , p
J
1
J

p+1
+ J
1
J

p
,
p
k , p
J
1
J

p+1
= pJ
(1;
p
)
+ (k , p + 1)J
(
p
;1)
= pJ

p+1
+ (k , p + 1)J

p
:
Thus (3.66) holds, and the proof is complete for all k = 2; 3;   .
2
Earlier in this chapter, the SRK method CL was constructed using only the rst
and second level Stratonovich multiple integrals, and it was seen that only J
1
and
J
10
h
needed to be included as the other multiple integrals with subscripts of length 2 or less
could be expressed in terms of h, J
1
and J
10
. Indeed,
J
00
=
h
2
2
; J
11
=
J
2
1
2
;
J
01
h
= J
1
,
J
10
h
:
Theorem 3.8.1 shows that methods that wish to use higher level Stratonovich multiple
integrals need only include, successively, J
110
; J
1110
;   . For example, noting that
J
1
J
10
= 2J
110
+ J
101
J
1
J
01
= J
101
+ 2J
011
it can be seen that if J
1
; J
10
; J
110
are sampled, then step-by-step the other Stratonovich
integrals with two stochastic and one deterministic node (J
101
; then J
011
) can be com-
puted using these samples.
The main result of this section is now stated.
Theorem 3.8.2 If only Stratonovich integrals up to level p (that is, with subscripts
up to length p) appear in an s-stage Stochastic Runge-Kutta method formulation then
the maximum strong order w of this method is given by
w = minf(p + 1)=2; (s , 1)=2g; p  2; s  3
w = 1; p = 1:
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Proof. Consider rst all trees with k nodes of the form f   fg   g: The order con-
ditions for such trees from Table 3.2 can be written as
E[J
11
, z
(1)>
Z
(1)k 1
e]
2
and since J
11
= J
k
1
=k!; this is
E[J
k
1
=k!, z
(1)>
Z
(1)k 1
e]
2
: (3.67)
By writing z
(1)>
and Z
(1)
as
z
(1)>
= 
>
1
J
1
+ 
>
2

Z
(1)
= B
1
J
1
+B
2
;
where the 
>
j
are row vectors and the B
j
are matrices and  some unknown random
variable, (3.67) becomes
E[J
k
1
(1=k! , 
>
1
B
k 1
1
e) +
k
X
j=1
q
(k)
j
J
k j
1

j
]
2
; (3.68)
where the q
(k)
j
are certain real numbers.
Now if  is chosen such that
E[
l
J
2k l
1
] = O(h
k
); l = 0;    ; 2k
(and as will be seen this has to be the case) then the only way that the quadratic form
dened by (3.68) can vanish is if
q
(k)
j
= 0; j = 1;    ; k
and

>
1
B
k 1
1
e = 1=k!:
Thus a necessary condition for strong order w=2 is

>
1
B
k 1
1
e = 1=k!; k = 1;    ; w: (3.69)
Clearly, if a method is explicit, B
s
1
= 0 and so the order is bounded by s=2:
By an analogous argument on the trees f    g with k nodes, the order condition
E[J
k
1
, kz
(1)>

k 1
]
2
(3.70)
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leads to the necessary condition for order w=2

>
1
b
k 1
1
= 1=k; k = 1;    ; w; b
1
= B
1
e: (3.71)
In order to obtain more realistic order bounds than those described by (3.69) and
(3.71), trees with k nodes of which k , 1 are stochastic nodes and one is deterministic
will now be considered. Furthermore, only one representative Stratonovich integral
J
110
will be considered based on the tree [f   fg   g] (see Theorem 3.8.1).
Thus for the tree [f   fg   g] with k nodes, the order condition is
E[J
110
, h
>
Z
(1)k 1
e]
2
: (3.72)
Now it is known from Theorem 2.6.2 that for any Stratonovich integral J in which
there are t ones and k , t zeros then
E[J ]
2
= O(h
t
h
2(k t)
) = O(h
2k t
) (3.73)
so that, in particular,
E[J
110
]
2
= O(h
k+1
):
Thus it can be seen from (3.72) that if Z
(1)
depends only on J
1
then (3.72) will
behave like O(h
k+1
) but cannot vanish since it denes a positive denite quadratic
form and there is no term to nullify J
110
. Thus by taking k = 2 the strong order is
restricted to 1.0 if only J
1
appears as a random variable in the formulation. Clearly,
therefore, Z
(1)
must include terms involving J
110
for consecutive values of k = 2; 3;   .
Furthermore, so as to have J
110
and J
1
having the same order in their second
moment J
110
should be normalised as
J
110
h
k=2
, in which case
E[
J
110
h
k=2
]
2
= O(h):
Thus if all terms involving J
1
;
J
10
h
; : : : ;
J
110
h
p=2
up to subscript-length p are present in
the Runge-Kutta formulation then a maximum order of (p+1)=2 is attainable. If, say
J
110
of subscript-length p
1
is not present then a maximum order of p
1
=2 is attainable.
A similar argument can now be applied based on Stratonovich integrals with k , 2
stochastic nodes and 2 deterministic nodes for k  3: In this case using (3.73) and an
analogous argument to that above, a maximum order of (p+2)=2 is attainable if these
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Stratonovich integrals appear in the Runge-Kutta formulation. However, given the
previous constraint of order (p+ 1)=2; only integrals for k = 3; : : : ; p, 1 need appear.
The argument is thus extended to other integrals and it is clear that the greater the
number of deterministic components there are in the Stratonovich integrals the less the
number of these integrals are needed to attain an order of (p+ 1)=2:
Clearly, it should not be expected that these order bounds should be attainable
irrespective of the number of stages s, and so a bound on the order is now given
in terms of s. Let J
l(j)0
represent the Stratonovich integral with j stochastic nodes
followed by one deterministic node and with
z
(1)>
= 
>
1
J
1
+
P
p
j=2

>
j
J
l(j 1)0
=h
j=2
Z
(1)
= B
1
J
1
+
P
p
j=2
B
j
J
l(j 1)0
=h
j=2
:
Then it is easily seen from (3.70) that necessary conditions for order w=2 are

>
1
b
k 1
1
= 1=k; k = 1;    ; w

>
j
b
k 1
j
= 0; j = 2;    ; p; k = 1;    ; w;
(3.74)
where b
j
= B
j
e:
Now it is assumed that for each vector b
j
its components are distinct (otherwise the
method will be reducible to an equivalent smaller stage method if these order conditions
are to hold). Then for p  2, (3.74) will imply that b
>
2
; b
>
3
;    ; b
>
p
are necessarily zero if
w  s; and so the maximum value of w in this case is s, 1 and the proof is complete.
2
3.9 Problems in 2 Dimensions and/or Two Wiener
Processes
This chapter concludes with a brief look at SDEs with two Wiener processes in one or
two dimensions (multi-Wiener process systems are considered in the next chapter), as
well as a two-dimensional non-commutative problem with one Wiener process.
The methods derived in this chapter were developed from an analysis based on just
one Wiener process, but it is easy to adapt a method to solve a problem with two
Wiener processes (in the commutative case) by just sampling from a second random
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number generator. Thus a Runge-Kutta method (applied to a 1-Wiener process SDE)
in the tensor product form
Y = y
n 1
+ h(A
 I)F (Y ) + J
1
(B
(1)

 I)G(Y ) +
J
10
h
(B
(2)

 I)G(Y )
y
n
= y
n 1
+ h(
>

 I)F (Y ) + J
1
(
(1)>

 I)G(Y ) +
J
10
h
(
(2)>

 I)G(Y )
will become
Y = y
n 1
+ h(A
 I)F (Y ) + J
1
(B
(1)

 I)G
1
(Y ) +
J
10
h
(B
(2)

 I)G
1
(Y )
+J
2
(B
(1)

 I)G
2
(Y ) +
J
20
h
(B
(2)

 I)G
2
(Y )
y
n
= y
n 1
+ h(
>

 I)F (Y ) + J
1
(
(1)>

 I)G
1
(Y ) +
J
10
h
(
(2)>

 I)G
1
(Y )
+J
2
(
(1)>

 I)G
2
(Y ) +
J
20
h
(
(2)>

 I)G
2
(Y ):
Here F (Y ) represents the function (f(Y
1
);    ; f(Y
s
))
>
2 IR
sm
with similar interpreta-
tions for G(Y ), G
1
(Y ) and G
2
(Y ).
The rst problem in this section will allow a study of how the numerical strong
order of convergence behaves as the number of trajectories increases from 25 to 500. In
each case, the order of convergence is calculated as global error with stepsize h divided
by global error with stepsize h=2. Thus the errors should reduce by a factor of 2
p
,
where p is the order of the method.
Example 3.9.1 The following commutative SDE is one-dimensional with 2 Wiener
processes, and is represented in Stratonovich form as
dy(t) = ,
3
2
y(t)dt+ y(t)  dW
1
(t) + y(t)  dW
2
(t);
the actual solution of this is exp(,
3
2
t +W
1
(t) + W
2
(t))y
0
; where here y
0
= 1:0: The
integration is from 0.0 to 1.0, with stepsize h successively halving 5 times, and the
results are averaged over 25, 50, 100, 200 and 500 trajectories. The methods applied
are those described earlier in this chapter, namely R2, PL and CL (3.37, 3.38 and 3.48).
The error ratios are presented in Table 3.11.
It can be seen that these rates vary quite wildly, over the stepsizes and the number
of trajectories. While 25 trajectories are often enough to establish the trend of the
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Table 3.11: Convergence Ratios, Example 3.9.1
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
1
64
;
1
128
Average # traj
R2 2.85 1.27 3.06 2.02 1.34 2.11 25
PL 3.11 0.87 3.10 2.07 1.40 2.11 25
CL 2.89 6.27 0.93 3.73 1.04 2.97 25
R2 2.08 1.81 2.74 1.91 1.64 2.04 50
PL 2.11 1.30 3.04 2.15 1.62 2.04 50
CL 3.94 2.76 1.89 3.17 1.70 2.69 50
R2 2.24 2.08 2.01 2.03 1.34 1.94 100
PL 2.11 1.85 2.03 2.16 1.10 1.85 100
CL 3.27 2.83 1.54 3.98 1.14 2.55 100
R2 1.97 2.38 1.51 1.55 2.63 2.01 200
PL 1.93 1.99 1.51 1.84 2.09 1.87 200
CL 2.96 2.96 1.64 1.86 2.99 2.48 200
R2 1.60 2.42 2.23 1.67 2.51 2.09 500
PL 1.60 2.34 2.25 1.53 2.56 2.05 500
CL 2.78 2.63 2.66 2.14 2.45 2.53 500
solution, this number appears inadequate, certainly for this example where there are
two Wiener processes.
Example 3.9.2 This example is 2-dimensional with two Wiener processes, and is
dened by
dy(t) = G
0
y(t)dt+G
1
y(t)  dW
1
(t) +G
2
y(t)  dW
2
(t);
where
G
0
=
 
,0:8750 0:1875
0:2500 ,0:6250
!
; G
1
=
 
0:01 0:00
0:00 0:00
!
; and G
2
=
 
0:00 0:00
0:00 0:05
!
:
Integration is again from 0.0 to 1.0, with initial value [1:0; 1:0]
>
: Although matrices
G
1
and G
2
commute (that is, G
1
G
2
= G
2
G
1
), the commutativity does not extend to
eitherG
0
with G
1
or G
0
with G
2
. Consequently, the actual solution cannot be expressed
simply as exp(G
0
t + G
1
W
1
+ G
2
W
2
)y
0
, as it would be in the commutative case, but
instead must be computed step-by-step using a stochastic extension of the Magnus
formula (full details of this are given in Chapter 4). The results (detailed in Tables
3.12 and 3.13) demonstrate the improvement achieved with methods E1 and E2, thus
justifying the value of designing methods with small error coecients. As h ! 0, the
order of the methods appears to be worsening; this is probably due to the fact that
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the exact solution is not available and the Magnus formula used is approximate just to
O(h
2
), the same order as the 4-stage methods. To get a more accurate `actual solution'
is very complex due to the high order stochastic integrals required in the approximation;
thus for this example, the improved performance of E1 and E2 is shown.
Table 3.12: Global Errors for Example 3.9.2, 500 trajectories
h
1
4
1
8
1
16
1
32
1
64
R2 2.30(-3) 5.54(-4) 1.61(-4) 6.47(-5) 2.83(-5)
PL 3.43(-2) 1.64(-2) 8.04(-3) 3.98(-3) 1.98(-3)
CL 1.44(-4) 5.06(-5) 2.25(-5) 1.09(-5) 5.37(-6)
E1 2.09(-4) 4.68(-5) 1.49(-5) 6.55(-6) 3.15(-6)
E2 4.91(-5) 1.07(-5) 2.61(-6) 1.14(-6) 9.85(-7)
Table 3.13: Convergence Ratios, Example 3.9.2, 500 trajectories
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
Average
R2 4.146 3.443 2.488 2.284 3.090
PL 2.090 2.043 2.019 2.010 2.041
CL 2.853 2.248 2.065 2.032 2.300
E1 4.473 3.147 2.272 2.078 2.993
E2 4.576 4.118 2.285 1.158 3.034
Example 3.9.3 The SDE in this example is 2-dimensional and non-commutative but
with just one Wiener process:
dy(t) = G
0
y(t)dt+G
1
y(t)  dW
1
(t) (3.75)
where
G
0
=
 
,3:8750 0:1875
0:2500 ,3:6250
!
and G
1
=
 
0:1 0:1
0:2 0:3
!
:
The integration is performed over 0.0 to 1.0, and the numerical results (presented in
Table 3.14) are averaged over 500 trajectories. The `actual solution' is calculated using
the Magnus formula (exp(
(t))) where

(t) = G
0
t+G
1
J
1;t
+
1
2
[G
0
; G
1
](J
10;t
, J
01;t
) + [G
1
; [G
0
; G
1
]](
1
2
J
101;t
,
1
6
tJ
11;t
);
this approximation is accurate up to and including terms in h
2
(see Chapter 4 for
details); that it is not calculated to a higher order (due to the complexities of approxi-
mating the multiple Stratonovich integrals involved) will have an eect on the numerical
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`order of convergence' ratios. These ratios are presented in Table 3.15. Methods CL,
E1 and E2 have strong order of convergence 1.5 - this can be veried readily by com-
paring the expansions of the actual solution (3.12) with the numerical approximation
(3.23) when these are applied to the linear SDE (3.75); the terms match exactly up
to and including terms in h
3=2
, thus conrming the methods' strong order of 1.5. So
the numerical results presented here have the required accuracy, but they also indicate
that the Lyapunov exponents and the range of integration can aect the numerical
convergence rates - these issues are discussed further in Chapter 5.
Table 3.14: Global Errors for Example 3.9.3, 500 trajectories
h
1
4
1
8
1
16
1
32
1
64
R2 6.22(-2) 9.55(-3) 2.31(-3) 7.15(-4) 2.62(-4)
PL 4.50(-2) 2.93(-2) 1.59(-2) 8.14(-3) 4.07(-3)
CL 5.30(-3) 1.29(-3) 5.65(-4) 2.65(-4) 1.28(-4)
E1 1.71(-2) 2.96(-3) 7.73(-4) 2.89(-4) 1.26(-4)
E2 4.88(-3) 6.00(-4) 1.22(-4) 3.02(-5) 8.82(-6)
Table 3.15: Convergence Ratios, Example 3.9.3, 500 trajectories
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
Average
R2 6.516 4.142 3.223 2.734 4.154
PL 1.537 1.848 1.949 2.001 1.834
CL 4.097 2.287 2.135 2.064 2.646
E1 5.756 3.836 2.675 2.298 3.641
E2 8.125 4.913 4.040 3.426 5.126
Example 3.9.4 The nal example in this chapter demonstrates the poor results ob-
tained with methods R2, PL, CL, E1 and E2 when the SDE is 2-dimensional, non-
commutative in all the matrices and has two Wiener processes. (New methods to
handle such SDEs are developed in Chapter 4.) The SDE is
dy(t) = G
0
y(t)dt+G
1
y(t)  dW
1
(t) +G
2
y(t)  dW
2
(t)
where
G
0
=
 
,0:90 0:00
0:25 ,0:50
!
; G
1
=
 
0:75 0:00
0:00 ,0:75
!
and G
2
=
 
0:0 0:9
0:9 0:0
!
:
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The initial value is again y
0
= [1:0; 1:0]
>
; and the integration is from 0.0 to 1.0. As the
system is non-commutative, the actual solution is again computed using a stochastic
version of the Magnus formula (see Chapter 4 for details). The numerical results
are given in Table 3.16, with the convergence ratios appearing in Table 3.17, and
demonstrate that the order of convergence of each of these methods has been reduced
to 0.5 (the ratios are approximately h
1=2
=(h=2)
1=2
=
p
2).
Table 3.16: Global Errors for Example 3.9.4 , 500 trajectories
h
1
4
1
8
1
16
1
32
1
64
R2 6.13(-1) 3.83(-1) 3.06(-1) 2.05(-1) 1.49(-1)
PL 5.81(-1) 3.72(-1) 2.99(-1) 2.01(-1) 1.48(-1)
CL 6.31(-1) 4.29(-1) 3.28(-1) 2.27(-1) 1.80(-1)
E1 4.57(-1) 2.60(-1) 1.84(-1) 1.22(-1) 8.89(-2)
E2 4.35(-1) 2.53(-1) 1.80(-1) 1.19(-1) 8.70(-2)
Table 3.17: Convergence Ratios, Example 3.9.4, 500 trajectories
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
Average
R2 1.600 1.252 1.490 1.374 1.429
PL 1.562 1.245 1.490 1.353 1.413
CL 1.470 1.310 1.443 1.261 1.371
E1 1.754 1.414 1.511 1.372 1.513
E2 1.719 1.403 1.515 1.369 1.502
3.10 Summary
In this chapter the following concepts and issues have been addressed.
 Denitions of strong and weak order for stochastic numerical approximations are
given.
 The actual solution to an autonomous SDE is presented in a Stratonovich Taylor
Series expansion.
 The Rooted Tree Theory for determining the order conditions for deterministic
ODEs is extended to the stochastic case for an SDE with one Wiener process.
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 A general stochastic Runge-Kutta method is expanded in a Stratonovich Taylor
Series; by comparing this expansion with that of the actual solution, stochastic
Runge-Kutta order conditions are derived.
 For an explicit SRK method using just one random variable (J
1
), the 2-stage and
3-stage methods with minimal principal error constants are characterised.
 An explicit SRK using just J
1
has maximum strong order 1.0. The barrier of
strong order 1.0 is broken by constructing explicit 4-stage SRKs (CL, E1 and
E2) that use J
1
and
J
10
h
; these methods have strong order 1.5.
 Some numerical results are presented to demonstrate the improvement in accu-
racy of methods CL, E1 and E2 compared to the methods of strong order 1.0.
 A maximumstrong order bound for s-stage SRK methods is proved; this bound is
directly related to the number of Stratonovich integrals that need to be included
in the formulation of the method.
 The results in this chapter also apply to 1-dimensional SDEs with multipleWiener
processes, but do not carry through to the multi-dimensional multiple Wiener
process case where there is no commutativity between the system functions.
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Chapter 4
Order Theory for Systems with an
Arbitrary Number of Wiener
Processes
In this chapter, the order conditions for multi-dimensional systems with an arbitrary
number of independently identically distributedWiener processes are derived. It will be
seen that commutativity or the lack of it will play an important role in this analysis, and
in order to do this, a result byMagnus (1954) for non-commutative, linear, deterministic
systems is adapted for use in stochastic dierential equations. It turns out that further
multiple Stratonovich integrals will be required, and it is the diculty in calculating
these that has precluded the development of SDE methods using such terms. Thus the
structure of the chapter is
 section 4.1: extension of the Magnus result for deterministic non-commutative
systems to the stochastic case, and a discussion on how to implement the resulting
formula;
 section 4.2: derivation of the order conditions for general SDEs with d Wiener
processes; the introduction of (d+1)-coloured trees is necessary to describe such
an SDE; in particular, error coecients for the case d = 2 are presented;
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 section 4.3: this section demonstrates the order bounds that exist for stochastic
Runge-Kutta methods that use particular Stratonovich integrals;
 section 4.4: application of the order conditions to derive methods suitable for
solving non-commutative systems with two Wiener processes - the method must
have at least three stages for there to be a solution;
 section 4.5: for non-commutative systems with an arbitrary number (d) of Wiener
processes it is shown that a strong order 1 SRK must have at least s + 1 stages
and a method (which is of strong order 1 for all d) is given which can be eciently
implemented in a parallel environment;
 section 4.6: demonstration of the numerical results obtained with these new
methods;
 section 4.7: summarises the main points in this chapter.
4.1 The Magnus Formula for Non-Commutative Sys-
tems
The analysis carried out in Chapter 3 was for systems with one Wiener process to
express the randomness in the SDE. However the multi-dimensional multi-Wiener pro-
cess case is far more complex, particularly when there is lack of commutativity of
the system functions representing the SDE. In this chapter, two Wiener processes will
be considered initially, and the methodology established which allows extension for d
Wiener processes (d > 2) (see section 4.5).
Very little work has been done on solving non-commutative stochastic systems,
due to the diculty in obtaining explicit solutions even in the linear case. However, by
extending a result fromMagnus (1954) (for solving linear ordinary dierential equations
in a non-commutative space) to the stochastic arena it is now possible to demonstrate
the accuracy of methods applied to linear non-commutativemulti-dimensional systems.
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Consider the m-dimensional linear SDE (in Ito^ form) with d Wiener processes
dy(t) = G
0
(t)y(t)dt+
d
X
l=1
G
(l)
(t)y(t)dW
l
(t); y(t
0
) = y
0
; (4.1)
where G
0
; G
(1)
; : : : ; G
(d)
are mm time-dependent matrix functions. From Kloeden
and Platen (1992), (4.1) has the explicit solution
exp
" 
G
0
(t),
1
2
d
X
l=1
(G
(l)
(t))
2
!
(t, t
0
) +
d
X
l=1
G
(l)
(t)(W
l
(t),W
l
(t
0
))
#
y
0
(4.2)
only when
(i) G
0
; G
(1)
; : : :G
(d)
are constants; and
(ii) G
(l)
G
(k)
= G
(k)
G
(l)
; for all k; l = 0; : : : ; d:
So, for the many SDEs not conforming to this pattern, the actual explicit solution is
not readily available.
It turns out that commutators are essential for representing the actual solution to
non-commutative systems of SDEs. As background, results from Magnus (1954) will
now be presented. Firstly, some terminology.
Denition 4.1.1 The commutator [X;Y ] of two matrices X and Y is dened to be
[X;Y ] = XY , Y X:
This expression is also called the Lie Product (or the Lie Bracket) of X and Y .
Extending this, the notation f
n
X;Y g will be used to represent the repeated appli-
cation of X (n times) in the commutator bracket
f
n
X;Y g = [X; [X; : : : ; [X; [X;Y ]] : : :]]:
Similarly, fX;
m
Y g = [[: : : [[X;Y ]; Y ]; : : :]] (m applications of Y ).
This can be further extended to include power series P : R!R; where R is a free
associative ring; if P (x) =
P
1
i=0
p
i
x
i
; then fy; P (x)g =
P
1
i=0
p
i
fy;
i
xg: The notation
(y
@
@x
)F (x; y) was introduced by Hausdor (1906) under the term `derivative' but Mag-
nus calls this term `polar'. If F is a monomial (that is, consists of terms of the form
x

y

) then \polarization" consists of rst replacing one factor x by y in every possible
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way in F and then adding all the subsequent terms. The polar of a sum of terms is the
sum of polars. If F does not involve x, its polar with respect to x is zero. For example,
(y
@
@x
)(1 + x+
1
2
x
2
+
1
6
x
3
) = 0 + y +
1
2
(yx+ xy) +
1
6
(yx
2
+ xyx+ x
2
y)
so that, for example,
(1,x+
x
2
2
,: : :)(y
@
@x
)(1+x+
1
2
x
2
+
1
6
x
3
) = y+
1
2
(yx,xy)+
1
6
(yx
2
,2xyx+x
2
y)+: : : :
From this it is easily seen that (and Magnus (1954) quotes the following formulas from
Hausdor (1906))
e
 x
(y
@
@x
)e
x
= fy;
e
x
, 1
x
g; (4.3)
((y
@
@x
)e
x
)e
 x
= fy;
1 , e
 x
x
g:
Also the following lemma (from Hausdor) holds:
Lemma 4.1.1 Let P (x) and Q(x) be two power-series in x such that P (x)Q(x) = 1.
Then fy; P (x)g = u and fu;Q(x)g = y are equivalent.
Magnus (1954) investigated the exponential solution of a linear matrix dierential
equation of the form
dY
dt
= A(t)Y; with Y (0) = I
and derived the \continuous analogue of the Baker-Hausdor formula", namely an
expression for an operator 
(t) such that Y (t) = exp(
(t)): To derive the formula,
rst dierentiate exp(
(t)) and substitute into the dierential equation to get
d (exp(
(t)))
dt
= A(t) exp(
(t)): (4.4)
But from the chain rule,
d (exp(
(t)))
dt
=
d (exp(
(t)))
d

 
d
(t)
dt
!
: (4.5)
For ease of convenience the t-dependence on 
 is now dropped, and using (4.3), (4.4)
and (4.5) gives
d

dt
@
@

(exp(
)) =
(
d

dt
;
1 , e
 



)
exp(
) (4.6)
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and so, comparing (4.4), (4.5) and (4.6),
A =
(
d

dt
;
1 , e
 



)
so that, from Lemma 4.1.1,
d

dt
=

A;


1 , e
 


:
Now,

A;


1, e
 


 fA;P (
)g (4.7)
=
1
X
i=0
p
i
fA;
i

g
= A+
1
2
[A;
] +
1
12
fA;
2

g  : : :
as p
2i+1
= 0; for i = 1; 2; : : : and p
2i
= (,1)
i 1
B
2i
=(2i)!; i = 1; 2; : : : where
the B
2i
are the Bernoulli numbers. The Bernoulli numbers B
i
are dened, for example,
in Abramowitz and Stegun (1965) and can be determined from the identity
z
e
z
, 1
=
1
X
i=0
B
i
i!
z
i
= 1,
1
2
z +
1
12
z
2
,
1
720
z
4
+
1
30240
z
6
,
1
1209600
z
8
+    :
(Note that B
2i+1
= 0; i = 1; 2;    :)
By integrating (4.7) by iteration, Magnus (1954) derived an innite series expression
for 
(t), the rst few terms of which are

 =
Z
t
0
A( )d +
1
2
Z
t
0
[A( );
Z

0
A()d]d (4.8)
+
1
4
Z
t
0
[A( );
Z

0
[A();
Z

0
A()d]d]d
+
1
12
Z
t
0

[A( );
Z

0
A()d];
Z

0
A()d

d +    :
Thus, Y = exp(
) is a solution to
dY
dt
= AY; where 
 is given by (4.8).
By extending this approach to the stochastic setting, it is possible to get a more
accurate representation of the actual solution to a linear multi-dimensional SDE even
in the case where the matrices of the SDE do not commute.
Consider rst a multi-dimensional Stratonovich SDE with just one Wiener process
dy = G
0
ydt+G
1
y  dW
t
; y(0) = y
0
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and write A(t)dt = G
0
dt+G
1
 dW
t
so that
Z
t
0
A( )d 
Z
t
0
(G
0
d +G
1
 dW

) = G
0
t+G
1
J
1
:
Note, for convenience the dependence of the Stratonovich integrals on t may be sup-
pressed. Then the rst few terms of 
(t) are (from (4.8))

(t) =
Z
t
0
(G
0
d +G
1
 dW

) +
1
2
Z
t
0

G
0
d +G
1
 dW

;
Z

0
(G
0
d +G
1
 dW

)

+
1
4
Z
t
0

G
0
d +G
1
 dW

;
Z

0

G
0
d +G
1
 dW

;
Z

0
(G
0
d+G
1
 dW

)

+
1
12
Z
t
0

G
0
d +G
1
 dW

;
Z

0
(G
0
d +G
1
 dW

)

;
Z

0
(G
0
d +G
1
 dW

)

+   
= G
0
t+G
1
J
1;t
+
1
2
Z
t
0
([G
0
; G
1
]J
1;
d + [G
1
; G
0
]  dW

)
+
1
4
Z
t
0
([G
0
d +G
1
 dW

; [G
0
; G
1
]J
10;
+ [G
1
; G
0
]J
01;
])
+
1
12
Z
t
0

[[G
0
; G
1
]; G
0
] J
1;
d + [[G
0
; G
1
]; G
1
]J
2
1;
d
+ [[G
1
; G
0
]; G
0
] 
2
 dW

+ [[G
1
; G
0
]; G
1
] J
1;
 dW


so that

(t) = G
0
t+G
1
J
1;t
+
1
2
[G
0
; G
1
]J
10;t
+
1
2
[G
1
; G
0
]J
01;t
(4.9)
+
1
4
([G
0
; [G
0
; G
1
]]J
100;t
+ [G
0
; [G
1
; G
0
]]J
010;t
+ [G
1
; [G
0
; G
1
]]J
101;t
+ [G
1
; [G
1
; G
0
]]J
011;t
)
+
1
12
([[G
0
; G
1
]; G
0
] (J
010;t
+ J
100;t
) + [[G
0
; G
1
]; G
1
] (2J
110;t
)
+ [[G
1
; G
0
]; G
0
] (2J
001;t
) + [[G
1
; G
0
]; G
1
] (J
011;t
+ J
101;t
)) +    ;
after noting the following integral evaluations
R
t
0
s
2
 dW
s
= 2
R
t
0
J
00;s
 dW
s
= 2J
001;t
R
t
0
sJ
1;s
ds =
R
t
0
(J
01;s
+ J
10;s
)ds = J
010;t
+ J
100;t
R
t
0
sJ
1;s
 dW
s
=
R
t
0
(J
01;s
+ J
10;s
)  dW
s
= J
011;t
+ J
101;t
R
t
0
J
2
1;s
ds = 2
R
t
0
J
11;s
ds = 2J
110;t
:
(4.10)
Noting that
[G
0
; [G
1
; G
0
]] = [[G
0
; G
1
]; G
0
] = , [[G
1
; G
0
]; G
0
] = , [G
0
; [G
0
; G
1
]]
and [G
1
; [G
0
; G
1
]] = [[G
1
; G
0
]; G
1
] = , [[G
0
; G
1
]; G
1
] = , [G
1
; [G
1
; G
0
]]
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and also that
J
1;t
J
00;t
= J
100;t
+ J
010;t
+ J
001;t
tJ
11;t
= J
0;t
J
11;t
= J
011;t
+ J
101;t
+ J
110;t
then (4.9) can be written more compactly as

(t) = G
0
t+G
1
J
1;t
+
1
2
[G
0
; G
1
](J
10;t
, J
01;t
)
+ [G
0
; [G
1
; G
0
]] (
1
2
J
010;t
,
1
6
J
1;t
J
00;t
)
+ [G
1
; [G
0
; G
1
]] (
1
2
J
101;t
,
1
6
J
0;t
J
11;t
) +    :
Clearly, for a 1-dimensional system or for a multi-dimensional fully commutative
system with [G
0
; G
1
] = 0 (where all the commutators vanish), 
(t) reduces to 
(t) =
G
0
t + G
1
J
1;t
; and the solution is the one known (for the SDE in Stratonovich form),
namely
exp(G
0
t+G
1
J
1
)y
0
:
In a similar manner, the expression for 
(t) can be derived for a multi-dimensional
system involving two Wiener processes, although the formula is far more complex as
the inter-relationships between the two Wiener processes must also be included. In
this case, write Adt = G
0
dt+G
1
 dW
1;t
+G
2
 dW
2;t
so that
Z
t
0
A(s)ds = tG
0
+G
1
J
1;t
+G
2
J
2;t
where the J -subscripts of 1 or 2 indicate which random process the sample is to be
taken from. The rst few terms in the innite series for 
(t) are given by

(t) = tG
0
+G
1
J
1;t
+G
2
J
2;t
+
1
2
Z
t
0
[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
;
Z

0
(G
0
d +G
1
 dW
1;
+G
2
 dW
2;
)

+
1
4
Z
t
0
[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
;
Z

0
[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
;
Z

0
(G
0
d +G
1
 dW
1;
+G
2
 dW
2;
)

+
1
12
Z
t
0
[[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
;
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Z
0
(G
0
d +G
1
 dW
1;
+G
2
 dW
2;
)

;
Z

0
(G
0
d +G
1
 dW
1;
+G
2
 dW
2;
)

+   
= tG
0
+G
1
J
1;t
+G
2
J
2;t
+
1
2
Z
t
0
([G
0
; G
1
]J
1;
d + [G
0
; G
2
]J
2;
d
+[G
1
; G
0
]  dW
1;
+ [G
1
; G
2
]J
2;
 dW
1;
+[G
2
; G
0
]  dW
2;
+ [G
2
; G
1
]J
1;
 dW
2;
)
+
1
4
Z
t
0
[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
; [G
0
; G
1
]J
10;
+ [G
0
; G
2
]J
20;
+[G
1
; G
0
]J
01;
+ [G
1
; G
2
]J
21;
+ [G
2
; G
0
]J
02;
+ [G
2
; G
1
]J
12;
]
+
1
12
Z
t
0
[[G
0
d +G
1
 dW
1;
+G
2
 dW
2;
; G
0
 +G
1
J
1;
+G
2
J
2;
];
G
0
 +G
1
J
1;
+G
2
J
2;
] +    :
Expanding the commutators and evaluating the resulting integrals yields the following
terms in 
(t) :

(t) = tG
0
+G
1
J
1;t
+G
2
J
2;t
+
1
2
([G
0
; G
1
]J
10;t
+ [G
0
; G
2
]J
20;t
+ [G
1
; G
0
]J
01;t
[G
1
; G
2
]J
21;t
+ [G
2
; G
0
]J
02;t
+ [G
2
; G
1
]J
12;t
) (4.11)
+
1
4
([G
0
; [G
0
; G
1
]]J
100;t
+ [G
0
; [G
0
; G
2
]]J
200;t
+ [G
0
; [G
1
; G
0
]]J
010;t
+ [G
0
; [G
1
; G
2
]]J
210;t
+ [G
0
; [G
2
; G
0
]]J
020;t
+ [G
0
; [G
2
; G
1
]]J
120;t
+ [G
1
; [G
0
; G
1
]]J
101;t
+ [G
1
; [G
0
; G
2
]]J
201;t
+ [G
1
; [G
1
; G
0
]]J
011;t
+ [G
1
; [G
1
; G
2
]]J
211;t
+ [G
1
; [G
2
; G
0
]]J
021;t
+ [G
1
; [G
2
; G
1
]]J
121;t
+ [G
2
; [G
0
; G
1
]]J
102;t
+ [G
2
; [G
0
; G
2
]]J
202;t
+ [G
2
; [G
1
; G
0
]]J
012;t
+ [G
2
; [G
1
; G
2
]]J
212;t
+ [G
2
; [G
2
; G
0
]]J
022;t
+ [G
2
; [G
2
; G
1
]]J
122;t
)
+
1
12
([[G
0
; G
1
]; G
0
] (J
010;t
+ J
100;t
) + [[G
0
; G
2
]; G
0
] (J
020;t
+ J
200;t
)
+ [[G
1
; G
0
]; G
0
] (2J
001;t
) + [[G
1
; G
2
]; G
0
] (J
021;t
+ J
201;t
)
+ [[G
2
; G
0
]; G
0
] (2J
002;t
) + [[G
2
; G
1
]; G
0
] (J
012;t
+ J
102;t
)
+ [[G
0
; G
1
]; G
1
] (2J
110;t
) + [[G
0
; G
2
]; G
1
] (J
120;t
+ J
210;t
)
+ [[G
1
; G
0
]; G
1
] (J
011;t
+ J
101;t
) + [[G
1
; G
2
]; G
1
] (J
121;t
+ J
211;t
)
+ [[G
2
; G
0
]; G
1
] (J
012;t
+ J
102;t
) + [[G
2
; G
1
]; G
1
] (2J
112;t
)
+ [[G
0
; G
1
]; G
2
] (J
120;t
+ J
210;t
) + [[G
0
; G
2
]; G
2
] (2J
220;t
)
+ [[G
1
; G
0
]; G
2
] (J
021;t
+ J
201;t
) + [[G
1
; G
2
]; G
2
] (2J
221;t
)
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+ [[G
2
; G
0
]; G
2
] (J
022;t
+ J
202;t
) + [[G
2
; G
1
]; G
2
] (J
122;t
+ J
212;t
)) +    :
There are a number of ways of manipulating these terms. For example, noting that
[G
0
; [G
1
; G
0
]] = , [G
0
; [G
0
; G
1
]] = [[G
0
; G
1
]; G
0
] = , [[G
1
; G
0
]; G
0
]
then, gathering up like terms, the coecient of [G
0
; [G
0
; G
1
]] is
coe =
1
4
J
100;t
,
1
4
J
010;t
,
1
12
J
010;t
,
1
12
J
100;t
+
1
6
J
001;t
=
1
6
J
100;t
,
1
3
J
010;t
+
1
6
J
001;t
=
1
3
(J
100;t
, J
010;t
) +
1
6
(J
001;t
, J
100;t
)
=
1
3
(J
100;t
, J
010;t
) +
1
12
(2J
001;t
, 2J
100;t
+ J
010;t
, J
010;t
)
=
1
3
(J
100;t
, J
010;t
) +
1
12
J
0;t
(J
01;t
, J
10;t
):
Terms with two matrices the same (as in [G
0
; [G
0
; G
1
]]) can actually be simplied
further to become
coe =
1
6
(J
100;t
+ J
001;t
),
1
3
J
010;t
=
1
6
(J
1;t
J
00;t
, J
010;t
),
1
3
J
010;t
=
1
6
J
1;t
J
00;t
,
1
2
J
010;t
:
However, as terms in three distinct matrices cannot be written in this way, it is useful
and more informative to represent each coecient in the former style, as a distinctive
pattern can be observed. As another example,
coe of [G
1
; [G
0
; G
2
] =
1
4
J
201;t
,
1
4
J
021;t
,
1
12
J
120;t
,
1
12
J
210;t
+
1
12
J
012;t
+
1
12
J
102;t
=
1
4
J
201;t
,
1
4
J
021;t
,
1
12
(J
1;t
J
20;t
, J
201;t
) +
1
12
(J
1;t
J
02;t
, J
021;t
)
=
1
3
(J
201;t
, J
021;t
) +
1
12
J
1;t
(J
02;t
, J
20;t
):
Thus, noting the various commutator relationships
[G
i
; [G
j
; G
k
]] = , [G
i
; [G
k
; G
j
]] = [[G
k
; G
j
]; G
i
] = , [[G
j
; G
k
]; G
i
]
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and gathering and rearranging like terms as above, then 
(t) can be written

(t) = tG
0
+G
1
J
1;t
+G
2
J
2;t
+
1
2
[G
0
; G
1
](J
10;t
, J
01;t
) +
1
2
[G
0
; G
2
](J
20;t
, J
02;t
)
+
1
2
[G
1
; G
2
](J
21;t
, J
12;t
)
+ [G
0
; [G
0
; G
1
]]

1
3
(J
100;t
, J
010;t
) +
1
12
J
0;t
(J
01;t
, J
10;t
)

+ [G
0
; [G
0
; G
2
]]

1
3
(J
200;t
, J
020;t
) +
1
12
J
0;t
(J
02;t
, J
20;t
)

+ [G
0
; [G
1
; G
2
]]

1
3
(J
210;t
, J
120;t
) +
1
12
J
0;t
(J
12;t
, J
21;t
)

+ [G
1
; [G
0
; G
1
]]

1
3
(J
101;t
, J
011;t
) +
1
12
J
1;t
(J
01;t
, J
10;t
)

+ [G
1
; [G
0
; G
2
]]

1
3
(J
201;t
, J
021;t
) +
1
12
J
1;t
(J
02;t
, J
20;t
)

+ [G
1
; [G
1
; G
2
]]

1
3
(J
211;t
, J
121;t
) +
1
12
J
1;t
(J
12;t
, J
21;t
)

+ [G
2
; [G
0
; G
1
]]

1
3
(J
102;t
, J
012;t
) +
1
12
J
2;t
(J
01;t
, J
10;t
)

+ [G
2
; [G
0
; G
2
]]

1
3
(J
202;t
, J
022;t
) +
1
12
J
2;t
(J
02;t
, J
20;t
)

+ [G
2
; [G
1
; G
2
]]

1
3
(J
212;t
, J
122;t
) +
1
12
J
2;t
(J
12;t
, J
21;t
)

+    :
The terms in 
(t) become rapidly more and more complex, and of course the accuracy
of the actual solution to the SDE will depend on how many terms are included in the
approximation of 
(t): However, a general pattern can indeed be seen for an arbitrary
d Wiener process system { the rst few Lie Bracket terms will be

(t) =
d
X
j=0
G
j
J
j;t
+
1
2
d
X
i=0
d
X
j=i+1
[G
i
; G
j
](J
ji;t
, J
ij;t
) (4.12)
+
d
X
i=0
d
X
j; k = 0
j < k
[G
i
; [G
j
; G
k
]]

1
3
(J
kji;t
, J
jki;t
) +
1
12
J
i;t
(J
jk;t
, J
kj;t
)

+    :
The correctness of the above terms in 
(t) is demonstrated by comparing exp(
(t))
up to and including terms in h
1:5
with the terms appearing in a Stratonovich Taylor
method of strong order 1.5. This Taylor method was produced by the Maple package
\stochastic" (Cyganowski (1995)), and has the form (for a linear SDE with twoWiener
processes) given by
y
n+1
=

I +G
1
J
1
+G
2
J
2
+G
0
J
0
+
1
2
G
2
1
J
2
1
+
1
2
G
2
2
J
2
2
+G
1
G
2
J
21
+G
2
G
1
J
12
107
+G
1
G
0
J
01
+G
0
G
1
J
10
+G
2
G
0
J
02
+G
0
G
2
J
20
+G
3
1
J
111
+G
2
1
G
2
J
211
+G
1
G
2
G
1
J
121
+G
1
G
2
2
J
221
+G
2
G
2
1
J
112
+G
2
G
1
G
2
J
212
(4.13)
+G
2
2
G
1
J
122
+G
3
2
J
222

y
n
:
Writing 
(t) = P
p
h
+ P
h
+ P
h
p
h
+ P
h
2
+ P
remainder
, where the subscript denotes the
order (in terms of h) of the respective terms, then
exp(
(t)) = I+(P
p
h
+P
h
+P
h
p
h
+P
h
2
+P
remainder
)+
1
2
(
(t))
2
+
1
6
(
(t))
3
+    : (4.14)
Thus, in this expansion, the term of order
p
h is just P
p
h
(which is G
1
J
1
+G
2
J
2
), while
the terms of order h are P
h
+
1
2
(P
p
h
)
2
; that is,
J
0
G
0
+
1
2
[G
1
; G
2
]J
21
+
1
2
[G
2
; G
1
]J
12
+
1
2
(G
1
J
1
+G
2
J
2
)
2
:
The terms for order h
p
h are P
h
p
h
+
1
2
P
p
h
P
h
+
1
2
P
h
P
p
h
+
1
6
(P
p
h
)
3
, where
P
h
p
h
=
1
2
[G
0
; G
1
]J
10
+
1
2
[G
0
; G
2
]J
20
+
1
2
[G
1
; G
0
]J
01
+
1
2
[G
2
; G
0
]J
02
(4.15)
+
1
4
([G
1
; [G
1
; G
2
]]J
211
+ [G
1
; [G
2
; G
1
]]J
121
+ [G
2
; [G
1
; G
2
]]J
212
+ [G
2
; [G
2
; G
1
]]J
122
)
+
1
12
([[G
1
; G
2
]; G
1
] (J
121
+ J
211
) + 2 [[G
2
; G
1
]; G
1
]J
112
+2 [[G
1
; G
2
]; G
2
]J
221
+ [[G
2
; G
1
]; G
2
] (J
122
+ J
212
)) :
After substituting for and expanding the terms in order h
p
h, and noting the identities
(from formulas given in section 2.6)
J
1
J
21
= J
121
+ 2J
211
(4.16)
J
1
J
12
= 2J
112
+ J
121
J
2
1
J
2
= J
1
(J
12
+ J
21
) = 2(J
112
+ J
121
+ J
211
)
J
1
J
2
2
= J
1
(2J
22
) = 2(J
122
+ J
212
+ J
221
);
it can be seen that (4.13) and (4.14) agree up to and including terms of order 1.5.
This section concludes with a discussion of the implementation of exp(
(t)). As
the stochastic version of the Magnus formula is going to be used to verify the accuracy
of methods (up to strong order 1.5) when applied to linear non-commutative SDE
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systems, the formula must also be accurate to the same order. It is very dicult to
sample these multiple stochastic integrals, and so, as a compromise, all terms up to
and including order 1.5 in the expression for 
(t) will be used in the implementation.
(Indeed, because of this diculty, previously there have been no SDE methods that
use any of the multiple stochastic integrals.) This means that for two Wiener processes
the `actual solution' will contain error terms of order h
2
and higher. Thus

(t)  P
p
h
+ P
h
+ P
h
p
h
; (4.17)
where
P
p
h
= G
1
J
1
+G
2
J
2
;
P
h
= G
0
J
0
+
1
2
[G
1
; G
2
]J
21
+
1
2
[G
2
; G
1
]J
12
;
and where P
h
p
h
is given in (4.15).
So, the new samples required are those for J
21
; J
121
and J
212
, as the other Stratonovich
integrals can be expressed in terms of those already sampled (see section 2.6 for the
manipulation formulas):
J
12
= J
1
J
2
, J
21
J
01
= J
0
J
1
, J
10
J
02
= J
0
J
2
, J
20
J
211
=
1
2
(J
1
J
21
, J
121
)
J
122
=
1
2
(J
1
J
2
2
, J
2
J
21
, J
212
)
J
112
=
1
2
(J
2
1
J
2
, J
1
J
21
, J
121
)
J
221
=
1
2
(J
2
J
21
, J
212
):
9
>
>
>
>
>
>
=
>
>
>
>
>
>
>
;
(4.18)
In order to implement this solution, then, the stochastic integrals J
21
; J
121
and J
212
will be approximated according to formulas given in Kloeden and Platen (1992). For
completeness, the formulas required are quoted here.
Firstly, for j = 1 or 2 (or, in general, up to d for d Wiener processes) and for
r = 1;    ; p (where p is the truncation index of the approximation to the multiple
Stratonovich integral, p = 1; 2;   ), the following independent standard Gaussian ran-
dom variables are dened:

j
=
1
p
h
W
j;h
; 
j;r
=
s
2
h
 r a
j;r
; 
j;r
=
s
2
h
 r b
j;r

j;p
=
1
q
h
p
1
X
r=p+1
a
j;r
; '
j;p
=
1
q
h
p
1
X
r=p+1
1
r
b
j;r
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where

p
=
1
12
,
1
2
2
p
X
r=1
1
r
2
; 
p
=

2
180
,
1
2
2
p
X
r=1
1
r
4
:
Then
J
p
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=
1
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h
2

1
,
1
2
p
h(a
1;0

2
, a
2;0

1
) + hA
p
2;1
(4.19)
where
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r

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Next,
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=
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+
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
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where 
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= 
j;r
= 0 for r > p and j = 1;    ; d: Finally,
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D
p
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:
Kloeden and Platen (1992) discuss the mean-square convergence of these approxi-
mations to multiple Stratonovich integrals. The construction of these formulas comes
from expanding a Wiener process in a Fourier series. In the d-Wiener process case,
the number of multiple Stratonovich integrals required to approximate 
(t) increases
rapidly. Inspection of (4.12) indicates that the Stratonovich integrals J
ij
and J
ijk
would
be required, for various i; j; k = 0;    ; d. As in the two Wiener process case, not all
these multiple Stratonovich integrals would need to be sampled or approximated, as
many could be expressed in terms of those already determined. But as a minimum in
order to approximate 
(t) up to and including terms of order h
3=2
, the following would
need to be approximated:
J
ij
; i = 2;    ; d; j = 1;    ; i, 1
J
iji
; i; j = 1;    ; d; i 6= j
J
ijk
; i; j; k = 1;    ; d; i > j > k
(and other multiple Stratonovich integrals - with subscripts that are dierent permu-
tations of i; j; k - could then be calculated from those approximated above). For two
Wiener processes, a total of 7 Stratonovich integrals must be sampled or approximated
(J
1
; J
2
; J
10
; J
20
; J
21
; J
121
; J
212
), while for three Wiener processes this number rises to
12 and then increases to 30 for d = 4. Clearly if there are many Wiener processes then
these formulas are expensive to calculate and so there is a trade-o between accuracy
and eciency through the truncation parameter p.
For Table 4.1, 1000 samples of the integrals (for d = 2) were obtained and the
computed mean and standard deviation are presented. The stepsize was taken to be
h = 0:125, and truncation indices of 5, 10 and 20 were tried. From Table 4.1, a
suitable value for p appeared to be p = 5, and this value is used in the numerical
results presented in this thesis.
In the numerical results presented in this thesis, a suitable value for p appeared to
be p = 5:
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Table 4.1: Multiple Stratonovich Integral Samples
p = 5 p = 10 p = 20 Theoretical
mean stdev mean stdev mean stdev mean stdev
J
1
,0:0024 0:3559 ,0:0052 0:3616 ,0:0110 0:3530 0:0 0:3536
J
10
,0:0004 0:0255 ,0:0004 0:0253 ,0:0003 0:0256 0:0 0:0255
J
2
0:0021 0:3525 0:0265 0:3593 ,0:0239 0:3472 0:0 0:3536
J
20
,0:0006 0:0263 0:0012 0:0265 ,0:0017 0:0254 0:0 0:0255
J
21
0:0001 0:0909 0:0016 0:0898 0:0009 0:0883 0:0 0:0625
J
121
,0:0007 0:0244 ,0:0001 0:0241 ,0:0003 0:0259 0:0 0:0180
J
212
,0:0003 0:0253 0:0001 0:0248 0:0003 0:0253 0:0 0:0180
Now that the necessary multiple Stratonovich integrals can be calculated, the
stochastic Magnus formula can be implemented. However, one further implementation
note must be made. For 1-dimensional or commutative systems, the actual solution at
the endpoint T (after N steps) is determined using the parameters h;
P
N
i=1
J
(i)
1
; (and
P
N
i=1
J
(i)
2
, if 2 Wiener processes are in the SDE), where the summation is of the Wiener
increments over all samples obtained. For example, after just one step the actual so-
lution depends on h (= t
1
, t
0
) and W
1
(t
1
) (note that W
1
(t
1
) = W
1
(t
1
) ,W
1
(t
0
) as
t
0
= 0 and W
1
(0) = 0). However the solution at t = t
2
needs to be computed using
t
2
, t
0
(= 2h) and W
1
(t
2
) ,W
1
(t
0
); the Wiener increments are sampled at each step,
so that (writing J
(i)
1
for the sample at the i
th
step)
J
(1)
1
= W
1
(t
1
),W
1
(t
0
)
and J
(2)
1
= W
1
(t
2
),W
1
(t
1
);
consequently the sum J
(1)
1
+ J
(2)
1
= W
1
(t
2
),W
1
(t
0
) gives the correct evaluation of the
Wiener process at time t = t
2
. (Just include W
2
(t) and J
(i)
2
if two Wiener processes
are represented in the SDE.) But in the non-commutative case, it is no longer possible
to use these parameters in this manner, as
exp(
(t
1
+ t
2
)) = exp(
(t
1
)) exp(
(t
2
))() 
(t
1
)
(t
2
) = 
(t
2
)
(t
1
):
This can be seen by inspecting a simple example. Suppose that 

1
= 
1
A+ 
1
B and


2
= 
2
A + 
2
B (where the subscript denotes values from the 1st or 2nd random
sample). For these two steps, 
 = (
1
+ 
2
)A + (
1
+ 
2
)B; however, exp(
) 6=
exp(

2
) exp(

1
); indeed, the coecient of the term AB in the expansion of 
 is
1
2
(
1
+
112
2
)(
1
+ 
2
) while for exp(

2
) exp(

1
) the corresponding coecient is 
2

1
+
1
2

1

1
+
1
2

2

2
. Consequently, when needing the actual solution of a non-commutative linear
SDE system (for evaluation of errors), this solution must be computed as
exp(

N
) exp(

N 1
)    exp(

2
) exp(

1
)y
0
where N steps have been taken in the integration from t
0
to T .
4.2 Order Conditions for 2 Wiener Processes
At the end of Chapter 3 it was seen how poorly the existing methods R2; PL, CL,
E1 and E2 performed for non-commutative systems with two Wiener processes. The
actual solution for a linear non-commutative SDE system, exp(
(t)) (where 
(t) is
given by (4.11)) gives an indication of why this is so - namely, the existing methods
have no terms to match the Stratonovich integral J
21
, so SDEs with large [G
1
; G
2
]
(for example) will cause correspondingly large errors in the numerical approximation.
Consequently it is necessary to look at a new style of method that will be better suited
for these types of non-commutative problems.
Results so far can be summarised as follows. Consider the basic method with the
tableaux
J
0
A

>
; J
1
B
1

(1)>
; : : : ; J
d
B
1

(1)>
(4.22)
for d Wiener processes in the SDE being solved. If d = 1 or if there is commutativity,
then a method of this form has maximum strong order 1. However if d > 1 and there
is no commutativity, then the strong order reduces to 0.5.
In this section for the case of two Wiener processes, the random variable J
21
will
be included in the formulation of the method in the expectation that strong order
1 can again be obtained. In the following formulation, J
21
will be associated with
[g
1
; g
2
](Y )  g
0
1
(Y )(g
2
(Y )) , g
0
2
(Y )(g
1
(Y )). In the systems case, g
0
i
(Y ) represents the
Jacobian at Y .
Although the following exposition is for the two-Wiener process case, there is a
natural generalisation to d Wiener processes. For example, for d  2, the Stratonovich
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integrals J
ij
(i = 2;    ; d; j = 1;    ; i , 1) will be needed in the method formulation
and will be associated with [g
j
; g
i
](Y )  g
0
j
(Y )(g
i
(Y )), g
0
i
(Y )(g
j
(Y )) (where again, for
systems, g
0
i
(Y ) represents the Jacobian at Y ).
Let the SDE be written
dy(t) = g
0
(y(t))dt+ g
1
(y(t))  dW
1
(t) + g
2
(y(t))  dW
2
(t) (4.23)
which can then be written in integral form as
y(t) = y(t
0
) +
Z
t
t
0
g
0
(y(s))ds+
Z
t
t
0
g
1
(y(s))  dW
1
(s) +
Z
t
t
0
g
2
(y(s))  dW
2
(s): (4.24)
Extending Ito^'s formula from the one Wiener process case (see (3.6)) to two Wiener
processes, a given function a(y(t)) of the solution y can be written as
a(y(t
0
)) +
Z
t
t
0
L
0
a(y(s))ds+
Z
t
t
0
L
1
a(y(s))  dW
1
(s) +
Z
t
t
0
L
2
a(y(s))  dW
2
(s) (4.25)
where, for Stratonovich SDEs,
L
0
a =
@a
@y
g
0
; L
1
a =
@a
@y
g
1
; L
2
a =
@a
@y
g
2
:
Then, (with y(t
0
)  y
0
and writing W
i;t
for W
i
(t)), the actual solution of (4.23) can be
written
y(t) = y
0
+
Z
t
t
0
fg
0
(y
0
) +
Z
s
t
0
L
0
g
0
(Y
u
)du+
Z
s
t
0
L
1
g
0
(Y
u
)  dW
1;u
+
Z
s
t
0
L
2
g
0
(Y
u
)  dW
2;u
gds+
Z
t
t
0
fg
1
(y
0
) +
Z
s
t
0
L
0
g
1
(Y
u
)du+
Z
s
t
0
L
1
g
1
(Y
u
)  dW
1;u
+
Z
s
t
0
L
2
g
1
(Y
u
)  dW
2;u
g  dW
1;u
+
Z
t
t
0
fg
2
(y
0
) +
Z
s
t
0
L
0
g
2
(Y
u
)du
+
Z
s
t
0
L
1
g
2
(Y
u
)  dW
1;u
+
Z
s
t
0
L
2
g
2
(Y
u
)  dW
2;u
g  dW
2;u
= y
0
+ g
0
(y
0
)J
0
+ g
1
(y
0
)J
1
+ g
2
(y
0
)J
2
+ L
0
g
0
J
00
+ L
1
g
0
J
10
+ L
2
g
0
J
20
+ L
0
g
1
J
01
+L
1
g
1
J
11
+ L
2
g
1
J
21
+ L
0
g
2
J
02
+ L
1
g
2
J
12
+ L
2
g
2
J
22
+    ;
so that
y(t) = y
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1
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2
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)(g
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0
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)(g
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))J
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+higher order terms:
In the one-Wiener process case (in Chapter 3), the order conditions were derived
by making use of Butcher's tree theory (see Butcher (1987)); this methodology is now
extended to the multi-Wiener process situation in a natural manner. For each of the
d + 1 independent Wiener processes (where d = 0 corresponds to the deterministic
component), a node of colour j (j = 0;    ; d) needs to be created. A rooted tree
consists of an arbitrary collection of coloured nodes; as covered in Chapter 3, a tree
can be built by attaching subtrees by a single branch to a common rooted node (but
now there are d+1 possible colours for the root). In order to describe these trees, d+1
dierent brackets ([ ]
j
; j = 0;    ; d) will be used. For example, the notation [t
1
;    ; t
m
]
3
means form the tree obtained by joining the subtrees t
1
;    ; t
m
by a single branch to the
root of colour 3. In order to represent the trees of order 1 with dierent colours j, the
notation 
j
= []
j
will be used, where  is the empty tree. The elementary dierentials
are each associated with a rooted tree, where a node of colour j corresponds to g
j
.
The Stratonovich integrals are attached to each dierential by reading the dierentials
from right to left and from the inner brackets outwards. Thus the actual solution can
also be represented (as in the one-Wiener process case) by
y(t) =
X
t2T
(t)F (t)(y(t
0
))(t)
where T represents the set of all rooted trees (with all colours), (t) is the multiplicity
factor for the higher derivative terms (as in Chapter 3), (t) is the Stratonovich integral
attached to the elementary dierential, and where the elementary dierentials F (t)(y)
for t = [t
1
;    ; t
l
]
j
are given by
g
(l)
j
(y)(F (t
1
)(y);   F (t
l
)(y)):
Now it is necessary to construct the local error coecients for each rooted tree t
for the numerical method.
The general family of s-stage stochastic Runge-Kutta methods for solving SDEs
with d Wiener processes will be given by
Y
i
= y
n
+
d
X
l=0
s
X
j=1
Z
(l)
ij
g
l
(Y
j
); i = 1;    ; s (4.27)
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yn+1
= y
n
+
d
X
l=0
s
X
i=1
z
(l)
i
g
l
(Y
i
):
Then, analogously to the expansion of the numerical method in section 3.3 for one
Wiener process, a similar expansion holds in the two Wiener process case which is
given below. (This methodology extends in a natural manner to the d-Wiener process
case.)
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+
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+
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))) + higher order terms:
Comparing this with (4.26), the local error coecients for all three-coloured trees with
less than or equal to 3 nodes are given in Table 4.2.
Remark 4.2.1 If Z
(2)
= 0; z
(2)
= 0 then the order conditions reduce to those required
for the one Wiener process case.
Remark 4.2.2 Table 4.2 demonstrates the pattern that exists for deriving other order
conditions (of higher order, or for more Wiener processes). Given a tree t , construct
the associated multiple Stratonovich integral by reading the subscripts from right to
left and from the inner brackets outwards (e.g. [
1
; 
2
]
2
is associated with J
212
); the
other part of the order condition involves z
(i)>
(for an outermost bracket of colour i)
together with Z
(j)
; Z
(k)
;   ; (for [
1
; 
2
]
2
, the term is z
(2)>
Z
(2)
eZ
(1)
e); the associated
weight is (t)(t)=(t)!, where (t) is dened in (3.21) for one Wiener process and
extended naturally to include d + 1 colours.
Remark 4.2.3 Already for d = 2, there has been a signicant increase in the number
of order conditions to be analysed; as d increases further, there are many more order
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Table 4.2: Local error coecients
# t e(t) # t e(t)
1 
0
J
0
, z
(0)>
e 34 [
2
; 
1
]
2
J
122
,
1
2
z
(2)>
Z
(2)
eZ
(1)
e
2 
1
J
1
, z
(1)>
e 35 [
0
; 
0
]
2
J
002
,
1
2
z
(2)>
(Z
(0)
e)
2
3 
2
J
2
, z
(2)>
e 36 [
1
; 
0
]
2
J
012
,
1
2
z
(2)>
Z
(1)
eZ
(0)
e
4 [
0
]
0
J
00
, z
(0)>
Z
(0)
e 37 [
0
; 
1
]
2
J
102
,
1
2
z
(2)>
Z
(0)
eZ
(1)
e
5 [
1
]
0
J
10
, z
(0)>
Z
(1)
e 38 [
1
; 
1
]
2
J
112
,
1
2
z
(2)>
(Z
(1)
e)
2
6 [
2
]
0
J
20
, z
(0)>
Z
(2)
e 39 [
2
; 
2
]
2
J
222
,
1
2
z
(2)>
(Z
(2)
e)
2
7 [
0
]
1
J
01
, z
(1)>
Z
(0)
e 40 [[
0
]
0
]
0
J
000
, z
(0)>
Z
(0)2
e
8 [
1
]
1
J
11
, z
(1)>
Z
(1)
e 41 [[
1
]
0
]
0
J
100
, z
(0)>
Z
(0)
Z
(1)
e
9 [
2
]
1
J
21
, z
(1)>
Z
(2)
e 42 [[
0
]
1
]
0
J
010
, z
(0)>
Z
(1)
Z
(0)
e
10 [
0
]
2
J
02
, z
(2)>
Z
(0)
e 43 [[
1
]
1
]
0
J
110
, z
(0)>
Z
(1)2
e
11 [
1
]
2
J
12
, z
(2)>
Z
(1)
e 44 [[
2
]
0
]
0
J
200
, z
(0)>
Z
(0)
Z
(2)
e
12 [
2
]
2
J
22
, z
(2)>
Z
(2)
e 45 [[
0
]
2
]
0
J
020
, z
(0)>
Z
(2)
Z
(0)
e
13 [
0
; 
0
]
0
J
000
,
1
2
z
(0)>
(Z
(0)
e)
2
46 [[
1
]
2
]
0
J
120
, z
(0)>
Z
(2)
Z
(1)
e
14 [
0
; 
1
]
0
J
100
,
1
2
z
(0)>
Z
(0)
eZ
(1)
e 47 [[
2
]
1
]
0
J
210
, z
(0)>
Z
(1)
Z
(2)
e
15 [
1
; 
0
]
0
J
010
,
1
2
z
(0)>
Z
(1)
eZ
(0)
e 48 [[
2
]
2
]
0
J
220
, z
(0)>
Z
(2)2
e
16 [
1
; 
1
]
0
J
110
,
1
2
z
(0)>
(Z
(1)
e)
2
49 [[
0
]
0
]
1
J
001
, z
(1)>
Z
(0)2
e
17 [
0
; 
2
]
0
J
200
,
1
2
z
(0)>
Z
(0)
eZ
(2)
e 50 [[
1
]
0
]
1
J
101
, z
(1)>
Z
(0)
Z
(1)
e
18 [
2
; 
0
]
0
J
020
,
1
2
z
(0)>
Z
(2)
eZ
(0)
e 51 [[
0
]
1
]
1
J
011
, z
(1)>
Z
(1)
Z
(0)
e
19 [
1
; 
2
]
0
J
210
,
1
2
z
(0)>
Z
(1)
eZ
(2)
e 52 [[
1
]
1
]
1
J
111
, z
(1)>
Z
(1)2
e
20 [
2
; 
1
]
0
J
120
,
1
2
z
(0)>
Z
(2)
eZ
(1)
e 53 [[
2
]
0
]
1
J
201
, z
(1)>
Z
(0)
Z
(2)
e
21 [
2
; 
2
]
0
J
220
,
1
2
z
(0)>
(Z
(2)
e)
2
54 [[
0
]
2
]
1
J
021
, z
(1)>
Z
(2)
Z
(0)
e
22 [
0
; 
0
]
1
J
001
,
1
2
z
(1)>
(Z
(0)
e)
2
55 [[
2
]
1
]
1
J
211
, z
(1)>
Z
(1)
Z
(2)
e
23 [
0
; 
1
]
1
J
101
,
1
2
z
(1)>
Z
(0)
eZ
(1)
e 56 [[
1
]
2
]
1
J
121
, z
(1)>
Z
(2)
Z
(1)
e
24 [
1
; 
0
]
1
J
011
,
1
2
z
(1)>
Z
(1)
eZ
(0)
e 57 [[
2
]
2
]
1
J
221
, z
(1)>
Z
(2)2
e
25 [
1
; 
1
]
1
J
111
,
1
2
z
(1)>
(Z
(1)
e)
2
58 [[
0
]
0
]
2
J
002
, z
(2)>
Z
(0)2
e
26 [
0
; 
2
]
1
J
201
,
1
2
z
(1)>
Z
(0)
eZ
(2)
e 59 [[
1
]
0
]
2
J
102
, z
(2)>
Z
(0)
Z
(1)
e
27 [
2
; 
0
]
1
J
021
,
1
2
z
(1)>
Z
(2)
eZ
(0)
e 60 [[
0
]
1
]
2
J
012
, z
(2)>
Z
(1)
Z
(0)
e
28 [
1
; 
2
]
1
J
211
,
1
2
z
(1)>
Z
(1)
eZ
(2)
e 61 [[
1
]
1
]
2
J
112
, z
(2)>
Z
(1)2
e
29 [
2
; 
1
]
1
J
121
,
1
2
z
(1)>
Z
(2)
eZ
(1)
e 62 [[
2
]
0
]
2
J
202
, z
(2)>
Z
(0)
Z
(2)
e
30 [
2
; 
2
]
1
J
221
,
1
2
z
(1)>
(Z
(2)
e)
2
63 [[
0
]
2
]
2
J
022
, z
(2)>
Z
(2)
Z
(0)
e
31 [
0
; 
2
]
2
J
202
,
1
2
z
(2)>
Z
(0)
eZ
(2)
e 64 [[
2
]
1
]
2
J
212
, z
(2)>
Z
(1)
Z
(2)
e
32 [
2
; 
0
]
2
J
022
,
1
2
z
(2)>
Z
(2)
eZ
(0)
e 65 [[
1
]
2
]
2
J
122
, z
(2)>
Z
(2)
Z
(1)
e
33 [
1
; 
2
]
2
J
212
,
1
2
z
(2)>
Z
(1)
eZ
(2)
e 66 [[
2
]
2
]
2
J
222
, z
(2)>
Z
(2)2
e
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conditions - there is one order condition associated with each (d + 1)-coloured rooted
tree, and as d increases, the number of permutations of coloured nodes for all the
possibilities of rooted trees builds up very rapidly.
It can be seen from Table 4.2 that a necessary condition for a method to have mean
square order 1 is for the terms associated with trees 9 and 11 to vanish, as these order
conditions are of mean square order 1. Now, for methods R2 and PL to be applied to
an SDE with two Wiener processes, the following formulation is used:
J
0
A

>
; J
1
B

>
; J
2
B

>
so that Z
(1)
= J
1
B; Z
(2)
= J
2
B; z
(1)>
= J
1

>
and z
(2)>
= J
2

>
: Consequently
z
(1)>
Z
(2)
e = J
1
J
2

>
Be = z
(2)>
Z
(1)
e. So for both the methods R2 and PL, the order
conditions from trees 9 and 11 become
E(J
21
, z
(1)>
Z
(2)
e)
2
= E(J
21
,
1
2
J
1
J
2
)
2
= E(J
2
21
+
1
4
J
2
1
J
2
2
, J
1
J
2
J
21
)
=
1
4
h
2
;
E(J
12
, z
(2)>
Z
(1)
e)
2
=
1
4
h
2
;
as E(J
2
21
) =
1
2
h
2
and E(J
1
J
2
J
21
) = E((J
12
+ J
21
)J
21
) =
1
2
h
2
(refer to Chapter 2 for
expressions for expectations). As these expectations do not vanish, the methods only
have mean square order
1
2
when applied to a non-commutative SDE with two Wiener
processes. This result also holds for methods CL; E1 and E2. When the SDE is fully
commutative for all the g
j
; j = 1;    ; d, the order conditions for trees 9 and 11 (for
example) are combined to become E(J
21
+ J
12
, z
(1)>
Z
(2)
e, z
(2)>
Z
(1)
e)
2
which does
vanish for the methods in question. (The conditions are combined because tree 9 refers
to the elementary dierential g
0
1
g
2
, while tree 11 refers to g
0
2
g
1
, and when the SDE
functions commute, these two elementary dierentials are equivalent, and this is why
there is no order reduction in the fully commutative case.)
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4.3 Order Bound Restrictions
Before deriving methods suitable for solving non-commutative SDEs, it is instructive
to analyse the form that such methods should take.
Suppose that the SDE involves d Wiener processes, and consider rst the class of
explicit SRK methods in which only the rst Stratonovich integrals J
j
; (j = 0;    ; d)
appear as random variables. In this case the method is written as
Y
i
= y
n
+
d
X
k=0
J
k
i 1
X
j=1
b
(k)
ij
g
k
(Y
j
); i = 1;    ; s (4.28)
y
n+1
= y
n
+
d
X
k=0
J
k
s
X
j=1

(k)
j
g
k
(Y
j
):
For such a method to be of strong order 1 it is required that for all trees t, E(e(t))
2
=
O(h
3
): In order to analyse this, it is necessary to study trees with one node and trees
with just two stochastic nodes, as the order conditions for these must vanish to obtain
order higher than 0.5. Extending the pattern given in Table 4.2 to the general d-Wiener
process case, it can be seen that necessary and sucient strong order conditions for
order 1 are
E

J
2
i
(1, 
(i)>
e)
2

= O(h
3
); i = 0;    ; d (4.29)
E

J
ji
, J
i
J
j

(i)>
B
(j)
e

2
= O(h
3
); i; j = 1;    ; d:
Since E(J
i
)
2
= O(h), this is equivalent to requiring

(i)>
e = 1; i = 0;    ; d (4.30)
and, for i; j = 1;    ; d
X
ij
 E(J
ji
)
2
, 2E(J
ji
J
i
J
j
)
(i)>
B
(j)
e+ E(J
i
J
j
)
2
(
(i)>
B
(j)
e)
2
= O(h
3
): (4.31)
In order to simplify expression (4.31), it is necessary to evaluate various expectations;
these results can be determined from theorems given in Chapter 2, and for ease of
reference, the ones required in this chapter are presented in Table 4.3 where it is
assumed that i; j = 1;    ; d; i 6= j:
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Table 4.3: Expectations
E [J
ji
]
2
1
2
h
2
E
h
J
ji
J
i
J
j0
h
i
1
3
h
2
E [J
ji
J
i
J
j
]
1
2
h
2
E
h
J
ji
J
j
J
i0
h
i
1
6
h
2
E [J
i
J
j
]
2
h
2
E
h
J
ji
J
i0
h
J
j0
h
i
1
8
h
2
E [J
4
i
] 3h
2
E
h
J
2
i
J
j
J
j0
h
i
1
2
h
2
E [J
2
i0
]
1
3
h
3
E
h
J
i
J
j
J
i0
h
J
j0
h
i
1
4
h
2
E
h
J
i
J
j0
h
i
2
1
3
h
2
E
h
J
i
(
J
j0
h
)
2
J
i0
h
i
1
6
h
2
E
h
J
i0
h
J
j0
h
i
2
1
9
h
2
From (4.31),
X
ii
= 3h
2
(
1
4
, 
(i)>
B
(i)
e+ (
(i)>
B
(i)
e)
2
); i = 1;    ; d
and this is O(h
3
) if and only if

(i)>
B
(i)
e =
1
2
; i = 1;    ; d:
Finally,
X
ij
= h
2

1
2
, 
(i)>
B
(j)
e+ (
(i)>
B
(j)
e)
2


h
2
4
; i; j = 1;    ; d; i 6= j:
Consequently such a method formulation cannot achieve strong order 1.0, and this is
stated in the following theorem:
Theorem 4.3.1 For arbitrary problems with more than one Wiener process, the
maximum strong order of a SRK with only random variables representing the rst
Stratonovich integrals is 0.5 irrespective of the number of stages. Only in the case
d = 1 (see Chapter 3) is strong order 1 attainable.
However, in spite of this result, strong order 1.0 is attainable for methods of the
form (4.28) in the case that the SDE system functions g
i
; g
j
commute; that is, if
[g
i
; g
j
]  g
0
i
(y)(g
j
(y)), g
0
j
(y)(g
i
(y)) = 0; 8 i 6= j; i; j = 1;    ; d: (4.32)
In this case, necessary and sucient conditions for strong order 1 are
E

J
i
(1, 
(i)>
e)

2
= O(h
3
); i = 0; : : : ; d
E

J
ji
+ J
ij
, J
i
J
j

(i)>
B
(j)
e, J
j
J
i

(j)>
B
(i)
e

2
= O(h
3
); i; j = 1; : : : ; d:
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Since J
ij
+ J
ji
= J
i
J
j
, these conditions are equivalent to

(i)>
e = 1; i = 0; : : : ; d

(i)>
B
(j)
e+ 
(j)>
B
(i)
e = 1; i; j = 1; : : : ; d:
Thus methods constructed in such a manner will have strong order 1. Taking this
result together with a bound on the strong order of such methods with d = 1 given in
Chapter 3, the following result can be stated.
Theorem 4.3.2 For problems with d Wiener processes in which
[g
i
; g
j
]  g
0
i
(y)(g
j
(y)), g
0
j
(y)(g
i
(y)) = 0; 8 i 6= j; i; j = 1; : : : ; d; 8 y
then a strong order of 1 is attainable by methods of the form (4.28) when

(i)>
e = 1; i = 0; : : : ; d; 
(i)>
B
(j)
e+ 
(j)>
B
(i)
e = 1; i; j = 1; : : : ; d:
The bound given by Theorem 4.3.1 (for an arbitrary multi-Wiener process system
with non-commuting components) is a very pessimistic result, as order 0.5 can be
achieved by implementing the Euler-Maruyama method with just s = 1. In the one
Wiener process case in Chapter 3, it was found that an order bound could be broken
by including higher order Stratonovich integrals in the formulation of the Runge-Kutta
method. Thus consider now the SRK formulation
Y
i
= y
n
+
d
X
k=0
J
k
i 1
X
j=1
b
(k)
ij
g
k
(Y
j
) +
d
X
k=1
J
k0
h
i 1
X
j=1
d
(k)
ij
g
k
(Y
j
); i = 1;    ; s
y
n+1
= y
n
+
d
X
k=0
J
k
s
X
j=1

(k)
j
g
k
(Y
j
) +
d
X
k=1
J
k0
h
s
X
j=1


(k)
j
g
k
(Y
j
): (4.33)
In the joint paper by Burrage and Burrage (1997), it is shown that an SRK extended
in the manner of (4.33) still has a maximum order of 0.5, for a non-commutative SDE
with d Wiener processes, d > 1. This is now stated formally:
Theorem 4.3.3 For general non-commutative problems with more than one Wiener
process the maximum strong order of an SRK with random variables representing J
k
and
J
k0
h
; (k = 1; : : : ; d) is 0.5 irrespective of the number of stages. Only in the case
d = 1 (considered in Chapter 3) is a maximum strong order 1.5 attainable.
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Proof (see Burrage and Burrage (1997))
Now, for a method of the form (4.33), the order conditions for strong order 1 take
the form for the trees with 1 node
E

J
i
(1, 
(i)>
e),
J
i0
h

(i)>
e

2
= O(h
3
); i = 0; : : : ; d;
which is satised if and only if

(i)>
e = 1; 
(i)>
e = 0; i = 0; : : : ; d;
and for the trees with 2 nodes
X
ij
 E

J
ji
, (J
i

(i)>
+
J
i0
h

(i)>
)(J
j
B
(j)
e+
J
j0
h
D
(j)
e)

2
= O(h
3
); i; j = 0; : : : ; d:
Now for i = 1; : : : ; d;
E
h
J
4
i
i
; E

J
i
J
i0
h

2
; E

J
i0
h

4
and E

J
3
i
J
i0
h

are all O(h
2
) and so (as J
ij
+ J
ji
= J
i
J
j
) X
ii
= O(h
3
); i = 1; : : : ; d if and only if
1
2
= 
(i)>
B
(i)
e; 
(i)>
D
(i)
e+ 
(i)>
B
(i)
e = 0; 
(i)>
D
(i)
e = 0; i = 1; : : : ; d: (4.34)
For i; j = 1; : : : ; d; i 6= j let

1
= 
(i)>
B
(j)
e; 
2
= 
(i)>
D
(j)
e; 
3
= 
(i)>
B
(j)
e; 
4
= 
(i)>
D
(j)
e;
then X
ij
is given by
E [J
ji
]
2
+ 
2
1
E [J
i
J
j
]
2
+ 
2
2
E

J
i
J
j0
h

2
+ 
2
3
E

J
j
J
i0
h

2
+ 
2
4
E

J
i0
h
J
j0
h

2
,2
1
E [J
ji
J
i
J
j
], 2
2
E

J
ji
J
i
J
j0
h

, 2
3
E

J
ji
J
j
J
i0
h

, 2
4
E

J
ji
J
i0
h
J
j0
h

+2
1

2
E

J
2
i
J
j
J
j0
h

+ 2
1

3
E

J
i
J
2
j
J
i0
h

+ 2
1

4
E

J
i
J
j
J
i0
h
J
j0
h

+2
2

3
E

J
i
J
j
J
i0
h
J
j0
h

+ 2
2

4
E
"
J
i
J
i0
h

J
j0
h

2
#
+ 2
3

4
E
"
J
j
J
j0
h

J
i0
h

2
#
;
which from Table 4.3 gives
X
ij
= h
2
 
1
2
+ 
2
1
+

2
2
3
+

2
3
3
+

2
4
9
, 
1
,
2
2
3
,

3
3
,

4
3
+
1

2
+ 
1

3
+

1

4
2
+

2

3
2
+

2

4
3
+

3

4
3
!
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and this can be written as a quadratic form X
ij
= h
2

1
2
+
>
G, v
>


where

>
=


1

2

3

4

; v
>
=

1
2
3
1
3
1
4

(4.35)
and G is a symmetric positive denite matrix with
G =
0
B
B
B
B
@
1
1
2
1
2
1
4
1
2
1
3
1
4
1
6
1
2
1
4
1
3
1
6
1
4
1
6
1
6
1
9
1
C
C
C
C
A
:
The minimum value of X
ij
occurs when
 =
1
2
G
 1
v =

1
2
1 ,1 0

>
(4.36)
in which case
X
ij
=
h
2
4

2 , v
>
G
 >
v

=
h
2
12
(4.37)
and so the maximum order (for d > 1) is 0.5.
2
An inspection of the order conditions, for the d = 2 case, given in Table 4.2 shows
the occurrence of Stratonovich integrals J
12
and J
21
, and indeed it is these terms (when
considering non-commutative SDE systems) that cause the order restriction. However
it is not sucient to include such terms just in the intermediate stages Y
i
of a Runge-
Kutta method. The following result is also from Burrage and Burrage (1997):
Theorem 4.3.4 For general problems with more than one Wiener process the max-
imum strong order of an s-stage SRK with random variables representing all order 1
and order 2 Stratonovich integrals is 0.5 irrespective of the number of stages.
Proof
The random variables to be included in the formulation of the SRK are of the form
J
kj
p
h
(k; j = 1; : : : d; k 6= j) as well as J
k
and
J
k0
h
(k = 1; : : : d). Note that the J
kj
have
to be scaled by
p
h so that they inuence the order 1 and order 2 trees. In this case
the appropriate formulation is given by
Y
i
= y
n
+
d
X
k=0
i 1
X
j=1
Z
(k)
ij
g
k
(Y
j
); i = 1;    ; s
y
n+1
= y
n
+
d
X
k=0
s
X
j=1
z
(k)
j
g
k
(Y
j
)
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with
Z
(0)
= J
0
B
(0)
; Z
(k)
= J
k
B
(k)
+
J
k0
h
D
(k)
+
d
X
l=1;l6=k
J
kl
p
h
D
(k;l)
; k = 1; : : : d (4.38)
z
(0)
= J
0

(0)
; z
(k)
= J
k

(k)
+
J
k0
h

(k)
+
d
X
l=1;l6=k
J
kl
p
h

(k;l)
; k = 1; : : : d: (4.39)
The order condition for trees with 1 node is now
E
2
4
J
i
(1 , 
(i)>
e),
J
i0
h

(i)>
e,
d
X
l=1;l6=i
J
il
p
h

(i;l)>
e
3
5
2
= O(h
3
); i = 0; : : : ; d
and this is equivalent to requiring

(i)>
e = 1; i = 0; : : : ; d

(i)>
e = 0; i = 1; : : : ; d

(i;l)>
e = 0; i; l = 1; : : : ; d (i 6= l):
9
>
=
>
;
(4.40)
The order condition for trees with 2 nodes is now X
ij
= O(h
3
) (for l; j = 1; : : : ; d)
where X
ij
is given by
E
2
4
J
ji
,
0
@
J
i

(i)>
+
J
i0
h

(i)>
+
d
X
l=1;l6=i
J
il
p
h

(i;l)>
1
A
0
@
J
j
B
(j)
e+
J
j0
h
D
(j)
e+
d
X
l=1;l6=j
J
jl
p
h
D
(j;l)
e
1
A
3
5
2
:
But
X
ii
= E

J
2
i
(
1
2
, 
(i)>
B
(i)
e), J
i
J
i0
h
(
(i)>
D
(i)
e+ 
(i)>
B
(i)
e)
,(
J
i0
h
)
2

(i)>
D
(i)
e,
d
X
l=1;l6=i
J
i
J
il
p
h
(
(i)>
D
(i;l)
e+ 
(i;l)>
B
(i)
e)
,
d
X
l=1;l6=i
J
i0
h
J
il
p
h
(
(i)>
D
(i;l)
e+ 
(i;l)>
D
(i)
e)
,(
d
X
l=1;l6=i
J
il
p
h

(i;l)>
)(
d
X
l=1;l6=i
J
il
p
h
D
(i;l)
e)
3
5
2
:
Since the expectation of the squares of each of the random variable components is
O(h
2
); X
ii
is O(h
3
) for i = 1; : : : ; d with
1
2
= 
(i)>
B
(i)
e; 
(i)>
D
(i)
e = 0

(i)>
D
(i;l)
e+ 
(i;l)>
B
(i)
e = 0;

(i)>
D
(i;l)
e+ 
(i;l)>
D
(i)
e = 0

(i;l)
D
(i;l)
e = 0;
9
>
=
>
;
l = 1; : : : ; d (l 6= i):
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Finally X
ij
(i 6= j) is expanded as
E
2
4
J
ji
, (
1
J
i
J
j
+ 
2
J
i
J
j0
h
+ 
3
J
j
J
i0
h
+ 
4
J
i0
h
J
j0
h
+
X
l6=j
 
l
J
i
J
jl
p
h
+
X
l6=i
 
l
J
j
J
il
p
h
+
X
l6=j

l
J
i0
h
J
jl
p
h
+
X
l6=j

l
J
j0
h
J
il
p
h
+
d
X
l=1;l6=i
d
X
k=1;k 6=j

ik
J
il
p
h
J
kj
p
h
)
3
5
2
:
This can be written as a quadratic form based on the vector  of length (d+1)
2
with
components

1
; : : : ; 
4
;  
1
; : : : ;  
j 1
;  
j+1
; : : : ;  
d
;  
1
; : : : ;  
i 1
;  
i+1
; : : : ;  
d
;

1
; : : : ; 
j 1
; 
j+1
; : : : ; 
d
; 
1
; : : : ; 
i 1
; 
i+1
; : : : ; 
d
; 
21
; : : : ; 
d;d 1
as
X
ij
= h
2

1
2
+ 
>
G, v
>


: (4.41)
Here v
>
is also a vector of length (d+1)
2
whose rst 4 elements are as in (4.35). In
order to nd values for the remaining elements of v, Theorem 2.6.1 (which states that
the expectation of the product of an arbitrary number of Stratonovich integrals is zero
if the total of non-zero indices in the Stratonovich integrals is odd) is applied to the
cross-product terms in X
ij
(i 6= j) which correspond to the linear terms in , that is
E
"
J
ji
J
i
J
jl
p
h
#
; E
"
J
ji
J
j
J
il
p
h
#
; E
"
J
ji
J
i0
h
J
jl
p
h
#
; E
"
J
ji
J
j0
h
J
il
p
h
#
; E
"
J
ji
J
il
p
h
J
kj
p
h
#
;
where l 6= i and j 6= k. By Theorem 2.6.1 these expectations are all zero. Thus v has
only 4 elements nonzero and these are as in (4:35); consequently the minimum value
of X
ij
is
h
2
12
(as in (4.37)). Therefore it is not possible to attain strong order greater
than 0.5.
2
In the following section, it will be seen how a method that includes the Stratonovich
integral J
21
acting on a commutator term (in at least the update stage of the Runge-
Kutta method) can attain strong order 1.0 in the d = 2 case.
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4.4 Derivation of \Non-Commutative" Methods NC,
ND and N4
In this section, multi-stage methods of mean-square order 1 that are suitable for Non-
Commutative problems with d = 2 are derived. It will be shown that it is not possible
to have such a method in only 2 stages, and so two 3-stage methods and one 4-stage
method are derived.
In the previous section it was demonstrated that, in general, a method using just
J
i
(i = 1;    ; d) could not attain order more than 0.5 for a multi-Wiener process
non-commuting SDE system; reverting now to the particular example of two Wiener
processes, and letting
Z
(1)
=
 
0 0
J
1
b
(1)
21
0
!
; Z
(2)
=
 
0 0
J
2
b
(2)
21
0
!
along with z
(1)>
=

J
1

(1)
1
; J
1

(1)
2

; z
(2)>
=

J
2

(2)
1
; J
2

(2)
2

; then the conditions from
trees 8, 12, 11 and 9 give, respectively,
E(J
11
, z
(1)>
Z
(1)
e)
2
= E(
1
2
J
2
1
, J
2
1

(1)
2
b
(1)
21
)
2
= 3h
2
(
1
2
, 
(1)
2
b
(1)
21
)
2
(4.42)
= 0 () 
(1)
2
b
(1)
21
=
1
2
E(J
22
, z
(2)>
Z
(2)
e)
2
= 0 () 
(2)
2
b
(2)
21
=
1
2
(4.43)
E(J
12
, z
(2)>
Z
(1)
e)
2
= E(J
12
, J
1
J
2

(2)
2
b
(1)
21
)
2
= h
2
(
1
2
, 2
(2)
2
b
(1)
21
+ (
(2)
2
b
(1)
21
)
2
)
= 0 () 
(2)
2
b
(1)
21
=
1
2
(2 
p
2)
E(J
21
, z
(1)>
Z
(2)
e)
2
= E(J
21
, J
1
J
2

(1)
2
b
(2)
21
)
2
= 0 () 
(1)
2
b
(2)
21
=
1
2
(2
p
2);
but combining these results leads to a contradiction and so there is no solution if the
method of this form has just 2 stages and if order greater than 0.5 is required..
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Before rejecting the 2-stage possibility completely, inspection of (4.26) shows that
the rst terms with contributions from both Wiener processes are
g
0
1
(y
0
)(g
2
(y
0
))J
21
and g
0
2
(y
0
)(g
1
(y
0
))J
12
and it is these terms that cause the diculty with the existing structure of the Runge-
Kutta method. So, to construct a method suitable for non-commutative problems, the
following formulation of the explicit stochastic Runge-Kutta method will be considered:
Y
i
= y
n
+ h
i 1
X
j=1
a
ij
g
0
(Y
j
) + J
1
i 1
X
j=1
b
(1)
ij
g
1
(Y
j
) + J
2
i 1
X
j=1
b
(2)
ij
g
2
(Y
j
)
+J
21
i 1
X
j=1
b
(21)
ij
(g
0
1
(Y
j
)(g
2
(Y
j
)), g
0
2
(Y
j
)(g
1
(Y
j
)))
y
n+1
= y
n
+ h
s
X
i=1

i
g
0
(Y
i
) + J
1
s
X
i=1

(1)
i
g
1
(Y
i
) + J
2
s
X
i=1

(2)
i
g
2
(Y
i
) + (4.44)
+J
21
s
X
i=1

(21)
i
(g
0
1
(Y
i
)(g
2
(Y
i
)), g
0
2
(Y
i
)(g
1
(Y
i
))) :
This will be written in tableau form
J
0
A

>
; J
1
B
(1)

(1)>
; J
2
B
(2)

(2)>
; J
21
B
(21)

(21)>
:
Clearly when there is commutativity between g
1
and g
2
, this method reduces to
the previous situation. Since a method of this form could be expensive to implement
(because of the derivative terms), it is important to keep the costs as low as possible
and so it is desirable to let B
(21)
 0.
This is similar to the formulation given in (4.27), where d = 2 and
Z
(0)
ij
= ha
ij
; Z
(1)
ij
= J
1
b
(1)
ij
; Z
(2)
ij
= J
2
b
(2)
ij
; z
(0)
j
= h
j
; z
(1)
j
= J
1

(1)
j
; z
(2)
j
= J
2

(2)
j
;
and the local error coecients given in Table 4.2 will still hold, except for the trees
with contributions from both Wiener processes. In this case, for example, these local
error coecients (from trees 9 and 11) would be modied as follows:
J
21
, J
1
J
2

(1)>
B
(2)
e, J
21

(21)>
e (4.45)
and J
12
, J
1
J
2

(2)>
B
(1)
e+ J
21

(21)>
e:
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Still considering the 2-stage possibility, if 
(21)>
e = 1 then the local error coecients
given in (4.45) lead to
E(J
21
, J
1
J
2

(1)>
B
(2)
e, J
21

(21)>
e)
2
= E(J
1
J
2

(1)>
B
(2)
e)
2
= O(h
2
):
This only vanishes if

(1)>
B
(2)
e = 0 (4.46)
and
E(J
12
, J
1
J
2

(2)>
B
(1)
e+ J
21

(21)>
e)
2
= E(,J
21
+ J
1
J
2
(1 , 
(2)>
B
(1)
e) + J
21

(21)>
e)
2
= E(J
1
J
2
(1, 
(2)>
B
(1)
e))
2
= O(h
2
);
and in turn this only vanishes if

(2)>
B
(1)
e = 1: (4.47)
However the results from (4.42) and (4.43) are

(1)
2
b
(1)
21
=
1
2
; 
(2)
2
b
(2)
21
=
1
2
while, for a 2-stage method, (4.46) and (4.47) give

(1)
2
b
(2)
21
= 0; 
(2)
2
b
(1)
21
= 1
and thus there is a contradiction. Consequently even with J
21
included in the formu-
lation, there is no 2-stage stochastic Runge-Kutta method (of strong order 1) suitable
for non-commutative problems, and a method of the form (4.44) must have at least 3
stages.
Now the order conditions for trees 1, 2, 3 can be written

1
+ 
2
+ 
3
= 1

(1)
1
+ 
(1)
2
+ 
(1)
3
= 1

(2)
1
+ 
(2)
2
+ 
(2)
3
= 1
9
>
=
>
>
;
(4.48)
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while those from trees 8, 12 and trees 9 and 11 (modied as in (4.44)) become

(1)
2
B
(1)
21
+ 
(1)
3
B
(1)
31
+ 
(1)
3
B
(1)
32
=
1
2

(2)
2
B
(2)
21
+ 
(2)
3
B
(2)
31
+ 
(2)
3
B
(2)
32
=
1
2

(2)
2
B
(1)
21
+ 
(2)
3
B
(1)
31
+ 
(2)
3
B
(1)
32
= 1

(1)
2
B
(2)
21
+ 
(1)
3
B
(2)
31
+ 
(1)
3
B
(2)
32
= 0:
These last equations can be represented compactly as


(1)
2
; 
(1)
3

=

1
2
; 0

0
@
B
(1)
21
B
(2)
21
B
(1)
31
+B
(1)
32
B
(2)
31
+B
(2)
32
1
A
 1


(2)
2
; 
(2)
3

=

1;
1
2

0
@
B
(2)
21
B
(1)
21
B
(2)
31
+B
(2)
32
B
(1)
31
+B
(1)
32
1
A
 1
:
9
>
>
>
=
>
>
>
>
;
(4.49)
From this it can be seen that matrices B
(1)
and B
(2)
must be distinct, as otherwise the
matrices on the right-hand-side of (4.49) would be singular.
The other order conditions arising from trees with up to 2 nodes are:
E(J
10
, hJ
1

>
B
(1)
e)
2
= h
3
(
1
3
, 
>
B
(1)
e+ (
>
B
(1)
e)
2
)
E(J
20
, hJ
2

>
B
(2)
e)
2
= h
3
(
1
3
, 
>
B
(2)
e+ (
>
B
(2)
e)
2
)
E(J
01
, hJ
1

(1)>
Ae)
2
= h
3
(
1
3
, 
(1)>
Ae+ (
(1)>
Ae)
2
)
E(J
02
, hJ
2

(2)>
Ae)
2
= h
3
(
1
3
, 
(2)>
Ae+ (
(2)>
Ae)
2
);
and the respective minima solutions are

>
B
(1)
e =
1
2
; 
>
B
(2)
e =
1
2
; 
(1)>
Ae =
1
2
; 
(2)>
Ae =
1
2
:
Trees 25 and 52, together with 39 and 66, give the conditions
E(J
111
,
1
2
J
3
1

(1)>
(B
(1)
e)
2
)
2
= O(h
3
)
E(J
111
, J
3
1

(1)>
B
(1)2
e)
2
= O(h
3
)
E(J
222
,
1
2
J
3
2

(2)>
(B
(2)
e)
2
)
2
= O(h
3
)
E(J
222
, J
3
2

(2)>
B
(2)2
e)
2
= O(h
3
)
9
>
>
>
=
>
>
;
(4.50)
respectively, and these are minimised for

(1)>
(B
(1)
e)
2
=
1
3
; 
(1)>
B
(1)2
e =
1
6
; 
(2)>
(B
(2)
e)
2
=
1
3
; 
(2)>
B
(2)2
e =
1
6
:
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The other 3-node stochastic trees will contribute to the overall error in
q
O(h
3
); but
for the purposes of demonstrating the eectiveness of this style of method for non-
commutative problems, just the error coecients from (4.50) will be minimised.
Thus the order conditions to be solved can be written concisely as

>

e;B
(1)
e;B
(2)
e

=

1;
1
2
;
1
2


(1)>

e;B
(1)
e;B
(2)
e

=

1;
1
2
; 0


(2)>

e;B
(1)
e;B
(2)
e

=

1; 1;
1
2


(21)>
e = 1;
9
>
>
>
>
=
>
>
>
>
;
(4.51)
together with

(1)>

Ae; (B
(1)
e)
2
; B
(1)2
e

=

1
2
;
1
3
;
1
6


(2)>

Ae; (B
(2)
e)
2
; B
(2)2
e

=

1
2
;
1
3
;
1
6

:
The right-most conditions

(1)>
B
(1)2
e =
1
6
; 
(2)>
B
(2)2
e =
1
6
; (4.52)
produce the solutions
B
(1)
32
= 1=(6
(1)
3
B
(1)
21
); B
(2)
32
= 1=(6
(2)
3
B
(2)
21
);
respectively.
Letting V = (e; b; d), where b = B
(1)
e and d = B
(2)
e, then

>
=

1;
1
2
;
1
2

V
 1

(1)>
=

1;
1
2
; 0

V
 1

(2)>
=

1; 1;
1
2

V
 1
;
9
>
>
=
>
>
;
(4.53)
this leaves (writing c = Ae)

(1)>
c =
1
2
; 
(2)>
c =
1
2
; 
(1)>
b
2
=
1
3
; 
(2)>
d
2
=
1
3
: (4.54)
The condition from tree 4 (
>
Ae =
1
2
) is often desirable as this gives a purely de-
terministic method of order 2 (which is useful when solving SDEs with very small
stochasticity), but in this case there is no solution if this equation is included with
(4.54). Furthermore, it will be assumed that 
(21)>
= (1; 0; 0):
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Choosing equally-spaced weights c =

0;
1
2
; 1

>
, MAPLE produces the following
solution for the method (of strong order 1) hereafter designated `ND':
A =
0
B
@
0 0 0
1
2
0 0
1 , 
1

1
0
1
C
A
; B
(21)
=
0
B
@
0 0 0
0 0 0
0 0 0
1
C
A

>
= (
2
+ 1;,2
2
; 
2
); 
(21)>
= (1; 0; 0)
B
(1)
=
0
B
@
0 0 0

3
0 0

4

5
0
1
C
A
; B
(2)
=
0
B
@
0 0 0

7
0 0

8

9
0
1
C
A

(1)>
= (
6
; 1, 2
6
; 
6
); 
(2)>
= (
10
; 1, 2
10
; 
10
)
(4.55)
where

1
= 0:1225858939; 
2
= 2:719181814

3
= 0:1237084985; 
4
= ,0:2270537397

5
= 0:6583495776; 
6
= 2:046410015

7
= ,0:3762915015; 
8
= ,0:4757631287

9
= ,0:09294103344; 
10
= 4:765591829:
For this solution,
b = (0; 0:1237084985; 0:4312958379)
>
and d = (0;,0:3762915015;,0:5687041621)
>
:
Also, the desirable condition 
>
A
2
e =
1
6
was imposed to obtain a solution for A. Note
that through the B
(21)
matrix only the term J
21
(g
0
1
(y
n
)(g
2
(y
n
)), g
0
2
(y
n
)(g
1
(y
n
))) need
be computed; this requires 2 Jacobian evaluations but gives an increase in strong order
from 0.5 to 1. Alternatively, for cheaper implementation, choose B
(1)
32
= B
(2)
32
= 0
(which means that not all of (4.50) have actually been minimised). For this method,
designated NC (also of strong order 1.0), the changes to the parameter values given
in (4.55) are

4
= 0:4312958379

5
= 0

8
= ,0:5687041621

9
= 0:
9
>
>
=
>
>
>
;
(4.56)
This section will conclude with the derivation of a 4-stage method (for which the
deterministic component is at least order 2) suitable for solving non-commutative SDEs
with two Wiener processes. Recall from earlier in this section that the desirable condi-
tion 
>
Ae =
1
2
could not be satised with s = 3. Indeed (for s = 3; d = 2), 
>
Ae = 0
always holds, thus contributing, for example,
1
2
h
2
G
2
0
to the local error when solving the
linear SDE
dy(t) = G
0
y(t)dt+G
1
y(t)  dW
1
(t) +G
2
y(t)  dW
2
(t): (4.57)
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This is demonstrated by analysing the order conditions for s = 3; d = 2 : as the
following must hold,

(1)>
c =
1
2
; 
(1)>
b =
1
2
; 
(1)>
d = 0

(2)>
c =
1
2
; 
(2)>
b = 1; 
(2)>
d =
1
2

>
b =
1
2
; 
>
d =
1
2
then

(1)>
=

1
2
; 0

 
b
2
d
2
b
3
d
3
!
 1
; 
(2)>
=

1;
1
2

 
b
2
d
2
b
3
d
3
!
 1
and so
1
2
=

1
2
; 0

 
b
2
d
2
b
3
d
3
!
 1
 
c
2
c
3
!
;
1
2
=

1;
1
2

 
b
2
d
2
b
3
d
3
!
 1
 
c
2
c
3
!
;
but this implies that
 
b
2
d
2
b
3
d
3
!
 1
 
c
2
c
3
!
=
 
1
,1
!
;
and consequently

>
Ae = 
>
c =

1
2
;
1
2

 
b
2
d
2
b
3
d
3
!
 1
 
c
2
c
3
!
=

1
2
;
1
2

 
1
,1
!
= 0:
For s = 4, it is possible to satisfy 
>
Ae =
1
2
: The order conditions are as given
previously in (4.53) and (4.54), but now it is necessary to writeW = (e; b; d; c), so that

>
=

1;
1
2
;
1
2
;
1
2

W
 1
;

(1)>
=

1;
1
2
; 0;
1
2

W
 1
;

(2)>
=

1; 1;
1
2
;
1
2

W
 1
:
There are now many free parameters, so for method N4, matrix A is chosen to be
the Classical Runge-Kutta method of order 4. In addition, for simplicity, b
4
= 1 and
d
4
=
3
4
: With some free parameters still available, there are a number of solutions. It
is possible (but complicated) to look also at minimising as many of the other local
error coecients as possible. Using MAPLE, one solution is for the method hereafter
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designated N4 (of strong order 1.0):
A =
0
B
B
B
B
@
0 0 0 0
1
2
0 0 0
0
1
2
0 0
0 0 1 0
1
C
C
C
C
A
; B
(21)
=
0
B
B
B
B
@
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1
C
C
C
C
A

>
= (
1
6
;
1
3
;
1
3
;
1
6
); 
(21)>
= (1; 0; 0; 0)
B
(1)
=
0
B
B
B
B
@
0 0 0 0

1
0 0 0
0 1, 
1
0 0

2
1, 
2
0 0
1
C
C
C
C
A
; B
(2)
=
0
B
B
B
B
@
0 0 0 0

3
0 0 0
0 
4
0 0

5
3
4
, 
5
0 0
1
C
C
C
C
A

(1)>
= (1:5;,1:0;,1:0; 1:5); 
(2)>
= (
6
; 
7
; 
8
; 
6
)
(4.58)
where

1
= 1:0773502693; 
2
= 0:9484331539

3
= 0:5970374236; 
4
= 0:5279625764

5
= ,0:767257320; 
6
= 0:2464274294

7
= 0:6865852723; 
8
= ,0:1794401317:
4.5 Non-commutative Methods for d Wiener Pro-
cesses
This section contains a description of the methodology required for deriving methods
suitable for problems that are non-commutative in [g
i
; g
j
], i; j = 1;    ; d. A method
of strong order 1 suitable for an arbitrary number (d) of Wiener processes will be con-
structed; in particular, for d = 2; the 3-stage method N3 will be derived. Methods with
this formulation are particularly suited to implementation in a parallel environment.
Firstly, recall that the work in the preceding section demonstrated that, for d = 2,
an SRK of strong order 1 needed to have at least 3 stages. Indeed, the next theorem
extends this to the multi-Wiener process case, where it is shown that methods of strong
order 1 need a large number of intermediate stages Y
i
if d is large.
Theorem 4.5.1 To obtain strong order of convergence 1 for a method suitable for
solving non-commutative problems with d Wiener processes, the number of stages s in
the method must satisfy s > d.
Proof In the general case with d Wiener processes, it is clear that if the number of
stages is s (and = d+1), then there is a solution, the outline of which is now described.
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The order conditions from the 2-node stochastic trees (along with the appropriate
modication specied in (4.45)) can be summarised as

(1)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1;
1
2
; 0;    ; 0


(2)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1; 1;
1
2
;    ; 0

.
.
. =
.
.
. (4.59)

(d)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1; 1;    ; 1;
1
2

and so represents a system (d  s)  (s  (d + 1)); when s = d + 1 and the b
(i)
are
chosen so that the inverse exists, then there is a solution for 
(i)
:
0
B
B
B
B
B
@

(1)>
.
.
.
.
.
.

(d)>
1
C
C
C
C
C
A
=
0
B
B
B
B
B
@
1
1
2
0    0
1 1
1
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1    1
1
2
1
C
C
C
C
C
A

e; b
(1)
;    ; b
(d)

 1
:
It is now necessary to demonstrate that there is no solution if s = d.
Write
e

(i)
= (
(i)
2
;    ; 
(i)
s
);
e
b
(i)
= (b
(i)
2
;    ; b
(i)
s
). Then the following (d,1)(d,1)
subsystem needs to be solved:
0
B
B
B
B
B
@
e

(1)>
.
.
.
.
.
.
e

(d 1)>
1
C
C
C
C
C
A

e
b
(1)
;    ;
e
b
(d 1)

=
0
B
B
B
B
B
@
1
2
0    0
1
1
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
1    1
1
2
1
C
C
C
C
C
A
; (4.60)
so, assuming the inverse exists,
0
B
B
B
B
B
@
e

(1)>
.
.
.
.
.
.
e

(d 1)>
1
C
C
C
C
C
A
=
0
B
B
B
B
B
@
1
2
0    0
1
1
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
1    1
1
2
1
C
C
C
C
C
A

e
b
(1)
;    ;
e
b
(d 1)

 1
:
But also 
(i)>
b
(d)
= 0 for i = 1;    ; d , 1, which (as b
(i)
1
= 0; i = 1;    ; d, for all
explicit SRKs) leads to the representation
0 =
0
B
B
B
B
B
@
1
2
0    0
1
1
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
1    1
1
2
1
C
C
C
C
C
A

e
b
(1)
;    ;
e
b
(d 1)

 1
e
b
(d)
:
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Consequently, either (i)
e
b
(d)
= 0 or (ii)

e
b
(1)
;    ;
e
b
(d 1)

 1
e
b
(d)
= 0. For (ii), this means
that

e
b
(1)
;    ;
e
b
(d 1)

is singular which is impossible from (4.60); for (i),
e
b
(d)
= 0 )
b
(d)
= 0, but then there is a contradiction as 
(d)>
b
(d)
=
1
2
6= 0: Therefore, no solution
is possible if s = d:
2
This section concludes with the derivation of a general \non-commutative" method
of strong order 1. It is necessary to include in the formulation of the method terms
to represent each non-commutative derivative combination [g
i
; g
j
] dened to be g
0
i
g
j
,
g
0
j
g
i
; i; j = 1;    ; d: The associated Stratonovich integral will be J
ij
, and the weight
parameters will be 
(ij)>
: Thus what follows is the construction of explicit methods,
suitable for non-commutative problems, that have strong order 1 for any positive integer
d. Furthermore, the methods will be designed to be as cheap as possible to implement
and will be able to exploit parallelism eciently.
From Theorem 4.5.1, it was seen that the number of stages s must satisfy s > d in
order to attain strong order 1. For the methods about to be constructed, s will equal
d+1. Extending the analysis carried out at the beginning of the previous section from
d = 2 to an arbitrary number d of Wiener processes, it can be seen that for strong
order 1 it is necessary that (cf. (4.51) and (4.59))

>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1;
1
2
;    ;
1
2


(1)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1;
1
2
; 0;    ; 0


(2)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1; 1;
1
2
;    ; 0

.
.
. =
.
.
.

(d)>

e; b
(1)
; b
(2)
;    ; b
(d)

=

1; 1;    ; 1;
1
2


(kj)>
e = 1; k; j = 1;    ; d; j < k:
By choosing the vectors 
(kj)>
= e
1
8k; j and b
(i)
= 
i
e
i+1
; i = 1;    ; d where
e
1
; e
2
;    ; e
d+1
are the basis vectors for IR
d+1
, then the general method takes the form
Y
1
= y
n
Y
i
= y
n
+ h
i 1
X
j=1
a
ij
g
0
(Y
j
) + J
i 1

i 1
g
i 1
(y
n
); i = 2;    ; d + 1 (4.61)
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yn+1
= y
n
+ h
>
g
0
(Y ) +
d
X
k=1
J
k

(k)>
g
k
(Y )
+
X
1i<kd
J
ki
(g
0
i
(y
n
)(g
k
(y
n
)), g
0
k
(y
n
)(g
i
(y
n
)))
where, owing to the simple structure of the matrix

e; b
(1)
; b
(2)
;    ; b
(d)

which has
inverse

e; b
(1)
; b
(2)
;    ; b
(d)

 1
=
0
B
B
B
B
B
B
B
B
@
1 0 0    0
,
1

1
1

1
0    0
,
1

2
0
1

2
.
.
.
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
,
1

d
0    0
1

d
1
C
C
C
C
C
C
C
C
A
;
the solutions to 
>
and 
(i)>
can be written explicitly:

(i)>
=
0
@
1 ,
i 1
X
j=1
1

j
,
1
2
i
;
1

1
;    ;
1

i 1
;
1
2
i
; 0;    ; 0
1
A
; i = 1;    ; d (4.62)

>
=
0
@
1,
1
2
d
X
j=1
1

j
;
1
2
1
;    ;
1
2
d
1
A
: (4.63)
Furthermore, if

>
c =
1
2
(4.64)
the deterministic component has order 2, while selecting

(i)>
c =
1
2
; i = 1;    ; d (4.65)
minimises some of the error constants associated with the h
3=2
-term. Substituting
(4.62) and (4.63) into (4.65) implies (with c
1
= 0 as the method is to be explicit)

j
= (,1)
j+1
c
j+1
; j = 1;    ; d, 1: (4.66)
If d is even, then c
d+1
= 0 and 
d
is free, while if d is odd, 
d
= c
d+1
: Using (4.63)
and (4.66) then it is found that (4.64) is automatically satised if d is odd (as pairs of
terms will sum to zero, while an odd number of these terms sums to 1). On the other
hand, if d is even, then (4.64) and (4.65) cannot all be satised. However, if (4.64) and
the rst d, 1 equations in (4.65) are solved, then

>
c =
1
2
, c
d+1
= 0;
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and in this case, the d
th
equation of (4.65) becomes 
(d)>
c = 1. Finally, if the matrix
A is also chosen so that only the rst column has non-zero elements, then (4.61) can
be written as
Y
1
= y
n
Y
i
= y
n
+ hc
i
g
0
(y
n
) + J
i 1

i 1
g
i 1
(y
n
); i = 2;    ; d + 1 (4.67)
y
n+1
= y
n
+ h
>
g
0
(Y ) +
d
X
k=1
J
k

(k)>
g
k
(Y )
+
X
1i<kd
J
ki
(g
0
i
(y
n
)(g
k
(y
n
)), g
0
k
(y
n
)(g
i
(y
n
)))
Y = (Y
>
1
;    ; Y
>
s
)
>
where the coecients are given by (4.62), (4.63) and (4.66). One possibility for choosing
the c
i
is for them to be equally spaced between real numbers a and b; which are to
be chosen; taking b = 1, then a is determined by solving the `next' deterministic
order condition 
>
c
2
=
1
3
: Recalling that when d is even, c
d+1
= 0 and so there are
d , 1 parameters to choose (c
2
;    ; c
d
) while for d odd, there are d parameters, then
equally-spaced weights are determined by the expressions
d even c
i
= a+
(i 2)(b a)
d 2
; i = 2;    ; d
d odd c
i
= a+
(i 2)(b a)
d 1
; i = 2;    ; d+ 1:
(4.68)
Now,

>
c
2
=
1
2
(
c
2
2

1
+
c
2
3

2
+   +
c
2
d

d 1
+
c
2
d+1

d
) =
1
3
: (4.69)
For d even, (4.69) is true if and only if
c
2
, c
3
+    + c
d 2
, c
d 1
+ c
d
=
2
3
; (4.70)
and as c
2i
, c
2i+1
= (,1)
b a
d 2
, then (4.70) becomes
1
2
(d, 2)(,1)
 
b, a
d , 2
!
+ b =
2
3
, a+ b =
4
3
:
Similarly, when d is odd, (4.69) is true if and only if
c
2
, c
3
+    + c
d 1
, c
d
+ c
d+1
=
2
3
; (4.71)
and as in this case c
2i
, c
2i+1
= (,1)
b a
d 1
; then (4.71) becomes
1
2
(d, 1)(,1)
 
b, a
d , 1
!
+ b =
2
3
, a+ b =
4
3
:
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Therefore, for b = 1 and for any d > 2; it turns out that a =
1
3
: (For d = 2 there is just
one parameter c
2
which is chosen to be
2
3
; equidistant from
1
3
and 1.) Thus for d > 2
and for b = 1, the c
i
are chosen according to (4.68), with c
d+1
= 0 in the case that d
is even. This completely describes a general explicit method of strong order 1 suitable
for solving non-commutative SDEs with any number d of Wiener processes.
Example 4.5.1 For d = 2, a method of the form (4.67) will be derived. The method
requires 3 stages, and
b
(1)
= (0; 
1
; 0)
>
= B
(1)
e
b
(2)
= (0; 0; 
2
)
>
= B
(2)
e

(1)>
= (1,
1
2
1
;
1
2
1
; 0)

(2)>
= (1 ,
1
2
1
,
1
2
2
;
1

1
;
1
2
2
)

>
= (1,
1
2
1
,
1
2
2
;
1
2
1
;
1
2
2
);

(21)>
= (1; 0; 0):
The choice c
2
=
2
3
= 
1
is made, and the free parameter 
2
is set to
1
2
: Thus the method
hereafter designated `N3' is

>
= (,
3
4
;
3
4
; 1); 
(1)>
= (
1
4
;
3
4
; 0); 
(2)>
= (,
3
2
;
3
2
; 1); (4.72)
A = B
(1)
=
0
B
@
0 0 0
2
3
0 0
0 0 0
1
C
A
; B
(2)
=
0
B
@
0 0 0
0 0 0
1
2
0 0
1
C
A
;
B
(21)
= 0
33

(21)>
= (1; 0; 0)
:
To derive a method of strong order 1.5 (or higher), order conditions belonging to
trees of order 1.5 must also vanish (for example, the conditions belonging to the trees
numbered 25, 28, 29, 30, 33, 34, 38, 39, 52, 55, 56, 57, 61, 64, 65, 66 (in Table 4.2).
This just includes the trees for when the SDE has two Wiener processes; each extra
Wiener process adds many more order conditions to be solved. So it can be seen that
the construction of such methods becomes extremely complicated for even small d and
will not be further addressed here.
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4.6 Implementation and Test Results
This chapter concludes with the presentation of test results demonstrating the eec-
tiveness of the new style of SRK derived to handle non-commutative SDE systems. For
multi-dimensional systems, the error is calculated as
error = k
#traj
X
i=1
abs(Y (T ), Y
T
)
i
k
2
where Y (T ) = actual solution at T , and Y
T
= numerical solution at T , for each trajec-
tory. In section 4.1 it was noted that, in order to obtain an accurate representation of
the solution to a linear non-commutative system, the stochastic version of the Magnus
formula needed to be applied successively, step-by-step, and it is in this manner that
Y (T ) is calculated.
Example 4.6.1 The test problem is that given in Example 3.9.4; the initial value
remains at y
0
= [1:0; 1:0]
>
, the integration is from 0 to 1, and 1000 trajectories are
averaged (to take into account the volatility associated with two Wiener processes).
The actual solution is computed step-by-step, as discussed above using the Magnus
formula accurate to order h
3=2
; and the results are presented in Table 4.4. The con-
vergence ratios given in Table 4.5 show both the `non-commutative' methods N3, NC
and N4 performing with a higher order than R2, as R2's order has been reduced by
the non-commutativity. Note also that for small h, the error in the NC method is an
order of magnitude less than the R2-error. Method N3 performs very similarly to NC.
In this example, the results for Platen's method (PL) were very similar to those for
R2, and are not presented here.
Table 4.4: Global Errors for Example 4.6.1, 1000 trajectories
h
1
4
1
8
1
16
1
32
1
64
R2 5.89(-1) 4.09(-1) 3.15(-1) 2.09(-1) 1.47(-1)
N3 4.89(-1) 2.58(-1) 1.51(-1) 7.54(-2) 3.89(-2)
NC 4.29(-1) 2.29(-1) 1.34(-1) 6.74(-2) 3.55(-2)
N4 6.74(-1) 3.80(-1) 2.15(-1) 1.11(-1) 5.75(-2)
Example 4.6.2 This example demonstrates that, although methods NC and N4 have
the same global order 1.0, the N4-errors are one-tenth of the NC-errors as method N4
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Table 4.5: Convergence Ratios, Example 4.6.1, 1000 trajectories
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
Average
R2 1.439 1.300 1.506 1.424 1.417
N3 1.896 1.706 2.005 1.940 1.887
NC 1.870 1.716 1.980 1.902 1.867
N4 1.775 1.763 1.945 1.927 1.853
has smaller local error coecients. Also, N4 performs better for problems with small
stochasticity as its A-matrix has order 4 (deterministically). The SDE is of the form
(4.57), where
G
0
=
 
,0:8750 0:1875
0:2500 ,0:6250
!
; G
1
=
 
0:01 0:10
0:10 0:01
!
; G
2
=
 
0:05 0:00
0:00 ,0:05
!
;
the initial value is [1.0,1.0]
>
, the integration is from 0 to 1, and the results (which are
again averaged over 1000 trajectories) are presented in Tables 4.6 and 4.7. (Platen's
method PL obtained the same order of errors as method NC, while method R2 per-
formed better than NC, due to the low stochasticity in the problem.)
Table 4.6: Global Errors for Example 4.6.2, 1000 trajectories
h
1
4
1
8
1
16
1
32
1
64
R2 3.46(-3) 1.40(-3) 8.12(-4) 5.38(-4) 3.54(-4)
N3 4.13(-3) 1.55(-3) 6.93(-4) 3.27(-4) 1.60(-4)
NC 3.57(-2) 1.66(-2) 8.01(-3) 3.92(-3) 1.94(-3)
N4 2.45(-3) 1.11(-3) 5.26(-4) 2.59(-4) 1.28(-4)
Table 4.7: Convergence Ratios, Example 4.6.2, 1000 trajectories
h;
h
2
1
4
;
1
8
1
8
;
1
16
1
16
;
1
32
1
32
;
1
64
Average
R2 2.465 1.728 1.511 1.520 1.806
N3 2.667 2.234 2.118 2.048 2.267
NC 2.150 2.072 2.044 2.018 2.071
N4 2.211 2.106 2.032 2.026 2.094
One measure of the value of a method is to determine the number of steps required to
reach a certain level of accuracy. Thus a method such as N4 (that achieves a high level of
accuracy with a larger stepsize) is very ecient. In a later chapter, two implementation
techniques are analysed (namely, xed stepsize, and variable stepsize via Embedding
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or Defect Control), and it will be seen that a variable stepsize implementation can be
eective in terms of implementation costs.
Example 4.6.3 This last example is a non-linear one from the eld of Satellite Dy-
namics. It arises from the study of the inuence of a rapidly uctuating density of
the atmosphere of the earth on the motion of a satellite in a circular orbit (Sagirow
(1970)). The basic equation is a second order one:
x
00
+ a
0
x
0
+ b
0
x = c
0
sin(2x); (4.73)
where the constants a
0
and c
0
are positive. If noise is introduced into the equation by
perturbing a
0
and b
0
by two independent Wiener processes dW
1
(t) and dW
2
(t), so that
they become a
0
+a
1
dW
1
(t); b
0
+ b
1
dW
2
(t); then the resulting problem can be written
as a rst order system
 
dy
1
dy
2
!
=
 
y
2
,b
0
y
1
+ c
0
sin(2y
1
), a
0
y
2
!
dt (4.74)
+
 
0 0
0 ,a
1
! 
y
1
y
2
!
dW
1
+
 
0 0
,b
1
0
! 
y
1
y
2
!
dW
2
:
In Chapter 5, this example is analysed in depth for asymptotic stability. For the
purposes of this chapter, however, the following parameters yield a problem that is
asymptotically stable for the xed point (0,0)
>
:
a
0
= 1:25; b
0
= 0:45; c
0
= 0:10; a
1
= 1:00; b
1
= 0:60:
Note that (4.74) is in Ito^ form. The corresponding Stratonovich form is
 
dy
1
dy
2
!
=
 
y
2
,b
0
y
1
+ c
0
sin(2y
1
), a
0
y
2
,
1
2
a
2
1
y
2
!
dt (4.75)
+
 
0 0
0 ,a
1
! 
y
1
y
2
!
 dW
1
+
 
0 0
,b
1
0
! 
y
1
y
2
!
 dW
2
:
As the actual solution to this problem is not known, the numerical results cannot be
presented in the same manner as in Examples 4.6.1 and 4.6.2. Instead, the integration
is carried out for the same number of steps (from the initial value (1.0,1.0)
>
), and Table
4.8 holds the evaluation of
q
y
2
1
+ y
2
2
at the endpoint T of the integration for each of
the methods R2, CL, NC, N4 and N3. Note that for this particular example, method
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N4 is only competitive for small h, while the closeness of the result to the xed point
(0,0)
>
is clearly demonstrated by method NC for much larger h. Indeed, NC shows its
superiority for each of the stepsizes used, but the excellent results for larger h indicate
the potential of this method for such non-commutative problems.
Table 4.8: Global Errors for Example 4.6.3, 1 trajectory
T h R2 CL NC N4 N3
200 1.00 3.1916(-1) 7.1128(-2) 8.5178(-4) - 10.09(00)
100 0.50 5.7436(-7) 3.9417(-4) 8.0335(-14) 2.3190(00) 4.02(-8)
50 0.25 1.0750(-4) 4.4059(-7) 2.9644(-7) 1.0121(-2) 1.38(-4)
20 0.10 1.9464(-1) 5.9594(-2) 7.4842(-2) 6.3900(-2) 8.82(-2)
4.7 Summary
The results of this chapter have demonstrated the following points.
 Commutators and Lie Brackets are required to represent the solution of a multi-
dimensional non-commutative system of dierential equations.
 Magnus (1954) derived an expression for 
(t) such that Y (t) = exp(
(t)) is
the solution to Y
0
(t) = A(t)Y (t): The expression involves commutators and Lie
Brackets.
 In this chapter, the Magnus formula is extended to the stochastic setting, for the
representation of the solution Y to
dY = G
0
Y dt+
d
X
i=1
G
i
Y  dW
i;t
:
 The stochastic version of the Magnus formula requires the calculation of multiple
stochastic integrals.
 Some multiple stochastic integrals need to be approximated, and a table presents
the results of these approximations for various truncation indices.
 For SDEs and numerical methods with dWiener processes, (d+1)-coloured trees
must be introduced to represent the complexities of the order conditions.
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 Stochastic Runge-Kutta methods using just J
i
and/or J
i0
=h, when applied to non-
commutative SDE systems with more than one Wiener process, have maximum
order 0.5 irrespective of the number of stages in the method.
 For non-commutative SDEs (with d = 2), a new method formulation is required
where there is a J
21
-factor in the update stage. This J
21
term is associated with
the commutator
g
0
1
(Y )g
2
(Y ), g
0
2
(Y )g
1
(Y ):
 Methods NC, ND and N4 are derived and are particularly suited for solving non-
commutative systems; they have 3, 3 and 4 stages respectively, and are of strong
order 1.0.
 The methodology for a general class of SRKs of strong order 1 suitable for solv-
ing non-commutative problems with an arbitrary number of Wiener processes is
established and a general method for arbitrary d is constructed. Method N3 is
the particular method of this form for the case d = 2.
 It is shown that for a method (suitable for solving non-commutative problems
with dWiener processes) to have strong order 1, it must have at least d+1 stages.
 Numerical results demonstrating the eectiveness of this new class of methods
are presented, for both linear and non-linear problems.
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Chapter 5
Stochastic Stability
As many SDEs cannot be solved explicitly, numerical schemes must be developed for
calculating accurate numerical approximations to the solution. It is also important
to analyse (via the coecients of the SDE) some of the qualitative behaviour of the
analytical solution. Taking both analytical and numerical solutions into account, it is
clear that a numerical method should possess certain stability properties; for example,
if the actual solution decays to zero in the long term, then so should the numerical
solution; similarly, if the actual solution is bounded, then the numerical solution must
also remain bounded. The concept of stability, as it is applied both to the SDE being
solved and to the numerical method, is thus extremely important.
This chapter presents various established denitions of stability for both ODEs and
SDEs, and analyses both linear and non-linear examples before applying the stability
analysis to some numerical methods. Thus the structure of this chapter is as follows:
 section 5.1: presentation of denitions of stability currently in the literature for
deterministic dierential equations;
 section 5.2: the extension of the deterministic stability concepts to stochastic
dierential equations;
 section 5.3: application of the stability concepts dened in the preceding section
to examples of stochastic dierential equations; this section also describes the
technique that allows the stability of a linear SDE system to be determined from
the stability properties of a deterministic dierential equation;
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 section 5.4: this section analyses in depth the stability of the Satellite Dynamics
problem, interpreted as a 2-dimensional SDE with two Wiener processes;
 section 5.5: given a stable linear scalar SDE, this section analyses the mean-
square stability of various numerical methods; mean-square stability regions are
plotted, and numerical results demonstrating the signicance of these regions are
presented;
 section 5.6: this section is the asymptotic stability counterpart of section 5.5;
 section 5.7: in this section a 2-stage method (RS) with maximal stability region
is constructed; although the method has larger error coecients than method
R2, it has signicantly larger mean-square and asymptotic stability regions than
either R2 or PL;
 section 5.8: this section is used to demonstrate the stability of various numerical
methods applied to two-dimensional examples;
 section 5.9: summarises the main points covered in this chapter.
5.1 Stability for ODEs
Consider rst the ordinary dierential equation given by
y
0
= f(t; y); y 2 IR
m
; t 2 IR (5.1)
where f is continuous in t and y, and Lipschitz-continuous in y, but where the analytical
solution is not known. In such a case, a numerical solution will approximate the true
solution, and each numerical solution is dependent on a given initial value (y(t
0
) =
y
0
2 IR
m
). It is important to be able to obtain qualitative behaviour about all the
numerical solutions that start with initial values that are in a small neighbourhood of
y
0
. The concept of stability denes the requirement that if two initial values are close,
then the two corresponding numerical solutions must also be close.
Given a function f as in (5.1), the point y(t) = 0 is called a critical point or
equilibrium point of f if f(t; y(t)) = 0; if indeed f(t; y(t)) = 0 for all t 2 IR, then
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the solution y(t) = 0 is referred to as an equilibrium solution. Then Lyapunov
stability is dened as follows (see Verhulst (1990), for example).
Denition 5.1.1 LetD  IR
m
be a neighbourhood of the point y = 0; let the solutions
of (5.1) starting at t = t
0
; y = y
0
be denoted by y(t; t
0
; y
0
). Then the solution y = 0
is said to be stable in the sense of Lyapunov if, for each " > 0 there exists
 = ("; t
0
) > 0 such that
ky(t; t
0
; y
0
)k  " for all t  t
0
and ky
0
k  :
Denition 5.1.2 The steady state solution y = 0 of equation (5.1) is said to be
asymptotically stable if y = 0 is stable and in addition there exists (t
0
) > 0 such
that
ky
0
k  (t
0
) =) lim
t!1
ky(t; t
0
; y
0
)k = 0:
Also due to Lyapunov are the concepts of uniform asymptotic stability (if  does
not depend on t
0
) and global asymptotic stability (if the solution is asymptotically
stable for any ).
Some stability results can be established by the use of a Lyapunov function
V (t; y) which must satisfy the conditions
V (t; 0) = 0;
V (t; y) > 0 for all y 6= 0; and
d
dt
V (t; y(t; t
0
; y
0
)) < 0 fort  t
0
and all y
0
suciently small:
If such a function V can be found, then the solution y = 0 is Lyapunov-stable.
There is no general procedure for determining a Lyapunov function, nor is it known
whether such a function will always exist (see Verhulst (1990), for example), but in
the cases when it can be dened, this provides a useful technique for establishing the
stability of an equilibrium solution.
The rest of this section will cover various stability concepts that have been dened
with regard to the numerical method (in this case, a Runge-Kutta method) being used
to obtain the solution. The denitions can be found in Hairer and Wanner (1991), for
example.
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The standard test equation used for establishing stability is the scalar linear initial
value problem
y
0
= y; y(t
0
) = y
0
: (5.2)
Note that the solution y(t) = exp((t, t
0
))y
0
is bounded if and only if Re()  0, and
the solution converges to zero if and only if Re() < 0. When a Runge-Kutta method
is applied over just one step to this problem, the resulting numerical update can be
written
y
n+1
= R(h)y
n
;
where R is called the stability function of the method. For the Runge-Kutta method
(1.5) this can be written as
R(z) = 1 + b
>
z(I ,Az)
 1
e; z = h: (5.3)
For example, the explicit Euler method dened as
y
n+1
= y
n
+ hf(y
n
)
has a stability function of R(z) = 1 + z. When the Euler method is applied over
successive steps to (5.2), then
y
n+1
= (1 + h)
n+1
y
0
and clearly this numerical solution will diverge if  > 0: When  < 0, the criterion for
convergence demands that
j1 + hj  1
and this puts a restriction on the values that h can take; indeed, h must be less than
,2= as otherwise the numerical solution would become unbounded. For the explicit
Euler method, the region of stability is thus fh 2C
 
: j1+ hj  1g, namely the unit
disc in the complex plane with centre at (-1,0).
In general, an explicit s-stage Runge-Kutta method of order p ( s) has stability
function found by expanding (5.3) and given by
R(z) =
p
X
j=0
z
j
j!
+
s
X
j=p+1
b
>
A
j 1
e z
j
;
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while that of an (s-stage) implicit Runge-Kutta method is a rational function
R(z) =
P (z)
Q(z)
with P and Q being polynomials of degree s or less. The stability region of a deter-
ministic Runge-Kutta method is given by
S = fz 2C : jR(z)j  1g:
The concept of A-stability was introduced by Dahlquist (1963):
Denition 5.1.3 A method whose stability region S includes the entire negative half-
plane is said to be A-stable; i.e.
S C
 
= fz : Re(z) < 0g:
No explicit method can be A-stable, since R is a polynomial in this case. (As
will be seen later in this chapter, this result has important ramications for stochastic
numerical methods owing to the possible unboundedness of the stability function for
a fully-implicit SRK). However, for implicit deterministic Runge-Kutta methods, the
maximum modulus principle gives that a method is A-stable if and only if
jR(iy)j  1 for all y 2 IR
and R(z) is analytic for Re(z) < 0:
In some situations, the requirement of A-stability is not always sucient; for exam-
ple, if jR(z)j is close to 1 as z ! ,1 then the numerical solution is \nearly unstable"
and the unstable behaviour of the solution is only damped out slowly (even though
the true solution is damped quickly). To circumvent this problem, Ehle (1969) dened
L-stability:
Denition 5.1.4 A numerical method is L-stable if it is A-stable and if, in addition,
lim
z!1
R(z) = 0:
In other situations, although a method is not A-stable, it may still perform ade-
quately depending on the spectrum of the problem. Such methods can be described as
being A()-stable, after the denition from Widlund (1967):
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Denition 5.1.5 A numerical method is A()-stable if the sector
S

= fz : j arg(,z)j  ; z 6= 0g
is contained in the stability region S.
The above denitions cover the basic denitions of stability of linear ordinary dif-
ferential equation systems. A generalisation to non-linear systems is accomplished by
introducing the requirement of a one-sided Lipschitz condition.
For the non-linear dierential equation
y
0
= f(t; y); (5.4)
and for the Euclidean norm, a problem is said to satisfy the one-sided Lipschitz condi-
tion if
hf(t; y), f(t; z); y , zi   ky , zk
2
; 8 y; z 2 IR
m
(5.5)
where  is called the one-sided Lipschitz constant of f . When f is continuous and
satises (5.5), then any two solutions of (5.4) with dierent initial conditions satisfy
(see Hairer and Wanner (1991))
ky(t), z(t)k  ky(t
0
), z(t
0
)k e
(t t
0
)
; t  t
0
and it is desirable that this property is also satised by numerical solutions. The
following denition is from Butcher (1975):
Denition 5.1.6 Let y
1
and
b
y
1
be two numerical approximations after one step of
a Runge-Kutta method applied to the autonomous version of (5.4), with initial val-
ues y
0
and
b
y
0
, respectively. Then the Runge-Kutta method is said to be B-stable if
hf(y), f(z); y , zi  0 implies that ky
1
,
b
y
1
k  ky
0
,
b
y
0
k :
It can be shown that B-stability implies A-stability.
Burrage and Butcher (1979) dened a Runge-Kutta method (1.5) to be algebraically
stable if
b
i
 0; i = 1;    ; s (5.6)
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and if the matrixM
M = (m
ij
) = (b
i
a
ij
+ b
j
a
ji
, b
i
b
j
)
s
i;j=1
(5.7)
is non-negative denite. They then showed that algebraic stability implies B-stability.
The above summary of stability denitions and results for ordinary dierential
equations is not a complete summary, but it does contain the main results that will be
called upon in extending this theory to SDEs.
5.2 Stability for SDEs
The stability concepts dened in the preceding section can be extended to stochastic
dierential equations.
Consider now the m-dimensional d-Wiener process Ito^ SDE given by
dy = f(t; y)dt+
d
X
k=1
g
k
(t; y) dW
k
; y(t
0
) =  (5.8)
where it is assumed that f and g
k
, k = 1;    ; d are locally continuous and f(t; 0) =
g
k
(t; 0) = 0; k = 1;    ; d. Assume also that (5.8) has a unique solution y(t; t
0
; ); since
y(t; t
0
; 0)  0 then y(t; t
0
; ) 6= 0 almost surely if  6= 0 almost surely.
The following denitions are due to Hasminski (1980):
Denition 5.2.1 The steady state solution y(t; t
0
; )  0 (of equation (5.8)) is said
to be stochastically stable if for any " > 0 and t
0
 0
lim
!0
P (sup
tt
0
jy(t; t
0
; )j  ") = 0:
Denition 5.2.2 The steady state solution y(t; t
0
; )  0 is said to be stochastically
asymptotically stable if, in addition to being stochastically stable,
lim
!0
P ( lim
t!1
jy(t; t
0
; )j ! 0) = 1;
it is stochastically asymptotically stable in the large when
P ( lim
t!1
jy(t; t
0
; )j ! 0) = 1 for all  2 IR:
152
For example, Saito and Mitsui (1996) consider a linear test equation of the form
dy(t) = y(t)dt+ y(t)dW (t); t > 0; y(t
0
) = ; ;  2C (5.9)
which has the exact solution
y(t; t
0
; ) = expf(,
1
2

2
)t+ W (t)g:
For this test equation, the stationary solution y(t; t
0
; )  0 is stochastically asymp-
totically stable if Re(,
1
2

2
) < 0:
For the general SDE (5.8) with dWiener processes, Kloeden and Platen (1992) give
the following denition:
Denition 5.2.3 The steady state solution y(t)  y(t; t
0
; )  0 of equation (5.8) is
stable in the p
th
mean if 8 " > 0 and t
0
 0 9  = (t
0
; ") > 0 such that
E(jy(t)j
p
) < " 8 t  t
0
; jj < :
It is asymptotically stable in the p
th
mean if, in addition, there exists 
0
= 
0
(t
0
) >
0 such that
lim
t!1
E(jy(t)j
p
) = 0 8 jj < 
0
:
Saito and Mitsui (1996) show that the zero solution of equation (5.9) is asymptot-
ically stable in the mean-square if and only if
2Re() + jj
2
< 0:
A number of other stability properties can be associated with (5.8) and these are
dened here (see Mao (1994), for example).
Denition 5.2.4 Equation (5.8) is said to be almost surely exponentially stable
(ASE-stable) if there exists  > 0 such that for each pair of t
0
;  there exists a nite
random variable  such that
jy(t; t
0
; )j  e
 (t t
0
)
almost surely for t  t
0
; (5.10)
or
lim sup
t!1
1
t
log jy(t; t
0
; )j  ,: (5.11)
Note that the left-hand-side of (5.11) is called the almost sure Lyapunov exponent,
and is a measure of the exponential rate of convergence or divergence of the solution.
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Denition 5.2.5 Equation (5.8) is said to be p
th
-moment exponentially stable if
there exist positive constants , C such that
Ejy(t; t
0
; )j
p
 CEjj
p
e
 (t t
0
)
; t  t
0
(5.12)
or
lim sup
t!1
1
t
log(Ejy(t; t
0
; )j
p
)  ,: (5.13)
Note that the left-hand-side of (5.13) is called the p
th
-moment Lyapunov exponent.
Two particular cases of Denition 5.2.3 are: p = 1 (stability in the mean) and
p = 2 (stability in the mean-square). Mean-square stability implies stability in the
p
th
mean, and in particular, for p = 1, this implies stability in the mean:
jE (y(t; t
0
; )) j  E (jy(t; t
0
; )j) 
q
E (y(t; t
0
; )y
>
(t; t
0
; )):
When p = 2 in Denition 5.2.5, the 2nd-moment exponential stability is called mean-
square exponential stability (MSE-stability).
It is possible to obtain sucient conditions for ASE- and MSE-stability for general
classes of problems, and some results for this are now presented (see Mao (1994)). Let
D be an open subset of IR
+
 IR
m
; and denote by C
1;2
(D; IR) the family of all real-
valued functions V (t; y) dened on D which are continuously twice dierentiable in y
and once dierentiable in t. Now let L and H be two operators acting on C
1;2
(D; IR)-
valued functions dened as
LV (t; y) =
@
@t
V (t; y) +
m
X
i=1
f
i
(t; y)
@
@y
i
V (t; y)
+
1
2
m
X
i;j=1
d
X
k=1
g
ik
(t; y)g
jk
(t; y)
@
2
@y
i
@y
j
V (t; y) (5.14)
HV (t; y) =
m
X
i;j=1
d
X
k=1
g
ik
(t; y)g
jk
(t; y)
@
@y
i
V (t; y)
@
@y
j
V (t; y):
The following theorems appear in Mao (1994).
Theorem 5.2.1 Let V 2 C
1;2

IR
+
 (IR
m
, f0g); IR

and p > 0;   0;  <

2
and
assume for all y 6= 0 and t  0
(i) jyj
p
 V (t; y)
(ii) LV (t; y)  V (t; y)
(iii) HV (t; y)  (V (t; y))
2
;
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then
lim sup
t!1
1
t
log jy(t; t
0
; )j  ,
1
p
(

2
, ) almost surely
and (5.8) is ASE-stable.
Theorem 5.2.2 Let V 2 C
1;2
(IR
+
 IR
m
; IR) and let p, , ,  be positive constants
and assume for all y 6= 0 and t  0
(i) jyj
p
 V (t; y)  jyj
p
(ii) LV (t; y)  ,V (t; y)
then (5.8) is p
th
-moment exponentially stable.
In section 5.3 there are some examples to demonstrate the use of these theorems.
This section will conclude with three theorems (Mao (1994)) giving results for non-
linear systems.
Consider now the non-linear Ito^ SDE which is linear in the stochastic component
dy = f(t; y)dt+
d
X
k=1
G
k
y dW
k
; (5.15)
where G
1
;    ; G
k
are mm matrices. By taking V (t; y) = jyj
2
, then
LV (t; y) = 2y
>
f(t; y) + y
>
 
d
X
k=1
G
>
k
G
k
!
y (5.16)
and from Theorem 5.2.2 the following result holds.
Theorem 5.2.3 The SDE given by (5.15) is MSE-stable if
y
>
 
d
X
k=1
G
>
k
G
k
!
y < ,2y
>
f(t; y); for all (t; y) 2 (IR
+
; IR
m
):
Note that in the case that (5.15) is purely deterministic, then (5.16) leads to the
concept of B-stability and equation (5.15) is said to be monotonic or dissipative.
If (5.15) is further generalised so that the G
k
are non-linear, then using results in
Mao (1994) the following can be proved:
Theorem 5.2.4 For the SDE given by (5.8), assume
d
X
k=1
jg
k
(t; y)j
2
 K <1; 8 (t; y) 2 IR
+
 IR
m
:
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Then
(i) y
>
f(t; y)  ,cjyj
2
+  8(t; y) 2 IR
+
 IR
m
with c > 0and   0
) lim sup
t!1
1
log t
(sup
s2[0;t]
jy(s)j
2
) 
Ke
c
a:s:
(ii) y
>
f(t; y)   8(t; y) 2 IR
+
 IR
m
with   0
) lim sup
t!1
1
t log log t
(sup
s2[0;t]
jy(s)j
2
)  2Ke a:s:
(iii) y
>
f(t; y)  cjyj
2
+  8(t; y) 2 IR
+
 IR
m
with c > 0and   0
) lim
t!1
1=(exp(2ct) log log t)(sup
s2[0;t]
jy(s)j
2
) = 0 a:s:
The nal theorem in this section gives sucient conditions for the stability of second
order SDEs.
Theorem 5.2.5 Consider the non-linear stochastic oscillator problem
y
00
+ b(y; y
0
) +rG(y) =
d
X
k=1
g
k
(t; y; y
0
)d
k
+ e(t);
where for k = 1;    ; d 
k
(t) is a white noise process satisfying 
k
(t) = dW
k
(t)=dt,
,b(y; y
0
) is a dissipative force, ,rG(y) is a restoring force and e(t) is an external
driving force. Now assume that (for general functions x(t), y(t)) b(x; y) is locally
Lipschitz, G(y) is a C
2
function with rG(y) locally Lipschitz, g
k
(t; x; y) are continuous
on IR
+
 IR
2m
and locally Lipschitz in (x; y) at each xed t  0: Let U be the energy
of the system given by
U(x; y) =
1
2
jyj
2
+G(x)
with U once dierentiable in x. Then with
G(x) > 0; G(0) = 0; y
>
b(x; y)  U(x; y);  > 0
and
je(t)j
2
+
d
X
k=1
jg
k
(t; x; y)j
2
 e
 t
;  > 0 (5.17)
then
lim sup
t!1
1
t
log U(x(t); y(t))  , almost surely: (5.18)
Furthermore, if (5.17) is replaced by
je(t)j
2
 e
 t
;
d
X
k=1
jg
k
(t; x; y)j
2
 jyj
2
; 0 <  < 
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then, for t  t
0
;
E (U(x(t); y(t)))  E (U(x(t
0
); y(t
0
))) e
 ( )(t t
0
)
(5.19)
and
lim sup
t!1
1
t
log (E(U(x(t); y(t))))  ,(, ):
Although Theorem 5.2.5 gives sucient conditions for stability of second order
problems, some of the ne detail is lost in the sucient conditions. In particular for
both linear and non-linear problems with random excitation, there is a very rich theory
of stability in the mean-square sense (see Sobczyk (1991), for example).
The following section uses some of the results presented above to demonstrate the
stability of certain classes of SDEs.
5.3 Application of Stability Concepts
Consider rst the linear deterministic dierential equation system
y
0
= Ay (5.20)
and assume that A is diagonalisable and so can be written as A = T
 1
AT . Then (5.20)
can be rewritten as
T
 1
y
0
= T
 1
ATT
 1
y
or
z
0
= Az (5.21)
where A = diag(
1
;   
m
) for an m-dimensional system. This leads to the standard
deterministic test equation for stability, namely
z
0
= z: (5.22)
The zero solution of (5.21) is asymptotically stable if and only if all the 
i
(of A) have
negative real part. Indeed, the zero solution of (5.20) is asymptotically stable if and
only if all the eigenvalues of A have negative real part (see Kloeden and Platen (1992),
for example).
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Consider next the non-autonomous stochastic linear system with one Wiener pro-
cess given by
dy = G
0
(t) y dt +  y dW: (5.23)
Choose the Lyapunov function V (t; y) = jyj
2
; then, using (5.14),
LV = 2y
>
G
0
(t)y + 
2
jyj
2
HV = 4
2
jyj
4
:
If kG
0
k = supfkG(t)k : t  0g, then
LV  (2 kG
0
k+ 
2
)jyj
2
so that by Theorem 5.2.1 (where  = 2 kG
0
k + 
2
and  = 4
2
), equation (5.23) will
be ASE-stable if

2
> 2 kG
0
k : (5.24)
This analysis can be generalised to non-linear systems of the form
dy = f(t; y)dt+ y dW (5.25)
so that if
jf(t; y)j  Kjyj for all (t; y) 2 IR
+
 IR
m
;
then (5.25) is ASE-stable if

2
> 2K: (5.26)
Note that conditions (5.24) and (5.26) indicate that an SDE can actually be sta-
bilised by Brownian motion. Conversely, it is also true that a stable system can become
unstable through the inclusion of noise. For example (see Mao (1994)), the system
y
0
(t) = ,y(t); y(0) = y
0
2 IR; t  0
is exponentially stable, but when noise is introduced
dy(t) = ,y(t)dt+ "dW; y(0) = y
0
2 IR; t  0; " > 0;
then it can be shown that
lim sup
t!1
1
log t
( sup
0st
jy(s)j
2
) = "
2
almost surely
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and hence
lim sup
t!1
jy(t)j =1 almost surely:
For the multi-dimensional linear SDE with d Wiener processes given by
dy = G
0
ydt+
d
X
k=1
G
k
y dW
k
; (5.27)
then Theorem 5.2.3 can be used to demonstrate MSE-stability of (5.27) if the matrix
M = G
0
+
1
2
d
X
k=1
G
>
k
G
k
is negative-denite.
The examples analysed so far in this section express only sucient conditions for
ASE- or MSE-stability. The following technique (see Sobczyk (1991) or Kloeden and
Platen (1992), for example) demonstrates how the stability of a linear SDE system can
be determined from the stability properties of a deterministic dierential equation.
For the linear SDE system given by (5.27), dene the (symmetric) matrix P (t) =
E(y(t)y
>
(t)), where y is the solution of (5.27). Applying Ito^'s formula, it can be seen
that the derivative of y(t)y
>
(t) is
d(yy
>
) = y(t)dy
>
(t) + dy(t)y
>
(t) +
d
X
k=1
(G
k
y)(G
k
y)
>
dt
= y(t)
"
(G
0
y(t))
>
dt+
d
X
k=1
(G
k
y(t))
>
dW
k
#
+
"
G
0
y(t)dt+
d
X
k=1
G
k
y(t)dW
k
#
y
>
(t) +
d
X
k=1
(G
k
y(t))(G
k
y(t))
>
dt
and so, taking expectations, it can be seen that P satises the linear deterministic
matrix dierential equation
dP
dt
= PG
>
0
+G
0
P +
d
X
k=1
G
k
PG
>
k
: (5.28)
As P is a symmetric matrix, (5.28) can be written as the linear system
e
P
0
= G
e
P (5.29)
where
e
P is a
1
2
m(m+ 1)-dimensional vector. For example, if
P =
 
p
1
p
2
p
2
p
3
!
(5.30)
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then
e
P = (p
1
; p
2
; p
3
)
>
: Thus the mean-square stability of (5.27) can be determined
from the asymptotic stability of (5.29), and this requires that all the eigenvalues of G
have negative real part (Kloeden and Platen (1992)).
Example 5.3.1 Consider the second order linear deterministic dierential equation
given by
x
00
+ a
0
x
0
+ b
0
x = 0:
If the constants a
0
and b
0
are perturbed by two independent Wiener processes dW
1
(t)
and dW
2
(t) to give a
0
+ a
1
dW
1
(t); b
0
+ b
1
dW
2
(t) respectively, then the resulting SDE
can be written as a two-dimensional problem with y = (x; x
0
)
>
in the form of (5.27)
with
G
0
=
 
0 1
,b
0
,a
0
!
; G
1
=
 
0 0
0 ,a
1
!
; G
2
=
 
0 0
,b
1
0
!
:
The original problem is asymptotically stable if and only if
a
0
> 0; b
0
> 0:
Now for this problem (5.28) and (5.29) will be analysed in terms of mean-square sta-
bility. Firstly, evaluation of (5.28) gives (with P as in (5.30))
dP
dt
=
 
2p
2
p
3
, b
0
p
1
, a
0
p
2
,b
0
p
1
, a
0
p
2
+ p
3
,2b
0
p
2
, 2a
0
p
3
+ a
2
1
p
3
+ b
2
1
p
1
!
;
and so this can be written in the form of (5.29) as
0
B
@
p
1
p
2
p
3
1
C
A
0
=
0
B
@
0 2 0
,b
0
,a
0
1
b
2
1
,2b
0
a
2
1
, 2a
0
1
C
A
0
B
@
p
1
p
2
p
3
1
C
A
:
The eigenvalues of this G-matrix satisfy

3
+ 
2
(3a
0
, a
2
1
) + (4b
0
+ 2a
2
0
, a
0
a
2
1
) + 2(2a
0
b
0
, b
0
a
2
1
, b
2
1
) = 0: (5.31)
By the Routh-Hurwitz criterion (see Hairer et al. (1993), for example), a polynomial
of the form
f() = 
3
+ p
2
+ q+ r (5.32)
has three roots with negative real part if and only if
p > 0; pq > r; r > 0:
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Applying these criteria to (5.31) yields the following conditions:
p > 0 () a
2
1
< 3a
0
r > 0 () b
2
1
< b
0
(2a
0
, a
2
1
)
so it is also necessary that a
2
1
< 2a
0
;
pq > r () (3a
0
, a
2
1
)(4b
0
+ 2a
2
0
, a
0
a
2
1
) > 4a
0
b
0
, 2b
0
a
2
1
, 2b
2
1
() (2a
0
, a
2
1
)(4b
0
+ 2a
2
0
, a
0
a
2
1
) > a
2
0
(a
2
1
, 2a
0
), 2b
0
a
2
1
, 2b
2
1
() a
0
(2a
0
, a
2
1
)
2
+ (2a
0
, a
2
1
)(4b
0
+ a
2
0
) + 2(b
2
1
+ b
0
a
2
1
) > 0
which is satised as a
0
> 0; b
0
> 0; a
2
1
< 2a
0
: Thus the G-matrix has eigenvalues with
negative real part (and hence the problem is mean-square stable) if and only if
a
0
> 0; b
0
> 0; a
2
1
< 2a
0
; b
2
1
< b
0
(2a
0
, a
2
1
): (5.33)
Note that (5.33) places bounds on the size of the noise components for the SDE to be
mean-square stable.
The above technique for determining stability can also be applied to non-linear
systems, where the system is linearised about a xed point. In section 5.4, this approach
is applied to the stochastic satellite dynamics problem.
Finally, in this section, a general linear SDE will be studied with regard to its
stability properties.
Consider rst the linear two-dimensional SDE with one Wiener process given by
dy(t) = G
0
y(t)dt+G
1
y(t)dW
1
(t) (5.34)
and let
G
0
=
 
a
0
b
0
c
0
d
0
!
; G
1
=
 
a
1
b
1
c
1
d
1
!
:
Then, with P (t) = E(y(t)y
>
(t));
dP
dt
= PG
>
0
+G
0
P +G
1
PG
>
1
so that with P the symmetric matrix given in (5.30),
dP
dt
=
0
B
B
B
B
@
p
1
(2a
0
+ a
2
1
) + 2p
2
(b
0
+ a
1
b
1
) + p
3
b
2
1
p
1
(c
0
+ a
1
c
1
) + p
3
(b
0
+ b
1
d
1
)
+p
2
(a
0
+ d
0
+ a
1
d
1
+ b
1
c
1
)
p
1
(c
0
+ a
1
c
1
) + p
3
(b
0
+ b
1
d
1
)
+p
2
(a
0
+ d
0
+ a
1
d
1
+ b
1
c
1
)
p
1
c
2
1
+ 2p
2
(c
0
+ c
1
d
1
) + p
3
(2d
0
+ d
2
1
)
1
C
C
C
C
A
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which can be written as in (5.29) with
G =
0
B
@
2a
0
+ a
2
1
2(b
0
+ a
1
b
1
) b
2
1
c
0
+ a
1
c
1
a
0
+ d
0
+ a
1
d
1
+ b
1
c
1
b
0
+ b
1
d
1
c
2
1
2(c
0
+ c
1
d
1
) 2d
0
+ d
2
1
1
C
A
: (5.35)
The theoretical stability analysis is easy to extend to the multi-Wiener process case,
by noting the structure of the G-matrix in (5.35). For example, if a second Wiener
process is included in the SDE so that
dy(t) = G
0
y(t)dt+G
1
y(t)dW
1
(t) +G
2
y(t)dW
2
(t)
where
G
2
=
 
a
2
b
2
c
2
d
2
!
;
then the corresponding deterministic dierential equation would be
e
P
0
=
^
G
e
P
where, using G as in (5.35),
^
G = G +
0
B
@
a
2
2
2a
2
b
2
b
2
2
a
2
c
2
a
2
d
2
+ b
2
c
2
b
2
d
2
c
2
2
2c
2
d
2
d
2
2
1
C
A
:
The mean-square stability of an equation of the form (5.34) requires that all the
eigenvalues of G have negative real part. Now, for a general 33 matrix G = (g
ij
)
3
i;j=1
,
the characteristic polynomial of G is

3
, trace(G)
2
+minors(G) , det(G)
where, if G
ij
(i < j) refers to the sub-matrix of G that includes only the elements
 
g
ii
g
ij
g
ji
g
jj
!
;
then
minors(G) = det(G
23
) + det(G
13
) + det(G
12
):
By the Routh-Hurwitz criterion (refer to (5.32)), G will have eigenvalues with negative
real part if and only if
trace(G) < 0
trace(G)minors(G) < det(G)
det(G) < 0:
9
>
=
>
;
(5.36)
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This can be analysed further for particular cases, as it is dicult to get simple general
conditions for (5.36) even with m = 2 and d = 1.
For example, consider the two-dimensional one-Wiener process linear SDE given
by dy(t) = G
0
y(t)dt + G
1
y(t)dW
1
(t), and assume that G
0
is diagonalisable so that
G
0
= T
 1
G
0
T: Thus the above analysis holds with G
0
of the form
 
a
0
0
0 d
0
!
, which
leads to G (from (5.35)) having the structure
G =
0
B
@
2a
0
+ a
2
1
2a
1
b
1
b
2
1
a
1
c
1
a
0
+ d
0
+ a
1
d
1
+ b
1
c
1
b
1
d
1
c
2
1
2c
1
d
1
2d
0
+ d
2
1
1
C
A
: (5.37)
Note that if commutativity of the SDE coecients is required, then it can be seen that
matrices G
0
and G
1
commute if and only if a
0
= d
0
.
Example 5.3.2 In this example, the conditions for mean-square stability for an SDE
of the form (5.34) (but with G
0
and G
1
being commutative) are completely charac-
terised. For commutativity,
G
0
=
 
a
0
0
0 a
0
!
; G
1
=
 
a
1
b
1
c
1
d
1
!
:
Applying the Routh-Hurwitz criterion (5.36) where G (with a
0
= d
0
) is given by (5.37)
leads to the conditions
6a
0
+ a
2
1
+ a
1
d
1
+ b
1
c
1
+ d
2
1
< 0
(2b
1
c
1
+ d
2
1
+ 4a
0
+ a
2
1
)(16a
2
0
+ 4a
0
d
2
1
+ 8a
0
a
1
d
1
+ 4a
2
1
a
0
,2a
1
b
1
c
1
d
1
+ a
3
1
d
1
+ a
1
d
3
1
, c
1
d
2
1
b
1
+ 2a
2
1
d
2
1
, a
2
1
b
1
c
1
) < 0
(2a
0
, b
1
c
1
+ a
1
d
1
)(4a
2
0
+ 2a
2
1
a
0
+ 4a
0
b
1
c
1
+ 2a
0
d
2
1
+ b
2
1
c
2
1
+a
2
1
d
2
1
, 2a
1
b
1
c
1
d
1
) < 0:
9
>
>
>
>
=
>
>
>
>
;
(5.38)
Writing D = det(G
1
) = a
1
d
1
, b
1
c
1
and T = trace(G
1
) = a
1
+ d
1
, then the above
equations can be re-written
a
0
<
1
6
(D , T
2
)
(4a
0
+ T
2
, 2D)(16a
2
0
+ 4T
2
a
0
+ T
2
D) < 0
(2a
0
+D)(4a
2
0
+ 2a
0
(T
2
, 2D) +D
2
) < 0:
9
>
=
>
;
(5.39)
Now write A = 2a
0
+D and B = T
2
, 4D, so that (5.39) can be written
3A+B < 0 (5.40)
(2A+B)(4A
2
+ 2AB ,DB) < 0 (5.41)
A(A
2
+AB ,DB) < 0: (5.42)
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If B = 0 then equations (5.40)-(5.42) are satised if A < 0. If B < 0 then 3A < ,B
(from (5.40)), while from (5.41) the discriminant of 4A
2
+ 2AB ,DB is
4(B
2
+ 4DB) = 4

(T
2
, 4D)
2
+ 4D(T
2
, 4D)

= 4T
2
(T
2
, 4D)
< 0 as B < 0
and so the polynomial in A (4A
2
+ 2AB ,DB) has no real roots; thus (5.41) requires
that 2A < ,B. Similarly for equation (5.42), A
2
+AB ,DB is always positive as the
discriminant of this polynomial satises
B
2
+ 4DB = (T
2
, 4D)
2
+ 4D(T
2
, 4D)
= T
2
(T
2
, 4D)
< 0 as B < 0
and so it is necessary that A < 0. Combining these results, it can be seen that if B  0,
then it is necessary for A < 0. The other case to consider is when B > 0; for this case
there are two subsidiary cases, namely 2A+B < 0 or 2A+B > 0 (and 3A+B < 0).
For 2A+B < 0, (5.40) is automatically satised as
A < ,
B
2
, 3A < ,
3B
2
, 3A+B < ,
B
2
which is < 0:
Equation (5.41) requires that 4A
2
+2AB ,DB > 0, and as A < 0, (5.42) leads to the
condition A
2
+AB ,DB > 0; combining these,
4A
2
+ 2AB ,DB > 0
, 3A
2
+AB + (A
2
+AB ,DB) > 0
, A(3A+B) + (A
2
+AB ,DB) > 0:
Thus if B > 0 and 2A+B < 0, equations (5.40)-(5.42) are satised if A
2
+AB,DB >
0. The second subsidiary case is when 2A + B > 0 while 3A + B < 0; that is,
,
1
2
B < A < ,
1
3
B. Equation (5.40) is satised by hypothesis, (5.41) requires that
4A
2
+2AB ,DB < 0, and (5.42) requires A
2
+AB ,DB > 0 (as A is still negative).
But if A
2
+AB ,DB > 0 then
4A
2
+ 2AB ,DB = A(3A+B) +A
2
+AB ,DB > 0
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and so (5.41) cannot be satised. Thus the complete solution for mean-square stability
for this example is
(i) B  0; A < 0
(ii) B > 0; A < ,
1
2
B; A
2
+AB ,DB > 0
)
(5.43)
where A = 2a
0
+D; B = T
2
, 4D.
In Example 5.3.2, general conditions were obtained for the mean-square stability
of an SDE with one Wiener process, where the matrix G
0
is diagonal and has equal
eigenvalues. If the eigenvalues of G
0
are not equal, the analysis becomes much more
complicated. If the SDE has two Wiener processes, it becomes very dicult to analyse
in complete generality without making severe assumptions about the structure of G
2
.
For a particular example of such an SDE, see the stability analysis of the linearised
stochastic Satellite Dynamics problem given at the end of the following section.
5.4 Satellite Dynamics Problem
The example analysed in this section is a non-linear problem from Satellite Dynamics
(Sagirow (1970)), arising from the study of the inuence of a rapidly uctuating density
of the atmosphere of the earth on the motion of a satellite in a circular orbit. It is
based on the second order deterministic dierential equation
x
00
+ a
0
x
0
+ b
0
x = c
0
sin(2x) (5.44)
where a
0
; b
0
and c
0
are constants with a
0
and c
0
positive. In Arnold (1974), there
is an analysis of this equation with one Wiener process. However, in this section,
the equation is generalised further: noise is introduced into (5.44) by including two
independent Wiener processes dW
1
(t), dW
2
(t) with the coecients a
0
and b
0
(which
are replaced by a
0
+ a
1

1
(t); b
0
+ b
1

2
(t)where 
1
and 
2
are two white noise processes)
to give the rst order stochastic system
 
dy
1
dy
2
!
=
 
y
2
,b
0
y
1
+ c
0
sin(2y
1
), a
0
y
2
!
dt+
 
0
,a
1
y
2
!
dW
1
+
 
0
,b
1
y
1
!
dW
2
(5.45)
where y =
 
y
1
y
2
!
=
 
x
x
0
!
in (5.44).
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To analyse the stability of this system, consider the Lyapunov function consisting
of a quadratic form and integral of the non-linear component
V = y
>
Ky + 
Z
y
1
0
sin(2s)ds
= y
>
Ky + (sin y
1
)
2
;
where K is the symmetric matrix
 
k
11
k
12
k
12
k
22
!
: As (sin y
1
)
2
 y
2
1
8y
1
; and if  < 0
then V will be positive if the matrix K + e
>
1
e
1
is positive denite, which is true if
(k
11
+ )k
22
> k
2
12
; k
22
> 0: (5.46)
Taking the operator L (as dened in (5.14)),
LV =
2
X
i=1
f
i
(t; y)
@
@y
i
V (t; y) +
1
2
2
X
i;j=1
2
X
k=1
g
ik
(t; y)g
jk
(t; y)
@
2
@y
i
@y
j
V
= 2 (y
2
;,b
0
y
1
+ c
0
sin(2y
1
), a
0
y
2
)Ky + y
2
 sin(2y
1
) + k
22
(a
2
1
y
2
2
+ b
2
1
y
2
1
)
= 2y
2
(k
11
y
1
+ k
12
y
2
) + 2(k
12
y
1
+ k
22
y
2
)(,b
0
y
1
+ c
0
sin(2y
1
), a
0
y
2
) (5.47)
+y
2
sin(2y
1
) + k
22
(a
2
1
y
2
2
+ b
2
1
y
2
1
)
= y
2
1
(b
2
1
k
22
, 2b
0
k
12
) + y
2
2
(2k
12
, 2a
0
k
22
+ k
22
a
2
1
)
+y
1
y
2
(2k
11
, 2b
0
k
22
, 2a
0
k
12
) + sin(2y
1
)(2c
0
k
12
y
1
+ (2c
0
k
22
+ )y
2
):
Without loss of generality, k
22
can be set to 1. Furthermore, in order to eliminate the
cross-product term sin(2y
1
)y
2
in (5.47), choose  = ,2c
0
; then the condition for V to
be positive (see (5.46)) becomes k
11
, 2c
0
> k
2
12
which can also be written
k
11
, b
0
> k
2
12
, (b
0
, 2c
0
): (5.48)
Since (sin y
1
)
2
 y
2
1
8y
1
, then sin(2y
1
)y
1
 2y
2
1
, and so from (5.47) LV  y
>
Qy where
Q =
 
b
2
1
+ 2k
12
(2c
0
, b
0
) k
11
, b
0
, a
0
k
12
k
11
, b
0
, a
0
k
12
2k
12
, 2a
0
+ a
2
1
!
: (5.49)
Thus LV < 0 if Q is negative denite. The conditions for a 2  2 symmetric matrix
X = (x
ij
) to be negative denite are that the principal minors alternate in sign:
x
11
< 0 and x
11
x
22
, x
2
12
> 0:
Thus Q is negative-denite if
b
2
1
< 2k
12
(b
0
, 2c
0
) (5.50)
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and
(b
2
1
, 2k
12
(b
0
, 2c
0
))(a
2
1
+ 2k
12
, 2a
0
) > (k
11
, k
12
a
0
, b
0
)
2
: (5.51)
For (5.51), a minimum requirement is that the left-hand-side is positive; thus, using
(5.50), it is necessary that
k
12
< a
0
,
1
2
a
2
1
: (5.52)
Equation (5.51) can be written as an inequality involving a polynomial in k
11
,b
0
; thus
p(k
11
, b
0
) < 0 where
p(k
11
, b
0
) = (k
11
, b
0
)
2
, 2(k
11
, b
0
)k
12
a
0
+ k
2
12
a
2
0
, 2b
2
1
k
12
+ 2b
2
1
(a
0
,
1
2
a
2
1
)
+4k
2
12
(b
0
, 2c
0
), 4k
12
(b
0
, 2c
0
)(a
0
,
1
2
a
2
1
): (5.53)
The discriminant of this polynomial in k
11
, b
0
is
 = 8(b
2
1
, 2k
12
(b
0
, 2c
0
))(k
12
, (a
0
,
1
2
a
2
1
)) (5.54)
and for this to be positive, it is again necessary that k
12
< a
0
,
1
2
a
2
1
. Assuming that
b
0
, 2c
0
> 0; the conditions on k
12
can be combined as follows:
0 <
b
2
1
2(b
0
, 2c
0
)
< k
12
< a
0
,
1
2
a
2
1
: (5.55)
With (5.55), the polynomial p given by (5.53) has roots
k
11
, b
0
= k
12
a
0

1
2
p
: (5.56)
As the quadratic polynomial p(k
11
,b
0
) has a minimum, the requirement p(k
11
,b
0
) < 0
is satised for
k
12
a
0
,
1
2
p
 < k
11
, b
0
< k
12
a
0
+
1
2
p
: (5.57)
Gathering these conditions together, the Satellite Dynamics problem dened by (5.45)
is ASE-stable if the symmetric matrix K can be found such that
maxfk
2
12
, (b
0
, 2c
0
); k
12
a
0
,
1
2
p
g < k
11
, b
0
< k
12
a
0
+
1
2
p

 = 8(b
2
1
, 2k
12
(b
0
, 2c
0
))(k
12
, (a
0
,
1
2
a
2
1
))
b
0
, 2c
0
> 0; a
0
,
1
2
a
2
1
> 0
0 <
b
2
1
2(b
0
 2c
0
)
< k
12
< a
0
,
1
2
a
2
1
:
(5.58)
In the particular case that b
1
= a
1
p
b
0
, 2c
0
; it can be shown that
k
2
12
, (b
0
, 2c
0
) < k
12
a
0
,
1
2
p

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so that (5.58) simplies to
k
12
a
0
,
1
2
p
 < k
11
, b
0
< k
12
a
0
+
1
2
p
:
Note that Mao (1994) also gives an analysis of this problem but this analysis is
not as general as the one presented here - Mao makes the additional simplication
k
11
= b
0
+ a
0
k
12
in which case Q becomes a diagonal matrix.
It is also interesting to analyse this problem by linearising it about a xed point.
It turns out (see Cyganowski (1995) and Kloeden and Platen (1992), for example)
that in many cases the stability properties of the zero solution of a linearised SDE will
imply the corresponding stability properties of the stationary solution of the original
non-linear SDE. Firstly, note that the equation (5.45) has a xed point at Y = (0; 0).
Then, linearising (5.45) at this point by evaluating the Jacobians of f; g
1
and g
2
at
(0,0) gives the linearised SDE
 
dZ
1
dZ
2
!
= G
0
 
Z
1
Z
2
!
dt+G
1
 
Z
1
Z
2
!
dW
1
+G
2
 
Z
1
Z
2
!
dW
2
(5.59)
where
G
0
=
 
0 1
,(b
0
, 2c
0
) ,a
0
!
; G
1
=
 
0 0
0 ,a
1
!
; G
2
=
 
0 0
,b
1
0
!
:
From analysis in the previous section, the deterministic problem will be asymptotically
stable if the eigenvalues of G
0
have negative real part, that is
a
0
> 0 and b
0
, 2c
0
> 0:
Furthermore, from (5.33) (using the form of G
0
; G
1
, G
2
as in (5.59)) the problem is
mean-square stable, if in addition
a
2
1
< 2a
0
b
2
1
< (2a
0
, a
2
1
)(b
0
, 2c
0
):
The latter inequality is implied by (5.55), so analysis of the linearised SDE has not lost
any signicant information.
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5.5 Mean-Square Stability of Numerical Methods
Having established the procedures for determining the stability of an SDE, it is now
appropriate to investigate the stability of a stochastic numerical method when applied
to such a problem. Although this section is concerned with mean-square stability, it
is convenient to present rstly various numerical stability denitions that currently
appear in the literature.
Let the SDE be given by (5.8) and let y
n
and y^
n
be two numerical approximations
(after n timesteps) to the solution using stepsize h and having initial values y
0
and y^
0
respectively. The following denitions are from Kloeden and Platen (1992).
Denition 5.5.1 The numerical approximation y
n
is stochastically numerically
stable for equation (5.8) if for any nite time interval [t
0
; T ] there exists h
0
such that
for each " > 0 and each h 2 (0; h
0
),
lim
jy
0
 y^
0
j!0
sup
t
0
t
n
T
P (jy
n
, y^
n
j  ") = 0:
Denition 5.5.2 The numerical approximation y
n
is asymptotically stochasti-
cally numerically stable for equation (5.8) if it is stochastically numerically stable
and if 9 h
1
> 0 such that for each " > 0 and h 2 (0; h
1
)
lim
jy
0
 y^
0
j!0
lim
T!1
P ( sup
t
0
t
n
T
jy
n
, y^
n
j  ") = 0:
Saito and Mitsui (1996) dene another stability property for stochastic numeri-
cal methods. They consider the linear test equation of the form (5.9), and apply
the stochastic numerical scheme over one step; by considering the mean-square norm
q
E(jy
n
j
2
) they use the notation R(h; k) to represent an averaged stability function for
the numerical scheme (where h = h and k = ,

2

). For consistency with notation
used later in this thesis, their denition for numerical mean-square stability will be
re-written as follows.
Let the stochastic numerical scheme (applied over one step) be represented by
y
n+1
= R(h; ; )y
n
:
Then, writing y
>
n+1
y
n+1
= (Ry
n
)
>
(Ry
n
) = y
>
n
R
>
Ry
n
and considering the mean-square
norm, it can be seen that E(jy
n+1
j
2
)! 0 as n!1 if and only if E(R
>
R) < 1.
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Denition 5.5.3 A stochastic numerical scheme (as applied to (5.9)) is said to be
mean-square stable for h,  and  if
E(


R
2
(h; ; )


) < 1:
The corresponding mean-square stability region is then
S = f(h; ; ) : E(


R
2
(h; ; )


) < 1g:
Similar to this is the following denition (from Artem'ev (1993)) for asymptotic
mean-square stability.
Denition 5.5.4 A stochastic numerical approximation y
n
is called asymptotically
mean-square stable if
lim
n!1
E(jy
n
j
2
) = 0:
It is assumed that the steady state solution of the SDE being solved is also asymptot-
ically mean-square stable.
Komori and Mitsui (1995) discuss stability in the mean, where the condition for
E(y
n
)! 0 as n!1 is
jE(R(h;W
n
))j < 1
(the stability function here involves the random samples as well as h, whereas for
analysis of mean-square stability, the evaluation of the stability function with respect
to the mean-square norm yields a stability function in just h and the parameters  and
 of the test equation (5.9)). Komori and Mitsui (1995) give an example to demonstrate
that stability in the mean is not sucient to guarantee convergence to 0 of the sequence
jy
n
j
2
- instead, asymptotic mean-square stability is required.
Another important concept is that of absolute stability and its relationship to A-
stability. Kloeden and Platen (1992) consider the complex-valued linear test equation
with just additive noise
dy(t) = y(t)dt+ dW (t); Re() < 0:
The numerical update by a one-step stochastic method can then be written as
y
n+1
= R(h)y
n
+ Z
n
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where Z
n
is the random variable sampled to model the Wiener process W (t). Kloeden
and Platen (1992) dene the region of absolute stability of the numerical scheme
to be
S = fh 2C : Re() < 0; jR(h)j < 1g:
They then declare the numerical scheme to be A-stable if its region of absolute stability
contains the entire negative half complex plane. Thus the stability of the stochastic
method is inherited from the stability of the deterministic component (for additive
noise).
One further stability concept to dene here is that of T -stability, or stability of the
trajectories, dened by Saito and Mitsui (1993). To analyse T -stability, a numerical
scheme applied to (5.9) is averaged over n+1 time steps to obtain an averaged one-step
dierence equation of the form
y
n+1
= R(h; ; )y
n
:
Then the numerical scheme is T -stable if
y
n
! 0 as n!1, jR(h; ; )j < 1;
and the region of T -stability is
S = fh; ;  : jR(h; ; )j < 1g :
This concludes the presentation of stability denitions for stochastic numerical ap-
proximations found currently in the literature. Some of these concepts will now be
applied to numerical methods already derived in this thesis. In particular, the regions
for mean-square stability will be presented and discussed along with numerical test re-
sults where the SDE has been chosen to demonstrate either the stability or instability
of the numerical method in question.
In the following analysis, the deterministic test equation y
0
= y is extended in a
natural way to the following Stratonovich scalar linear test equation
dy(t) = ay(t)dt+ by(t)  dW (t); (5.60)
this equation has multiplicative noise, and the solution (where t
0
= 0; y
0
= 1) is
y(t) = exp(at+ bW (t));
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this solution can be represented by the innite series
y(t) = 1 + (at+ bW (t)) +
(at+ bW (t))
2
2!
+
(at+ bW (t))
3
3!
+    :
Now recall the general form of an s-stage SRK method (applied to a general scalar
SDE dy(t) = f(y(t))dt+ g(y(t))  dW (t)) which uses two random variables
Y = y
n
e+ hAf(Y ) + (B
(1)
J
1
+B
(2)
J
10
h
)g(Y )
y
n+1
= y
n
+ h
>
f(Y ) + (
(1)>
J
1
+ 
(2)>
J
10
h
)g(Y ):
(5.61)
The matricesA,B
(1)
and B
(2)
are ss; Y is an s1 vector of `intermediate calculations',
and e is the s  1 unit vector. The s  1 vectors , 
(1)
and 
(2)
contain the weights
of the method.
If the Runge-Kutta method (5.61) is applied to the test equation (5.60), then
Y = y
n
e+ (haA+ b(B
(1)
J
1
+B
(2)
J
10
h
))Y
) Y = (I , haA, b(B
(1)
J
1
+B
(2)
J
10
h
))
 1
y
n
e:
Consequently,
y
n+1
= y
n
+ h
>
aY + (
(1)>
J
1
+ 
(2)>
J
10
h
)bY
) y
n+1
= R(h; a; b)y
n
(5.62)
where the stability function R is dened to be
R(h; a; b) = 1+

ha
>
+ b(
(1)>
J
1
+ 
(2)>
J
10
h
)

I , haA, b(B
(1)
J
1
+B
(2)
J
10
h
)

 1
e:
To analyse the mean-square stability of the Runge-Kutta method, it is necessary
to evaluate E(R
2
(h; a; b)); the method will be mean-square stable if, when Re(a) +
(Re(b))
2
 0;
E(R
2
(h; a; b)) < 1: (5.63)
Note that this analysis is based on the stability function calculated for just one step
of the Runge-Kutta method. In the scalar case, and due to the independence of the
Wiener increments over successive timesteps, this is equivalent to the analysis over n
steps; letting R
i
denote the evaluation of the stability function at the i
th
timestep, then
application of n steps of the Runge-Kutta method gives
y
n+1
= R
n+1
R
n
  R
1
y
0
 Ry
0
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and so after n timesteps,
E(R
>
R) = E(R
>
1
  R
>
n
R
>
n+1
R
n+1
R
n
  R
1
):
In the scalar case this can be written as
E
 
n
Y
i=1
(R
>
i
R
i
)
!
which by independence is
n
Y
i=1
E(R
>
i
R
i
);
so that (5.63) must hold. This is not the case for application of a Runge-Kutta method
to multi-dimensional SDEs and this case is discussed in more detail in section 5.8.
Also note that, because it is mean-square convergence that is used in the stochas-
tic case, the polynomial in h, a and b to be analysed is of a higher degree than its
counterpart in the deterministic setting.
Now the stability functions for various methods will be derived. In order to aid
visualisation of the regions of stability, the stability plots are restricted to the case
where a and b are real numbers. To plot the stability region, a change of variables
z = ha; v = hb
2
; u = z + v (5.64)
is made, and the stability region
S = fu; v : v  0; u  0; E(R
2
) < 1g
is plotted on the (u; v)-plane. Note that u  0 here since the condition Re(ha) +
Re(hb
2
)  0 is necessary for mean-square stability.
Method PL
Method PL is a 2-stage SRK that uses just the one random variable J
1
. It is given
by the tableau (3.38); its stability function is
R
PL
(h; a; b) = 1 + ha+ bJ
1
+
1
2
habJ
1
+
1
2
b
2
J
2
1
:
Squaring this and taking expectations,
E(R
2
PL
(h; a; b)) = 1 + 2h(a+ b
2
) + h
2
(a
2
+
3
4
b
4
+ 2ab
2
) +
1
4
a
2
b
2
h
3
:
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With the change of variables in (5.64) (so that E(R
2
PL
) = 1 + 2u+ u
2
,
1
4
v
2
+
1
4
vu
2
,
1
2
uv
2
+
1
4
v
3
), the following boundary conditions were determined:
v = 0; u  ,2
u = 0; v  1:
The region S
PL
is plotted in Figure 5.1.
Method R2
Method R2 is a 2-stage SRK with minimal principal error coecients, and is repre-
sented by the tableau (3.37). For this method, (5.62) is used to determine the stability
function R
R2
(h; a; b) :
R
R2
(h; a; b) = 1 + ha+ bJ
1
+
1
2
h
2
a
2
+ habJ
1
+
1
2
b
2
J
2
1
:
Squaring this and taking expectations gives
E(R
2
R2
(h; a; b)) = 1 + 2h(a+ b
2
) + h
2
(2a
2
+ 3ab
2
+
3
4
b
4
) + h
3
(a
3
+
3
2
a
2
b
2
) +
1
4
h
4
a
4
;
and using the change of variables in (5.64),
E(R
2
R2
) = 1 + 2u+ 2u
2
, uv ,
1
4
v
2
+ u
3
,
3
2
u
2
v +
1
2
v
3
+
1
4
(u, v)
4
: (5.65)
It is now necessary to nd the stability region for method R2:
S
R2
= fu; v 2 IR : v  0; u  0; E(R
2
R2
) < 1g:
Analysis of the boundaries of S
R2
shows that if u = 0 then v 
p
2 , 1, while if v = 0
then u  ,2: The stability region for R2 is plotted in Figure 5.1.
Method CL
Method CL is a 4-stage SRK with deterministicmatrixA being the classical Runge-
Kutta method; it is represented by the tableau (3.48). The stability function for this
method is
R
CL
(h; a; b) = 1 + bJ
1
+ habJ
1
+
1
2
h
2
a
2
+
1
2
b
2
J
2
1
+ ha+
1
6
h
3
a
3
+
1
24
h
4
a
4
+
1
6
b
3
J
3
1
+ 0:05522609226 b
4
J
4
1
, 0:1157387496 h
2
a
2
b
2
J
2
1
,0:102952788 hab
3
J
3
1
+ 0:1486544109 h
3
a
3
b
J
10
h
174
+0:6070687081 h
2
a
2
b
2
J
1
J
10
h
, 0:3419957128 hab
2
J
2
1
+0:4433619348 hab
3
J
2
1
J
10
h
, 0:2828776188 b
4
J
3
1
J
10
h
,0:4134724782 h
2
a
2
b
2
(
J
10
h
)
2
, 0:5538413207 hab
3
J
1
(
J
10
h
)
2
+0:05043464152 h
3
a
3
bJ
1
+ 0:5798895875 h
2
a
2
bJ
1
,0:1658166264 h
2
a
2
b
J
10
h
+ 4:036048623 hab
2
J
1
J
10
h
,4:623245985 hab
2
(
J
10
h
)
2
+ 0:286708418 b
4
J
2
1
(
J
10
h
)
2
:
Squaring this and taking expectations,
E(R
2
CL
(h; a; b)) = 1 + 2(a+ b
2
)h+ (2a
2
+ 3:269893207 ab
2
+ 1:71057106 b
4
)h
2
+(
4
3
a
3
+ 2:863798646 a
2
b
2
+ 1:925252077 ab
4
+ 0:270309581 b
6
)h
3
+(
2
3
a
4
+ 1:645042404 a
3
b
2
+ 1:3704558a
2
b
4
, 0:319843114 ab
6
+0:101922069 b
8
)h
4
+(
1
4
a
5
+ 0:6354256573 a
4
b
2
+ 0:23985221 a
3
b
4
,0:00553023635 a
2
b
6
)h
5
+(
5
72
a
6
+ 0:1478030732 a
5
b
2
, 0:008416501 a
4
b
4
)h
6
+(
1
72
a
7
+ 0:02157131671 a
6
b
2
)h
7
+
1
576
a
8
h
8
:
With the change of variables in (5.64),
E(R
2
CL
) = 1 + 2u+ 0:101922069 v
4
+ 0:270309581 v
3
+ 1:71057106 v
2
+ 2(u, v)
2
+
4
3
(u, v)
3
+
2
3
(u, v)
4
+
1
4
(u, v)
5
+
5
72
(u, v)
6
+
1
72
(u, v)
7
+
1
576
(u, v)
8
+ 0:23985221 (u, v)
3
v
2
, 0:00553023635 (u, v)
2
v
3
+0:1478030732 (u, v)
5
v + 0:02157131671 (u, v)
6
v
+1:925252077 (u, v)v
2
+ 1:645042404 (u, v)
3
v
+2:863798646 (u, v)
2
v + 1:3704558 (u, v)
2
v
2
+3:269893207 (u, v)v + 0:6354256573 (u, v)
4
v
,0:319843114 (u, v)v
3
, 0:008416501 (u, v)
4
v
2
:
Analysis of the boundaries of the stability region shows that when v = 0; u 
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,2:785293563 while for u = 0; v must just be non-negative. The region S
CL
is plotted
in Figure 5.1.
Method E1
Method E1, dened by the tableau in (3.60), is a 4-stage SRK with minimal error
coecients. The stability function for this method is
R
E1
= 1 +
1
2
b
2
J
2
1
+
1
6
b
3
J
3
1
+
11
16
h
2
a
2
bJ
1
+
1
24
b
4
J
4
1
,
1
8
h
2
a
2
b
2
J
2
1
+
1
4
h
2
a
2
b
J
10
h
(5.66)
+habJ
1
+
1
4
hab
2
J
1
J
10
h
+ ha+
1
2
h
2
a
2
+ bJ
1
+
11
16
hab
2
J
2
1
+
1
6
h
3
a
3
,
1
12
h
3
a
3
bJ
1
:
Squaring this and taking expectations,
E(R
2
E1
(h; a; b)) = 1 + 2(a+ b
2
)h+ (2a
2
+ 2b
4
+
37
8
ab
2
)h
2
+(
4
3
a
3
+
25
24
b
6
+
9
2
a
2
b
2
+
59
16
ab
4
)h
3
+(
7
12
a
4
+
35
192
b
8
+
1957
768
a
2
b
4
+
35
16
a
3
b
2
+
65
64
ab
6
)h
4
+(
1
6
a
5
,
125
192
a
3
b
4
+
165
256
a
4
b
2
,
5
32
a
2
b
6
)h
5
+(
1
36
a
6
,
17
96
a
5
b
2
+
3
64
a
4
b
4
)h
6
+
1
144
a
6
b
2
h
7
:
As before, the change of variables (5.64) can be made, and analysis of the boundary
conditions yields
u = 0; 0 < v  0:6149779045
v = 0; u > ,2:512745327:
The stability region S
E1
is also plotted in Figure 5.1.
In Figure 5.1, v = hb
2
is the horizontal axis and u = ha + hb
2
is the vertical axis.
The interpretation of these gures is that the higher order deterministic methods (CL
and E1) have a larger deterministic stability interval (along the u-axis). On the other
hand PL appears to be more robust for larger values of stochasticity than the other
methods (the v-axis).
To demonstrate the signicance of these mean-square stability regions, two numer-
ical examples are presented.
Example 5.5.1 The SDE being solved in this example is
dy(t) = ay(t)dt+ by(t)  dW (t) (5.67)
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Figure 5.1: Mean-Square Stability Regions
where a = ,4:0 and b
2
= 3:2: The integration is from 0 to 3.0. To demonstrate mean-
square convergence, the errors at various intermediate points t
1
; t
2
; t
3
and at T = 3:0
are presented; for mean-square convergence, the error at t
i
should be less than the error
at t
i 1
. The error is averaged over 50 trajectories and is computed using jj jj
2
, and
the results for both a stepsize h = 0:15 and h = 0:30 are presented in Table 5.1. For
this choice of parameters, E(R
2
) is as follows:
E(R
2
PL
) E(R
2
R2
) E(R
2
CL
) E(R
2
E1
)
h = 0:15; u = ,0:12; v = 0:48 0:760 0:864 0:965 0:769
h = 0:30; u = ,0:24; v = 0:96 0:693 1:499 1:984 3:036
and so all the methods are expected to be mean-square stable for h = 0:15, but only
PL should maintain mean-square convergence for h = 0:30: These results are conrmed
in Table 5.1.
Example 5.5.2 For this example the SDE is given in (5.67) but in order to target an
alternative section of the stability regions, b
2
remains at 3.2 while a is chosen to be
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Table 5.1: Example 5.5.1, 50 trajectories
h = 0:15 t
i
: 0.75 1.50 2.25 3.00 Mean-sq stable?
PL 1.08(-1) 3.02(-2) 2.64(-3) 1.78(-4) yes
R2 1.96(-1) 1.61(-1) 3.56(-2) 9.98(-3) yes
CL 1.85(-1) 1.22(-1) 1.88(-2) 3.06(-3) yes
E1 1.44(-1) 6.84(-2) 2.63(-3) 4.50(-4) yes
h = 0:30 t
i
: 0.60 1.50 2.40 3.00
PL 2.52(-1) 3.66(-2) 4.07(-3) 5.79(-4) yes
R2 7.66(-1) 7.80(-1) 1.16(00) 1.11(00) 
CL 5.87(-1) 6.77(-1) 4.66(-1) 4.92(-1) 
E1 1.14(00) 1.32(00) 8.19(00) 6.46(00) 
-137.60. For a stepsize h =
1
64
; u = ,2:1 and v = 0:05 so that E(R
2
) is
E(R
2
PL
) E(R
2
R2
) E(R
2
CL
) E(R
2
E1
)
h =
1
64
; u = ,2:1; v = 0:05 1:267 1:475 0:198 0:964
:
For these values it is expected that methods PL and R2 will diverge while CL and
E1 will demonstrate mean-square stability, and indeed this can be seen in the results
presented in Table 5.2. The integration was carried out from 0 to 0.25.
Table 5.2: Example 5.5.2, 50 trajectories
h = 0:015625 t
i
: 0.0625 0.1250 0.1875 0.2500 Mean-sq stable?
PL 1.60(00) 2.60(00) 4.14(00) 6.63(00) 
R2 2.10(00) 3.71(00) 7.31(00) 14.26(00) 
CL 3.41(-2) 1.24(-3) 3.70(-5) 1.00(-6) yes
E1 3.92(-1) 4.73(-2) 6.32(-3) 2.55(-3) yes
In this section, a mean-square stability region was determined for each of the meth-
ods PL, R2, CL and E1. For a particular scalar linear SDE, it is possible to inspect
these stability regions and hence choose an appropriate stepsize for the method under
consideration, to ensure numerical results that are mean-square stable. The results
show that CL and E1 perform better than PL and R2 when the deterministic com-
ponent dominates the stochastic component but when the stochastic component is
signicant PL can take larger stepsizes and preserve mean-square stability.
It is important to use a method that is numerically stable (mean-square, as in this
section. or asymptotically stable as discussed in the following section) and the graphical
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presentation of the stability region allows the selection of as large an h as possible while
retaining the stability properties, hence resulting in an ecient cost-eective numerical
implementation.
5.6 Asymptotic Stability of Numerical Methods
In this section, asymptotic stability regions for each of the methods EM, PL, R2 and E1
are determined, and numerical results to demonstrate the signicance of these regions
are presented.
From the denition of asymptotic (stochastic) numerical stability given at the be-
ginning of the previous section, it can be seen that asymptotic stability is concerned
with the long-term trend of the numerical solution. Thus to analyse the asymptotic
stability of a numerical method, each method's stability function R (as derived in sec-
tion 5.5 using the linear test equation (5.9)) will be evaluated for 50000 simulations of
random samples for various ha and hb
2
- this will result in a stability bound for hb
2
for particular ha values, and hence the stability region for each method
A = fh; a; b : lim
n!1
n
Y
i=1
R
i
(h; a; b)! 0g
can be approximated and plotted in the (ha; hb
2
)-plane, where it is necessary that
ha < 0: Here, R
i
denotes the value of the stability function R for the i
th
sample. When
plotting the stability region, use is made of the MATLAB spline function, to obtain a
smooth curve. The regions are plotted in Figure 5.2.
Method EM
Evaluation of the stability function (R
EM
)
i
= 1+ha+ bJ
i
over 50000 samples leads
to the following discrete points that lie on the boundary of the asymptotic stability
region A
EM
:
ha : ,3:25 ,3:00 ,2:50 ,2:00 ,1:75 ,1:50 ,1:25 ,1:00 ,0:50 ,0:10
hb
2
: 0:00 3:40 3:30 3:20 3:00 2:70 2:40 2:10 1:44 0:70
Method PL
With (R
PL
)
i
denoting the i
th
random sample for PL's stability function 1 + ha +
179
bJ
i
+
1
2
habJ
i
+
1
2
b
2
J
2
i
, 50000 simulations yield the following stability boundary points.
ha : ,2:52 ,2:51 ,2:50 ,2:00 ,1:50 ,1:00 ,0:50 ,0:25 ,0:125
hb
2
: 2:45 2:45 2:60 4:75 5:75 5:75 2:45 1:24 0:70
Method R2
For this method, the stability function for the i
th
random sample is 1+ha+
1
2
h
2
a
2
+
bJ
i
(1+ha)+
1
2
b
2
J
2
i
, and for 50000 simulations, the following stability boundary points
are determined.
ha : ,1:90 ,1:75 ,1:50 ,1:25 ,1:00 ,0:75 ,0:50 ,0:30 ,0:10
hb
2
: 0:79 0:80 1:23 1:41 1:48 1:45 1:20 0:94 0:50
Method E1
The stability function for E1 is given by (5.66), and over 50000 simulations, the
following asymptotic stability boundary points have been determined.
ha : ,2:50 ,2:25 ,2:00 ,1:75 ,1:50 ,1:10 ,0:90 ,0:50 ,0:30 ,0:10
hb
2
: 0:10 0:25 0:47 0:85 1:32 1:95 2:15 2:75 3:42 2:25
The asymptotic stability regions as depicted in Figure 5.2 can be used to determine
values of h that will lead to asymptotically stable or unstable results, as the following
examples will demonstrate. Here the horizontal axis is ha and the vertical axis is hb
2
:
Example 5.6.1 The SDE being solved (in Stratonovich form) is that given in (5.67).
However, in this example, the Euler-Maruyama method is used to obtain the numerical
results, and so the SDE is converted to Ito^ form
dy(t) = (a+
1
2
b
2
)y(t)dt+ by(t)dW (t): (5.68)
Figure 5.3 demonstrates the change from stable numerical results to unstable ones when
the stepsize h is changed. In the rst row of Figure 5.3, the parameters are a = ,8;
b = 4; with h =
1
8
producing a stable result and h =
1
4
being unstable. In the second
row the parameters are a = ,32; b = 8 and the stepsizes for stability/instability are
1
64
and
1
16
, respectively. The integration was from 0.0 to 10.0 over just one trajectory.
Example 5.6.2 As above, the SDE to be solved is that formulated in (5.67), with the
results presented in Figure 5.4. For the rst row of graphs in the gure, the parameter
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Figure 5.2: Asymptotic Stability Regions
values are a = ,8:0; b = 2:0 where h =
1
8
demonstrates method R2 producing a stable
result while for h =
1
4
; R2 is unstable. For the second row, a = ,12:0 while b remains
at 2.0 and the stability (respectively instability) of method R2 is demonstrated by the
choices of h =
1
8
(respectively
1
4
).
Example 5.6.3 In this example, the SDE is again that given in (5.67), but the param-
eters have been chosen to contrast the stability/instability between the four methods
EM, PL, R2 and E1. Method EM is, of course, applied to the Ito^ form of the SDE
(5.68). The stepsize h is set to 0.375, while the other parameter values are a = ,4:0;
b = 2:3:With these choices, inspection of the asymptotic stability regions indicates that
EM and PL should produce numerically stable results while methods R2 and E1 will
be unstable; these results are conrmed in Figure 5.5. With the new value a = ,1:4;
it is expected that all of EM, PL and E1 will perform in a stable manner while method
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Figure 5.3: Euler-Maruyama Asymptotic Stability Tests
R2 is unstable. The results for this choice of parameters are presented in Figure 5.6.
For this example, the integration was carried out from 0.0 to 10.0 over one trajectory.
5.7 Methods with Maximal Stability Regions
In Chapter 3 it was demonstrated how method R2 performed with greater accuracy
than method PL; however, in the previous two sections, PL has been shown to greater
advantage due to its larger stability region. In the deterministic setting, it has been
shown (see Guillou and Lago (1961), for example) that for an s-stage Runge-Kutta
method the largest stability interval has length 2s
2
along the negative axis. However,
in the stochastic case, this needs to correspond to a stability region where the depth
of the region is important for methods with non-trivial stochasticity. The analysis of
the stability region for either mean-square or asymptotic stability is both useful and
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Figure 5.4: R2 Asymptotic Stability Tests
important but it would be a distinct advantage to have access to a condition that, when
tested, would determine the parameter requirements for both stability concepts. Some
recent works on nonlinear time series (see Tong (1990) and Ispany (1997)) suggest such
an approach, via the establishment of a condition that is sucient for both mean-square
and asymptotic stability for so-called bilinear time series. For a stochastic numerical
method that can be written in the form
y
n
= Ay
n 1
+
d
X
j=1
B
j
y
n 1
W
n j
+ cW
n
(5.69)
where fW
i
; i 2 Ng is a sequence of independent identically-distributed random vari-
ables with bounded even moments and zero odd moments, Ispany (1997) proves that
if, for all i,
(A
A+ E(W
2
i
)
d
X
j=1
B
j

B
j
) <
1
d
; (5.70)
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Figure 5.5: Asymptotic Testing - EM, PL stable
then the stochastic numerical method converges in mean-square as well as almost
surely; the solution is also mean-square stable. Note that 
 denotes the usual ten-
sor multiplication of matrices, and  is the spectral radius.
This then provides a sucient condition for mean-square and asymptotic stability;
however the theorem only holds for a numerical scheme of the form (5.69). Condition
(5.70) will be called the algebraic condition for stability, and for SRKs with just
one random variable (which can be written in form (5.69)) the condition will be used to
analyse stochastic stability regions and hence to maximise such regions. For example
the Euler-Maruyama method applied to dy = Aydt+B
1
ydW takes the form of (5.69)
with d = 1; c = 0. It is conjectured that by maximising the mean-square stability
region (by use of this algebraic condition, along with the usual condition for mean-
square stability), the asymptotic stability region will also be maximal.
In this section, a 2-stage SRK (which depends only on one random variable J
1
)
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Figure 5.6: Asymptotic Testing - EM, PL, E1 stable
with maximal stability region will be constructed. The methodology used here can of
course be applied to the construction of an SRK (with maximal stability region) with
more than 2 stages, but for eciency of implementation, two stages is sucient for a
method of this form.
Thus let the 2-stage SRK (depending only on J
1
) have the parameters
A =
 
0 0
q 0
!
; B =
 
0 0
1
2
0
!
; 
>
= (1, ;); 
>
= (1 , ; ): (5.71)
This method has strong order 1 where the free parameters could be chosen to minimise
the error coecients

>
Ae,
1
2
= q ,
1
2

>
Be,
1
2
=

2
,
1
2

>
Ae,
1
2
= q ,
1
2

>
(Be)
2
,
1
3
=
1
4
,
1
3

>
B
2
e,
1
6
=
1
6
:
The stability function for this method (for the usual test problem (5.5.1)) is
R = 1 + ah+ (ah)
2
q + bJ
1
(1 + ah(

2
+ q)) +
1
2
(bJ
1
)
2
;
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so that
E(R
2
) = (1+ ah+(ah)
2
q)
2
+ b
2
h(1+ ah(

2
+q))
2
+
3
4
b
4
h
2
+ b
2
h(1+ ah+(ah)
2
q):
Thus, writing u = ah; v = b
2
h;  = q and ' =

2
+q, the condition for mean-square
stability can be written
E(R
2
) = (1 + u+ u
2
)
2
+ v((1 + 'u)
2
+ (1 + u+ u
2
)) +
3
4
v
2
 1: (5.72)
The algebraic condition (5.70) for a method of the form (5.71) is derived by squaring the
stability function component-wise by deterministic/stochastic components and taking
expectations. Thus if
^
R = (1 + u+ u
2
) + bJ
1
(1 + 'u) +
1
2
b
2
J
2
1
;
then
E(
^
R
2
) = (1 + u+ u
2
)
2
+ v(1 + 'u)
2
+
3
4
v
2
and the algebraic condition can be written
(1 + u+ u
2
)
2
+ v(1 + 'u)
2
+
3
4
v
2
 1: (5.73)
There is one further condition to be taken into account, and that is the one imposed
by the order conditions on the parameters of the method. With  = q then
' =

2q
+ q,  + 2(q)
2
, 2'(q) = 0:
The solution of q is q =
1
2
'
p
4'
2
, 8 and thus the solution is real if and only if
'
2
 2: (5.74)
Analysis of the conditions (5.72) and (5.73) shows that if u = ,
1

then v must be
zero and hence (,
1

; 0) is on the stability boundary; if  is small, then the interval
(,
1

; 0) will be large.
Solving (5.73) for v gives that
v = ,
2
3
(1 + 'u)
2

2
3
h
(1 + 'u)
4
, 3((1 + u+ u
2
)
2
, 1)
i
1=2
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and so v is maximised by requiring 1 + 'u = 0 (so that u = ,
1
'
) and 1 + u+ u
2
= 0
(so that '
2
, '+  = 0). Using this it can be seen that
'
2
, 2  0, '  3:
Alternatively,
'
2
, 2 = '
2
, 2(' , '
2
) = 3'
2
, 2'  0, '(3' , 2)  0:
Taking ' > 0 (as it is desirable to keep the error coecients small), then it is necessary
that ' 
2
3
or '
2

4
9
: But '
2
 2 so this results in the condition  
2
9
: Choosing
 =
2
9
gives a stability interval of (-4.5,0.0); from above, '  3 (so that ' 
2
3
) which,
taken in conjunction with '
2
, ' +  = 0, yields the solution ' =
2
3
: With  =
2
9
,
' =
2
3
, the maximum value of v is given by v =
2
3
p
3 ( 1:154701). Analysis of (5.72)
also gives the same maximum for v:
3
4
v
2
 1 , v 
2
p
3
: For comparison, method R2
has  =
1
2
; ' = 1 and maximum values u = ,2; v =
1
3
(
p
10 , 1) ( 0:720759), while
method PL (with  = 0; ' =
1
2
) has maximum values u = ,2; v = 1.
It should be noted in passing that a maximum interval for u is -8 with  =
1
8
, but
this does not have good stochastic properties for at u = ,4 the v value is 0. Thus
maximising the u interval is detrimental in terms of the eectiveness of a method in
terms of the stochastic component. The method given below has a balance between
both the deterministic and stochastic components.
It is now possible to construct the 2-stage SRK with large stability region, using
 =
2
9
and ' =
2
3
. Choosing  so as to minimise the error coecient
1
4
,
1
3
, taking
 =

q
and solving

2
+ q = ' =
2
3
gives q =
1
3
so that q =
4
9
and  =
1
2
: Thus the
method (hereafter designated `RS') has the parameters
A =
 
0 0
4
9
0
!
; B =
 
0 0
2
3
0
!
; 
>
= (
1
2
;
1
2
); 
>
= (
1
4
;
3
4
): (5.75)
By calculating the product of the stability function for RS
R
RS
= 1 + ah+
2
9
(ah)
2
+ bJ
i
(1 +
2
3
ah) +
1
2
(bJ
i
)
2
over 50000 simulations, the following boundary points on its asymptotic stability region
were determined.
ha : 0:00 ,0:10 ,0:30 ,0:50 ,0:75 ,1:00 ,1:25 ,1:50 ,1:75 ,2:00
hb
2
: 0:00 0:59 1:30 2:00 3:10 4:83 6:68 6:47 6:05 5:48
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ha : ,2:25 ,2:50 ,2:75 ,3:00 ,3:50 ,4:00 ,4:50 ,5:00 ,8:00 ,9:00
hb
2
: 5:00 4:12 3:20 2:10 0:75 0:38 0:26 0:20 0:15 0:05
The asymptotic stability region has been plotted after using the spline function in
MATLAB, and is shown in the 4
th
quadrant of Figure 5.7. Note that the region is
very deep for ha 2 (,2:50; 0:00) and so compares very favourably with the asymptotic
stability regions given for other methods in Figure 5.2. Also the region for RS has a
long `tail', making it stable for problems with strong deterministic component. Also in
Figure 5.7 are graphs of the mean-square stability and algebraic conditions for method
RS. In the rst quadrant of the gure, the mean-square stability graph is plotted along
the axes (ha + hb
2
; hb
2
), and it can be compared directly with the regions for other
methods plotted in Figure 5.1. In the second quadrant of Figure 5.7, the mean-square
stability region is plotted again, but this time on axes (ha; hb
2
); the third quadrant
plots the region determined by the algebraic condition, on axes (ha; hb
2
).
0 0.5 1
−4
−3
−2
−1
0
Method RS, mean−square
0 0.5 1
−4
−3
−2
−1
0
mean−square, revised axes
0 0.5 1
−4
−3
−2
−1
0
Method RS, algebraic condition
0 2 4 6 8
−10
−8
−6
−4
−2
0
Method RS, asymptotic
Figure 5.7: Stability regions for method RS
It can be seen from the graphs that the algebraic condition is sucient for asymp-
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totic stability, and also that by maximising the algebraic condition, both the mean-
square and asymptotic stability regions are maximised.
Numerical results conrm the eectiveness of a method with a large stability region.
Method RS will now be applied to the examples analysed in sections 5.5 and 5.6.
Example 5.7.1 The SDE is given by (5.67) with parameters a = ,4:0; b = 1:789.
For stepsize h = 0:15 (so u = ,0:12; v = 0:48), E(R
2
RS
) = 0:8064 while for stepsize
h = 0:30 (u = ,0:24; v = 0:96), E(R
2
RS
) = 0:8592. With these values it is expected
that RS will demonstrate mean-square stability, whereas only method PL remained
mean-square stable for the larger h. The errors below have been averaged over 50
trajectories, and the integration was carried out from 0 to 3.0.
h = 0:15 t
i
: 0:75 1:50 2:25 3:00 Mean, sq stable?
RS 7:39(,2) 1:33(,2) 3:45(,3) 4:11(,4) yes
h = 0:30 t
i
: 0:60 1:50 2:40 3:00 Mean, sq stable?
RS 1:87(,1) 6:27(,2) 2:91(,2) 1:42(,2) yes
When emphasizing the deterministic component by choosing a = ,137:60, a stepsize
of h =
1
64
(so that u = ,2:1; v = 0:05) gives E(R
2
RS
) = 0:020199 and hence it is
expected that RS will be mean-square stable. In Example 5.5.2, it was only the 4-
stage higher order methods CL and E1 that were stable with these parameters, and so
the 2-stage method RS demonstrates a distinct advantage - being mean-square stable
while requiring a much simpler implementation.
h =
1
64
t
i
: 0:0625 0:1250 0:1875 0:2500 Mean, sq stable?
RS 2:46(,4) 1:44(,7) 1:71(,11) 4:57(,15) yes
Example 5.7.2 The SDE is again given by (5.67), with parameters a = ,4:0 and
b = 2:3. In Figure 5.8 are the graphs of the results of a single trajectory taken with
h = 0:375; 0:50; 0:60 and 0:75 (clockwise, from the top left-hand quadrant). From
inspection of the asymptotic stability region, the trajectories should be stable except
for the case h = 0:75, and this is indeed demonstrated by the graphs.
In this section the usefulness of the algebraic condition (5.70) was demonstrated as a
measure of stability. In addition a method RS was constructed which has substantially
larger stability regions than any extant two-stage method. Furthermore this method
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Figure 5.8: Method RS for Example 5.7.2
has smaller error coecients than PL and while the error coecients are slightly larger
than those of R2 the superior stability region of RS would make this much the most
eective of these methods. In the following section, 2-dimensional problems are con-
sidered, and the stability behaviour of various methods will be studied.
5.8 Two-Dimensional Examples
Analysis of numericalmethods applied to a multi-dimensional test problem is extremely
complex, especially when there is a lack of commutativity. There are many reasons for
this but two important reasons are
 it was seen in early sections of this chapter that it is not a simple matter to
know when a two-dimensional problem with more than two Wiener processes is
mean-square or asymptotically stable;
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 unlike the scalar case the mean-square stability of a numerical method cannot be
analysed by just examining E(R
>
R) over one step - see section 5.5.
Thus in this section some brief qualitative behaviour is given about the asymptotic
stability of numerical methods when applied to the Satellite Dynamics problem and
then the mean-square stability of various non-commutative methods is analysed in
terms of increasing stochasticity, demonstrating how the range of available stepsizes
shrinks as the problem becomes more stochastic.
First consider the Satellite Dynamics problem which has been solved via one tra-
jectory for the parameters a
0
= c
0
=
1
4
; b
0
= 1; a
1
= b
1
= 0:1, with stepsize h =
1
8
; the
method designated ODE23 is fromMATLAB and is used to solve the corresponding de-
terministic problem (it uses a variable stepsize implementation), the Euler-Maruyama
method is applied to the corresponding Ito^ SDE, N3 is the method described in Chap-
ter 4, and method TA is an order 1.5 implementation of the Taylor Series, to provide
an \accurate" approximation to the solution. The trajectories are presented in Figure
5.9. An immediate conclusion from these graphs is that the order one method N3
performs well while the order
1
2
Euler-Maruyama method is not behaving eectively
for this value of the stepsize.
Before considering mean-square stability behaviour, it is instructive to observe the
stability region of the deterministic part of a method, as this represents the largest
possible region that the method can have (with zero stochastic part). As stochasticity
is increased, it can be seen that the stability region will shrink accordingly. Thus,
considering only the deterministic part of the method, N3 has stability function 1+z+
1
2
z
2
, NC has stability function 1+ z+
1
6
z
3
and method N4 has a deterministic stability
function given by 1 + z +
1
2
z
2
+
1
6
z
3
+
1
24
z
4
: Using a program in Butcher (1987) that
produces a stability region of a polynomial, the deterministic stability regions for N3,
NC and N4 are as displayed in Figure 5.10.
To investigate the mean-square stable behaviour of non-commutative methods the
stability function is needed. Consider now a general s-stage (explicit) SRK suitable for
solving non-commutative SDEs, and let the extension of the scalar Stratonovich test
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Figure 5.9: a
0
= c
0
=
1
4
; b
0
= 1; a
1
= b
1
= 0:1
equation to the multi-dimensional case be given by
dy(t) = G
0
y(t)dt+G
1
y(t)  dW
1
(t) +    +G
d
y(t)  dW
d
(t): (5.76)
Applying the method to the test equation gives
Y
1
= Iy
n
 P
0
y
n
Y
2
= (I + ha
21
G
0
+ J
1
b
(1)
21
G
1
+   + J
d
b
(d)
21
G
d
)y
n
 P
1
y
n
.
.
.
.
.
.
.
.
.
Y
s
= (I + h
s 1
P
i=1
a
sj
G
0
P
j 1
+ J
1
s 1
P
i=1
b
(1)
sj
G
1
P
j 1
+   + J
d
s 1
P
i=1
b
(d)
sj
G
d
P
j 1
)y
n
 P
s
y
n
:
Then
y
n+1
=
2
6
6
4
I + h
s
X
i=1

i
G
0
P
i 1
+
d
X
k=1
J
k
s
X
i=1

(k)
i
G
k
P
i 1
+
d
X
i; j = 1
j < i
J
ij
[G
j
; G
i
]
3
7
7
5
y
n
= R (G
0
; G
1
;    ; G
d
; [G
j
; G
i
]
j<i
) y
n
:
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Figure 5.10: Stability Regions in Deterministic Setting
Substituting in turn for P
0
; P
1
; P
2
;    it can be seen that
R (G
0
; G
1
;    ; G
d
; [G
j
; G
i
]
j<i
) = I +
d
X
k=0
z
(k)>
eG
k
+
d
X
i;k=0
z
(k)>
Z
(i)
eG
k
G
i
+
d
X
i;j;k=0
z
(k)>
Z
(i)
Z
(j)
eG
k
G
i
G
j
+   
+
d
X
i; j = 1
j < i
J
ij
[G
j
; G
i
]
where z
(0)>
= 
>
; z
(i)>
= J
i

(i)>
; Z
(0)
= hA; Z
(i)
= J
i
B
(i)
; i = 1;    ; d: Note that for a
3-stage explicit method it is only necessary to include terms up to the product Z
(i)
Z
(j)
,
as higher products will be zero. For non-commutative methods of the form (4.61) (a
3-stage example is method N3) where the matrices A; B
(1)
;    ; B
(d)
are non-zero only
in the rst column, the stability function R can be written
R = I +
d
X
k=0
z
(k)>
eG
k
+
d
X
i;k=0
z
(k)>
Z
(i)
eG
k
G
i
+
d
X
i; j = 1
j < i
J
ij
[G
j
; G
i
]
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= I +
d
X
k=0
J
k
G
k
+
d
X
i;k=0
J
k
J
i

(k)>
B
(i)
eG
k
G
i
+
d
X
i; j = 1
j < i
J
ij
[G
j
; G
i
];
where 
(0)>
= 
>
and B
(0)
= A: This can be simplied further, using the order
conditions that hold for a method of form (4.61):

(0)>
B
(0)
e =
1
2

(0)>
B
(i)
e =
1
2
; i = 1;    ; d

(i)>
e = 1; i = 0;    ; d 
(i)>
B
(0)
e =
1
2
; i = 1;    ; d

(k)>
B
(i)
e = 1; i < k; i; k 6= 0 
(k)>
B
(k)
e =
1
2
; k 6= 0

(k)>
B
(i)
e = 0; i > k; k 6= 0:
Therefore the stability function can be written
R = I +
d
X
k=0
J
k
G
k
+
X
j<i
J
ij
[G
j
; G
i
] +
1
2
d
X
k=0
J
2
k
G
2
k
+
1
2
J
0
d
X
k=1
J
k
(G
k
G
0
+G
0
G
k
)
+
d
X
i=1
d
X
k=i+1
J
k
J
i
G
k
G
i
:
In particular, for d = 2, method N3 has stability function
R
N3
= I + J
0
G
0
+ J
1
G
1
+ J
2
G
2
+ J
21
[G
1
; G
2
] +
1
2
J
2
0
G
2
0
+
1
2
J
2
1
G
2
1
+
1
2
J
2
2
G
2
2
+
1
2
J
0
J
1
(G
1
G
0
+G
0
G
1
) +
1
2
J
0
J
2
(G
2
G
0
+G
0
G
2
) + J
1
J
2
G
2
G
1
: (5.77)
For method NC the stability function is
R
NC
= I + J
0
G
0
+ J
1
G
1
+ J
2
G
2
+ J
21
[G
1
; G
2
] +
1
2
J
0
J
1
(G
0
G
1
+G
1
G
0
)
+
1
2
J
0
J
2
(G
0
G
2
+G
2
G
0
) +
1
2
J
2
1
G
2
1
+ J
1
J
2
G
2
G
1
+
1
2
J
2
2
G
2
2
+
1
6
J
3
0
G
3
0
+ 0:04123616616 J
2
0
J
1
G
2
0
G
1
, 0:1254305005 J
2
0
J
2
G
2
0
G
2
+0:1254305005 J
2
0
J
1
G
1
G
2
0
+ 0:03103363777 J
0
J
2
1
G
1
G
0
G
1
,0:09439686277 J
0
J
1
J
2
G
1
G
0
G
2
+ 0:2920971672 J
2
0
J
2
G
2
G
2
0
+0:07226980392 J
0
J
1
J
2
G
2
G
0
G
1
, 0:2198273632 J
0
J
2
2
G
2
G
0
G
2
:
Method NC does not have the same simple structure as N3, and this is demonstrated
by the more complicated stability function. Method N4 is a 4-stage method and hence
the additional terms of the form
2
X
i;j;k;l=0
z
(k)>
Z
(i)
Z
(j)
Z
(l)
eG
k
G
i
G
j
G
l
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appear in its stability function. Consequently the stability function for N4 is extremely
complicated, involving 67 non-zero terms, and is not reproduced here.
Now, as observed in section 5.5 for systems,
y
>
N
y
N
= y
>
0
R
>
1
R
>
2
  R
>
N
R
N
  R
1
y
0
and
E(y
>
N
y
N
) = y
>
0
E(R
>
1
R
>
2
  R
>
N
R
N
  R
1
)y
0
so that the values of h for which


E(R
>
R)

 1 (5.78)
and


E(R
>
1
R
>
2
  R
>
N
R
N
  R
1
)

 1 (5.79)
are not equivalent (as they are in the scalar case) - here (M) denotes the spectral
radius of M . In the following example condition (5.78) over one step and condition
(5.79) over an arbitrary number of steps are investigated.
So, to investigate directly the impact of stochasticity on the range of h-values that
lead to mean-square stable numerical results, consider the two dimensional example
dy = G
0
ydt+G
1
y  dW
1
+G
2
y  dW
2
where
G
0
=
 
,
1
2
(a
2
+ b
2
) 0
0  ,
1
2
(a
2
+ b
2
)
!
; G
1
=
 
a 0
0 ,a
!
; G
2
=
 
0 b
b 0
!
:
The SDE is integrated from 0 to 50 over 25 trajectories, and Table 5.3 gives the largest
stepsize h that produces a stable numerical result. Note that for the deterministic case
(a = b = 0), the largest h-value can be determined from Figure 5.10 where z = h.
Also displayed in Table 5.3 are the `theoretical' ranges of h, where these have been
determined by nding conditions such that the eigenvalues of E(R
>
R) have real part
less than 1. As the example is two-dimensional, it is critical to maintain the correct
order in multiplication for R
>
R (where R is now the matrix-valued stability function
for the method in question). Note that the theoretical mean-square limits on h have
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been determined from just one step of the numerical method, and (as in section 5.5)
the resulting stability interval for h can be expected to increase when more numerical
steps are analysed. This is demonstrated by observing that the numerical stability
intervals are wider than their theoretical counterparts.
Table 5.3: Mean-square Stability Intervals
SDE parameters Method N3 Method NC Method N4
a; b;  one step n steps one step n steps one step n steps
0:0; 0:0; ,0:50 [0; 4:00] [0; 4:00] [0; 2:94] [0; 2:94] [0; 5:57] [0; 5:57]
0:1; 0:2; ,0:50 [0; 3:48] [0; 3:48] [0; 2:89] [0; 2:88] [0; 4:18] [0; 4:44]
0:4; 0:5; ,0:50 [0; 1:68] [0; 1:70] [0; 2:20] [0; 2:20] [0; 1:12] [0; 1:40]
0:7; 0:7; ,0:50 [0; 0:47] [0; 0:78] [0; 1:22] [0; 1:38] [0; 0:05] [0; 0:39]
1:0; 1:0; ,0:50 - [0; 0:28] - [0; 0:80] - [0; 0:10]
Analysis of the stability of method N3 applied to the linearised Satellite Dynamics
problem initially yields less clear-cut results. The SDE is of the form (5.76) with d = 2,
where
G
0
=
 
0 1
,(b
0
, 2c
0
) ,a
0
,
1
2
a
2
1
!
; G
1
=
 
0 0
0 ,a
1
!
; G
2
=
 
0 0
,b
1
0
!
with the parameters chosen to be a
0
= 2; b
0
= 2; c
0
=
15
32
: For the analysis of
E(R
>
N3
R
N3
) for various choices of a
1
and b
1
(that is, over just one step), the sta-
bility interval for h so that the eigenvalues have modulus less than 1 is of the form
[; h
0
], where  > 0: When the method is analysed over two steps, the eigenvalues
of E(R
>
N3
(1)R
>
N3
(2)R
N3
(2)R
N3
(1)) have modulus less than 1 for a stability interval
h 2 [ , "
1
; h
0
+ "
2
]. Numerical testing showed that, in practice, there were stable
results for arbitrarily small h, so that in this case too the stability interval does extend
from 0.
5.9 Summary
The main points in this chapter are summarised below.
 Stability concepts and denitions for ordinary dierential equations are presented.
 The stability concepts for ODEs are extended to stochastic dierential equations.
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 It is shown how the stability of a linear SDE system can be determined from a
related deterministic dierential equation.
 A linear two-dimensional SDE with oneWiener process is analysed for its stability
properties.
 The non-linear Satellite Dynamics problem is written as a stochastic dierential
equation with two Wiener processes, and its stability is analysed.
 Denitions of stability for stochastic numerical approximations are presented.
 Mean-square stability for methods PL, R2, CL and E1 is analysed in depth, and
mean-square stability regions are plotted.
 Numerical results demonstrating mean-square stability (or instability) are given
for methods PL, R2, CL and E1, for various parameter combinations.
 The asymptotic stability of methods EM, PL, R2 and E1 is analysed, and asymp-
totic stability regions are plotted.
 Numerical results testing the asymptotic stability regions are presented.
 A 2-stage SRK with maximal mean-square and asymptotic stability regions is
derived. The method (RS) has its stability regions plotted, and numerical results
are presented.
 An algebraic condition sucient for mean-square and asymptotic stability (in
the deterministic setting) is discussed, and is extended to the stochastic case for
methods using just one random variable.
 The stability function for methods suitable for solving SDEs with d Wiener pro-
cesses is determined. In particular, the stability functions for methods N3 and
NC are given explicitly.
 The stability regions for the deterministic parts of methods N3, NC and N4 are
plotted; for these methods (applied to a two-dimensional SDE) and for increasing
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stochasticity, the stability intervals for h that are valid for mean-square stability
over both one step and many numerical steps are presented.
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Chapter 6
Implementation Issues
In this chapter implementation issues are discussed, with particular reference to variable
stepsize implementation and control. The various sections are thus as follows:
 section 6.1: this section describes the techniques of embedding and Richardson
extrapolation as a means of controlling error for an ecient implementation for
ordinary dierential equations;
 section 6.2: the technique of embedding is extended to the stochastic case, and
numerical results for some stochastic test problems are presented along with a
discussion on accuracy and convergence;
 section 6.3: this section is used to describe the variable stepsize technique used
by Gaines and Lyons (1997); in particular, construction of a Brownian tree is
required for the variable stepsize implementation to proceed along the correct
Brownian path;
 section 6.4: numerical results are presented here for the embedded method E1,
using the Brownian tree approach; the main limitation with this approach is the
restriction on stepsize change (the stepsize is either halved or doubled), and a
proposed modication to the Brownian tree construction that would allow a more
gradual change of stepsize is outlined;
 section 6.5: the nal section in this chapter is used to present conclusions covering
the entire thesis.
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6.1 Implementation for ODEs
For an ecient implementation scheme, it is important to be able to estimate the error
as accurately as possible, so that decisions concerning the stepsize to be used can be
made. This section describes the techniques used for the ecient numerical solution of
ordinary dierential equations, and with this groundwork the concepts can be extended
to the stochastic arena.
When implementing a numerical method to solve an initial value problem, it is
necessary to be able to control the truncation errors. The estimation of these errors,
however, should be accomplished with minimal extra work. Much analysis of this for
ODEs has been carried out; for example, see Gladwell et al. (1987), Higham (1989,
1991), Shampine and Watts (1979), Watts (1983). By estimating the error at each
step, it is possible to adjust the stepsize being used based on the order of accuracy
required.
The technique of Richardson extrapolation (see Richardson (1910, 1927) for the full
details, or Hairer et al. (1993) for a general discussion, for example) is one method
of estimating the error and using this information to obtain a more accurate approx-
imation to the solution at that steppoint. To use the technique of extrapolation, the
numerical solution is computed rst over two steps of length h (let y
1
and y
2
be the
numerical results at the end of steps 1 and 2 respectively) and then repeated with one
step of length 2h (where z holds that numerical result). Assuming that the Runge-
Kutta method has order p, and that the initial value at time t
0
is y
0
, then the associated
errors are
e
1
= y(t
0
+ h), y
1
= Ch
p+1
+O(h
p+2
) (6.1)
e
2
= y(t
0
+ 2h), y
2
= 2Ch
p+1
+O(h
p+2
) (6.2)
(the error e
2
must include the error incurred at the end of the rst step as well as the
error that arises in computing the second step). The error for the numerical approxi-
mation z is
e
3
= y(t
0
+ 2h), z = C(2h)
p+1
+O(h
p+2
): (6.3)
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From (6.1) - (6.3) it can be seen that the error in y
2
can be written
y(t
0
+ 2h) , y
2
=
y(t
0
+ 2h), z
2
p
+O(h
p+2
)
or
y(t
0
+ 2h) , y
2
=
y
2
, z
2
p
, 1
+O(h
p+2
)
and consequently an improved approximation (of order p+1) for y
2
can be calculated:
y^
2
= y
2
+
y
2
, z
2
p
, 1
:
However, this approach requires extra function evaluations, and so can be expensive
for integration over a long time frame. An alternative to Richardson extrapolation is
the idea of embedding, and this technique is now described.
When one Runge-Kutta method is embedded inside another (so that both methods
use as many of the same function evaluations as possible), the dierence between the
numerical results calculated with each method provides a cheap error estimate. In the
deterministic case, an s-stage explicit method of order p is embedded in an s+1-stage
explicit method of order p + 1; by using the weights ^
>
from the s-stage method for
the calculation of Y
s+1
, the embedded pair has the parameters
A =
0
B
B
@
A
0
.
.
.
^
1
   ^
s
0
1
C
C
A
; 
>
= (
1
;    ; 
s+1
)
so that the expressions for y^
n+1
and y
n+1
(being the numerical results calculated from
the s-stage and s+ 1-stage methods respectively) are
y^
n+1
= y
n
+ h^
1
f(Y
1
) +   + h^
s
f(Y
s
) (6.4)
y
n+1
= y
n
+ h
1
f(Y
1
) +   + h
s
f(Y
s
) + h
s+1
f(y^
n+1
):
In this formulation, there are no extra function evaluations required as the information
required to calculate y^
n+1
is used directly in the application of the s+1-stage method.
An alternative formulation for an embedded pair is where the s+1-row of the A-matrix
as well as the weights 
1
;    ; 
s+1
are chosen to satisfy the order conditions for the
s+ 1-stage method; this requires the calculation
Y
s+1
= y
n
+ h
s
X
j=1
a
s+1;j
f(Y
j
)
201
as well as the two updates given in (6.4). This approach gives more freedom in the
choice of parameter values for the s+ 1-stage method but of course is more expensive
to implement. (In Chapter 3, a 2-stage stochastic Runge-Kutta method is embedded
within a 4-stage SRK, so that the only extra work required is in calculating the up-
date from the 2-stage method - this involves just one addition and two multiplication
operations, as the function evaluations at Y
1
and Y
2
are used in the calculation of Y
3
and Y
4
for the 4-stage method.)
The value y
n+1
is used to advance the implementation of the numerical method,
while both y
n+1
and y^
n+1
are used to estimate the error. For an m-dimensional system,
let tol
i
be the tolerance permitted for the i
th
component; then an error estimate of
order p is given by
error =
v
u
u
t
1
m
m
X
i=1
 
y
n+1;i
, y^
n+1;i
tol
i
!
2
: (6.5)
In the analysis given in Hairer et al. (1993), this error is compared to 1 (as it is
desirable that y
n+1;i
, y^
n+1;i
 tol
i
) to determine an optimal stepsize h
opt
:
error  Ch
p+1
1  Ch
p+1
opt
so that h
opt
= h(1=error)
1=(p+1)
. (In the case that the embedded method has order
p^ and the s + 1-stage method has order p, the optimum stepsize is given by h
opt
=
h(1=error)
1=(q+1)
where q = min(p^; p): In the example of embedding given in Chapter
3, p^ = 1 and p =
3
2
; however in the stochastic case, order increases in increments of
1
2
so that h
opt
= h(1=error)
1=(q+1=2)
= h(1=error)
2=3
:) For an ecient implementation
using a variable stepsize strategy, Hairer et al. (1993) decrease this optimal stepsize by
a safety factor (for example, fac = 0:8) to avoid oscillatory behaviour in the stepsize,
and they also require that the stepsize does not increase or decrease too quickly:
h
new
= h min

facmx;max(facmn; fac  (1=error)
1=(q+1)
)

(6.6)
where facmx and facmn are the maximal and minimal stepsize scaling factors allowed,
respectively, for the problem being solved.
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6.2 Implementation for SDEs
In this section, the technique of embedding is extended to the stochastic setting, and
some numerical results for a selection of nonlinear problems are presented.
The basic approach here is to implement an embedded pair of SRKs eciently. At
each step, the implementation determines the error in the numerical calculation based
on the error estimate provided by comparing the numerical results from the two SRKs.
If the error is below the tolerance requested, the step is accepted (and the numerical
calculations proceed with a larger stepsize) otherwise it is rejected and repeated with
a smaller stepsize. By using the stepsize change strategy in the same manner as im-
plemented with deterministic embedding solutions, the stepsize will change by some
factor and the numerical calculations will continue. With this approach, the main
advantage is that the new stepsize is a function of the error incurred for the previous
attempt for that step, rather than being arbitrarily reduced or increased by a xed
factor. The disadvantage, however, is the lack of control over the particular path being
followed by the trajectory, which means that numerical results cannot be compared
when the solution is re-computed with a dierent initial value, for example. One way
of overcoming this disadvantage is by xing a path and computing a Brownian tree
of Wiener increments (based on the xed path) for the numerical method to use, but
this imposes a rigid stepsize strategy of either halving or doubling the stepsize - this
approach is discussed in detail in sections 6.3 and 6.4.
However, the main aim of this section is to demonstrate the potential eectiveness
of a variable stepsize implementation via the embedding technique, and this is achieved
by focusing on the accuracy of the numerical solution based on whatever path was used
for that trajectory. Inspite of the disadvantage mentioned above, this variable stepsize
approach does appear to give convergence to the correct solution in a smaller number
of steps than would otherwise have been the case, but the solution computed in this
way is not veriable by another method or dierent simulation.
Thus, for an ecient variable stepsize implementation that combines accuracy, ex-
ibility of stepsize change and control over the Brownian path, there needs to be more
research into a Brownian tree-based approach that will also allow more exible stepsize
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changes; this is discussed in section 6.4.
Now, embedding of stochastic Runge-Kutta methods is discussed. In Chapter 3,
the two-stage method R2 of strong order 1 was derived, and it was shown that in order
to increase the strong order of convergence it was necessary to have four stages and
two random variables included in the method formulation. It can be shown that it is
not possible to embed a 3-stage Runge-Kutta method of order 3 in a 4-stage Runge-
Kutta method of order 4 even in the deterministic sense. Indeed, let A
3
and A
4
be the
deterministic matrices for the 3-stage and 4-stage methods, respectively, and let ^ and
 be the corresponding weights:
A
3
=
0
B
@
0 0 0
c
2
0 0
c
3
, a
32
a
32
0
1
C
A
; A
4
=
0
B
B
B
B
@
0 0 0 0
c
2
0 0 0
c
3
, a
32
a
32
0 0
a
41
a
42
a
43
0
1
C
C
C
C
A
;
^
>
= (^
1
; ^
2
; ^
3
); 
>
= (
1
; 
2
; 
3
; 
4
):
The order conditions for the 3-stage method of order 3 give
^
1
= 1, ^
2
, ^
3
(^
2
c
2
; ^
3
c
3
) = (
1
2
;
1
3
)
 
1 c
2
1 c
3
!
 1
) ^
3
c
3
=
1
c
3
, c
2
(
1
3
,
1
2
c
2
) (6.7)
^
3
a
32
c
2
=
1
6
) a
32
=
1
6^
3
c
2
: (6.8)
The order conditions for the 4-stage method of order 4 require that

1
= 1 , 
2
, 
3
, 
4
(
2
c
2
; 
3
c
3
; 
4
c
4
) = (
1
2
;
1
3
;
1
4
)
0
B
@
1 c
2
c
2
2
1 c
3
c
2
3
1 c
4
c
2
4
1
C
A
 1
(6.9)

3
c
3
=
1
(c
2
, c
3
)(c
3
, c
4
)

,
c
2
c
4
2
+
c
2
+ c
4
3
,
1
4

(6.10)

>
Ac =
1
6
) 
3
a
32
c
2
+ 
4
(a
42
c
2
+ a
43
c
3
) =
1
6
(6.11)

>
A
2
c =
1
24
) 
4
a
43
a
32
c
2
=
1
24
(6.12)

>
Ac
2
=
1
12

>
cAc =
1
8
) 
3
c
3
a
32
c
2
+ 
4
c
4
(a
42
c
2
+ a
43
c
3
) =
1
8
: (6.13)
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Equations (6.11) and (6.13) yield the solution
a
32
=
1
8
,
1
6
c
4
(c
3
, c
4
)
3
c
2
which, when combined with (6.7), (6.8) and (6.10) yields
a
32
=
(c
3
, c
2
)c
3
6c
2
(
1
3
,
1
2
c
2
)
= ,
(
1
8
,
1
6
c
4
)
(c
3
, c
4
)c
2

c
3
(c
3
, c
2
)(c
3
, c
4
)
(,
c
2
c
4
2
+
c
2
+c
4
3
,
1
4
)
which, by cross-multiplying, is only true if c
2
c
3
= 0; but this is not possible for the
formulation of the method under consideration. Consequently, for the stochastic em-
bedding, it was necessary to embed a 2-stage SRK in a 4-stage SRK. The method has
the formulation (3.44) where
A =
0
B
B
B
B
@
0 0 0 0
c
2
0 0 0
c
3
, a
32
a
32
0 0
a
41
a
42
a
43
0
1
C
C
C
C
A
; B
(1)
=
0
B
B
B
B
@
0 0 0 0
b
2
0 0 0
b
3
, b
(1)
32
b
(1)
32
0 0
b
(1)
41
b
(1)
42
b
(1)
43
0
1
C
C
C
C
A
;
B
(2)
=
0
B
B
B
B
@
0 0 0 0
d
2
0 0 0
d
3
, b
(2)
32
b
(2)
32
0 0
b
(2)
41
b
(2)
42
b
(2)
43
0
1
C
C
C
C
A
;
and the weights are

>
= (
1
; 
2
; 
3
; 
4
);

(1)>
= (
(1)
1
; 
(1)
2
; 
(1)
3
; 
(1)
4
);

(2)>
= (
(2)
1
; 
(2)
2
; 
(2)
3
; 
(2)
4
):
In Chapter 3, method R2 is the 2-stage method of strong order 1 that is embedded in
the 4-stage method, so that c
2
= b
2
=
2
3
; the remaining parameters were chosen so that
the 4-stage method has strong order
3
2
- indeed, two SRKs were derived to match this
formulation, namely E1 and E2.
Now some numerical results using the embedded methods E1 and E2 will be pre-
sented. The stepsize control strategy is as described in section 6.1, with a few mod-
ications introduced to handle the stochasticity of the problems being solved. Thus,
from (6.6), the new stepsize will be calculated as
h
new
= h min

facmx;max(facmn; fac  (1=error)
2=3
)

; (6.14)
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where fac is chosen to be 0.8 so as to avoid oscillatory behaviour in the stepsize.
In this variable stepsize implementation, facmn has been set to zero so that if the
stochastic nature of the problem suddenly requires a much smaller stepsize, then this
can be accomplished. A further modication to the stepsize change strategy described
by Hairer et al. (1993) is that, while the maximum stepsize scaling factor has been set
to 2, the parameter facmx (initially 1.1) is automatically scaled by a factor of 1.1 for
each successful step (and is reset to 1 after a failed step as suggested by Shampine and
Watts (1979)) up to this maximum of 2. This allows the numerical calculations to step
along faster when the stepsizes are acceptable for the problem being solved.
For the variable stepsize implementation with embedding, the step just taken is
accepted if the error (6.5) is  1, and the calculations continue with h
new
(6.14).
However, if error > 1 then the step is repeated with (the now-reduced value of) h
new
.
Note that for each successful step a new random sample is obtained, to calculate J
1
and
J
10
h
; when a step fails, the random sample is retained but, as J
1
and
J
10
h
depend
on the stepsize being used, these quantities are recalculated with h
new
. In certain
situations, the variable stepsize implementation can be advancing with a reasonably
large stepsize when an `extreme' value for a random sample can cause the step to be
rejected and the stepsize to be signicantly reduced. The stepsize control strategy has
been modied further to handle this situation - when a stepsize h
f
is rejected but the
step is acceptable with a much smaller stepsize h
n
, the implementation attempts to
accelerate the increase of the stepsize to the level it was at before the step rejection;
the following diagram demonstrates the choice of h:
h
old
h
f
h
n
h?
[ ] [ ] [ ] [ ]
OK failed OK
h = max(h
n
; h
old
 0:9):
If this stepsize acceleration turns out to be unsuccessful, then the implementation
reverts to choosing h based on h
n
and the current error.
In the deterministic setting there has been a reasonable amount of discussion about
selecting the initial stepsize for a variable stepsize implementation (see Gladwell et
al. (1987) and Watts (1983), for example). If the initial stepsize is too large for
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the problem being solved, then several steps at the start of the numerical process are
wasted until the stepsize is reduced to an acceptable level. With the opposite extreme,
a stepsize that is too small will take a while to increase to the appropriate size and
consequently the implementation will require many more function evaluations than is
desirable. However, the analysis involved in selecting an `optimal' initial stepsize for
a stochastic problem is considerable, and a strategy for this selection needs further
development. For the results presented here, the initial stepsize was chosen via `a
good guess', as it is more important to demonstrate the eectiveness of an embedded
SRK implementation than to produce a nely-tuned implementation. In the examples
that follow, it can be seen that the variable stepsize implementation is superior (in
terms of number of steps required) to that of a xed stepsize, even with a possibly
less-than-optimum initial stepsize.
The question of a suitable tolerance level is more dicult when solving a stochastic
system rather than a deterministic one. Certainly an acceptable tolerance level depends
on the stochasticity of the problem, but more analysis and experimentation is required
before a denitive strategy for the choice of tolerance level can be given.
In examples 6.2.1 - 6.2.3, the actual solution is known and so the error at T can be
computed accurately. To avoid results that can arise from a single strong trajectory
when `extreme' random numbers have been sampled, the associated tables of numerical
results give averages over 25 trajectories, to demonstrate the trend of the solution. It
is important to note that for the variable stepsize implementation described above, the
path from W (0) to W (T ) can vary for each trajectory, so that any strong trajectory
from a xed stepsize implementation will not match directly that from any variable
stepsize implementation. However, the information given in the tables demonstrates
the accuracy achieved as well as the number of steps required by that trajectory for the
xed versus variable stepsize implementations. In other words, what is being demon-
strated is that with a variable stepsize implementation, fewer steps are required to
achieve an answer of a certain accuracy compared with a xed stepsize implementa-
tion. For the calculation of the error, the actual solution and the numerical solution
have, of course, been computed along the same path.
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Example 6.2.1 This problem (from Kloeden and Platen (1992)) is in Stratonovich
form
dy(t) = (1 + y
2
(t))dt+ (1 + y
2
(t))  dW (t)
with solution
y(t) = tan(t+W (t) + arctan(y
0
)):
The initial value is y
0
= 0:0, the (initial) stepsize is 0.004, and to avoid unboundedness
of the actual solution the integration is carried out from 0 to T = 0:1: The numerical
results are presented in Table 6.1 for each of the methods E1 and E2, and analysis
of the stepsizes used in the variable stepsize implementation includes average mini-
mum/maximum/median value of h as well as absolute minimum and maximum of h,
over the 25 trajectories.
Table 6.1: Numerical Results, Example 6.2.1, 25 trajectories
Method/Mode E1 Variable E1 Fixed E2 Variable E2 Fixed
Error at T 2.9314(-5) 2.8931(-5) 2.5029(-4) 1.0042(-4)
Steps Taken 295 950 265 950
Steps Successful 271 248
Initial h 0.004 0.004 0.004 0.004
Avg min h 0.003846 0.003889
Avg max h 0.042849 0.049330
Avg med h 0.010147 0.010123
Abs min h 0.001452 0.002326
Abs max h 0.057684 0.057684
Step Tolerance 0.001 0.001
Example 6.2.2 This problem, also from Kloeden and Platen (1992), is described by
dy(t) = (y
2
(t), 1)dt + 2(1, y
2
(t))  dW (t)
where the actual solution is
y(t) =
(1 + y
0
)e
 2t+4W (t)
+ y
0
, 1
(1 + y
0
)e
 2t+4W (t)
+ 1, y
0
:
The initial value is y
0
= 0:0, the integration is from 0 to T = 1, and the initial (or
xed) stepsize was chosen to be 0.04. The numerical results are given in Table 6.2.
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Table 6.2: Numerical Results, Example 6.2.2, 25 trajectories
Method/Mode E1 Variable E1 Fixed E2 Variable E2 Fixed
Error at T 0.058542 0.071812 0.034004 0.038055
Steps Taken 373 625 469 625
Steps Successful 317 388
Initial h 0.04 0.04 0.04 0.04
Avg min h 0.032827 0.014971
Avg max h 0.183206 0.168401
Avg med h 0.070580 0.059029
Abs min h 0.011668 0.000285
Abs max h 0.369476 0.363263
Step Tolerance 0.05 0.05
Example 6.2.3 This problem also appears in Kloeden and Platen (1992), and is writ-
ten in Stratonovich form as
dy(t) = (1 , y
2
(t))  dW (t)
giving the actual solution
y(t) = tanh(W (t) + arctanh(y
0
)):
For an initial value y
0
= 0:0; an initial (or xed) stepsize of 0.04 and for integration
from 0 to T = 1:0, the numerical results are given in Table 6.3.
Table 6.3: Numerical Results, Example 6.2.3, 25 trajectories
Method/Mode E1 Variable E1 Fixed E2 Variable E2 Fixed
Error at T 7.3141(-5) 9.9428(-4) 5.8653(-4) 1.8250(-3)
Steps Taken 314 625 338 625
Steps Successful 267 293
Initial h 0.04 0.04 0.04 0.04
Avg min h 0.034115 0.030902
Avg max h 0.233227 0.180224
Avg med h 0.077323 0.076724
Abs min h 0.004030 0.008686
Abs max h 0.376472 0.375472
Step Tolerance 0.01 0.01
The remaining examples in this section are multi-dimensional SDEs with no known
analytical solution. A single strong trajectory will be calculated for each of the xed
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and variable stepsize implementations, and the advantage of the variable stepsize mode
will be demonstrated pictorially.
Example 6.2.4 This example is a stochastic version of the Brusselator system (see
Kloeden et al. (1994)), with no analytical solution. The two-dimensional system in
Stratonovich form is written
dy
1
(t) =

( , 1)y
1
(t) + y
2
1
(t) + (y
1
(t) + 1)
2
y
2
(t)
,
1
2

2
y
1
(t)(1 + y
1
(t))(1 + 2y
1
(t))

dt+ y
1
(t)(1 + y
1
(t))  dW (t)
dy
2
(t) =

,y
1
(t), y
2
1
(t), (y
1
(t) + 1)
2
y
2
(t) +
1
2

2
y
1
(t)(1 + y
1
(t))(1 + 2y
1
(t))

dt
,y
1
(t)(1 + y
1
(t))  dW (t):
When the parameter  is less than 2, the zero solution (y
1
; y
2
)  (0; 0) is globally
asymptotically stable, while for  > 2 there is a limit cycle. For this example,  = 0:1,
and the initial value is [,0:1; 0:0]
>
. The solutions depicted in the top half of Figure
6.1 correspond to the xed and variable stepsize implementations (respectively) with
method E1 for the xed point solution which occurs for  = 1:9. For this case, the
initial stepsize was chosen to be 0.75, and the integration was carried out from 0 to
T = 100: For the xed stepsize implementation, 134 steps were taken; however, for the
variable stepsize mode with a step tolerance of 0.01, 97 steps were taken (of which 19
were rejected), and the successful stepsizes ranged between 0.27 and 2.76. The median
stepsize was 1.19. For quadrants 3 and 4 in Figure 6.1,  was chosen to be 2.1, the
initial stepsize was 0.1 and the integration was from 0 to T = 50. For this case, a
stepsize of 0.1 results in 500 steps being taken in the xed stepsize implementation,
compared with 154 in variable stepsize mode with tolerance 0.01 (where the successful
stepsizes ranged from 0.1 to 0.74 with the median stepsize being 0.42). There were
35 rejected steps included in the 154 total. In both the limit cycle and xed point
solutions, the variable stepsize implementation required signicantly less steps to nd
the xed point or the limit cycle, as appropriate.
Example 6.2.5 This problem is taken from the eld of mathematical nance (Hof-
mann et al. (1992)). The SDE is three-dimensional with two Wiener processes, and
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Figure 6.1: Fixed vs Variable, Example 6.2.4
models the stock price (S
t
), the instantaneous volatility of the stock (
t
) and the
weighted average volatility of the stock (
t
):
dS
t
= ,
1
2
S
t

2
t
dt+ S
t

t
 dW
1
(t)
d
t
= (,(
t
, 
t
), 0:045
t
)dt+ 0:3
t
 dW
2
(t)
d
t
= 10(
t
, 
t
)dt;
W
1
(t) and W
2
(t) are independent Wiener processes. The initial value vector is set to
[1.0,0.1,0.1]
>
, and the integration is from 0 to T = 1:0. Initially this problem was
solved with a xed stepsize of
1
512
; however the variable stepsize implementation did
not require such a small stepsize, so to allow for a fair comparison between modes
of implementation, the xed stepsize was chosen to be
1
256
. In Figure 6.2, the rst
two quadrants represent the xed stepsize numerical solution, while quadrants 3 and 4
display the variable stepsize result. Quadrants 1 and 3 depict both the instantaneous
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and weighted average volatility of the stock plotted against time, while quadrants 2
and 4 show the change in stock price. For the xed stepsize implementation, 256 steps
were taken, while for the variable stepsize mode, 171 steps were attempted of which
130 were successful; for this latter case, the valid stepsizes ranged from 0.003659 to
0.018600, with a median stepsize of 0.007170.
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Figure 6.2: Fixed vs Variable, Example 6.2.5
Example 6.2.6 This example is taken from Harris (1976). It is a model of an anaero-
bic bacterial digestor of urban wastewater in a CSTR (continuous stirred tank reactor),
where the inuent ow rate and pollutant concentration are subject to random pertur-
bations. From the Harris model, just the rst ve equations (representing the Active
Sludge Reactor) are solved in this example. (The complete model includes three extra
equations to model the river water quality.) Thus the SDE system is 5-dimensional
with two Wiener processes, and in Stratonovich form is written
dy
1
= (q
1
, y
2
)dt
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1
,
y
2
y
1
),

1
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1
)dt+
s
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 dW
1
dy
3
= (
2
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E(c
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3
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2y
1
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3
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=
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y
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5
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(q
1
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1
)(y
4
, y
5
)
V
R
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(
c
b
1
q
1
+ c
b
4
u
1
q
1
+ u
1
+ Y (y
4
, y
5
))
!
dt:
The system parameters represent
y
1
= V
e
= equalisation tank volume
y
2
= q
0
= incoming sludge ow rate
y
3
= c
s
0
= incoming substrate (pollutant) concentration
y
4
= c
s
1
= substrate concentration leaving the equalisation tank
for the Reactor tank
y
5
= c
s
3
= substrate concentration leaving the Reactor tank.
The other parameters in the SDE system have values and meanings as follows:
q
1
= E(q
0
) = 96=7:5
u
1
= recycle ow rate = q
1
=2
V
R
= Reactor tank volume = 3:0=7:5
E(c
s
0
) = 3:3  7:5

1
= 
2
= 0:1
c
b
1
= micro-organism concentration = 6:3 7:5
c
b
4
= micro-organism concentration after organism separation = 20  7:5

1
= decay parameter of q
0
= 12=7:5

2
= decay parameter of c
s
0
= E(c
s
0
)=2
Y = yield constant = 0:5
K
1
= 6:0  10
 3
 24:
The parameter values selected for this example have been scaled so as to be suitable
for numerical solution on a PC. The initial values were chosen to be [
12
5
; 13; 16; 16; 0]
>
.
The problem is solved both in xed stepsize mode and then in variable stepsize mode
using a step tolerance value of 0.01. The (initial) stepsize was chosen to be 0.002 which
resulted in 1000 steps when integrated with xed stepsize from 0 to T = 2 days. The
variable stepsize implementation (starting with stepsize 0.002) required 380 steps (of
which 286 were successful) to complete the integration; the range of valid stepsizes was
from 9.754(-4) to 2.449(-2), with a median stepsize of 5.73(-3). Figure 6.3 displays the
expected gain in BOD (biological oxygen demand), that is E(y
5
=y
3
), versus time - the
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Figure 6.3: Fixed vs Variable, Example 6.2.6
left-hand-side of the gure shows the xed stepsize solution while that on the right is
the variable stepsize solution. Figure 6.4 graphs the successful stepsizes used.
Whereas in examples 6.2.1 - 6.2.3, the errors at the endpoint T were compared
(as the actual solution was known for each trajectory), in examples 6.2.4 - 6.2.6 each
trajectory gives the only information about the numerical solution ; it is clear that
in this situation, a trajectory computed via variable stepsize mode uses only a subset
of the random samples required in the xed stepsize solution - indeed, inspection of
Figures 6.2 and 6.3 shows this `subset' behaviour. This can be a signicant problem if
it is required, for example, to repeat the numerical calculation with half the stepsize
so that extrapolation can be performed. In the next section there is a discussion on
the use of a Brownian tree to store the random samples required. While this approach
ensures that the numerical trajectory can be repeated with a dierent stepsize or a
dierent initial value, the very structure of the Brownian tree places severe restrictions
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Figure 6.4: Stepsizes used for Example 6.2.6
on the variation of stepsize in that only doubling or halving of stepsize is permitted.
6.3 Brownian Trees
In the numerical solution of ordinary dierential equations it is well-known that a
variable stepsize implementation is extremely important for certain classes of problems.
One such case is the restricted three body problem where there are two bodies of mass
1,  and  respectively in circular rotation in a plane with a third body of negligible
mass moving around in the same plane. Hairer et al. (1993) present this ODE system
along with an initial value that results in a periodic solution with period X
end
:
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 = 0:012277471
y
1
(0) = 0:994; y
0
1
(0) = 0; y
2
(0) = 0
y
0
2
(0) = ,2:00158510637908252240537862224
X
end
= 17:0652165601579625588917206249:
To demonstrate the eectiveness of a variable stepsize implementation, Hairer et al.
(1993) plot the orbits generated by the xed stepsize Euler method (which required
24000 steps), a xed stepsize Runge-Kutta method over 6000 steps, and a variable
stepsize interpolatory code by Dormand and Prince (1986) which computed the orbit
to a precision of 10
 3
in only 98 steps. It can be seen for such a problem that in
some regions the stepsize can become quite large while for other regions it is necessary
to take very small steps - only a variable stepsize implementation can handle such a
situation eciently.
Another very interesting problem was communicated by Asokan (1998). The prob-
lem was actually presented as a stochastic model for the suspension of spheroids, but
by initially setting the stochastic part to zero the numerical solution as computed by
the MATLAB routine ODE45 again demonstrates the eectiveness of a variable step-
size implementation. The problem is described in full in Example 6.4.2, and Figure
6.5 portrays the aesthetically pleasing numerical solution along with a graph of the
stepsizes used successfully. Note that the abscissa of the stepsize graph represents the
557 steps required in the solution process, while the abscissa of the numerical solution
indicates that the integration was carried out from 0 to 200 (the period of the solu-
tion). It can be seen that for large regions of the solution the stepsize itself can be large
(between 1 and 1.5), while the region near the turning point at 100 requires much
smaller stepsizes. It is also interesting to note the oscillatory swings in stepsize value
(between 1.2 and 1.4) indicating a potential for the renement of the stepsize change
strategy used by ODE45.
Very little has been done so far on implementation of variable stepsize routines for
SDEs. An important paper published recently in this area is by Gaines and Lyons
(1997); in it they prove that a method must have strong order at least 1 to guarantee
convergence to the correct solution if a variable stepsize implementation is used (and
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Figure 6.5: Deterministic Version of Example 6.4.2
they demonstrate the convergence of the Euler method, which has strong order 0.5,
to the wrong solution). The numerical results presented in section 6.2 conrm conver-
gence to the correct solution, with method E1 of strong order 1.5. The other major
contribution from the Gaines and Lyons paper is the development of a variable stepsize
implementation using a Brownian tree approach, and this approach is now described.
In solving an SDE numerically, the Wiener process is approximated by sampling
Wiener increments from the Normal distribution with mean 0 and variance 1; these
increments can be scaled for the stepsize h being used. The increments form the
Brownian path for the trajectory under construction. Gaines and Lyons (1997) x
one Brownian path that represents the equally-spaced increments for W (t
i
) along the
required time interval [t
0
; t
1
;    ; t
N
= T ]. By generating further Wiener increments on
subdivisions of these intervals (on as many further subdivisions as are required for the
accuracy of the numerical solution), the same Brownian path can be traversed if the
numerical calculations are repeated with a dierent initial value or a dierent initial
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stepsize. The term Brownian tree is used to describe the set of Brownian paths that
have been constructed.
Thus a Brownian tree is made up of Brownian (or Wiener) increments as follows:
W
1;1
W
2;1
. & . &
W
1;2
W
2;2
W
3;2
W
4;2
.& .& .& .&
W
1;3
W
2;3
.
.
.
.
.
.
By using a method due to Levy (1948), the increments for level j+1 are computed,
for j = 1; 2;    ; as
W
2k 1;j+1
=
1
2
W
k;j
+ y
k;j
W
2k;j+1
=
1
2
W
k;j
, y
k;j
where y
k;j
is normally distributed with mean 0 and variance 2
 2j
. Such a tree can
continue down to any level, and it is only the top level that needs to be complete, to
dene the xed Brownian path. Using Levy areas, higher order stochastic integrals can
also be generated to correspond to these Brownian increments. The Levy area on the
interval (t; t+ h) is dened, for the i
th
and j
th
Wiener processes, by
A
ij
(t; t+ h) =
1
2
 
Z
t+h
t
Z
s
t
dW
(i)
(r)dW
(j)
(s),
Z
t+h
t
Z
s
t
dW
(j)
(r)dW
(i)
(s)
!
and this can be approximated by
^
A
ij
=
1
2
0
@
X
1q<p2
k
W
(i)
q
W
(j)
p
,
X
1p<q2
k
W
(i)
q
W
(j)
p
1
A
(6.15)
(see Gaines and Lyons (1997) for more details, for example).
In the notation of Stratonovich integrals used throughout this thesis, it can be
seen that an approximation to J
ij
can be determined by rst calculating
^
A
ij
and then
computing
J
ij
=
^
A
ij
+
1
2
J
i
J
j
as the Levy area A
ij
=
1
2
(J
ij
, J
ji
):
It is interesting to compare the calculation of the higher order Stratonovich integral
J
ij
by the Levy area approach and by the Fourier series approximation described at
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the end of section 4.1. For the integral J
21
, Table 6.4 gives the number of oating
point operations (computed in MATLAB) required together with the mean and the
variance computed over 1000 simulations for a Levy approximation to J
21
(using either
4 or 8 subintervals) and a Fourier approximation J
(5)
21
. As can be seen from the table,
8 subintervals give a better result than 4 subintervals for the case h =
1
8
but is more
expensive to compute than the approximation J
(5)
21
; this latter approximation has a
variance closer to the true variance, but has its average value further from 0 than the
Levy approximation (for h =
1
8
). The results for the two methods of approximation are
relatively close, however; the method used should be chosen to t the circumstances.
Table 6.4: Calculation of J
21
, 1000 simulations
step # sub true # of
size intervals mean variance variance ops
Levy J
21
1 4 0.0275 0.4149 0.5 124600
Levy J
21
1 8 0.0442 0.4043 0.5 269964
J
(5)
21
1 - 0.0059 0.4573 0.5 262979
Levy J
21
1
8
4 0.0005 0.0056 0.0078125 124495
Levy J
21
1
8
8 0.0002 0.0063 0.0078125 270601
J
(5)
21
1
8
- 0.002155 0.0074 0.0078125 262265
To solve an SDE using the increments stored in the Brownian tree, the procedure
is as follows. Firstly, the top level of the tree is generated, for the required number
N of unit time intervals. The rst numerical step is computed and its success is
judged by some acceptance criterion. If the step has failed, it is repeated with half the
stepsize. Each time the step fails, the stepsize is halved, while when the step succeeds
the numerical computation proceeds either with the same stepsize (if doubling h is not
possible at this point) or with 2h. Doubling of the stepsize is permitted as long as the
increment about to be read in the tree is at a position that allows movement up the tree.
For example, a sequence of stepsizes
1
2
;
1
4
;
1
8
;
1
8
;
1
4
is permitted, but for the sequence
1
2
;
1
4
;
1
8
the next stepsize must stay at
1
8
as the alignment is not correct to allow progression
up the tree to the next `
1
4
'-increment. While this approach guarantees comparable
repeated calculations along the same xed path, the imposition of a stepsize change
strategy that allows only a halving or doubling of the stepsize can be too restrictive.
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6.4 Numerical Results with Brownian Trees
Four numerical examples are now presented, where the solution via method E1 is
calculated using a Brownian tree. The stepsize acceptance criterion is the same as
that described in section 6.2, where the numerical results from E1 and its 2-stage
embedded method are compared. As method E1 also uses J
10
in its formulation, this
is calculated (for this implementation) by using the approximation to the Levy area
^
A
10
; thus J
10
=
^
A
10
+
1
2
J
1
J
0
.
Example 6.4.1 This SDE is taken fromGaines and Lyons (1997), and is two-dimensional
with one Wiener process:
dy
1
(t) = 
2
y
2
(t)  dW (t)
dy
2
(t) = y
1
(t)  dW (t):
For the initial value [0:0; 2:0]
>
, the actual solution is
y
1
(t) = , exp(,W (t)) +  exp(W (t))
y
2
(t) = exp(,W (t)) + exp(W (t)):
The parameter  is set to 4, the integration is carried out from 0 to 1, and for this
implementation a maximum stepsize of h = 1 is chosen to form the top level of the
Brownian tree. For this Brownian path, the actual solution at T = 1 is
 
y
1
(T )
y
2
(T )
!
=
 
67:137138
16:903024
!
:
The information presented in Table 6.5 includes the error % at T (which is 100  jj
actual-numerical jj
2
= jj actual jj
2
), the number of steps attempted and the number
of successful steps. The mode is either `xed' or `variable', and the tolerance is as
indicated. The stepsizes used for `V' with tolerance 1.0 were f
1
4
;
1
4
;
1
4
;
1
8
;
1
16
;
1
32
,
1
64
;
1
128
;
1
256
;
1
256
g while for tolerance 0.5, the successful stepsizes were f
1
4
;
1
8
;
1
16
;
1
32
;
1
64
;
1
64
;
1
64
;
1
64
;
1
64
;
1
64
;
1
32
;
1
32
;
1
32
;
1
32
;
1
16
;
1
16
;
1
16
;
1
16
;
1
64
;
1
128
;
1
128
;
1
128
;
1
128
;
1
128
;
1
256
;
1
512
;
1
512
g.
Example 6.4.2 This example was communicated by Asokan (1998), and is proposed
as a model for the evolution of a suspension of spheroids in a simple shear ow subject
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Table 6.5: Numerical Results, Example 6.4.1, 1 trajectory
Mode h
0
Error % Attempted Successful Tol Numerical
'F'
1
64
0.18% 64 64 -
 
67:259242
16:933999
!
'F'
1
128
0.027% 128 128 -
 
67:155065
16:907690
!
'V'
1
4
0.18% 16 10 1.0
 
67:012914
16:872931
!
'V'
1
4
0.011% 37 27 0.5
 
67:144175
16:905193
!
to an external periodic force. For this example, just a single noise process is included,
and in Stratonovich form the equations are
dy
1
=
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1
:
The parameter values are: C = 1; k
1
= 0; k
2
= 0:01; k
3
= 0: The solution where there
is no noise is depicted in Figure 6.5. For the purposes of this example, the integration
was carried out from 0 to 4, with the initial value [
1
2
;
1
2
;
1
p
2
]
>
: For the xed stepsize
implementation (depicted in quadrant 2 in Figure 6.6), the stepsize was

80
, while for
the variable stepsize solution (depicted in quadrant 1), the initial stepsize was

40
; for
this latter implementation, the minimum stepsize was

80
and the maximum was

10
.
The third quadrant of Figure 6.6 shows the successful stepsizes used.
Example 6.4.3 This example is the pollutant model from Harris (1976), described
previously in Example 6.2.6. For this numerical solution the Brownian tree approach
was used and Figure 6.7 shows the xed stepsize solution (with h = 0:003125), the
variable stepsize solution (with initial stepsize 0.05) and a graph of the successful
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Figure 6.6: Variable vs Fixed, Example 6.4.2
stepsizes in quadrants 1, 2 and 3 respectively. The graph of stepsizes has the same
shape as that in Figure 6.4; however Figure 6.4 demonstrates, for example, how many
successful stepsizes there can be between 0.00625 and 0.0125 whereas in Figure 6.7
stepsizes between these values are not allowed.
Example 6.4.4 This example is the stochastic Brusselator system as described in
Example 6.2.4, for the case  = 1:9 which results in a globally asymptotically stable
xed point at (0,0). For this implementation, the integration is carried out from 0 to
T = 150: For a xed stepsize of 0.75, 200 steps are required; in the variable stepsize
mode, the maximumallowable stepsize is set to 2 or 3 (in two dierent implementations)
to form the top level of the Brownian tree. The tolerance level was set to 0.01, and in
Table 6.6 there are results obtained with an initial stepsize of either 0.5 or 0.75 as well
as two dierent stepsize strategies being used. For strategy 1, the stepsize is doubled as
soon as possible - that is, if the step is successful and if the increment just used is aligned
correctly in the Brownian tree, then stepsize doubling takes place. With strategy 2, the
222
0 0.5 1 1.5 2
0
0.5
1
1.5
0 0.5 1 1.5 2
0
0.5
1
1.5
0 200 400 600
0
0.005
0.01
0.015
Figure 6.7: Fixed vs Variable, Example 6.4.3
implementation only doubles the stepsize on its second opportunity; in other words,
it continues with the same stepsize just used for at most two more steps and then
allows h to double if the steps have been successful. The motivation for strategy 2 is
to try to pre-empt the oscillatory behaviour that can occur when increasing from h to
2h is too dramatic. The results below indicate that with strategy 2, more successful
steps are required in the numerical calculation but that there were less step rejections,
overall leading to a cheaper implementation. There are potential problems with the
Table 6.6: Variable Stepsize Results, Example 6.4.4, 1 trajectory
h
0
tol Attempted Successful maxh Strategy
0.50 0.01 130 113 2.0 1
0.75 0.01 142 117 3.0 1
0.50 0.01 125 116 2.0 2
0.75 0.01 138 121 3.0 2
restrictions on stepsize change, with only a halving or doubling being allowed. In Figure
223
6.8, there are three graphs representing the successful stepsizes used when solving this
stochastic Brusselator system. The top graph gives the stepsizes that succeeded in the
variable stepsize implementation given in Example 6.2.4, while the second and third
graphs give the successful stepsizes with strategies 1 and 2 respectively, as computed
for this example. The jump from h = 1:5 to 3:0 is quite dramatic, and at no time are
there two successive successful steps with h this large. However in the top graph it can
be seen that the implementation successfully used a value of h > 1:5 for many of the
steps.
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Figure 6.8: Stepsize Strategies, Examples 6.2.4, 6.4.4
For deterministic dierential equation systems, one of the rst variable stepsize
implementations was with the use of linear multistep methods; the approach was to
either halve or double the stepsize because, as a multistep method uses the information
from several steps to advance the numerical computation, this minimised the work
involved in generating new input steps with the revised stepsize. However it was soon
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discovered that a variable stepsize code that allowed h to be scaled by an arbitrary
(but controlled) factor was much more ecient.
In the stochastic case, in Figures 6.7 and 6.8 for example, it can be seen that there
are situations when a large stepsize (2h) may be too big (so that only one step is suc-
cessful before the stepsize needs to be reduced again) but where the stepsize h is smaller
than necessary. This leads to the question of whether it is possible to design a Brow-
nian tree structure that allows more exibility in the choice of new stepsize without
being prohibitively expensive by needing to generate many subdivisions of intervals.
If, for example, the stepsize is to be increased but the error measurement suggests an
increase by a factor  < 2, then it may be possible to calculate an apportionment of
the Wiener increments by the same factor; a record of progress through the Brownian
tree would need to be maintained so that, when necessary, re-alignment within the tree
could take place. This idea has not yet been implemented, but it is hoped that it can
form the basis of a practical variable stepsize implementation technique.
6.5 Conclusions
In Chapter 3 the author developed explicit stochastic Runge-Kutta methods that broke
the previously known order limit of 1. This was achieved by including higher order
Stratonovich integrals in the method formulation. In a similar manner, if even higher
order Stratonovich integrals can be included, then strong orders higher than 1.5 can
be realised, although this is at the expense of the high implementation costs required
to approximate the Stratonovich integrals.
These methods perform well for SDE systems that are fully commutative, but as
soon as they are applied to a non-commutative system their eective strong order is
reduced to 0.5. This is true of all such SRK methods, as can be seen by inspecting
a Stratonovich Taylor series expansion of the actual solution of a non-commutative
system.
In order to derive methods suitable for solving non-commutative systems, a result of
Magnus (that derives an expression for the solution of a non-commutativeODE system)
was extended to the stochastic arena. This lays the groundwork for the construction
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of methods of strong order 1 and higher, suitable for non-commutative problems. In
particular, a method (N3) which would suit implementation in a parallel environment
was constructed, and the methodology for deriving similar methods of higher order was
described. Again, higher order methods necessarily include higher order Stratonovich
integrals and there are then the implementational problems associated with the ap-
proximation of such integrals. There is scope here for some of this work being carried
out in parallel, either in the parallel calculation of the requisite Stratonovich integrals
or through the development of special classes of methods which can exploit concurrent
function evaluations. The methodology was also described for deriving methods suit-
able for solving non-commutative SDEs with dWiener processes - for d > 2 the number
of higher order Stratonovich integrals required rapidly increases, so the complexity of
implementation is substantial.
The issue of stability is extremely important when solving dierential equation
systems. First, it is necessary to establish or analyse the stability of the SDE system
itself; next, the stability of the numerical method must be studied - this imposes a
bound on a value of h that will be suitable for solving a particular SDE with the
method under consideration. Dierent methods have dierent stability regions, and
while one method may be suitable in one situation, an alternative method may be
more appropriate for another SDE.
The ultimate aim with the numerical solution of SDE systems is for an ecient
and stable solution, and for this the question of variable stepsize arises. There are
many situations where it is dicult to judge an appropriate stepsize for the numerical
solution. It is unnecessarily expensive to carry out the numerical calculations with a
stepsize that is too small, while using too large a stepsize will not yield the desired
accuracy. A variable stepsize code that can adjust the stepsize according to the con-
ditions along the path of the solution is extremely useful; such an implementation
requires an accurate measure of the error incurred at each step, and also the choice
of initial stepsize can be important. An inappropriate choice of initial stepsize will
result in either too many steps taken at the start of the integration (until the code
adjusts the stepsize to a more suitable level) or too many step rejections if the choice
was too large. Of more importance is the choice of tolerance level - this choice is even
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more dicult in the stochastic case than for ODEs, but even there, there are problems;
for example, reducing the tolerance by a factor of 10 may not yield a corresponding
improvement in the accuracy of the numerical solution. In the stochastic case, the
tolerance level depends on the stochasticity of the problem. The \more deterministic"
the problem, the lower the levels of tolerance that are suitable, while for a problem
with signicant stochasticity, the tolerance level cannot be too strict. Numerical ex-
periments so far have not established a general procedure for choosing an appropriate
tolerance level. To summarise, a variable stepsize implementation scheme is necessary
for ecient numerical implementations, but there remains a lot of research to be done
on tolerance levels and also stepsize change strategies before such implementations can
be considered reliable.
The work covered in this thesis has concentrated on explicit SRKs, but the author
hopes to extend this to implicit SRKs (which nominally have their own implementation
problems associated with the possible unboundedness of solutions) as well as rening
a variable stepsize code covering the implementation issues discussed above.
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APPENDIX A
The MAPLE routines listed here were written for functionality, to provide the
answer to the product of Ito^ stochastic integrals or the expectation of a product of Ito^
integrals. Some validation of input data is carried out, but in most cases the programs
expect `sensible' input. The integral I
110
, for example, will be entered in lower case
with the subscript following on immediately: i110. Similarly, Stratonovich integrals
are entered with lower case j.
I. validate, validsub
Input to the routines is expected to have components of the form
I

 I

c  I

 I

I

^2 c  I

^2
where c is a coecient that must be either an integer or a fraction. The input can be
a linear combination of the above. The routines validate and validsub validate the
input as just described, and are called from the routines str2ito and expvalE.
I(a) validate
validate := proc(expr);
lth := nops(expr);
# 2 cases : expr is a linear combination of terms
# or : expr is a single term
valid := 'true';
inv := 0;
if hastype(expr,`+`) then
for ii to lth do
valid := validsub(op(ii,expr));
if valid = 'false' then inv := inv+1 
od
else valid := validsub(expr); if valid = 'false' then inv := 1 
;
if inv = 0 then allvalid := 'true' else allvalid := 'false' ;
RETURN(allvalid)
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end;
I(b) validsub
validsub := proc(expr) option remember;
# This procedure validates a single component of a linear combination of terms
# Valid terms are: coe * i-1 * i-2; coe * i-1*i-1; i-1*i-2; i-1*i-1;
lth := nops(expr);
wvalid := 'true';
if (lth < 2 or 3 < lth) then wvalid := 'false' ;
if (lth = 3 and type(op(1,expr),string)) then wvalid := 'false' ;
if (lth = 3 and hastype(expr,`^`)) then wvalid := 'false' ;
if lth = 2 then
if type(op(1,expr),integer) and type(op(2,expr),`^`) and
op(2,op(2,expr)) <> 2 then wvalid := 'false' ;
if type(op(1,expr),fraction) and type(op(2,expr),`^`) and
op(2,op(2,expr)) <> 2 then wvalid := 'false' ;
if type(op(1,expr),integer) and type(op(2,expr),string) then
wvalid := 'false' ;
if type(op(1,expr),fraction) and type(op(2,expr),string) then
wvalid := 'false' ;
if type(op(1,expr),`^`) and type(op(2,expr),`^`) then
wvalid := 'false' ;
if type(expr,`^`) and op(2,expr) <> 2 then wvalid := 'false' 
;
RETURN(wvalid)
end;
II. str2ito, str2itos, str2itoc
The input expression here is assumed to contain Stratonovich integrals requiring
conversion to Ito^ form. As a single Stratonovich integral would fail the validate
routine, it should be converted by a direct call to str2itoc:
test := str2itoc(j1100);
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which gives an answer of i1100 +
1
2
i000 (i.e. I
1100
+
1
2
I
000
).
The routine str2ito checks for a valid input expression and calls str2itos for each
subcomponent of this expression; str2itos writes each subcomponent as coeff  j-
1  j-2 and calls str2itoc for each component j-1 and j-2. Currently the programs
expect the maximum subscript length of the Stratonovich integral to be 4.
II(a) str2ito
str2ito := proc(expr) option remember;
# Convert each component in the input expression from Stratonovich form to Ito
form:
lth := nops(expr);
ok := validate(expr);
if ok = 'false' then ERROR(`invalid input expression!') ;
newexpr := 0;
if hastype(expr,`+`) then
for ii to lth do
new1 := str2itos(op(ii,expr)); newexpr := newexpr+new1
od
else new1 := str2itos(expr); newexpr := new1
;
RETURN(newexpr);
end;
II(b) str2itos
str2itos := proc(expr) option remember;
lth := nops(expr);
if (lth = 3) then
cf := op(1,expr); jalph1 := op(2,expr); jalph2 := op(3,expr)
else
if (lth = 2 and type(expr,`^`)) then
cf := 1; jalph1 := op(1,expr); jalph2 := jalph1
else
if (lth = 2 and type(expr,`*`) and hastype(expr,`^`)) then
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cf := op(1,expr);
jalph1 := op(1,op(2,expr));
jalph2 := jalph1
else cf := 1; jalph1 := op(1,expr); jalph2 := op(2,expr)   ;
iexpr1 := str2itoc(jalph1);
iexpr2 := str2itoc(jalph2);
iout := cf*iexpr1*iexpr2;
RETURN(iout)
end;
II(c) str2itoc
str2itoc := proc(cmpnt) option remember;
# This procedure converts the Stratonovich integral to an Ito integral:
la := length(cmpnt)-1;
if la > 4 then
ERROR(`Proc. only caters for subscripts to length 4') ;
# la = length of actual subscript, ignoring the leading "j"
ialph := 'i';
if la = 1 then ialph := cat(i,substring(cmpnt,2 .. 2)) ;
if la > 1 then
ia1 := 'i';
for ii from 1 to la do
ia1 := cat(ia1,substring(cmpnt,ii+1 .. ii+1)) od
;
# set up string 0 for comparisons:
n0 := convert(0,string);
if la = 2 then
ia2 := 0;
if (substring(cmpnt,2 .. 2) = substring(cmpnt,3 .. 3) and
substring(cmpnt,2 .. 2) <> n0) then ia2 := i0/2 ;
ialph := ia1+ia2
;
231
if la = 3 then
ia2 := 0; ia3 := 0;
if substring(cmpnt,2 .. 2) = substring(cmpnt,3 .. 3) and
substring(cmpnt,2 .. 2) <> n0 then ia2 := 1/2*cat(i0,substring(cmpnt,4 .. 4)) ;
if substring(cmpnt,3 .. 3) = substring(cmpnt,4 .. 4) and
substring(cmpnt,3 .. 3) <> n0 then ia3 := cat(i,substring(cmpnt,2 .. 2));
ia3 := 1/2*cat(ia3,0) ;
ialph := ia1+ia2+ia3
;
if la = 4 then
ia2 := 0; ia3 := 0; ia4 := 0; ia5 := 0;
indic1 := 0; indic2 := 0; indic3 := 0;
if (substring(cmpnt,2 .. 2) = substring(cmpnt,3 .. 3) and
substring(cmpnt,2 .. 2) <> n0) then indic1 := 1 ;
if (substring(cmpnt,3 .. 3) = substring(cmpnt,4 .. 4) and
substring(cmpnt,3 .. 3) <> n0) then indic2 := 1 ;
if (substring(cmpnt,4 .. 4) = substring(cmpnt,5 .. 5) and
substring(cmpnt,4 .. 4) <> n0) then indic3 := 1 ;
ia2 := 1/4*indic1*indic3*i00;
if indic1 = 1 then ia3 := 1/2*cat(i0,substring(cmpnt,4 .. 5)) ;
if indic2 = 1 then
ia4 := 'i';
ia4 := cat(ia4,substring(cmpnt,2 .. 2));
ia4 := cat(ia4,0);
ia4 := 1/2*cat(ia4,substring(cmpnt,5 .. 5))
;
if indic3 = 1 then
ia5 := 'i';
ia5 := cat(ia5,substring(cmpnt,2 .. 3));
ia5 := 1/2*cat(ia5,0)
;
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ialph := ia1+ia2+ia3+ia4+ia5
;
RETURN(ialph)
end;
III. prop523r, prop523v, prop523e
These routines are used for calculating I

I
p

where  is a subscript of length 1 (but
can take any value from 0, 1,   ). The input expects the subscripts themselves (entered
as a list for a subscript of length >1) as well as the power p. For example, to determine
the product I
3
1
I
01
, the routine would be called as
wlist := prop523r(1; [0; 1]; 3);
Routine prop523r calls prop523v successively until I

has been applied to the prod-
uct p times. For ease of interpreting the results, routine prop523e converts the list of
subscripts that is output from prop523r into a linear combination of Ito^ integrals:
ans := prop523e(wlist);
thus for I
3
1
I
01
, ans is
ans = 6i11101 + 12i11011 + 15i0101 + 12i1001 + 6i1100 + 18i10111
+18i0011 + 9i1010 + 9i000 + 24i01111 + 12i0110:
III(a) prop523v
prop523v := proc(ivar,alph) option remember;
# calculates i-ivar * i-alph:
# 1st new list:
lth := nops(alph);
nv[1] := [ivar,op(alph)];
nv[lth+1] := [op(alph),ivar];
for ii to lth-1 do nv[ii+1] := [alph[1 .. ii],ivar,alph[ii+1 .. lth]] od;
# Now replace any alph that match ivar (if non-zero) by 0's:
if ivar <> 0 then
next1 := lth+1;
233
for ii to lth do
if alph[ii] = ivar then next1 := next1+1; nv[next1] := subsop(ii = 0,alph) ;
od;
;
RETURN(op(nv))
end;
III(b) prop523r
prop523r := proc(ivar,alph,p) option remember;
lth := nops(alph);
wv := prop523v(ivar,alph);
worklist := convert(wv,list);
prevtot := nops(worklist);
prevlist := [op(worklist)];
for icount from 2 to p do
currtot := 0;
currlist := [];
for ii to prevtot do
wv := prop523v(ivar,prevlist[ii]);
worklist := convert(wv,list);
currtot := currtot+nops(worklist);
currlist := [op(currlist),op(worklist)]
od;
prevtot := currtot;
prevlist := [op(currlist)]
od;
outlist := [prevtot,op(prevlist)];
RETURN(op(outlist))
end;
III(c) prop523e
prop523e := proc(inlist) option remember;
# Convert expression containing lists into an expression of symbolic variables:
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exprnew := 0;
for icount from 2 to nargs do
i := 'i';
for jj to nops(args[icount]) do i := cat(i,args[icount][jj]) od;
exprnew := exprnew+i
od;
end;
IV. expvalE, expval, exprlist, cptlist
The routine expvalE rstly validates the input expression (using the routine val-
idate), and then converts the input to a list (using the routine exprlist; this routine
expects either a single Ito^ integral or a linear combination of Ito^ integrals as input,
and passes each component of the input expression to cptlist for conversion into list
format; for example, 2i0  i11 + i01^2 would be converted to [2; i0; i11]; [1; i01; i01]).
Each member of the resulting list is separated into its coecient and the two Ito^
integrals which are then passed to expval for evaluation of the expectation of their
product. After multiplication by its coecient, the result is accumulated by exp-
valE for determining the expectation of the entire input expression. For example, to
calculate E(I
2
1
I
2
10
), the routines could be used as follows:
wlist := prop523r(1; [1; 0]; 1);
ans := prop523e(wlist);
ans2 := expand(ans  ans);
final := expvalE(ans2);
The result is
5
6
h
4
.
IV(a) expval
expval := proc(alph1,alph2)
local alph1p,alph2p,wa1a2,ka1,ka2; option remember;
la1 := nops(alph1);
la2 := nops(alph2);
for k1 from 0 to la1 do ka1[k1] := 0 od;
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for k1 from 0 to la2 do ka2[k1] := 0 od;
# Set up string version of 0 :
n0 := convert(0,string);
# remove 0's from alph1:
j := 0;
alph1p := [];
for k1 to la1 do
if alph1[k1] = 0 or alph1[k1] = n0 then ka1[j] := ka1[j]+1
else alph1p := [op(alph1p),alph1[k1]]; j := j+1 
od;
# Now for alph2:
j := 0;
alph2p := [];
for k1 to la2 do
if (alph2[k1] = 0 or alph2[k1] = n0) then ka2[j] := ka2[j]+1
else alph2p := [op(alph2p),alph2[k1]]; j := j+1 
od;
# Calculate w(alph1,alph2):
la1p := nops(alph1p);
la2p := nops(alph2p);
wa1a2 := la1p;
for k1 from 0 to la1p do wa1a2 := wa1a2+ka1[k1]+ka2[k1] od;
# Calculate E(i-alph1 * i-alph2):
if alph1p <> alph2p then E := 0
else E := 1; for k1 from 0 to la1p do E := E*(ka1[k1]+ka2[k1])!/ka1[k1]!/ka2[k1]!
od;
E := E*h^wa1a2/wa1a2!

end;
IV(b) expvalE
expvalE := proc(expr) option remember;
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# Validate input expression rst:
ok := validate(expr);
if ok = 'false' then ERROR(`invalid input expression!') ;
# Convert input expression into lists:
worklist := exprlist(expr);
Evalue := 0;
lp := nops(size(worklist));
# Set up work areas for coecient and i-integrals:
if lp = 1 then cc[1] := worklist[1]; wc1[1] := worklist[2]; wc2[1] := worklist[3]
else
for ii to lp do
cc[ii] := op(1,worklist[ii]); wc1[ii] := op(2,worklist[ii]); wc2[ii] := op(3,worklist[ii])
od
;
# Now process each operand in the input expression:
for ii to lp do
# input is of form [coecient, i-alph1, i-alph2], so ignore the 'i':
lth1 := length(wc1[ii]);
alph1 := [];
for jj from 2 to lth1 do alph1 := [op(alph1),substring(wc1[ii],jj .. jj)] od;
lth2 := length(wc2[ii]);
alph2 := [];
for jj from 2 to lth2 do alph2 := [op(alph2),substring(wc2[ii],jj .. jj)] od;
work := expval(alph1,alph2);
Evalue := Evalue+cc[ii]*work
od
end;
IV(c) exprlist
exprlist := proc(expr) option remember;
outlist := [];
if hastype(expr,`+`) then
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# i.e. is a linear combination
for ii to nops(expr) do
wlist := cptlist(op(ii,expr));
outlist := [op(outlist),[op(wlist)]]
od
else wlist := cptlist(expr); outlist := [[op(wlist)]]
;
RETURN(op(outlist));
end;
IV(d) cptlist
cptlist := proc(expr) option remember;
# This procedure creates a list for a simple expression:
worklist := [];
if type(expr,`*`) then
if type(op(1,expr),integer) or type(op(1,expr),fraction) then
worklist := [op(1,expr)]; pt := 1
else worklist := [1]; pt := 0 ;
if type(op(2,expr),`^`) then
pwr := op(2,op(2,expr));
wk := op(1,op(2,expr));
worklist := [op(worklist),op(wk)];
for ij from 2 to pwr do worklist := [op(worklist),op(wk)] od
else
wk := op(1+pt,expr);
wk2 := op(2+pt,expr);
worklist := [op(worklist),op(wk),op(wk2)]

else
# component is of form i-alph ^2
pwr := op(2,expr);
wk := op(1,expr);
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worklist := [1,op(wk)];
for ij from 2 to pwr do worklist := [op(worklist),op(wk)] od
;
work2 := [[op(worklist)]];
RETURN(op(work2))
end;
V. iaib1, iaib1s, int523
These routines apply Lemma 2.6.3 in Chapter 2 (which is Lemma 5.12.3 in Kloeden
and Platen (1992)) to calculate the product of two Ito^ integrals I

I

, for general ; .
The routine iaib1 expects input in the form I

I

or I
2

(so that there is no coecient
in the input expressions). If one of the integrals is I
1
, then routine int523 is called,
otherwise routine iaib1s is called to carry out one applicaton of the Lemma. This
process is repeated until the input expression has been reduced to a linear vombination
of single Ito^ integrals. For example, the statement
ans := iaib1(i10  i1100);
determines that
I
10
I
1100
= 9I
111000
+ 4I
110100
+ I
101100
+ 3I
01000
+ 3I
10000
+ I
00100
+ I
110010
:
V(a) iaib1
iaib1 := proc(expr) option remember;
# This procedure computes i-alpha * i-beta for general alpha and beta;
# Valid input is: i-alpha * i-beta, or i-alpha
2
(no coecient here).
lth := nops(expr);
if lth <> 2 then ERROR(`invalid input !') ;
if lth = 2 and type(op(1,expr),numeric) then ERROR(`2 i-integrals required, but
no coecient`) ;
if hastype(expr,`
`
) then if op(2,expr) <> 2 then ERROR(`power must be 2`)  ;
# Set up initial values:
stillmore := 1;
workexpr := expr;
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currexpr := expr;
currcpt1 := op(1,expr);
if hastype(expr,`^`) then currcpt2 := op(1,expr) else currcpt2 := op(2,expr) ;
rest := 'null';
currcoef := 1;
while stillmore = 1 do
temp := currcpt1*currcpt2;
if length(currcpt1) = 2 or length(currcpt2) = 2 then
ntemp := int523(temp);
# ds/dW already applied within int523, so just apply "rest":
if rest = 'null' then nexpr := ntemp*currcoef
else
# Accumulate term by term, to avoid 'expansion' problems:
if hastype(ntemp,`+`) then ncount := nops(ntemp) else ncount := 1 ;
nexpr := 0;
for ii to ncount do
if ncount = 1 then nexpr := currcoef*ntemp*rest
else nexpr := nexpr+currcoef*op(ii,ntemp)*rest 
od

else
ntemp := iaib1s(temp);
# Apply "rest" to result (note that rest contains string of 0's or 1's)
if rest = 'null' then nexpr := ntemp*currcoef
else
if hastype(ntemp,`+`) then ncount := nops(ntemp) else ncount := 1 ;
nexpr := 0;
for ii to ncount do
if ncount = 1 then thisexpr := ntemp else thisexpr := op(ii,ntemp) ;
nout := op(1,thisexpr);
nt := nops(thisexpr);
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for jj from 2 to nt-1 do nout := nout*op(jj,thisexpr) od;
newrest := cat(op(nt,thisexpr),rest);
nexpr := nexpr+nout*currcoef*newrest
od

;
workexpr := workexpr+nexpr-currexpr;
# Find next component to work on:
if hastype(workexpr,`+`) then lw := nops(workexpr) else lw := 1 ;
# Look at each component; if it has 2 i-integrals, work on this term.
stillmore := 0;
for ii to lw do
if lw = 1 then currexpr := workexpr else currexpr := op(ii,workexpr) ;
ccount := nops(currexpr);
rest := 'null';
if hastype(currexpr,`^`) then
if hastype(op(1,currexpr),`^`) then
currcoef := 1;
currcpt1 := op(1,op(1,currexpr));
currcpt2 := currcpt1;
if 1 < ccount then rest := op(2,currexpr) ;
stillmore := 1;
ii := lw
else
currcoef := op(1,currexpr);
currcpt1 := op(1,op(2,currexpr));
currcpt2 := currcpt1;
if 2 < ccount then rest := op(3,currexpr) ;
stillmore := 1;
ii := lw
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else
if type(op(1,currexpr),numeric) then
currcoef := op(1,currexpr);
# If 1 = coe, 2 must = i-int, so look at 3rd component (if it is there):
if 2 < ccount then
w3 := convert(op(3,currexpr),string);
if substring(w3,1 .. 1) = 'i' then
currcpt1 := op(2,currexpr);
currcpt2 := op(3,currexpr);
if 3 < ccount then rest := op(4,currexpr) ;
stillmore := 1;
ii := lw


else
# Look at 2nd component ( if it is there):
if 1 < ccount then
w2 := convert(op(2,currexpr),string);
if substring(w2,1 .. 1) = 'i' then
currcoef := 1;
currcpt1 := op(1,currexpr);
currcpt2 := op(2,currexpr);
if 2 < ccount then rest := op(3,currexpr) ;
stillmore := 1;
ii := lw




od
od;
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# End of "stillmore" loop.
# All terms in workexpr have now been reduced to terms of the form
# i-alpha * rest, coe * i-alpha * rest, i-alpha, or coe * i-alpha.
newexpr := 0;
for ii to lw do
if type(op(1,op(ii,workexpr)),numeric) then
wcf := op(1,op(ii,workexpr));
wi := op(2,op(ii,workexpr));
if 2 < nops(op(ii,workexpr)) then wir := op(3,op(ii,workexpr)) else wir := 'null' 
else
wcf := 1;
wi := op(1,op(ii,workexpr));
if 1 < nops(op(ii,workexpr)) then wir := op(2,op(ii,workexpr)) else wir := 'null' 
;
if wir = 'null' then new1 := wi else new1 := cat(wi,wir) ;
newexpr := newexpr+wcf*new1
od
end;
V(b) iaib1s
iaib1s := proc(expr) option remember;
# Possible input: i-alpha^2, i-alpha*i-beta; (coe and "rest" are not passed in);
if hastype(expr,`^`) then ialpha := op(1,expr); ibeta := ialpha
else ialpha := op(1,expr); ibeta := op(2,expr)
;
char0 := convert(0,string);
lalpha := length(ialpha);
lbeta := length(ibeta);
if lalpha = 2 then aminus := 1 else aminus := substring(ialpha,1 .. lalpha-1) ;
if lbeta = 2 then bminus := 1 else bminus := substring(ibeta,1 .. lbeta-1) ;
newc1 := ialpha*bminus*substring(ibeta,lbeta .. lbeta);
newc2 := ibeta*aminus*substring(ialpha,lalpha .. lalpha);
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newc3 := 0;
if substring(ialpha,lalpha .. lalpha) = substring(ibeta,lbeta .. lbeta) then
if substring(ialpha,lalpha .. lalpha) <> char0 then newc3 := aminus*bminus*char0

;
newex := newc1+newc2+newc3
end;
V(c) int523
int523 := proc(inexpr) option remember;
# Input is of form coe * ia * ibeta, or ia * ibeta (or ia follows ibeta), where ia is
i0 or i1 or i2 or ...;
# ibeta may also = i0 or i1 or i2 or ...;
# Validation of input data: At the same time, separate out the coecient, ialpha
and ibeta:
expr := inexpr;
lth := nops(expr);
if lth < 2 or 3 < lth then ERROR(` 2 i-integrals are required !') ;
if hastype(expr,`^`) then
if hastype(op(2,expr),`^`) then
wcoe := op(1,expr);
if type(wcoe,numeric) then else ERROR(`at most 2 i-integrals allowed!') ;
wialpha := op(1,op(2,expr));
wibeta := op(1,op(2,expr))
else wcoe := 1; wialpha := op(1,expr); wibeta := op(1,expr)
;
if length(wibeta) <> 2 then ERROR(` Invalid input ! - expecting integral of length
1`) 
else
if type(op(1,expr),numeric) then
wcoe := op(1,expr);
if length(op(2,expr)) = 2 then wialpha := op(2,expr); wibeta := op(3,expr)
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else
if length(op(3,expr)) <> 2 then ERROR(`one component must be i0 or i1 or i2 or
... !') ;
wialpha := op(3,expr);
wibeta := op(2,expr)

else
if lth = 3 then ERROR(`at most 2 i-integrals to be input!') ;
wcoe := 1;
if length(op(1,expr)) = 2 then wialpha := op(1,expr); wibeta := op(2,expr)
else
if length(op(2,expr)) <> 2 then ERROR(`one component must be i0 or i1 or i2 or
... !') ;
wialpha := op(2,expr);
wibeta := op(1,expr)


;
wirest := 'null';
char0 := convert(0,string);
lthbeta := length(wibeta);
curr := expr;
while 1 < lthbeta do
if lthbeta = 2 then bminus := 1 else bminus := substring(wibeta,1 .. lthbeta-1) ;
newc1 := wialpha*bminus;
newc2 := cat(wibeta,substring(wialpha,2 .. 2));
newc3 := 0;
if substring(wibeta,lthbeta .. lthbeta) = substring(wialpha,2 .. 2) then
if substring(wialpha,2 .. 2) <> char0 then
if lthbeta = 2 then newc3 := 'i0' else newc3 := cat(bminus,0) 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;
if wirest = 'null' then witemp := substring(wibeta,lthbeta .. lthbeta)
else witemp := cat(substring(wibeta,lthbeta .. lthbeta),wirest)
;
newcpt1 := wcoe*newc1*witemp;
newcpt2 := wcoe*newc2*wirest;
newcpt3 := wcoe*newc3*wirest;
new := newcpt1+newcpt2+newcpt3+curr-expr;
# Set up parameters for successive application of loop:
lthbeta := length(bminus);
if 1 < lthbeta then
expr := newcpt1;
wirest := 'null';
wibeta := 0;
lth := nops(expr);
if hastype(expr,`^`) then
if hastype(op(1,expr),`^`) then
wcoe := 1;
wibeta := op(1,op(1,expr));
wialpha := wibeta;
if 1 < lth then wirest := op(2,expr) 
else
if hastype(op(2,expr),`^`) then
wcoe := op(1,expr);
wibeta := op(1,op(2,expr));
wialpha := wibeta;
if 2 < lth then wirest := op(3,expr) 


else
if type(op(1,expr),numeric) then
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wcoe := op(1,expr);
if length(op(2,expr)) = 2 then wialpha := op(2,expr); wibeta := op(3,expr)
else wibeta := op(2,expr); wialpha := op(3,expr)
;
if 3 < lth then wirest := op(4,expr) 
else
wcoe := 1;
if length(op(1,expr)) = 2 then wibeta := op(2,expr); wialpha := op(1,expr)
else wibeta := op(1,expr); wialpha := op(2,expr)
;
if 2 < lth then wirest := op(3,expr) 


;
curr := new
od;
# end of "while lthbeta>1" loop;
# Now need to apply ds and dW1, dW2, ... to create i-integrals:
# wirest records ds/dW as a string of 0's and 1's and 2's and ... .
if hastype(new,`+`) then ncpts := nops(new) else ncpts := 1 ;
outexpr := 0;
# Each term is of form ibeta * wirest, ibeta, coe * ibeta * wirest, or coe * ibeta:
for ii to ncpts do
if ncpts = 1 then thisexpr := new else thisexpr := op(ii,new) ;
if type(op(1,thisexpr),numeric) then
wcoe := op(1,thisexpr);
wibeta := op(2,thisexpr);
if 2 < nops(thisexpr) then wirest := op(3,thisexpr) else wirest := 'null' 
else
wcoe := 1;
wibeta := op(1,thisexpr);
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if 1 < nops(thisexpr) then wirest := op(2,thisexpr) else wirest := 'null' 
;
if wirest = 'null' then newint := wibeta else newint := cat(wibeta,wirest) ;
outexpr := outexpr+wcoe*newint
od;
end;
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