Abstract. This paper describes and evaluates a new noise-aware dominance operator for evolutionary algorithms to solve the multiobjective optimization problems (MOPs) that contain noise in their objective functions. This operator is designed with the Mann-Whitney U -test, which is a non-parametric (i.e., distribution-free) statistical significance test. It takes objective value samples of given two individuals, performs a U -test on the two sample sets and determines which individual is statistically superior. Experimental results show that it operates reliably in noisy MOPs and outperforms existing noise-aware dominance operators particularly when many outliers exist under asymmetric noise distributions.
Introduction
This paper focuses on noisy multiobjective optimization problems (MOPs):
S denotes the decision variable space. x ∈ S is a solution candidate that consists of n decision variables. It is called an individual in evolutionary multiobjective optimization algorithms (EMOAs). F : R n → R m consists of m real-value objective functions, which produce the objective values of x in the objective space O. In MOPs, objective functions often conflict with each other. Thus, there rarely exists a single solution that is optimum with respect to all objectives. As a result, EMOAs often seek the optimal trade-off solutions, or Pareto-optimal solutions, by balancing the trade-offs among conflicting objectives. A notion of Pareto dominance plays an important role to seek Pareto optimality in EMOAs. An individual x ∈ S is said to dominate another individual y ∈ S (denoted by x y) iif the both of the following two conditions are hold: (1) f i (x) ≤ f i (y) ∀ i = 1, · · · , m and (2) f i (x) < f i (y) ∃ i = 1, · · · , m.
In Eq. 1, i is a random variable that represents noise in the i-th objective function. Given noise, each objective function can yield different objective values for the same individual from time to time. Noise in objective functions often interferes with a dominance operator, which determines dominance relationships among individuals. For example, a dominance operator may mistakenly judge that an inferior individual dominates an superior one. Defects in a dominance operator significantly degrade the performance to solve MOPs [2, 11] .
In order to address this issue, this paper proposes a new noise-aware dominance relationship, called U-dominance, which extends the classical Pareto dominance. It is designed with the Mann-Whitney U -test (U -test in short), which is a non-parametric (i.e., distribution free) statistical significance test [12] . The U -dominance operator takes objective value samples of given two individuals, performs a U -test on the two sample sets to examine whether it is statistically confident enough to judge a dominance relationship between the two individuals, and determines which individual is statistically superior/inferior. This paper evaluates the U -dominance operator by integrating it with NSGA-II [4] , a well-known EMOA. Experimental results demonstrate that the U -dominance operator reliably performs dominance ranking operation in noisy MOPs and outperforms existing noise-aware dominance operators particularly when many outliers exist under asymmetric noise distributions.
Related Work
There exist various existing work to handle uncertainties in objective functions by modifying the classical Pareto dominance operator [2, 11] . Most of them assume particular noise distributions in advance; for example, normal distributions [1, [8] [9] [10] 13] , uniform distributions [14] and Poisson distributions [6, 17] . Given a noise distribution, existing noise-aware dominance operators collect objective value samples from each individual [6, 8, 9, 14, 17] , or each cluster of individuals [1] , in order to determine dominance relationships among individuals. Those existing operators are susceptible to noisy MOPs in which noise follows unknown distributions. In contrast, the U -dominance operator assumes no noise distributions in advance because, in general, it is hard to predict and model them in many (particularly, real-world) MOPs. Instead of estimating each individual's objective values based on a given noise distribution, the U -dominance operator estimates the impacts of noise on objective value samples and determines whether it is statistically confident enough to compare individuals.
Voß et al. [16] and Boonma et al. [3, 18] study similar dominance operators to the U -dominance operator in that they assume no noise distributions in objective value samples of each individual and statistically examine the impacts of noise on those samples. Voß et al. propose an operator that considers an uncertainty zone around the median of samples on a per-objective basis. A dominance decision is made between two individuals only when their uncertainty zones do not overlap in all objectives. The uncertainty zone can be the inter-quartile range (IQR) of samples or the bounding box based on the upper and lower quartiles (BBQ) of samples. Unlike the U -dominance operator, this operator is susceptible to high noise strength and asymmetric heavy-tailed noise distributions. Boonma Perform a U -test on A and B in the i-th objective.
4:
if A is superior than B with the confidence level α in the i-th objective then 5:
else if B is superior than A with the confidence level α in the i-th objective then 8:
9: machine, which can be computationally expensive. In contrast, the U -dominance operator is designed lightweight; it requires no classification and learning.
3 The U -Dominance Operator U -dominance is a new noise-aware dominance that is designed with the Mann-Whitney U -test (U -test in short), which is a non-parametric (i.e., distributionfree) statistical significance test [12] . An individual a is said to U -dominate an individual b (denoted by a U b) with the confidence level α iif:
-In all objectives, b is not superior than a using a U -test with the confidence level of α. -In at least one objective, a is superior than b using a U -test with the confidence level of α.
The U -dominance operator takes objective value samples of given two individuals, estimates the impacts of noise on the samples through a U -test, examines whether it is statistically confident enough to judge a dominance relationship between the two individuals, and determines which individual is statistically superior/inferior (Algorithm 1).
Given two sets of objective value samples, A and B, which are collected from two individuals a and b, a U -test is performed on A and B in each objective (Algorithm 1). First, A and B are combined into a set S = A ∪ B. The samples in S are sorted in ascending order based on their objective values in an objective in question. Then, each sample obtains its rank, which represents the sample's position in S. The rank of one is given to the first sample in S (i.e., the best sample that has the minimum objective value). If multiple samples tie, they receive the same rank, which is equal to the mean of their positions in S. For example, if the first two samples tie in S, they receive the rank of 1.5 ( Once ranks are assigned to samples, the rank-sum values, R A and R B , are computed for A and B, respectively. (R A sums up the ranks for the samples in A.) For a large sample size (> 10), the sampling distributions of R A and R B are approximately normal [12] . Therefore, the standardized value of a rank-sum is a standard normal deviate whose significance can be tested under the standard normal distribution. The standardized value of R A is given as follows.
µ R A and σ R A denote the mean and standard deviation of R A , respectively.
With the confidence level of α, the U -test determines that A and B are not drawn from the same distribution if
is the cumulative distribution function of the standard normal distribution.) This means that A and B are significantly different with the confidence level of α. The U -test concludes that a is superior than b with respect to an objective in question if
This paper integrates the U -dominance operator with NSGA-II [4] , a wellknown EMOA. It is integrated with a binary tournament operator and a dominance ranking operators in NSGA-II. NSGA-II uses binary tournament in its parent selection process, which selects a parent individual to be used in crossover, and uses dominance ranking in its environmental selection process, which selects the next-generation population from the union of the current population and its offspring [4] . Fig. 1 shows how to perform binary tournament with with the Udominance operator. In Lines 1 and 2, two individuals a and b are randomly drawn from the population P. Then, in Lines 3 and 4, their objective value samples are obtained to invoke the U -dominance operator at Line 5. Based on the U -dominance relationship between a and b, one of them is returned as a parent individual (Lines 6 to 16). Fig. 2 shows how to rank individuals with the U -dominance operator. From Line 1 to 12, U -dominance relationships are determined among N individuals in the population P. The U -dominance operator is invoked in Line 5. Unlike the classical Pareto dominance, U -dominance relationships are not transitive. When a U b and b U c, a U c is not guaranteed. When objective functions contain high-level noise, c might even U -dominate a. If a loop exists in U -dominance relationships (e.g., a U b, b U c and c U a), the U -dominance operator deletes the U -dominance relationships among a, b and c, and concludes that they are non-U -dominated with each other (Line 13 to 15 in Algorithm 2). 1: for each p ∈ P do 2:
for each q ∈ P do 3:
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r = uDominance(P, Q, α)
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if r = 1 then
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Sp = Sp ∪ {p}
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else if r = −1 then 9: 
24:
for each p ∈ Fi do
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for each q ∈ Sp do 26:
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if nq = 0 then 28: All NSGA-II variants are evaluated with ZDT and DTLZ family problems (10 problems in total) [5, 19] . Experiments were configured as shown in Table 1 and conducted with jMetal [7] . The total number of generations in each experiment is 200 in ZDT problems, 500 in DTLZ3 and 250 in the other DTLZ problems. Every experimental result is obtained from 20 independent experiments. This paper uses the hypervolume ratio (HVR) metric to compare NSGA-II variants and evaluate the U -dominance operator. HVR is calculated as the ratio of the hypervolume (HV ) of non-dominated individuals (D) to the hypervolume of Pareto-optimal solutions (P * ) [15] .
HV measures the union of the volumes that non-dominated individuals dominate. Thus, HVR quantifies the optimality and diversity of non-dominated individuals D. A higher HVR indicates that non-dominated individuals are closer to the Pareto-optimal front and more diverse in the objective space.
In order to turn ZDT and DTLZ family problems to be noisy problems, this paper defines four kinds of additive noise in objective functions (c.f. Eq. 1).
-Gaussian noise: This noise distribution is characterized with a symmetric shape and a very limited number of outliners.
N (0, 1) is the standard normal (or Gaussian) distribution. -Cauchy noise: This noise distribution is used to generate more outliers than the Gaussian distribution does.
e is set to be a very small value in order to prevent division by zero. -Chi-squared noise: This distribution is asymmetric and heavy-tailed in contrast to Gaussian and Cauchy distributions. It contains outliers.
-Log-normal noise: This distribution is characterized with an asymmetric and heavy-tailed shape and outliers. Table 2 shows the experimental results under Gaussian noise. NSGA-II-U clearly outperforms NSGA-II, NSGAII-Median and NSGA-II-IQR in all problems except ZDT2. NSGA-II-Mean and NSGA-II-N are more competitive against NSGA-II-U because noise follows a normal distribution and the distribution is symmetric. NSGA-II-U significantly outperforms NSGA-II-Mean and NSGA-II-N in DTLZ1 and DTLZ3 with the confidence level of 99% while the three EMOAs perform similarly in the other problems. Table 3 shows the results under Cauchy noise. NSGA-II-U clearly outperforms NSGA-II, NSGA-II-Mean, NSGA-II-N and NSGA-II-IQR. In contrast to Table 2 , NSGA-II-Median outperforms NSGA-II-Mean because Cauchy noise contains a lot of outliers. NSGA-II-U significantly outperforms NSGA-II-Median in DTLZ1 and DTLZ3 with the confidence level of 99% while NSGA-II-Median yields similar or better performance than NSGA-II-U in the other problems.
Experimental Results
Under chi-squared noise (Table 4 ) and lognormal noise (Table 5) , NSGA-II-U significantly outperforms five other EMOAs in almost all problems except ZDT2. In ZDT2, NSGA-II-Median performs better than NSGA-II-U when noise strength is 0.5. However, there is no significant difference between the two algorithms when noise strength is 0.1. Tables 4 and 5 demonstrate that the Udominance operator reliably operates when many outliers exist in objective value samples under asymmetric noise distributions.
Conclusions
This paper proposes and evaluates a new noise-aware dominance operator, called the U -dominance operator, which never assumes noise distributions in advance by leveraging the Mann-Whitney U -test. Experimental results show that it operates reliably in noisy MOPs and outperforms existing noise-aware dominance operators particularly when many outliers exist in objective value samples under asymmetric noise distributions. 
