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ABSTRACT
We construct holographic superfluid flow solutions in a five-dimensional theory that arises
as a consistent truncation of low energy type IIB string theory. We then study the phase
diagram of these systems in terms of the temperature and superfluid velocity. Finally, we
construct solutions representing the ground state of these superfluids for velocities below
a critical value. These are charged anisotropic AdS domain walls that demonstrate the
emergence of quantum criticality in the IR.
1 Introduction
The observation [1] that an electrically charged black hole can develop scalar hair when its
temperature is low enough has given rise to much effort in the study of holographic mod-
els of superfluid phase transitions. The first realizations [2] of the so-called holographic
superconductors were based on the minimal set-up of a charged massive scalar minimally
coupled to Einstein-Maxwell theory: in the presence of a charged black hole of sufficiently low
temperature the scalar condenses breaking the electromagnetic gauge symmetry and thus re-
alizing an spontaneous breaking of a U(1) global symmetry in the dual theory. Subsequently,
several microscopic embeddings of holographic superconductors have been proposed in the
framework of type IIB string theory [3], M-theory [4], and D7-brane models [5]. We will be
interested in the model [3] wich is a five dimensional truncation of type IIB containing an
abelian gauge field and a charged scalar.
In this note which summarizes the results of the papers [6, 7] we report on some progress
on the study of holographic superfluids in the framework given by the type IIB truncation [3].
First, as it was done in [8, 9] for the early phenomenological models, we will put the superfluid
in motion and consider a scenario where there is a non-vanishing superfluid velocity ξ, thus
constructing what we call IIB superflows. Holographically this requires a non-trivial profile
for a spatial component of the gauge field, besides the ever-present temporal component
dual to the charge density (or chemical potential) of the system. We will then proceed to
study the zero temperature of these superflows and see if their ground state is governed
by a quantum critical point characterized by the emergence of conformal invariance in the
IR. Quantum critical points are expected to be of significance in understanding the ground
states of high-Tc superconductors. Holographic constructions of such quantum critical (hence
zero-temperature) superconductors give rise to domain wall solutions, which capture the
holographic RG flow from a symmetric state in the UV to a symmetry-breaking vacuum in
the IR [10, 11, 4].
1.1 Summary of results
• We find solutions dual to superfluid flows in 3+1 dimensions. These are five-dimensional
black holes with scalar and vector hair and they exist up to a critical value of the super-
fluid velocity where the superfluidity is lost, and, contrary to what happens for other
models (see [8, 9, 12, 13]), the phase transition is always second order. Moreover, at low
temperatures and for low enough velocities we find a universal behaviour of the system
with strong indications of the emergence of quantum criticality at zero temperature.
• We construct solutions realizing the (zero temperature) ground state of the IIB super-
flows for superfluid velocities below a critical value ξc. These geometries are charged
anisotropic AdS-to-AdS domain walls which interpolate between two AdS in the UV
and IR. In the UV the non-zero values of the temporal and (one) spatial components
of the gauge field (At ∼ µ , Ax ∼ Ax,0) correspond to the introduction of a chemical
potential and a superfluid velocity respectively. We are deforming the theory by an
operator ∼ µ J0 + Ax,0 Jx which does not break the U(1) symmetry. The scalar van-
ishes in the UV, but its subleading asymptotics realizes a VEV of the dual operator
1
and thus the U(1) is broken spontaneously. In the IR the solution flows to the same
AdS as found in [11] for zero superfluid velocity, showing the emergence of relativistic
conformal symmetry. The scalar has a non-zero value in the IR AdS breaking explicitly
the U(1) symmetry. These domain walls cease to exist for ξ > ξc, while superfluid flows
at very low temperature still exist for those values.
The findings of this letter can be summarized in the phase diagram shown in Figure
1. There we speculate about the nature of the ground state of the superflows for ξ > ξc
alluding to the similarity of this region with that believed to be present in some real-life
superconductors when there is an imbalance δµ in the chemical potential between the two
populations that form the cooper pairs [14] (see [15] for a holographic model of these un-
balanced superconductors). For high enough δµ the system enters an anisotropic phase at
T = 0 known as FFLO phase which is characterized by a spontaneous breaking of transla-
tional invariance [16]. One could think that the ground state of the superflows for ξ > ξc is
described by a domain wall that interpolates between AdS in the UV and some generalized
Lifshizt geometry that breaks isotropy in the IR.
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Figure 1: The (qualitative) phase diagram of holographic superfluids. At zero temperature, a
quantum critical point is found for velocities below a critical value, ξc. Above ξc the system
enters a more anisotropic phase where the deformation induced by ξ affects the RG-flow
strongly, and brings the system away from any obvious AdS-like IR fixed point.
2 IIB Superflows
The theory we will use is the consistent truncation of low energy type IIB string theory
considered in [3]. The action takes the form
SIIB =
∫
d5x
√−g
[
R− L
2
3
FabF
ab +
1
4
(
2L
3
)3
ǫabcdeFabFcdAe +
−1
2
(
(∂aψ)
2 + sinh2 ψ(∂aθ − 2Aa)2 − 6
L2
cosh2
(
ψ
2
)
(5− coshψ)
)]
. (1)
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We have set 16πG = 1 and the conventions are such that ǫ01234 = 1/
√−g, and we have
written the charged (complex) scalar by splitting the phase and the modulus in the form
ψeiθ. The Abelian gauge field A is dual to an R-symmetry in the boundary field theory [3]
and the scalar field has R-charge R = 2. The general equations of motion that follow from
this action (working in the gauge θ = 0) can be found in [6].
We want to construct a fully backreacted hairy black hole solution, holographically de-
scribing a superfluid flow. To have a charged scalar condense we will need to turn on both
the scalar and the time component of the gauge field in the bulk [1]. The superfluid velocity
in (say) the x-direction is captured by the leading fall-off of the bulk gauge field component
Ax at the boundary, so to describe a superfluid flow we should allow for a non-trivial pro-
file of Ax in the bulk. To avoid working with partial differential equations we will restrict
to functions depending only on the holographic direction r. Consistency of the Einstein
equations then demands that we choose the following ansatz for the metric, gauge field and
scalar:
ds2 = −r
2f(r)
L2
dt2 +
L2h(r)2
r2f(r)
dr2 − 2C(r) r
2
L2
dtdx+
r2
L2
B(r)dx2 +
r2
L2
dy2 +
r2
L2
dz2 ,
A = At(r) dt+ Ax(r) dx , ψ = ψ(r) . (2)
Plugging this in the equations of motion we get a set of seven independent equations for
seven unknowns. These equations exhibit four scaling symmetries which we quote here for
convenience:
t→ t/a , f → a2f , h→ ah , C → aC , At → aAt , (3)
x→ x/b , B → b2B , C → bC , Ax → bAx , (4)
(r, t, x, y, z, L)→ α(r, t, x, y, z, L) , (At, Ax)→ (At, Ax)/α , (5)
r → βr , (t, x, y, z)→ (t, x, y, z)/β , (At, Ax)→ β(At, Ax) . (6)
In particular, we will use the symmetries (5) and (6) to scale the horizon radius rH and the
AdS scale L to unity.
We will construct our solutions numerically by shooting from the IR. Requiring regularity
at the horizon the solution there can be expanded as
f = fH1 (r − rH) + ... , h = hH0 + hH1 (r − rH) + ... , B = BH0 +BH1 (r − rH) + ...
C = CH1 (r − rH) + ... , At = AHt,1(r − rH) + ... , Ax = AHx,0 + AHx,1(r − rH) + ...
ψ = ψH0 + ψ
H
1 (r − rH) + ... . (7)
The equations of motion impose further constraints on the coefficients of this solution (see
[6]) and in the end we are left with the following six independent horizon data:
(hH0 , B
H
0 , C
H
1 , A
H
t,1, A
H
x,0, ψ
H
0 ) . (8)
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We also need to know the asymptotic expansion of our solutions in the UV. An expansion
that solves the equations of motion in the UV and is generic enough to match the curves
arising from the integration from the horizon is given by
f = h20 +
f4
r4
+
f l4
r4
log r + ... , h = h0 +
h2
r2
+
h4
r4
+
hl4
r4
log r + ... ,
B = B0 +
B4
r4
+
Bl4
r4
log r + ... , C = C0 +
C4
r4
+
C l4
r4
log r + ... ,
At = At,0 +
At,2
r2
+
Alt,2
r2
log r + ... , Ax = Ax,0 +
Ax,2
r2
+
Alx,2
r2
log r + ... ,
ψ =
ψ1
r
+
ψ3
r3
+
ψl3
r3
log r + ... . (9)
As shown in [6] there are further relations between the coefficients and the independent
boundary data can be taken to be (h0, f4, B0, B4, C0, C4, At,0, At,2, Ax,0, Ax,2, ψ1, ψ3). To get
asymptotically AdS solutions, we must set B0, h0 to 1 and C0, ψ1 to zero
1. The scaling
symmetries can be used to accomplish the first two conditions, whereas we need to shoot for
the last two. We are therefore left with eight independent boundary data:
(f4, B4, C4, At,0, At,2, Ax,0, Ax,2, ψ3) . (10)
Notice that there are only six independent pieces of horizon data so we expect to find (if
any) a two-parameter family of solutions.
Finally, an important quantity for studying the thermodynamics of the system is of course
the superfluid temperature which is given by the black hole Hawking temperature, T. From
the structure of the metric (2) we easily get
T =
r2H f
′(rH)
4π L2 h(rH)
=
1
4π
[
hH0
(
9
4
+ 2 coshψH0 −
cosh(2ψH0 )
4
)
− 2(A
H
t,1)
2
9hH0
]
, (11)
where in the second equality we have used the horizon expansion (7), and as explained above
we have set rH = 1.
The results of our numerical integration are shown in Figure 2 where we plot the conden-
sate versus the temperature for different values of the superfluid velocity. Let us introduce
the notation used for the plot:
µ ≡ At,0 , 〈O〉 ≡
√
2ψ3 , ξ ≡ Ax,0/At,0 , (12)
where µ is the field theory chemical potential, O the (condensing) chiral primary operator,
and ξ the superfluid velocity in units of the chemical potential. When we work in an en-
semble with fixed chemical potential the meaningful (dimensionless) quantities relevant for
1The condition ψ1 = 0 also ensures, due to the relations between the coefficients [6], the vanishing of all
the logarithmic pieces in (9).
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Figure 2: On the left we show condensate plots for ξ = 0, 0.1, 0.33, 0.4, 0.5 (from right to
left). On the right we plot the Ricci scalar as a function of the radial coordinate near the
horizon. The horizontal dashed lines indicate the corresponding values of R for our UV
(large r) AdS (upper line) and for the IR AdS of [11](lower line).
the condensate plot are T/µ and 〈O〉/µ3. In constructing the plots we have also rescaled by
the (velocity-dependent) factor
√
1− ξ2, which is nothing but the relativistic boost factor.
From the form of the curves in Figure 2, it is evident that there is a phase transition to a
hairy black hole at low temperatures, and as expected, the critical temperature decreases
as the velocity is increased. To characterize the phase transition one can compare the free
energy of the hairy black hole and that of the normal phase (given by a Reissner-Nordstrom
black hole). This has been done in [6] where it was shown that the phase transition stays
second order for all values of the superfluid velocity, up to our numerical precision.
Finally, from the plot of the condensate one notices that for low superfluid velocities
there is a universal behaviour at very low temperatures. Motivated by this fact we check if,
at low temperatures, the curvature invariants of our superfluid solutions tend to the values
corresponding to the (AdS) quantum critical point found in [11] for the zero velocity case.
Indeed we find so for velocities up to a critical velocity ξc ∼ 0.37 (see Figure 2).
3 Superflows at zero temperature. Anisotropic domain
walls
We will now construct domain wall geometries representing the ground state of IIB super-
flows for ξ < ξc. We will use the same ansatz as in section 2, namely (2). In the UV the
solution looks as in the previous section. The geometry becomes AdS, and the non-zero
values of At and Ax correspond to deforming the theory by introducing a chemical potential
and a superfluid velocity. The subleading coefficient of the scalar field represents the con-
densation of the dual operator, which breaks spontaneously the U(1) symmetry and realizes
the superfluid phase transition. We expect the UV deformation to trigger an RG flow, and
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for ξ < ξc the solution to flow to the same IR conformal fixed point as in the ξ = 0 case [11].
Notice that due to the non-trivial profile of Ax these domain walls will be anisotropic.
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Figure 3: Plots of the various functions as a function of the radial coordinate for ξ = 0.33.
A logarithmic radial coordinate has been chosen to illustrate that the solution is a domain
wall. For other values of the superfluid velocity in the range 0 < ξ < ξc the nature of the
curves is similar.
We will proceed as before and integrate numerically the equations of motion (see [6]) from
the IR up to the boundary. Since we look for solutions that flow in the IR to the symmetry-
breaking vacuum found in [11] we have to find an IR expansion around that vacuum that
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solves our equations of motion. It reads:
ψ(r) = ArcCosh 2 + ψ1,0 x+ ψ0,2 y
2 + ... , x ≡ rα , y ≡ r , α = 2
√
3− 2 , (13)
f(r) =
9
8
h20,0 +
4 A2t(0,2)
3
y2 + ... , h(r) = h0,0 + h0,2 y
2 + ... , (14)
B(r) = B0,0 −
4A2
x(0,2)
3
y2 + ... , C(r) = C0,0 +
4Ax(0,2)At(0,2)
3
y2 + ... , (15)
At(r) = At(0,2) y
2 + ... , Ax(r) = Ax(0,2) y
2 + ... , (16)
where not all the coefficients are independent [7]. As before, there are only six independent
quantities in the IR: (h0,0 , B0,0 , C0,0 , At(0,2) , Ax(0,2) , ψ1,0). Our strategy in constructing
the solutions will be to pick numerical values for these IR data, and integrate the equations
of motion up to some very large r corresponding to the UV. There, a expansion generic
enough for our purposes is again (9). To get asymptotically AdS boundary conditions in
the UV, we need to set B0 = 1 = h0, and C0 = 0 = ψ1. The former two conditions can
be accomplished via the rescalings (3, 4), while a shooting technique is required for the
latter two. This gives rise to the eight independent boundary quantities (10). We will also
use the rescaling (6) to set the leading piece of At at the boundary (namely At,0 ≡ µ) to
unity2. Once we fix the chemical potential to one, for any given superfluid velocity ξ (before
the rescaling of the solution that sets At,0 to unity, ξ is given by Ax,0/At,0) the number of
independent parameters at the boundary is six, which is the same as the number of horizon
data. Therefore, we expect to find at most discretely many domain wall solutions for any
given superfluid velocity. As discussed in [11] we will look for the solution where the radial
profile of the scalar field has the least number of nodes.
The strategy we have described provides the domain wall solution we were seeking. We
present some plots of the various functions for a selected value of the velocity in Figure 3.
Plots for other velocities are qualitatively similar. We find that solutions exist for velocities
0 ≤ ξ < ξc with ξc ≈ 0.374, which is consistent with the expectations of section 2. There we
have seen that superflows exist at very low temperature up to a higher ξ∗ ∼ 0.5. This leaves
open the question of what is the ground state of the IIB superflows for ξ > ξ∗ about which
some speculations were offered in the introduction of this note.
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