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Abstract. Hyperspectral imaging systems collect and process information from
specific wavelengths across the electromagnetic spectrum. The fusion of multi-
spectral bands in the visible spectrum has been exploited to improve face recog-
nition performance over all the conventional broad band face images. In this
book chapter, we propose a new Convolutional Neural Network (CNN) frame-
work which adopts a structural sparsity learning technique to select the optimal
spectral bands to obtain the best face recognition performance over all of the spec-
tral bands. Specifically, in this method, images from all bands are fed to a CNN,
and the convolutional filters in the first layer of the CNN are then regularized by
employing a group Lasso algorithm to zero out the redundant bands during the
training of the network. Contrary to other methods which usually select the useful
bands manually or in a greedy fashion, our method selects the optimal spectral
bands automatically to achieve the best face recognition performance over all
spectral bands. Moreover, experimental results demonstrate that our method out-
performs state of the art band selection methods for face recognition on several
publicly-available hyperspectral face image datasets.
1 Introduction
In recent year, hyperspectral imaging has attracted much attention due to the decreas-
ing cost of hyperspectral cameras used for image accusation [1]. A hyperspectral image
consists of many narrow spectral bands within the visible spectrum and beyond. This
data is structured as a hyperspectral ”cube”, with x and y coordinates making up the
imaging pixels and the z coordinate the imaging wavelength, which, in the case of facial
imaging, results in several co-registered face images captured at varying wavelengths.
Hyperspectral imaging has provided new opportunities for improving the performance
of different imaging tasks, such as face recognition in biometrics, that exploits the spec-
tral characteristics of facial tissues to increase the inter-subject differences [2]. It has
been demonstrated that, by adding the extra spectral dimension, the size of the feature
space representing a face image is increased which results in a larger inter-class fea-
tures differences between subjects for face recognition. Beyond the surface appearance,
spectral measurements in the infra-red (i.e., 700 nm to 1000 nm) can penetrate the sub-
surface tissue which can notably produce different biometric features for each subject
[3].
A hyperspectral imaging camera simultaneously measures hundreds of adjacent
spectral bands with a small spectral resolution (e.g., 10 nm). For example, AVIRIS
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hyperspectral imaging includes 224 spectral bands from 400 nm to 2500 nm [4]. Such
a large number of bands implies high-dimensional data which remarkably influences the
performance of face recognition. This is because, a redundancy exists between spectral
bands, and some bands may hold less discriminative information than others. There-
fore, it is advantageous to discard bands which carry little or no discriminative infor-
mation during the recognition task. To deal with this problem, many band selection
approaches have been proposed in order to choose the optimal and informative bands
for face recognition. Most of these methods, such as those presented in [5], are based
on dimensionality reduction, but in an ad-hoc fashion. These methods, however, suffer
from a lack of comprehensive and consolidated evaluation due to a) the small number
of subjects used during the testing of the methods, and b) lack of publicly available
datasets for comparison. Moreover, these studies do not compare the performance of
their algorithms comprehensively with other face recognition approaches that can be
used for this challenge with some modifications [3].
The development of hyperspectral cameras has introduced many useful techniques
that merge spectral and spatial information. Since hyperspectral cameras have become
more readily available, computational approaches introduced initially for remote sens-
ing challenges have been leveraged to other application such as biomedical applications.
Considering the vast person-to-person spectral variability for different types of tissue,
hyperspectral imaging has the power to enhance the capability of automated systems
for human re-identification. Recent face recognition protocols essentially apply spa-
tial discriminants that are based on geometric facial features [4]. Many of these proto-
cols have provided promising results on databases captured under controlled conditions.
However, these methods often indicate significant performance drop in the presence of
variation in face orientation [2,6].
The work in [7], for instance, indicated that there is significant drop in the perfor-
mance of recognition for images of faces which are rotated more than 32 degrees from
a frontal image that is used to train the model. Furthermore, in [8], which uses a light-
fields model for pose-invariant face recognition, provided well recognition results for
probe faces which are rotated more than 60 degrees from a gallery face. The method,
however, requires the manual determination of the 3D transformation to register face
images. The methods that use geometric features can also perform poorly if subjects
are imaged sacross varying spans of time. For instance, recognition performance can
decrease by a maximum of 20 % if imaging sessions are separated by a two week in-
terval [7]. Partial face occlusion also usually results in poor performance. An approach
[9] that divided the face images into regions for isolated analysis can tolerate up to 1/6
face occlusion without a decrease in matching accuracy. Thermal infrared imaging pro-
vides an alternative imaging modality that has been leveraged for face recognition [10].
However, algorithms based on thermal images utilize spatial features and have difficulty
recognizing faces when presented with images containgin pose variation.
A 3D morphable face approach has been introduced for face recognition across vari-
ant poses [11]. This method has provided a good performance on a 68-subject dataset.
However, this method is currently computationally intensive and requires significant
manual intervention. Many of the limitations of current face recognition methods can
be overcome by leveraging spectral information. The interaction of light with human
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tissue has been explored comprehensively by many works [12] which consider the
spectral properties of tissue. The epidermal and dermal layers of human skin are es-
sentially a scattering medium that consists of several pigments such as hemoglobin,
melanin, bilirubin, and carotene. Small changes in the distribution of these pigments
cause considerable changes in the skins spectral reflectance [13] . For instance, the im-
pacts are large enough to enable algorithms for the automated separation of melanin and
hemoglobin from RGB images [14]. Recent work [15] has calculated skin reflectance
spectra over the visible wavelengths and introduced algorithms for the spectra.
2 Related Work
2.1 Hyperspectral Imaging Techniques
There are three common techniques used to construct a hyperspectral image: spatial
scanning, spectral scanning, or snapshot imaging. These techniques will be described
in detail in the following sections.
Spatial scan systems capture each spectral band along a single dimension as a
scanned composite image of the object or area being viewed. The scanning aspect of
these systems describes the narrow imaging field of view (e.g., a 1xN pixel array) of
the system. The system creates images using an optical slit to allow only a thin strip of
the image to pass through a prism or grating that then projects the diffracted scene onto
an imaging sensor. By limiting the amount of scene (i.e. spatial) information into the
system at any given instance, most of the imaging sensor area can be utilized to cap-
ture spectral information. This reduction in spatial resolution allows for simultaneous
capture of data at a higher spectral resolution. This data capture technique is a prac-
tical solution for applications where a scanning operation is possible, specifically for
airborne mounted systems that image the ground surface as an aircraft flies overhead.
Food quality inspection is another successful application of these systems, as they can
rapidly detect defective or unhealthy produce on a production or sorting line. While
this technique provides both high spatial and spectral resolution, line scan Hyperspec-
tral Imaging Systems (HSIs) are highly susceptible to changes the morphology of the
target. This means the system must be fixed to a steady structure as the subject passes
through its linear field of view or, that the subject remains stationary as the imaging
scan is conducted.
HSIs, such as those employing an Acousto-Optical Tunable Filter (AOTF) or a
Liquid Crystal Tunable Filter (LCTF), use tunable optical devices that allow specific
wavelengths of electromagnetic radiation to pass through to a broadband camera sen-
sor. While the fundamental technology behind these tunable filters is different, their
application achieves the same goal in a similar fashion by iteratively selecting the spec-
tral bands of a subject that fall on the imaging sensor. Depending on the type of filter
used, the integration time between the capture of each band can vary based upon the
driving frequency of the tunable optics and the integration time of the imaging plane.
One limitation of scanning HSIs is that all bands in the data cube cannot be captured
simultaneously. Fig. 1 (a) [16] illustrates a diagram which depicts the creation of the
hyperspectral data cube by spatial and spectral scanning.
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(a) (b)
Fig. 1. Building the spectral data cube in both line scan and snapshot systems
In contrast to scanning methods, a snapshot hyperspectral camera can capture hy-
perspectral image data in which all wavelengths are captured instantly to create the
hypercube, as shown in Fig. 1 (b) [16]. Snapshot hyperspectral technology is designed
and built in configurations different from line scan imaging systems, often employing a
prism to break up the light and causing the diffracted, spatially separated wavelengths
to fall on different portions of the imaging sensor dedicated to collecting light energy
from a specific wavelength. Software is used to sort the varying wavelengths of light
falling onto different pixels into wavelength-specific groups. While conventional line-
scan hyperspectral cameras build the data cube by scanning through various filtered
wavelengths or spatial dimensions, the snapshot HSI acquires an image and the spectral
signature at each pixel simultaneously. Snapshot systems have an advantage of faster
measurement and higher sensitivity. However, one drawback is that the resolution is
limited by down-sampling the light falling onto the imaging array into a smaller num-
ber of spectral channels.
2.2 Spectral Face Recognition
Most hyperspectral face recognition approaches are an extension of typical face recog-
nition methods which have been adjusted to this challenge. For example, each band of
a hyperspectral image can be considered as a separate image, and as a result, gray-scale
face recognition approaches can be applied to them.
Considering a hyperspectral cube as a set of images, image-set classification ap-
proaches can be leveraged for this problem without using a dimensionality reduction
algorithm [3]. For example, Pan et al. [2] used 31 spectral band signatures at manually-
chosen landmarks on face images which were captured within the near infra-red spec-
trum. Their method provided high recognition accuracy under pose variations on a
dataset which contains 1400 hyperspectral images from 200 people. However, the method
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does not achieve the same promising results on the public hyperspectral datasets used
in [6].
Later on, Pan et al. [5] incorporated spatial and spectral information to improve the
recognition results on the same dataset. Robila [17] distinguished spectral signatures
of different face locations by leveraging spectral angle measurements. Their experi-
ments are restricted to a very small dataset which consists of only 8 subjects. Di et al.
[18] projected the cube of hyperspectral images to a lower dimensional space by us-
ing a two-dimensional PCA method, and then Euclidean distance was calculated for
face recognition. Shen et al. [19] used Gabor-wavelets on hyperspectral data cubes to
generate 52 new cubes from each given cube. Then, they used an ad-hoc sub-sampling
algorithm to reduce the large amount of data for face recognition.
A wide variety of approaches have been used to address the challenge of band selec-
tion for hyperspectral face recognition. Some of these methods are information-based
methods [20], transform-based methods [21], search based methods [22], and other
techniques which include maximization of a spectral angle mapper [23], high-order
moments [24], wavelet analysis [25], and a scheme trading spectral for spatial resolu-
tion [26]. Nevertheless, there are still some challenges with these approaches due to
presence of local-minima problems, difficulties for real-time implementation and high
computational cost. Hyperspectral imaging techniques for face recognition have pro-
vided promising results in the field of biometrics, overcoming challenges such as pose
variations, lighting variations, presentation attacks and facial expression variations [27].
The fusion of narrow-band spectral images in the visible spectrum has been explored
to enhance face recognition performance [28]. For example, Chang et al. [21] have
demonstrated that the fusion of 25 spectral bands can surpass the performance of con-
ventional broad band images for face recognition, mainly in cases where the training
and testing images are collected under different types of illumination.
Despite the new opportunities provided by hyperspectral imaging, challenges still
exist due to low signal to noise ratios, high dimensionality, and difficulty in data acqui-
sition [29]. For example, hyperspectral images are usually stacked sequentially; hence,
subject movements, specifically blinking of the eyes, can lead to band misalignment.
This misalignment causes intra-class variations which cannot be compensated for by
adding spectral dimension. Moreover, adding a spectral dimension makes the recogni-
tion task challenging due to the difficulty of choosing the required discriminative infor-
mation. Furthermore, the spectral dimension causes a curse of dimensionality concern,
because the ratio between the dimension of the data and the number of training data
becomes very large [3].
Sparse dictionary learning has only been extended to the hyperspectral image classi-
fication [30]. Sparse-based hyperspectral image classification methods usually rank the
contribution of each band in the classification task, such that each band is approximated
by a linear combination of a dictionary, which contains other band images. The sparse
coefficients represent the contribution of each dictionary atom to the target band image,
where the large coefficient shows that the band has significant contribution for classi-
fication, while the small coefficient indicates that the band has negligible contribution
for classification.
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In recent years, deep learning methods have shown impressive learning ability in
image retrieval [31,32,33,33], generating images [34,35,36], security purposes [37,38] ,
image classification [39,40,41], object detection [42,43], face recognition [44,45,46,?,?,?,?]
and many other computer vision and biometrics tasks. In addition to improving per-
formance in computer vision and biometrics tasks, deep learning in combination with
reinforcement learning methods was able to defeat the human champion in challenging
games such as Go [47]. CNN-based models have also been applied to hyperspectral
image classification [48], band selection [49,50], and hyperspectral face recognition
[51]. However, few of these methods have provided promising results for hyperspec-
tral image classification due to a sub-optimal learning process caused by an insufficient
amount of training data, and the use of comparatively small scale CNNs [52].
2.3 Spectral Band Selection
Previous research on band selection for face recognition usually works in an ad hoc
fashion where the combination of different bands is evaluated to determine the best
recognition performance. For instance, Di et al. [18] manually choose two disjoint sub-
sets of bands which are centered at 540 nm and 580 nm to examine their discrimination
power. However, selecting the optimal bands manually may not be appropriate because
of the huge search space of many spectral bands.
In another case, Guo et al. [53] select the optimal bands by using an exhaustive
search in such a way that the bands are first evaluated individually for face recognition,
and a combination of the results are then selected by using a score-level fusion method.
However, evaluating each band individually may not consider the complementary re-
lationships between different bands. As a result, the selected subset of bands may not
provide an optimal solution. To address this problem, Uzair et al. [3] leverage a se-
quential backward selection algorithm to search for a set of most discriminative bands.
Sharma et al. [51] adopt a CNN-based model for band selection which uses a CNN to
obtain the features from each spectral band independently, and then they use Adaboost
in a greedy fashion (similar to other methods in the literature) for feature selection to
determine the best bands. This method selects one band at a time, which ignores the
complementary relationships between different bands for face recognition.
In this book chapter, we propose a CNN-based model which adopts a Structural
Sparsity Learning (SSL) technique to select the optimal bands to obtain the best recog-
nition performance over all broad band images. We employ a group Lasso regulariza-
tion algorithm [54] to sparsify the redundant spectral bands for face recognition. The
group Lasso puts a constraint on the structure of the filters in the first layer of our CNN
during the training process. This constraint is a loss term augmented to the total loss
function used for face recognition to zero out the redundant bands during the training
of the CNN. To summarize, the main contributions of this book chapter include:
1: Joint face recognition and spectral band selection: We propose an end-to-end deep
framework which jointly recognizes hyperspectral face images and selects the optimal
spectral bands for the face recognition task.
2: Using group sparsity to automatically select the optimal bands: We adopt a group
sparsity technique to reduce the depth of convolutional filters in the first layer of our
CNN network. This is done to zero out the redundant bands during face recognition.
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Contrary to most of the existing methods which select the optimal bands in a greedy
fashion or manually, our group sparsity technique selects the optimal bands automati-
cally to obtain the best face recognition performance over all the spectral bands.
3: Comprehensive evaluation and obtaining the best recognition accuracy: We eval-
uate our algorithm comprehensively on three standard publicly available hyperspectral
face image datasets. The results indicate that our method outperforms state of the art
spectral band selection methods for face recognition.
3 Sparsity
The Sparsity of signals has been a powerful tool in many classical signal processing
applications, such as denoising and compression. This is because most natural signals
can be represented compactly by only a few coefficients that carry the most principal
information in a certain dictionary or basis. Currently, applications in sparse data rep-
resentation have also been leveraged to the field of pattern recognition and computer
vision by the development of compressed sensing (CS) framework and sparse mod-
eling of signals and images. These applications are essentially based on the fact that,
when contrasted to the high dimensionality of natural signals, the signals in the same
category usually exist in a low-dimensional subspace. Thus, for each sample, there is
a sparse representation with respect to some proper basis which encodes the important
information. The CS concepts guarantee that a sparse signal can be recovered from its
incomplete but incoherent projections with a high probability. This enables the recov-
ery of the sparse representation by decomposing the sample over an often over-complete
dictionary constructed by or learned from the representative samples. Once the sparse
representation vector is constructed, the important information can be obtained directly
from the recovered vector.
Sparsity was also introduced to enhance the accuracy of prediction and interpretabil-
ity of regression models by altering the model fitting process to choose only a subset of
provided covariates for use in the final model rather than using all of them. Sparsity is
important for many reasons as follows:
a) It is essential to havesas the smallest possible number of neurons in neural net-
work firing at a given time when a stimulus is presented. This means that a sparse model
is faster as it is possible to make use of that sparsity to construct faster specialized algo-
rithms. For instance, in structure from motion, the obtained data matrix is sparse when
applying bundle adjustments of many methods that have been proposed to take advan-
tage of the sparseness and speedup things. Sparse models are normally very scalable
but they are compact. Recently, large scale deep learning models can easily have larger
than 200k nodes. But why are they not very functional? This is because they are not
sparse.
b) Sparse models can allow more functionalities to be compressed into a neural
network. Therefore, it is essential to have sparsity at the neural activity level in deep
learning and exploring a way to keep more neurons inactive at any given time through
neural region specialization. Neurological studies of biological brains indicate this re-
gion specialization is similar to face regions firing if a face is presented, while other
regions remain mainly inactive. This means finding ways to channel the stimuli to the
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right regions of the deep model and prevent computations that end up resulting in no re-
sponse. This can help in making deep model not only more efficient but more functional
as well.
c) In a deep neural network architecture, the main characteristic that matters is spar-
sity of connections; each unit should often be connected to comparatively few other
units. In the human brain, estimates of the number of neurons are around 1010-1011
neurons. However, each neuron is only connected to about 104 other neurons on aver-
age. In deep learning, we see this in convolutional networks architectures. Each neuron
receives information only from a very small patch in the lower layer.
d) Sparsity of connections can be considered as resembling sparsity of weights. This
is because it is equivalent to having a fully connected network that has zero weights in
most places. However, sparsity of connections is better, because we do not spend the
computational cost of explicitly multiplying each input by zero and augmenting all
those zeros.
Statisticians usually learn sparse models to understand which variables are most
critical. However, it is an analysis strategy, not a strategy for making better predictions.
The process of learning activations that are sparse does not really seem to matter as
well. Previously, researchers thought that part of the reason that the Rectified Linear
Unit (ReLU) worked well was that they were sparse. However, it was shown that all
that matters is that they are piece-wise linear.
4 Compression approaches for neural networks
Our algorithm is closely related to a compression technique based on sparsity. Here, we
also provide a brief overview of other two popular methods: quantization and decom-
position.
4.1 Network pruning
Initial research on neural network compression concentrates on removing useless con-
nections by using weight decay. Hanson and Pratt [55] propose hyperbolic and expo-
nential biases to the cost objective function. Optimal Brain Damage and Optimal Brain
Surgeon [56] prune the networks by using second-order derivatives of the objectives.
Recent research by Han et al. [57] alternates between pruning near-zero weights, which
are encouraged by `1 or `2 regularization, and retraining the pruned networks. More
complex regularizers have also been introduced. Wen et al. [58] and Li et al. [59] place
structured sparsity regularizers on the weights, while Murray and Chiang [60] place
them on the hidden units. Feng and Darrell [61] propose a nonparametric prior based
on the Indian buffet processes [62] on the network layers. Hu et al. [63] prune neurons
based on the analysis of their outputs on a large dataset. Anwar et al. [64] use partic-
ular sparsity patterns: channel-wise (deleting a channel from a layer or feature map),
kernel-wise (deleting all connections between two feature maps in successive layers),
and intra-kernel-strided (deleting connections between two features with special stride
and offset). They also introduce the use of a particle filter to point out the necessity of the
connections and paths over the course of training. Another line of research introduces
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fixed network architectures with some subsets of connections deleted. For instance, Le-
Cun et al. [65] delete connections between the first two convolutional feature maps in
an entirely uniform fashion. This approach, however, only considers a pre-defined pat-
tern in which the same number of input feature map are assigned to each output feature
map. Moreover, this method does not investigates how sparse connections influence the
performance compared to dense networks.
Likewise, Ciresan et al.. [66] delete random connections in their MNIST experi-
ments. However, they do not aim to preserve the spatial convolutional density and it
may be challenging to harvest the savings on existing hardware. Ioannou et al. [67]
investigate three kinds of hierarchical arrangements of filter groups for CNNs, which
depend on different assumptions about co-dependency of filters within each layer. These
arrangements contain columnar topologies which are inspired by AlexNet [40], tree-like
topologies have been previously used by Ioannou et al. [67], and root-like topologies.
Finally, [68] introduces the depth multiplier technique to scale down the number of fil-
ters in each convolutional layer by using a scalar. In this case, the depth multiplier can be
considered as a channel-wise pruning method, which has been introduced in [64]. How-
ever, the depth multiplier changes the network architectures before the training phase
and deletes feature maps of each layer in a uniform fashion. With the exception of [64]
and the depth multiplier [68], the above previous work performs connection pruning
that causes nonuniform network architectures. Therefore, these approaches need addi-
tional efforts to represent network connections and may or may not lead to a reduction
in computational cost.
4.2 Quantization
Decreasing the degree of redundancy of the parameters of the model can be performed
in the form of quantization of the network parameters. Arora et al. [69] propose to train
CNNs with binary and ternary weights, accordingly. Gong et al. [70] leverage vector
quantization for parameters in fully connected layers. Anwar et al. [71] quantize a net-
work with the squared error minimization. Chen et al. [72] group network parameters
randomly by using a hash function. Note that this method can be complementary to
the network pruning method. For instance, Han et al. [73] merge connection pruning in
(Han et al. [57]) with quantization and Huffman coding.
4.3 Decomposition
Decomposition is another method which is based on low-rank decomposition of the
parameters. Decomposition approaches include truncated Singular Value Decomposi-
tion (SVD) [74], decomposition to rank-1 bases [75], Canonical Polyadic Decomposi-
tion (CPD) [76], sparse dictionary learning , asymmetric (3D) decomposition by using
reconstruction loss of non-linear responses which is integrated with a rank selection
method based on Principal Component Analysis (PCA) [77], and Tucker decomposi-
tion by applying a kernel tensor reconstruction loss which is integrated with a rank
selection approach based on global analytic variational Bayesian matrix factorization
[78].
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5 Regularization of neural network
Alex et al. [40] proposed Dropout to regularize fully connected layers in the neural
networks layers by randomly setting a subset of activations to zero over the course of
training. Later, Wan et al. [79] introduced DropConnect, a generalization of Dropout
that instead randomly zero out a subset of weights or connections. Recently, Han et al.
[73] and Jin et al. [80] propose a kind of regularization where dropped connections are
unfrozen and the network is retrained. This method can be thought of as an incremental
training approach.
6 Neural network architectures
Network architectures and compression are closely related. The purpose of compres-
sion is to eliminate redundancy in network parameters. Therefore, the knowledge about
traits that indicate the success of architecture success is advantageous. Other than the
discovery that depth is an essential factor, little is known regarding such traits. Some
previous research performs architecture search but without the main purpose of per-
forming compression. Recent work introduces skip connections or shortcut to convolu-
tional networks such as residual networks [39].
7 Convolutional Neural Network
CNN is a well-known used deep learning framework which was inspired by the visual
cortex of animals. First, it was widely applied for object recognition but now it is used
in other areas as well like object tracking [81], pose estimation [82], visual saliency
detection [83], action recognition [84], and object detection [85]. CNNs are similar to
traditional neural network in such a way that they are consists of neurons that self-
optimize through learning. Each neuron receives an input and conduct an operation
(such as a product of scalar followed by a non-linear function) the basis of countless
neural networks. From the given input image to the final output of the class score,
the entire of the network still represents a single perceptive score function. The last
layer consists of a loss functions associated with the classes, and all of the regular
methodologies and techniques introduced for traditional neural network still can be
used. The only important difference between CNNs and traditional neural network is
that CNNs are essentially used in the field of pattern recognition within images. This
gives us the opportunity to encode image-specific features into the architecture, making
the network more suited for image-focused tasks, while further reducing the parameters
required to set up the model. One of the largest limitations of traditional forms of neural
network is that they aim to challenge with the computational complexity needed to
compute image data. Common machine learning datasets such as the MNIST database
of handwritten digits are appropriate for most types of neural network, because of its
relatively small image dimensionality of just 28× 28. With this dataset, a single neuron
in the first hidden layer will consists of 784 weights (28× 28× 1 where one considers
that MNIST is normalized to just black and white values), which can be controlled
for most types of neural networks. Here, we used a CNN for our hyperspectral band
selection for face recognition. We used the VGG-19 [41] as our baseline CNN. [86].
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7.1 Convolutional Layer
The convolutional layer constructs the basic unit of a CNN where most of the compu-
tation is conducted. It is basically a set of feature maps with neurons organized in it.
The weights of the convolutional layer are a set of filters or kernels which are learned
during the training. These filters are convolved by the feature maps to create a separate
two-dimensional activation map stacked together alongside the depth dimension, pro-
viding the output volume. Neurons that exist in the same feature map shares the weight
whereby decreasing the complexity of the network by keeping the number of weights
low. The spatial extension of sparse connectivity between the neurons of two layers is
a hyperparamter named the receptive field. The hyperparameters that manage the size
of the output volume are the depth (number of filters at a layer), stride (for moving the
filter) and zero-padding (to manage spatial size of the output). The CNNs are trained by
back-propagation and the backward pass as well, performs a convolution operation, but
with spatially flipped filters. Fig. 2 shows the basic convolution operation of a CNN.
One of the traditional versions of a CNN is ”Network In Network”(NIN), intro-
duced by Lin et al. [87], where the 1 × 1 convolution filter leveraged is a Multi-Layer
Perceptron (MLP) instead of the typical linear filters and the fully connected layers are
replaced by a Global Average Pooling (GAP) layer. The output structure is named the
MLP-Conv layer because the micro network contains of stack of MLP-Conv layers.
Dissimilar to a regular CNN, NIN can improve the abstraction ability of the latent con-
cepts. They work very well in providing for justification that the last MLP-Conv layer
of NIN were confidence maps of the classes leading to the possibility of conducting
object recognition using NIN. The GAP layer within the architecture is used to reduce
the parameters of our framework. Indeed, reducing the dimension of the CNN output
by the GAP layer prevents our model from becoming over-parametrized and having a
large dimension. Therefore, the chance of overfitting in model is potentially reduced.
7.2 Pooling Layer
Basic CNN architectures have alternating convolutional and pooling layers and the lat-
ter functions to reduce the spatial dimension of the activation maps (without loss of
information) and the number of parameters in the network and therefore decreasing
the overall computational complexity. This manages the problem of overfitting. Some
of the common pooling operations are max pooling, average pooling, stochastic pool-
ing [88], spectral pooling [89], spatial pyramid pooling [90] and multiscale orderless
pooling [91]. The work by Alexey Dosovitskiy et al. [92] evaluates the functionality of
different components of a CNN, and has found that max pooling layers can be replaced
with convolutional layers with stride of two. This essentially can be applied for sim-
ple networks which have proven to beat many existing intricate architectures. We used
max-pooling in our deep model. Fig. 3 shows the operation of max pooling.
7.3 Fully Connected Layer
Neurons in this layer are Fully Connected (FC) to all neurons in the previous layer, as in
a regular neural network. High level reasoning is performed here. The neurons are not
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Fig. 2. Convolution operation.
Fig. 3. Max pooling operation.
spatially arranged so there cannot be a convolution layer after a fully connected layer.
Currently, some deep architecture have their FC layer replaced, as in NIN, where FC
layer is replaced by a GAP layer.
7.4 Classification Layer
The last FC layer serves as the classification layer that calculates the loss or error which
is a penalty for discrepancy between actual output and desired. For predicting a single
class out of k mutually exclusive classes, we use Softmax loss. It is the commonly and
widely used loss function. Specifically, it is multinomial logistic regression. It maps the
predictions to non-negative values and is normalized to achieve probability distribution
over classes. Large margin classifier, SVM, is trained by computing a Hinge loss. For
regressing to real-valued labels, Euclidean loss can be calculated. We used Softmax loss
to train our deep model. The Softmax loss is formulated as follows:
L(w) = −
n∑
i=1
k∑
j=1
y
(j)
i log(p
(j)
i ), (1)
where, n is the number of training samples, y(i) is the one-hot encoding label for the
i-th sample, and y(j)i is the j-th element in the label vector yi. The varaible pi is the
probability vector and p(j)i is the j-th element in the label vector pi which indicate the
probability that CNN assign to class j. The varaible w is the parameter of the CNN.
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Fig. 4. ReLu activation function.
7.5 Activation Function: ReLU
ReLU is the regular activation function that is used in CNN models. It is a linear ac-
tivation function which has thresholding at zero as shown in Eq.2. It has been shown
that the convergence of gradient descent is accelerated by applying ReLU. The ReLU
activation function is shown in Fig. 4
f(x) = max{0, x}. (2)
7.6 VGG-19 Architecture
Our band selection algorithm can be used for any other deep architecture including
ResNet [93], and AlexNet [94], and there is no restriction on choosing a specific deep
model during the process of band selection in the first convolutional layer of these net-
works using our algorithm. We used VGG-19 network since a) it is easy to implement
in Tensorflow and it is more popular than other deep models and b) it achieved ex-
cellent results on the ILSVRC-2014 dataset (i.e., ImageNet competition). The input to
our VGG-19 based CNN is a fixed-size 224 × 224 hypespectral image. The only pre-
processing that we perform is to subtract the mean spectral value, calculated on the
training set, from each pixel. The image is sent through a stack of convolutional oper-
ation, where we use filters with a very small receptive field of 3 × 3. This filter size
is the smallest size that capture the notion of left and right, up and down, and center.
In one of the configurations, we also can use 1 × 1 convolutional filters, which can be
considered as a linear transformation of the input channels. The convolutional stride is
set to 1 pixel. The spatial padding of the convolutional layer input is such that the spa-
tial resolution is preserved after convolution, which means that the padding is 1 pixel
for 3×3 convolutional layers. Spatial pooling is performed by five max-pooling layers,
which follow some of the convolutional layers. Note that not all of the convolutional
layers are followed by max-pooling. In VGG-19 network, max-pooling is carried out
on a 2×2 pixel window, with stride of 2. A stack of convolutional layers is followed by
two FC layers as follows: the first has 4096 nodes, the second performs k nodes (i.e.,
one for each class). The second layer is basically the soft-max layer. The hidden layer
is followed by rectification ReLU non-linearity. The overall architecture of VGG-19 is
shown in Fig. 5.
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Fig. 5. Block diagram of hyperspectral band selection for face recognition based on structurally
sparsified CNN.
8 SSL Framework for Band Selection
We propose a regularization scheme which uses a SSL technique to specify the opti-
mal spectral bands to obtain the best face recognition performance over all the spec-
tral bands. Our regularization method is based on a group Lasso algorithm [54] which
shrinks a set of groups of weights during the training of our CNN architecture. By using
this regularization method, our algorithm recognizes face images with high accuracy,
and simultaneously, forces some groups of weights corresponding to redundant bands
to become zero. In our framework, the goal is achieved by adding the `12 norm of the
groups as a sparsity constraint term to the total loss function of the network for face
recognition. Depending on how much sparsity that we want to impose to our model,
we scale the sparsity term by a hyperparameter. The hyperparameter creates a balance
between face recognition loss and the sparsity constraint during the training step. It can
be shown that if we enlarge the hyperparameter value, we impose more sparsity on our
model, and if the hyperparameter is set to a value close to zero, we add less sparsity
constraint to our model.
8.1 Proposed Structured Sparsity learning for generic structures
In our regularization framework, the hyperspectral images are directly fed to the CNN.
Therefore, the depth of each convolutional filter in the first layer of the CNN is equal to
the number of spectral bands, and all the weights belonging to the same channel for all
the convolutional filters in the first layer construct a group of weights. This results in the
number of groups in our regularization scheme being equal to the number of spectral
bands. The group Lasso regularization algorithm attempts to zero out the groups of
weights that are related to the redundant bands during the training of our CNN.
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8.2 Total Loss Function of the Framework
Suppose that w is all the weights for the convolutional filters of our CNN, and w1
denotes all the weights in the first convolutional layer of our CNN. Therefore, each
weight in a given layer is identified by a 4-D tensor (i.e., IRL×C×P×Q, where L, C, P ,
and Q are the dimensions of the weight in the tensor space along the axes of the filter,
channel, spatial height, and width, respectively). The proposed loss function which uses
SSL to train our CNN is formulated as follows:
L(w) = Lr(w) + λg.Rg(w1), (3)
where Lr(.) is loss function used for face recognition, and Rg(.) is SSL loss term
applied on the convolutional filters in the first layer. The variable λg is a hyperparameter
used to balance the two loss terms in (3). Since group Lasso can effectively zero out all
of the weights in some groups [54], we leverage it in our total loss function to zero out
groups of weights corresponding to the redundant spectral bands in the band selection
process. Indeed the total loss function in (3) consists of two terms in which the first
term performs face recognition, while the second term performs band selection based
on the SSL. These two terms are optimized jointly during the training of the network.
8.3 Face Recognition Loss Function
In this section, we describe the loss function,Lr(w), that we have used for face recogni-
tion. We use the center loss [95] to learn a set of discriminative features for hyperspec-
tral face images. The softmax classifier loss is typically used in a CNN only forces the
CNN features of different classes to stay apart. However, the center loss not only does
this, but also efficiently brings the CNN features of the same class close to each other.
Therefore, by considering the center loss during the training of the network, not only
are the inter-class feature differences enlarged, but also the intra-class feature variations
are reduced. The center loss function for face recognition is formulated as follows:
Lr(w) = −
n∑
i=1
k∑
j=1
y
(j)
i log(p
(j)
i ) +
γ
2
n∑
i=1
||f(w, xi)− cyi||22, (4)
where n is the number of training data, f(w, xi) is the output of the CNN, xi is the ith
image in the training batch. The variable yi is one hot encoding label corresponding to
the sample xi, and y
(j)
i is the j
th element in vector yi, k is the number of classes, and
pi is the output of the softmax applied only on the output of the CNN (i.e., f(w, xi)).
The variable cyi indicates the center of the features corresponding to the ith class. The
variable γ is a hyperparameter used to balance the two terms in the center loss.
8.4 Band Selection via Group Lasso
Assume that each hyperspectral image has C number of spectral bands. Since, in our
regularization scheme, hyperspectral images are directly fed to the CNN, the depth of
each convolutional filter in the first layer of our CNN is equal to C. Here, we adopt a
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group Lasso to regularize the depth of each convolutional filter in the first layer of our
CNN. We use the group Lasso because it can effectively zero out all of the weights in
some groups [54]. Therefore, the group Lasso can zero out groups of weights which
correspond to redundant spectral bands. In the setup of our group Lasso regularization,
weights belonging to the same channel for all the convolutional filters in the first layer
form a group (red squares in Fig. 5) which can be removed during the training step by
using Rg(w1) function as defined in (3). Therefore, there are C number of groups in
our regularization framework. The group Lasso regularization on the parameters of w1
is an `12 norm which can be expressed as follows:
Rg(w1) =
C∑
g=1
||w(g)1 ||2, (5)
where w(g)1 is the subset of weights (i.e., a group of weights) from w1, and C is the total
number of groups. Generally, different groups may overlap in the group Lasso regular-
ization. However, this does not happen in our case. The notation ||.||2 represents an `2
norm on the parameters of the group w(g)1 . Therefore, the group Lasso regularization as
a sparsity constraint for band selection can be expressed as follows:
Rg(w1) =
C∑
c=1
√√√√ L∑
l=1
P∑
p=1
Q∑
q=1
(w1(l, c, p, q))2, (6)
where w1(l, c, p, q) denotes a weight located in l th convolutional filter, c th channel,
and (p, q) spatial position. In this formulation, all of the weights w1(:, c, :, :) (i.e., the
weights which have the same index c), belong to the same group w(c)1 . Therefore,
Rg(w1) is an `12 regularization term in which `1 is performed on the `2 norm of each
group.
8.5 Sparsification Procedure
The proposed framework automatically selects the optimal bands from all spectral
bands for face recognition during the training phase. For clarification, we can assume
that in a typical RGB image, we have three bands and the depth of each filter in the first
convolutional layer is three. However, here, there are C spectral bands and as a conse-
quence, the depth of each filter in the first layer is C. As shown in Fig. 5, hyperspectral
images are fed into the CNN directly. The group Lasso efficiently removes redundant
weight groups (associated with different spectral band) to improve the recognition ac-
curacy during the training phase. In the beginning of the training, the depth of the filters
is C, and once we start to sparsify the depth of the convolutional filters, the depth of
each filter will be reduced (i.e., C ′ << C).
It should be noted that the dashed cube in the Fig. 5 is not part of our CNN archi-
tecture. This is the structure of the convolutional filters in the first layer after several
epochs training the network using the network loss function defined in (3).
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Fig. 6. Face recognition accuracy of each individual band on the UWA -HSFD
9 Experimental Setup and Results
9.1 CNN Architecture
We use the VGG-19 [86] architecture as shown in Fig. 5 with the same filter size,
pooling operation and convolutional layers. However, the depth of the filters in the
first convolutional layer of our CNN is set to the number of the hyperspectral bands.
The network uses filters with a receptive field of 3 × 3. We set the convolution stride
to 1 pixel. To preserve spatial resolution after convolution, the spatial padding of the
convolutional layer is fixed to 1 pixel for all the 3 × 3 convolutional layers. In this
framework, each hidden layer is followed by a ReLU activation function. We apply
batch normalization (i.e., shifting inputs to zero-mean and unit variance) after each
convolutional and fully connected layer, and before performing the ReLU activation
function. Batch normalization potentially helps to achieve faster learning as well as
higher overall accuracy. Furthermore, batch normalization allows us to use a higher
learning rate, which potentially provides another boost in speed.
9.2 Initializing Parameters of the Network
In this section, we describe how we initialize the parameters of our network for the
training phase. Thousands of images are needed to train such a deep model. For this
reason, we initialize the parameters of our network by a VGG-19 network pre-trained
on the ImageNet dataset and then we fine tune it as a classifier by using the CASIA-Web
Face dataset [96]. CASIA-Web Face contains 10,575 subjects and 494,414 images. As
far as we know, this is the largest publicly available face image dataset, second only to
the private Facebook dataset. In our case, however, since the depth of the filters in the
first layer is the number of spectral bands, we initialize these filters by duplicating the
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filters of the pre-trained VGG-19 network in the first convolutional layer. For example,
assume that the depth of the filters in the first layer is 3n (we have 3n spectral bands).
Then, in such a case, we duplicate filters of the first layer n times as an initialization
point for training the network.
9.3 Training the Network
We use the Adam optimizer [97] with the default hyper-parameter values ( = 10−3,
β1 = 0.9, β2 = 0.999) to minimize the total loss function of our network defined in
(3). The Adam optimizer is a robust and well-adapted optimizer that can be applied to
a variety of non-convex optimization problems in the field of deep neural networks. We
set the learning rate to 0.001 to minimize loss function (3) during the training process.
The hyperparameter λg is selected by cross-validation in our experiments. We ran the
CNN model through 100 epochs, although the model nearly converged after 30 epochs.
The batch size in all experiments is fixed to 32. We implemented our algorithm in
TensorFlow, and all experiments are conducted on two GeForce GTX TITAN X 12GB
GPUs.
9.4 Hyperspectral Face Datasets
We performed our experiments on three standard and publicly available hyperspectral
face image datasets including CMU [98], HK PolyU [18], and UWA [99]. Descriptions
of these datasets are as follows:
CMU-HSFD: The face cubes in this dataset have been obtained by a spectro-
polarimetric camera. The spectral wavelength range during the image acquisition is
from 450 nm to 1100 nm with a step size of 10 nm. The images of this dataset have
been collected in multiple sessions from 48 subjects.
HK PolyU-HSFD: The face images in this dataset have been obtained by using an
indoor system made up of CRI’s VariSpec Liquid Crystal Tunable Filter with a halogen
light source. The spectral wavelength range during the image acquisition is from 400
nm to 720 nm with a step size of 10 nm, which creates 33 bands in total. There are 300
hyperspectral face cubes captured from 24 subjects. For each subject, the hyperspectral
face cubes have been collected from multiple sessions in an average span of five months.
UWA-HSFD: Similar to the HK PolyU dataset, the face images in this dataset have
been acquired by using an indoor imaging system made up of CRI’s VariSpec Liquid
Crystal Tunable Filter integrated with a Photon focus camera. However, the camera
exposure time is set and altered based on the signal-to-noise ratio for different bands.
Therefore, this dataset has the advantage of having lower noise levels in comparison to
other two datasets. There are 70 subjects in this dataset, the spectral wavelength range
during the image acquisition is from 400 nm to 720 nm with a step size of 10 nm.
Table. 1 indicates a summary of the datasets that we have used in our experiments.
9.5 Parameter Sensitivity
We explore the influence of the hyper-parameter λg defined in (3) on face recognition
performance. Fig. 8 shows the CMC curves for CMU, HK PolyU, and UWA HSFD with
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(a) CMU-HSFD (b) UWA-HSFD
(c) HK PolyU-HSFD
Fig. 7. Samples of hyperspectral images.
Dataset Subjects HS Cubes Bands Spectral Range
CMU 48 147 65 450-1090 nm
HK PolyU 24 113 33 400-720 nm
UWA 70 120 33 400-720 nm
Table 1. A summary of Hyperspectral Face datasets
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(a) UWA-HSFD (b) HK PolyU-HSFD
(c) CMU-HSFD
Fig. 8. Accuracy of our model using different values of λg .
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Fig. 9. Face recognition accuracy of each individual band on the HK PolyU-HSFD
different values of {10, 1, 10−1, 10−2, 10−3}, respectively. We can see that our network
total loss defined in (3) is not significantly sensitive to λg if we set these parameters
within [10−3, 10] interval.
9.6 Updating Centers in Center Loss
We used the strategy presented in [95] to update the center of each class (i.e., cyi in (4)).
In this strategy, first, instead of updating the centers with respect to the entire training
set, we update the centers based on a mini-batch such that, in each iteration, the centers
are obtained by averaging the features of the corresponding classes. Second, to prevent
the large perturbations made by a few mislabeled samples, we scale it by a small number
of 0.001 to control the learning rate of the centers, as suggested in [95].
9.7 Band Selection
RGB cameras produce 3 bands over the whole visible spectrum. However, hyperspectral
imaging camera divides this range into many narrow bands (e.g., 10 nm). Both of these
types of imaging cameras are the extreme cases of spectral resolution. Even though
RGB cameras divides the visible spectrum into three bands, they are wide and the center
of the wavelengths in these bands are selected to approximate the human visual system
instead of maximizing the performance of the face recognition task.
In this work, we conducted experiments to find the optimal number of bands and
their center wavelengths that maximize face recognition accuracy. Our method adopts
the SSL technique during the training of our CNN to automatically select spectral bands
which provide the maximum recognition accuracy. The results indicate that maximum
discrimination power can be achieved by using a small number of bands rather than
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Fig. 10. Face recognition accuracy of each individual band on the CMU-HSFD
all the spectral bands but more than three bands in RGB for the CMU dataset. Specifi-
cally, the results demonstrate that the most discriminative spectral wavelengths for face
recognition are obtained by a subset of red and green wavelengths.
In addition to the improvement in face recognition accuracy, other advantage of
the band selection include: a reduction in computational complexity, a reduction in
the cost and time during image acquisition for hyperspectral cameras, and reduction
in redundancy of the data. This is because one can capture the bands which are more
discriminative for a face recognition task instead of capturing images from the entire
visible spectrum. Table. 2 indicates the optimal spectral bands from all of the bands
Fig. 11. Images of selected bands from UWA dataset.
selected by our method. Our algorithm selects 4 bands including {750, 810 , 920, 990}
for the CMU dataset, 3 bands including {580, 640, 700} for PolyU, and 3 bands includ-
ing {570, 650, 680} for the UWA dataset. The results show that SSL selects the optimal
bands from the green and red spectra and ignores bands within the blue spectrum. Fig.
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11 and Fig. 12 demonstrate some of the face images from the bands which are selected
by our algorithm. The experimental results indicate that the blue wavelength bands are
discarded earlier during the sparsification procedure because they are less discrimina-
tive and they are less useful compared to the green, red and IR ranges for the task of face
recognition. The group sparsity technique used in our algorithm automatically selects
the optimal bands by combining the informative bands so that the selected bands have
the most discriminative information for the task of face recognition.
Fig. 12. Images of selected bands from CMU dataset.
Dataset Bands
CMU {750, 810, 920, 990 }nm
HK PolyU {580, 640, 700 }nm
UWA { 570, 650, 680,710}nm
Table 2. Center wavelengths of the selected bands for different hyperspectral datasets.
9.8 Effectiveness of SSL
Fig. 6, Fig. 9, and Fig. 10 indicate the face recognition accuracy for each individual
band on the UWA, CMU, and PolyU datasets, respectively. In Table. 3, we reported the
maximum and minimum accuracy obtained from each spectral band when we use each
band individually during the training. We also reported the case where we use all bands
without using the SSL technique for face recognition. Finally, we provided the results of
our framework in the case where we use SSL during the training. The results show that
using SSL not only removes the redundant spectral bands for the face recognition task,
but it can also improve the recognition performance in comparison to the case where all
the spectral bands are used for face recognition. These improvements are around 0.59
%, 0.36%,and 0.32% on the CMU, HK PolyU, and UWA datasets, respectively.
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Dataset Min Max All the bands SSL
CMU 96.73 98.82 99.34 99.93
HK PolyU 90.91 96.46 99.52 99.88
UWA 91.86 97.41 99.63 99.95
Table 3. Accuracy (%) of our band selection algorithm in different cases
Methods CMU PolyU UWA
Hyperspectral
Spectral Angle [17] 38.1 25.4 37.9
Spectral Eigeface [5] 84.5 70.3 91.5
2D PCA [18] 72.1 71.1 83.8
3D Gabor Wavelets [19] 91.6 90.1 91.5
Image Set Classification
DCC [100] 87.5 76.0 91.5
MMD [101] 90.0 83.8 82.8
MDA [102] 90.6 87.9 91.0
AHISD [103] 90.6 89.9 92.5
SHIDS [103] 91.1 90.3 92.5
SANP [104] 90.9 90.5 92.5
CDL[105] 92.7 89.3 93.1
PLS [3] 99.1 95.2 98.2
PLS* [3] 99.1 95.2 98.2
Grayscale and RGB
SRC [106] 91.0 85.6 96.2
CRC [107] 93.8 86.1 96.2
LCVBP+RLDA [108] 87.3 80.3 97.0
CNN-Based Models
S-CNN [51] 98.8 97.2 -
S-CNN+SVM [51] 99.2 99.3 -
S-CNN+SVM * [51] 99.4 99.6 -
Deep-Baseline 99.3 99.5 99.6
Deep-SSL 99.9 99.8 99.9
Table 4. Comparing accuracy (%) of different band selection methods with our proposed method.
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9.9 Comparison
We compared our proposed algorithm with several existing face recognition techniques
that are extended to the hyperspectral face recognition methods. We categorize these
methods into four groups including four existing hyperspectral face recognition meth-
ods [17,5,18,19], eight image-set classification methods [100,101,102,103,104,105,3]
three RGB/grayscale face recognition algorithms [106,107,108], and one existing CNN-
based model for hyperspectral face recognition [51]. For a fair comparison, we have
been consistent with other compared methods in experimental setup including the num-
ber of images in the gallery and probe data. Specifically, for the PolyU-HSFD dataset,
we use the first 24 subjects which contain 113 hyperspectral image cubes. For each sub-
ject, we randomly select two cubes for the gallery and we use the remaining 63 cubes
for probes. For the CMU-HSFD dataset, the dataset includes 48 subjects, each subject
has 4 to 20 cubes obtained from different sessions and different lighting conditions. We
use only the cubes which are obtained in a condition that all lights are turned on. Thus,
there are 147 hyperspectral cubes of 48 subjects such that each subject has 1 to 5 cubes.
We construct the gallery randomly by selecting one cube per subject, and we use the
remaining 99 cubes for probes. For the UWA-HSFD dataset, we randomly select one
cube for each of 70 subjects to construct a gallery and we use the remaining 50 cubes
for probes.
Table. 4 indicates the average accuracy of the compared methods when all bands
are available for different algorithms during the face recognition. The Deep-Baseline
is the case where we use all the bands in our CNN framework for face recognition.
Therefore, in this case we turn off the SSL regularization term in (3), while Deep-
SSL is the case that we perform face recognition using the SSL regularization term.
We reported the face recognition accuracy of Deep-SSL in Table. 4 to compare it with
the best recognition results reported in the literature. The results show that Deep-SSL
outperforms the state-of-the-art methods including PLS* and S-CNN+SVM* methods.
The symbol * represents the case that the algorithms perform face recognition when
they use their optimal hyperspectral bands.
Please email us 1 if you want to receive the data and the source code of our proposed
algorithm presented in this book chapter.
10 Conclusion
In this work, we proposed a CNN-based model which uses an SSL technique to select
the optimal spectral bands to obtain the best face recognition performance from all the
spectral bands. In this method, convolutional filters in the first layer of our CNN are
regularized by using a group Lasso algorithm to remove the redundant bands during the
training. Experimental results indicate that our method automatically selects the optimal
bands to obtain the best face recognition performance over that achieved using conven-
tional broad-band (RGB) face images. Moreover, the results indicate that our model
outperforms existing methods which also perform band selection for face recognition.
1 ft0009@mix.wvu.edu or
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