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ABSTRACT
This work is concerned with the resonant motion exhibited by a
plasma column which is excited by an oscillating electric field 
transverse to the column. A theory is considered which includes the 
effects of electron temperature and of nonuniformities in the plasma 
electron density. In order to have a quantitative theory, the non- 
uniform electron densities used are calculated numerically using a
theory due to Tonks and Langmuir.
The theory yields a fourth order differential equation which
is integrated numerically to find the predicted resonant frequencies. 
The predictions are compared with experiment and show excellent agree
ment. It is concluded that the nonuniform electron density plays a
crucial role in determining the resonant frequencies.
The effect of an axial magnetic field upon the resonances has 
been investigated. It is shown that the field causes each resonance 
to split into a right and left circularly polarized resonance whose 
frequencies depend on the field strength. These preliminary calcu- 
lations have been checked with experiment and they give good
qualitative agreement.
Possible diagnostic uses of these results are considered.
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SECTION I - INTRODUCTION TO PLASMA WAVE RESONANCES
1.1 Experimental Observations
Several investigations of the response of a mercury positive
column to a radio frequency electric field were carried out during the 
late 1920's and early 1930's. In 1931 Tonks (1,2) reported a series 
of measurements demonstrating a resonant response associated with the 
plasma. The occurrence of this resonance was not unexpected because
the simple theory describing the positive column as a gas of cold
electrons predicted that a resonance should occur. However, Tonks
also reported ovserving one or two additional resonances at higher
frequencies. Tonks attempted to explain these extra resonances in 
terms of magnetic effects or nonuniform effects but he was not suc­
cessful.
No further investigations were made of this phenomenon until
the early 1950's. A problem similar to the mercury positive column
was encountered in connection with the scattering of radio signals
from the ionized trails left by meteors entering the atmosphere. This
initiated several experimental investigations of scattering carried 
out by Denno, et al (3) at 3 cm. wavelength and by Rommel (4) at 30 cm 
wavelength. The existence of the several additional resonances was 
again reported but not explained. Dattner (5) conducted extensive 
investigations of these -additional resonances by observing the scat-
tering of microwave signals in a waveguide which contained a mercury
discharge column. He reported not two, but a whole series of addi­
tional resonances, each successively higher frequency resonance being 
weaker until they could no longer be detected.
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Because of the current interest in radio scattering in the 
ionosphere and the defense aspect of scattering from the reentry
trails of missiles, several attempts have been made to explain these
resonances. Particular interest has been directed toward determining
the physical parameters which affect the strength of each resonance,
the spacing of the resonant frequencies, and the number of observable
resonances. The next section will review the various theories which
have been advanced and their predictions.
1.2 Theoretical Investigations
The elementary theory used by Tonks to explain the occurrence
of the lowest frequency resonance neglects the effects of electron
temperature upon the plasma. The plasma is assumed to be a uniform
cold electron gas with a background of fixed ions to provide charge
neutrality. In this case the plasma behaves as a dielectric with a
permittivity
(I.1)
where ω2po = noe2/ε2me and no is the electron density. Figure 1 
defines what will be called the cylindrical geometry problem in the 
remainder of this paper. Because the resonances under investigation 
occur when the electric field is transverse to the cylinder axis, the 
problem is essentially a two-dimensional one.
If is the electric field of an electromagnetic wave
it will be assumed that the wavelength is much larger than the dimen­
sions of the cylinder so the may be taken to be a uniform
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Figure 1.
field*. If the plasma is treated as a dielectric with a permittivity 
given by Eqn. I.1 and the glass tube is neglected, rw = rt, then the 
electric field induced in the plasma is
(I.2)
A resonance occurs when ε = -1 or when
(I.3)
This result will be modified if one takes into account the glass tube,
rw ≠ rt. In that case Eqn. I.3 becomes 
(I.4)
*Later will be generalized to other inverse multipole fields
besides the dipole, but the restriction (wavelength) >> rt will 
always be assumed.
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where Keff is the effective dielectric constant of the region 
exterior to the plasma which depends upon the dielectric constant of
the glass and the dimensions rw and rt.
Following Tonks' suggestion that the additional resonances
might be due to some spatial nonuniformity of the electron density, 
several workers have extended Eqn. I.4 to the case of a radially non- 
uniform plasma. As before, only one resonance occurs*; its frequency 
is given by
(I.5)
where , n is the electron density at a point r and
the bar indicates an average over the cylinder. There is also some
enhancement in the scattering cross-section at other frequencies which
is related to the steepness of the electron density gradients in the 
plasma but no other resonances are predicted. Herlofson (6) has 
pointed out that the resonances with more rapid angular variation such
as quadrupole, etc. will occur at lower frequencies than the dipole
and hence cannot account for the additional resonances. This was con-
firmed by Boley (7) who measured the angular dependence of the scat- 
tered waves and found all resonances to be of dipole character. At
this point it was apparent that some fundamental change or addition was 
required if an explanation was to be found for the multitude of reso­
nances .
*Kaiser and Closs (17) consider a stepwise approximation to a nonuniform 
plasma which showed additional resonances; however, it was later shown
that these resonances resulted from the discontinuities in the electron 
density and that they did not occur for a smoothly nonuniform plasma.
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A basic property of the plasma which has been neglected to this 
point is its ability to propagate longitudinal plasma waves. These
waves have not entered into the analysis previously because they exist 
only when the electron temperature is nonzero. Gould (8) proposed a 
theory in which the effects of electron temperature are approximated 
by ascribing a pressure to the electron gas, po = nkT, and a pressure 
fluctuation which is connected to. the electron density fluctuations by 
an adiabatic law, p1 = γkT n1. Gould's derivation is similar to the 
one given in Section III with the exception that he treats a spatially
uniform plasma. The equation resulting from his analysis can be 
obtained from Eqn. III-26 by setting ∇f = 0 and f = 1. This equa-
tion can be rewritten
(I.7)
where , λ2DO = εokT∕noe2 is the square of
the Debye length, and ø1 is the fluctuation in the electric potential 
Induced in the plasma. The solutions to Eqn. I.7 are obviously solu-
tions to
(I.8a)
(I.8b)
The solutions to Eqn. I.8a show the dielectric response of the 
plasma which exists here as well as in the cold plasma. Eqn. I.8b 
describes the plasma's response as a wave-propagating medium with k
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being the magnitude of the wave vector. When the plasma frequency
 ω2po is less than the applied frequency ω2 then k2 > 0 and Iongi-
tudinal plasma waves can propagate. Conversely, when ω2po > ω2 then 
k2 < 0 and only exponential decaying solutions of Eqn. I.8b can exist. 
When the solutions to Eqns. I.8 are combined with appropriate boundary 
conditions, the plasma is found to exhibit an infinite* number of 
resonances. This is in much better qualitative agreement with experi-
ment than the single resonance of the cold theory. However, the spacing
of these resonances is in very poor agreement with experiment. Where 
theory predicts one resonance at ω2 = ω2po/(1 + Keff) and an infinite 
number of closely spaced resonances beginning immediately above the
plasma frequency ωpo, the experimental observations indicated that 
several resonances could occur below the plasma frequency and that the 
spacing between resonances was many times that predicted. Gould (9) 
suggested that better agreement might be obtained by taking into 
account the nonuniformity in the electron density which is certain to
exist in experimental plasmas.
The complications of solving Eqn. III-26 for a nonuniform plasma 
have led to several approximate attacks on the problem. Gould (27) 
employed a WKB approach in treating the plane case and Vandenplas (28) 
formulated a solution to the problem of a parabolic electron density
variation, ne = no(1 - αr2), but did not obtain any results. Weisglas 
(10) obtained analytic results for the resonances of a plane plasma by
assuming a very special electron density
for a slab of width 2a . The resulting equation can be transformed
*Presumably only a finite number would be observable if damping were 
included in this theory.
-7-
into a Mathieu equation and explicit solutions exhibited. He finds
that the splitting between resonances is much greater than is
obtained for a uniform plasma. His result is encouraging in this 
respect but is far from providing a quantitative test of the validity 
of the theory. Its greatest drawbacks are the limitations of plane
geometry, since all experiments to date have been performed on
cylindrical plasmas, and in failing to use an electron density profile
which is physically reasonable.
1.3 Outline of the Present Work
It is the purpose of this investigation to overcome the defi-
ciencies of the previous analyses in two respects. First, to calcu-
Iate the electron density profiles based on a simple physical model
and, second, to integrate Eqn. III.26 in cylindrical geometry using
the previously calculated density profiles.
Section II will be devoted to a description of the theory used
to describe the steady state behavior of the plasma column and a 
description of the static electron density profiles which have been
found. Details of the techniques used in solving the integro- 
differential equation which describes the plasma will be given in an 
appendix. Some results on the static electron density profile in 
plane geometry from the work of Self (13) will also be presented 
because they will be needed in Section III.
Section III deals with the behavior of a plane or cylindrical
plasma when a transverse radio frequency electric field is applied.
The equation describing the perturbations induced in the plasma will
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be derived and then integrated numerically in both plane and cylindri- 
cal geometry. The method of integration will be described. Finally, 
the results will be compared with experiment to test the validity of 
the theory. A short description will be given of two alternate 
assumptions which can be made in deriving the theory and the effect 
they have upon the agreement between theory and experiment. In this
way it will be shown that the approximation of a scalar electron
pressure is a reasonable one and cannot be improved upon in any simple
way.
The effect of a uniform axial magnetic field upon the spectrum 
of resonant frequencies will be investigated in Section IV. It will
be demonstrated that all of the resonances of a cylindrical plasma
column are split into two resonances by the magnetic field. The 
behavior of the lowest resonance agrees qualitatively with the pre­
dictions obtained using a simple dielectric model of the plasma. The
higher resonances are shown to exhibit a behavior qualitatively dif-
ferent from that of the lowest resonance.
The results and conclusions of this investigation are summarized
in Section V . The adequacy of the models employed in accounting for
the experimental observations is discussed and various diagnostic uses
of the calculations are outlined.
SECTION II - STATIC ELECTRON DENSITY PROFILE
2.1 Theory
During their early work on the arc discharge Tonks and Langmuir 
(11) developed a simple model for the steady state behavior of a col- 
Iisionless plasma. They reasoned as follows: Since the discharge is
contained within insulating walls the current flowing into the walls 
must vanish. Because the thermal speed of the electrons is so much
greater than that of the ions, an electric field is created in the
plasma to impede the flow of electrons to the wall. This same electric
field accelerates the ions toward the wall and thereby increases the
ion current. A steady state is reached when the electric field
created by charge separation in the plasma is strong enough that the
reduced electron current is equal to the enhanced ion current at the
wall.
To cast this theory into mathematical terms several simplifying
assumptions are made. The plasma is assumed to be only slightly 
ionized and the neutral gas is assumed to be cold (i.e., room tempera- 
ture). This implies that ions will be created at a rate proportional 
to the local electron density (if binary collisions are the dominant 
ionization mechanism) and that the Ions will be created with zero 
velocity. Next, one assumes that the ion-neutral mean-free path is
greater than the radius of the cylinder. As a result, an ion, once
created, moves radially under the influence of the internal electric 
field until it reaches the wall. This allows the ion density at any
radius r to be written as an integral over the number of Ions created
-9-
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within that radius weighted by a factor inversely proportional to the 
ion velocity at r . Finally it is assumed that the electrons posses
a Maxwellian velocity distribution. This allows the electron density
at any point to be related to the electric potential at that point.
One of the preceding assumptions is of questionable validity.
A Maxwellian velocity distribution is usually the result of thermal
equilibrium brought about by collisions in the plasma. This seems to
contradict the requirement that the plasma be essentially collision-
less. Evidence in favor of a Maxwellian velocity distribution can be 
found, however, in the work of Langmuir and Mott-Smith, Jr. (12) who 
report extensive probe measurements supporting the Maxwellian distri-
bution.
The mathematical expression of this theory follows directly
from the preceding assumptions. The electron density at any radius
is related to the electron density at the center, neo, by 
(II.1)
where ø(r) is the electric potential at radius r and T is the 
electron temperature. The number of ions created per second per unit 
volume S(r) is proportional to the local electron density
(II.2)
The number of ions per unit volume at radius r can be related to the
number of ions created within that radius. An ion created at r' < r
will pass by the radius r with a velocity
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and its contribution to the ion density at r will be proportional to 
the time it spends near r or inversely proportional to its velocity.
Hence
(II.3)
The potential ø(r) is then related to the ion and electron densities 
by Poisson's equation
(II.4)
Equations II.2 - II.4 can be combined into a single integro-differential 
equation for the potential ø(r) . The resulting equation is most 
clearly written by changing to dimensionless variables,
(II.5)
(II.6)
The equation in terms of these variables is
(II.7)
 where β2 = 2neoe2/εomiα2.
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If the integral in Eqn. II.7 is to be integrated numerically, 
then the solution for η(s) must begin at the origin and proceed out- 
ward until the boundary condition is satisfied. At any point s the 
current per unit area of ions is given by
(II.8)
since the total number of ions created per second within radius s 
must cross the surface of a cylinder of radius s in one second. The 
electron current density at s can be found by integrating eVr times 
the Maxwellian velocity distribution function over all outward directed
velocities. This gives
(II.9)
The boundary condition of zero net current to the wall will be satis- 
fled when the following dimensionless equation is satisfied.
(II.10)
The radius sw is then the radius at which the wall of the cylinder 
will occur for that particular ion species. Because sw is a function 
of the ion mass mi the solution to Eqn. II.7 is not uniquely deter- 
mined by β2 but depends to a small extent upon the gas which is being
used.
Before proceeding to the solution of Eqn. II.7 a comment must be 
made about the parameter β2. Since β2 is a function of α and
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α is a very difficult quantity to measure experimentally, it appears
that comparison with experiment would be difficult. Actually β2
can be obtained without any knowledge of α. Using Eqn. II.6 and 
the definition of β2 it follows that
(II.11)
where λ2DO = εokT∕neoe2 is the Debye length at the center of the
column. Once the solution of Eqn. II.7 is accomplished for a certain 
gas, it is a simple matter to plot a graph of β2 versus s2wβ2. To 
obtain β2 for an experimental plasma it is necessary to measure only 
neo and T , calculate r2w∕λ2DO = s2wβ2 and read β2 off of the 
graph.
2.2 Technique for Solving Equation II.7
In their original work on this problem Tonks and Langmuir (11)
solved Eqn. II.7 for the special case β2 = ∞ or equivalently,
ne = ∞. Their method involved a series expansion of s in powers 
of η . By expanding the argument of the integral in powers of η
it can be evaluated term by term and the coefficients of the power
series can be determined. This method can also be applied to the 
more complicated problem when β2 is finite, however the recursion
formula for the power series coefficients becomes quite unmanageable
and the number of terms necessary for convergence of the series 
increases very rapidly as β2 decreases. A better method with the
advent of high speed computers is simply to integrate the equation
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numerically, point by point, from the center outward.
This method, which is described in greater detail in Appendix
2, is simple in concept but requires some care in detail if it is to 
yield accurate results. The greatest source of error arises from the
singular nature of the integrand in the integral
(II.12)
where the denominator vanishes when σ = s. Numerical integration
at an interval h will make an error if the infinite
point at σ = s is neglected. A more accurate estimate of l(s) 
can be obtained if the integrand is divided into two terms, an
integrable function containing the singularity and a remainder which
is non-singular. For example, Eqn. II.12 can be written
(II.13)
The first integral in Eqn. II.13 is simply . The integrand of
the second integral is a function which goes to zero at σ = s
although its derivatives are still singular. The error now made by
ignoring the last point is less than
which represents an improvement of a factor of h. This process was
carried out twice for the integral in this problem giving an error
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proportional to h5/2.
The only other important source of error is the numerical dif­
ferentiation necessary to evaluate η" and η'. If the interval 
used In differentiation is too large then the approximation to the
actual derivative will be poor. Conversely, if the interval is too
small in comparison to the number of significant figures available,
then an error results from loss of significance. There is no way to
avoid this type of error. The interval must be chosen carefully to
insure at least a tolerable error.
Numerical solution of Eqn. II.7 is accomplished using a
predictor-corrector method. Assume that the function η(s) has been
calculated for the values s = nh (n = 0, 1, 2, . . . , N), then a prediction
ηpN+1 of the value of η at s = (N+1)h can be made using the known
values ηN, ηN-1, . . . . Using ηpN+1 and the table of η the integral
and derivatives in Eqn. II.7 can be evaluated. The two sides of the 
equation will, in general, not be equal as they should because ηpN+1
is not the correct value for ηN+1.
From the error between the two sides of the equation a correction 
to the value of ηpN+1 can be derived. This corrected value is
ηc1N+1. The correction process used to derive ηc1N+1 from ηpN+1 can
be repeated to obtain ηc2N+1, etc. until the two sides of Eqn. II.7 
are equal to within some preassigned tolerance. When this happens the 
current value of ηcN+1 is entered in the table as ηN+1 and Eqn.
II.10 is evaluated to find if the boundary condition is satisfied. If 
it is, the calculation is complete; if not, the entire procedure is 
repeated to find ηN+2.
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What has been outlined is essentially an inductive procedure to 
obtain η(s) at certain tabular points. As with all inductive pro- 
cedures, the first one or two steps must be considered separately. 
Since the table of ηN does not exist when N = 0 and is not
extensive enough for accurate numerical work when N < 5-10, the 
first few values of ηN must be calculated by some independent
means. Since 0 < N < 10 represents small values of s , a power 
series expansion of η(s) has proven most convenient. Therefore the 
calculation is begun by evaluating a simple two-term series for η(s) 
at the first twelve points (N = 0, 1, . . . , 11) and the predictor- 
corrector formula is applied beginning with N = 11.
Details of the techniques described above are contained in
Appendix 1. This includes the formulas used for prediction, correc-
tion, differentiation and integration. The initial power series is
derived and, in addition, various minor points such as interval
sizes, testing tolerances and expected error are presented.
2.3 Electron Density Profile for Cylindrical Geometry
Solutions to Eqn. II.7 have been obtained for a series of values
 of β2 between 102 and ∞. The solution for β = ∞ was checked 
against the solution of Tonks and Langmuir and was in good agreement.
Figure 2 shows the potential η(s) as a function of s for several 
values of β2. The points marked on each curve indicate the location 
of the wall for the indicated ion species. Both sw and η(sw) can
be easily obtained from this graph for the five gases shown. It is 
interesting to note that the potential η(sw) necessary to satisfy
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Fig. 2 Potential Function for Several Values of β
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Fig. 3 Electron Density for Mercury Plasma
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the boundary conditions is relatively independent of the size of the 
column compared to the Debye length (i.e., to β2) but is primarily a 
function of the ion mass.
Figure 3 shows the electron density profiles
(II.14)
where z = s/sw = r/rw is the radius of the column normalized to 1 at 
the wall. The formation of a thin sheath region is quite apparent for 
β2 = 106 and when β2 = 102 the sheath has expanded to fill a large 
fraction of the column. For computational use the functions η(s) , 
n(s)∕neo, η'(s) and η"(s) are tabulated in Appendix III.
From the calculated electron density profiles a useful relation 
concerning sheath thickness can be derived. Comparing the theoretical
sheath thickness to the Debye length an approximate rule can be derived
for estimating the sheath thickness. This comparison has been carried
out in Table I. For the purposes of this analysis the edge of the 
sheath was defined to be the point where charge neutrality was violated 
by 1%.* It is apparent that the sheath thickness is eighteen times 
the Debye length at the center of the column to within 3%. Note that 
it is the Debye length at the center of the column for which this
simple relation is obeyed and not the Debye length obtained from the
average electron density.
*For another relation involving sheath thickness which makes use of a 
different definition, see Table III.
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In the following sections it will be necessary to compare
theoretical calculations based on these density profiles with experi-
ment. The parameters ω2po and λ2DO are inconvenient from an
experimental viewpoint because neo is difficult to measure. Since
it is quite easy to measure , the average electron density, we
shall give all theoretical results in terms of the following average
quantities.
(II.15)
(II.16)
To aid in making the connection between average quantities and their
 on-axis values, Table II has been prepared. For each value of β2 
which is used in this work the following quantities are given: sw,
TABLE I — SHEATH THICKNESS
β2 Sheath length∕rw λDO/rw Sheath length/λDO
106 2.28 x 10-2 1.27 x 10-3 18.0
105 7.18 x 10-2 3.86 x 10-3 18.6
104 2.02 x 10-1 -21.10 x 10-2 18.4
103 4.91 x 10-1 2.76 x 10-2 17.8
102 1.00 5.60 x 10-2 17.8
r2w∕λ2DO, , and r2w∕λ2DO. This table applies only to mercury
plasmas.
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TABLE II -- CONNECTION BETWEEN AVERAGE PARAMETERS AND THEIR
VALUES AT THE ORIGIN
β2 sw r2w/λ2DO
∞ 0.772 ∞ .698 ∞
106 0.789 6.23 x 105 .678 4.22 x 105
105 0.822 6.75 X 104 .637 4.30 x 104
104 0.910 8.28 x 103 .547 4.53 x 103
1/3 x 104 0.996 3.31 x 103 .478 1.58 x 103
103 1.150 1.32 x 103 .389 5.15 x 102
1/3 x 103 1.380 6.35 x 102 .305
 1.94 x 102
102 1.790 3.21 x 102 .224 7.19 x 101
2.4 Electron Density Profiles for Slab Geometry
The theory outlined in Section 2.1 is also applicable to a slab
geometry, i.e., a plasma infinite in the y and z directions and 
bounded by insulating walls at x = ±d. The nonuniformities of the
slab plasma will have the same characteristics as those of the cylinder
although the details will be different. The mathematical formulation
of the theory for slab geometry yields the following equation
(II.17)
where the meaning of all symbols is the same as before with r 
replaced by x. An extensive treatment of this equation and its
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solutions has been given by Self and Kino (13). The density profiles 
for a slab plasma will be required in the next section, but the 
resonances of a slab plasma are not of sufficient interest to warrant 
solving Eqn. II.7 as was done for the cylindrical case. Therefore the 
results given in Reference (13) have been used. Since Reference (13) 
does not provide extensive numerical tables of the electron density
profiles, it was found most convenient to approximate their calculated
η(s) by a series of line segments. Let this approximation to η(s)
be called ηapprox, then the electron density in a slab plasma is
These electron density profiles are shown in Figure 4 as a function of
the parameter . The slight discontinuities in the slopes of
the curves is the result of the method used in approximating η(s) .
-23-
Fig. 4 Approximate Electron Densities for a Hg Plasma in SIab Geometry
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SECTION III - PLASMA WAVE RESONANCES IN A NONUNIFORM PLASMA
3.1 Theory
Having determined the theoretical static electron density pro- 
files in Section II the preparations are completed for the study of 
small perturbations from this steady state. The purpose of this
study is to investigate the perturbations which are induced by an
electromagnetic wave incident perpendicular to the axis of the plasma
column and with its electric vector also transverse to the column
axis. In slab geometry the electric field is assumed to be normal to
the surface of the plasma.
Certain assumptions will be made concerning the nature of the 
plasma and the applied field which are well justified for the labora- 
tory plasmas investigated by Tonks (1), Dattner (5), Nickel et al (15) 
and others. These assumptions are: (1) that the frequency of the 
applied field is much greater than the electron-ion or electron-neutral 
collision frequencies, (2) that the wavelength of the incident wave in 
free space is much greater than any of the relevant physical dimen­
sions, e.g., rw or λDO, and (3) that the motion of the ions is
negligible. As a result of assumptions 1 and 3, only the motion of 
the electrons will enter into the analysis and these motions may be
described by the collisionless Boltzmann equation.
(III.1)
where is the electron distribution function in space
and are position, velocity and acceleration respectively.
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Eqn. III.1, together with Maxwell's equations, constitute a complete 
set of equations describing the electron motion. In fact, the complete 
Maxwell's equations are not needed if assumption 2 is used. The elec­
tric potential Φ obeys
(III.2)
which can be solved for Φ by Fourier analysis (16) to give
(III.3)
If kr ~ kr' << 1 then øω(r) is given approximately by
(III.4)
or
(III.5)
which implies that φ at time t is the solution to the time inde­
pendent Maxwell's equations with the source function evaluated at t . 
Therefore Maxwell's equations for the purposes of this analysis reduce
to
(III.6)
and
(III.7)
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Regrettably, solutions for are extremely difficult to
obtain for nonuniform plasmas (see Section 3.4). An alternative to 
finding F is to solve for the velocity moments of F .
The velocity moments about the mean of the function F are
defined to be
(III.8)
where ci = vi - ui and where the symbols Mo and M1 (the electron 
density and the average electron velocity) have been replaced by their 
conventional symbols.
If velocity moments of Eqn. III.1 are taken; that is,
(Eqn III.1)d3v, an infinite set of coupled equations
for the moments Mp results. The first two of these equations are
(III.9)
(III.10)
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Clearly, Eqn. III.9 gives ne if is known and Eqns. III.9 and
III.10 give if M2 is known, and so forth. To avoid solving an
infinite set of equations it is common practice to arbitrarily set 
Mj = 0 for some j. A discussion of the validity of this process
for the present problem is given in Appendix 2. In this case j = 3
was chosen which leaves Eqns. III.9 and III.10 plus an additional
equation relating M2 to ne and . This set of equations will be
discussed in Section 3∙4 where it is called the tensor pressure theory.
For the present a simplification will be made by replacing ∇ · M2 in
Eqn. III.10 by a term . Physically M2 is proportional to the
tensor electron pressure and the simplification replaces the divergence
of the tensor pressure by the gradient of a scalar pressure. This
approximation would be exact in the case of a uniform Maxwellian plasma
and. seems to be adequate for the nonuniform plasma.
The final form of the equations describing the plasma are arrived
at by writing for the acceleration the force acting on an electron
divided by Its mass, . Then
(III.11)
(III.12)
(III.13)
(III.14)
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To solve for perturbations from the steady state each quantity 
is written as a steady state term (subscript zero) and a small time- 
dependent perturbation (subscript one).
(III.15)
(III.16)
(III.17)
(III.18)
describes the nonuniformity of the plasma, f(0) ≡ 1.
Eqns. III.11 through III.14 are not complete unless p is 
related in some way to the other physical quantities. For a Maxwel- 
Iian electron gas it is simple to show that the static pressure po is 
proportional to the electron density neo f(r) . If a pressure disturb- 
ance occurs in the electron gas it will be proportional to a density
disturbance but the proportionality constant depends upon the way in
which the disturbance is made. If a one-dimensional adiabatic varia­
tion is assumed, then the gradient of the pressure may be written
(III.19)
with γ = 3.
Inserting the definitions III.15 through III.19 into Eqns. 
III.11 - III.14 gives two equations for the steady state*
*Note that Eqns. III.20-21 are identically satisfied for the steady 
state solutions previously discussed; Eqn. III.20 is derivable from 
Eqn. II.1.
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(III.20)
(III.21)
and four equations first order in the perturbation
(III.22)
(III.23)
(III.24)
(III.25)
Combining Eqns. III-22-25 and using III.20 to define Eo leads to a 
single fourth order differential equation in ø1, the perturbation 
electric potential.
(III.26)
It is convenient for numerical computation to have this equation in
dimensionless form. This is accomplished by introducing a new inde­
pendent variable or in slab geometry. With this
change of variables the differential equation depends only upon the 
two dimensionless parameters r2w∕λ2DO and ω2∕ω2po. It is important 
to note that r2w∕λ2DO is the same parameter which was derived from 
β2 in Section 2.1. This makes it very easy to choose the correct
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density profile when integrating Eqn. III.26.
3.2 Numerical Solutions for a SIab Plasma
In its general form Eqn. III.26 is a fourth order partial dif- 
ferential equation. Only in special geometries is the equation 
separable into ordinary differential equations and of the separable 
geometries only the one-dimensional problem of a slab reduces to a 
simple differential equation. Although the slab plasma has never been 
investigated experimentally, the theoretical predictions of the 
resonant frequencies are of interest because they yield insight into 
the solutions which will be obtained in more complicated geometries.
It is instructive therefore to calculate the solutions to Eqn. III.26 
for a slab plasma before proceeding to the more useful problem of a
cylindrical plasma.
Figure 5. The Slab Plasma
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The geometry of the slab plasma is shown In Figure 5 and the 
direction of the applied field is indicated. Since E1 is a function 
of x only, the operator ∇n ≡ dn∕dzn so that Eqn. III.26 becomes an 
ordinary differential equation in the variable x (or z = x/d when 
changed to dimensionless variables). It can be reduced to an ordinary 
second order differential equation by two changes. First the dependent 
variable is changed from ø1 to E1 = -ø1 (' denotes d∕dz) which
gives
(III.27)
This can be written as a perfect differential
(III.28)
which yieldsupon integration the inhomogeneous equation
(III.29)
The constant can be evaluated by using the boundary condition which is
discussed next.
Boundary Conditions. A unique solution E1(z) to Eqn. III.29
requires the specification of two boundary conditions plus specifica-
tion of the integration constant C . One boundary condition is
clearly an arbitrary scale factor multiplying the solution. A second
condition can be derived from conservation of the electric displacement
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vector which requires that εoE1(1) = εoE1(-1). Since Eqn. III.29 is 
unchanged by the inversion z → -z, the solution E1(z) must be 
symmetric about the origin. Simply stated, the second boundary condi- 
tion is therefore E'1(0) = 0. Evaluation of the constant C 
requires a knowledge of the left hand side of Eqn. III.29 at some 
point in the plasma. Referring back to Eqn. III.20 which defines the
velocity u1 and making the substitutions and
, an expression similar to Eqn. III.29 is obtained.
(III.30)
Gould (8) and Weisglas (10) have used the condition u1 = 0 at z = 1 
as a boundary condition. This boundary condition is based on the fol-
Iowing argument: Since all laboratory plasmas are contained in vessels
with glass walls, there can be no current flow to the walls, but the 
current is simply J = eneo f u1 so J = 0 is equivalent to u1 = 0. 
There is some question about the validity of this boundary condition 
(see Section 3.4 for a discussion of this point), but it will be used 
here because it is convenient and it appears to give good results.
Evaluating Eqns. III.29-30 at z = 1 and using the condition
u1(1) = 0 an expression can be derived for C .
(III.31)
-33-
The nature of the slab resonance problem. The experimental 
quantity which is most easily measured in these experiments is the
frequency at which a resonance occurs. In a cylindrical plasma a
resonance is understood to mean a peak in the scattering or the
frequency at which motion is induced in the plasma with vanishingly 
small applied field. The analog of this in slab geometry defines a
resonance as the frequency at which motion can occur in the plasma 
with no applied field, i.e., E1(1) = 0. This is a convenient condi- 
tion because if only the resonant frequencies are of interest, then 
Eqn. III.29 becomes a homogeneous equation and the problem becomes one 
of determining the frequencies ωi (i = 0, 1, 2, . . .) for which Eqn.
III.29 (with C = 0) has a solution that satisfies E1(1) = 0 and 
E'1(0) = 0.
Although it appears simple enough to find such solutions by trial
and error, there is a complicating factor. In the introduction (Section
1.2) it was pointed out that the solutions to Eqn. I.7 were of an 
exponential nature if ω2∕ω2po < 1. Similarly Eqn. III.29 has exponen- 
tial solutions whenever ω2∕ω2po < f(z) and the exponential length Le
(i.e., E1 ∝ ez/Le ) is given by
(III.32)
where d/γ1/2λDO varies between 7 and 40 in these calculations. Of
course the physical behavior of the plasma causes the fields to decay 
as the negative exponential in the nonpropagating region (ω2p > ω2)
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however, the positive exponential solution exists mathematically and 
magnifies numerical errors until the correct solution is completely 
hidden. The best way to overcome this difficulty is to begin the 
numerical integration at z = 1 where the function E1(z) is oscil- 
Iatory and then stop when the solution begins to exhibit exponential
behavior. Figure 6 shows the results of this procedure carried out
for several different frequencies near a resonance. It is apparent 
that the resonant frequency lies between .612 and .614 because at other 
frequencies there is a strong positive exponential behavior. The dotted 
curve shows the actual function E1(z) which would be obtained exactly 
at resonance.
Figure 6. Solutions to Eqn. III.29 for three values of ω2∕ω2po
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Numerical Integration. Integration of Eqn. III.29 has been per­
formed numerically using a fourth order Runge-Kutta (RK) integration 
method. RK integration is normally applied to a system of N first 
order differential equations of the form
(III.33)
The RK equation will give the value of the dependent variables yj at 
the point x = (k+1)h given the values yj at x = kh. Since Eqn. 
III.29 is a second order differential equation it must be rewritten as 
two first order equations.
(III.34)
(III.35)
The RK integration formula is
(III.36)
where yk ≡ y(kh)
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Errors. The RK formula (Eqn. III.36) gives a fourth order
approximation to the correct solution. That is, starting with the
correct solution y = y(kh) at the point k , then the value of 
yk+1 computed from Eqn. III.36 will differ from the correct value 
y[(k+1)h] by an amount of order h4+1. This is called truncation 
error. The total error after n steps will be the sum of the trun­
cation error in the last integration step plus some fraction of all
the error committed in previous steps. The fraction of the total
error at step n which is carried forward to step n+1 is called the
propagating error and it depends strongly on the form of the differen- 
tial equation being integrated. Todd (14) gives an approximate 
expression for these errors. Letting r(xn, h) denote the truncation 
error and εn ≡ yn- y(nh), the total error at point n is
(III.37)
For a system of equations is a matrix and e is a vector
giving the error in each component. Whether the total error increases
depends on the eigenvalues of the matrix If all the
eigenvalues are less than one, the error decreases; if any are greater 
than one, then some part of the error increases. For Eqn. III.29 the 
eigenvalues are
(III.38)
at the point ℓh and the total error after n steps will be
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or
(III.39)
The error grows exponentially at some average rate when is
real. In the oscillatory region of the plasma is imaginary and
the error does not grow as rapidly. To Illustrate this let hke = ihδ
where hδ is a small, real constant. Then
(III.40)
and
(III.41)
Since the error increases more slowly In the oscil-
Iatory region.
Typical values of range from 3 to 20 and nh varies from
.7 to .3 so that the worst error magnification is about e14 or about 
106. This illustrates the earlier remark that integration into the
exponential region is sometimes prohibited by the errors involved. In
the oscillatory region, however, hδ∕2 < .02 and the errors are mul- 
tiplied by vactors of e.4 which is negligible.
The truncation error r(nh,h) can be estimated by noting that
Eqn. III.36 reduces to Simpson's rule if g is independent of y.
The truncation error for Simpson’s rule is
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(III.42)
and for the worst combination of parameters considered here gives 
∣r∣ ≤ 10-7. Trial integrations of Eqn. III.29 for a uniform plasma
where the solutions are tabulated functions, indicate that the actual
truncation errors are of this magnitude.
Results. Calculations of the resonant frequencies were carried 
out for four values of the parameter d2/λ2DO. For each value of
 d2∕λ2DO, the four lowest resonant frequencies ω2i (i = 0, 1, 2, 3) were
determined. The results are shown in Figure 7 where is given
as a function of . The circled points indicate calculated
resonances; the connecting lines represent interpolation between these
points and not the results of calculation. As explained in Section 2.3
all parameters are expressed in terms of the average electron density 
because it is more easily measured. The average electron density is, 
however, shown in Figure 7 so that either parameter may be converted 
to its value at r = 0 with the aid of Eqns. II.15-16.
The points marked by triangles in Figure 7 were obtained by WKB
solutions. This was necessitated by the very large value of 
d2∕γλ2DO ~ 4 x 104 which made numerical integration impractical. Eqn. 
III.29 can be put into standard WKB form, that is
(III.43)
by the change of variables E1 = f1/2γ ψ. The function U(x) is
-39-
Fig. 7 - Resonont Frequencies for Slab Geometry
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(III.44)
and
(III.45)
A straightforward application of the WKB method for boundary conditions 
of ψ(1) = 0 and decaying exponential in the cutoff region leads to 
the results shown (see, for instance, Morse and Feshbach (18)). By 
applying the WKB method for values of (d2/γλ2DO) already treated, it 
was estimated that the error in the triangle points is within ± 5%.
It is clear from Figure 7 that the resonant frequencies are
quite widely spaced which is in qualitative agreement with the experi- 
ment. It is also notable that the spacing depends upon (d2∕λ2DO).
This is encouraging because measurements on cylindrical plasmas (15) 
indicates that the relative spacings of the resonant frequencies are
indeed functions of the plasma density. A discussion of the physical
reasons for these effects will be deferred until the results have been
presented for the cylindrical plasma.
3.3 Numerical Solutions for a Cylindrical Plasma
The theory derived in Section 3.1 is, of course, valid in any
geometry. In particular Eqn. III.26 describes the perturbations
induced in a cylindrical plasma if the various vector operators are 
expressed in cylindrical coordinates. The difficulty of integrating
Eqn. III.26 to find the resonant frequencies, however, increases
enormously with this minor change in geometry. The next few
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paragraphs will describe in more detail these added difficulties.
Most important, the reduction of Eqn. III.26 to an ordinary
second order differential equation which was accomplished for a plasma
slab is impossible for the plasma column. This means that a more 
complex system of four first order differential equations must be 
integrated with an attendant increase in computational problems, 
e.g., greater round-off errors, greater truncation errors, and
several new boundary conditions.
The four independent solutions to Eqn. III.26 will certainly 
exhibit some of the characteristics of the solutions to Eqns. I.8a,b 
the uniform cylindrical plasma equations. Eqns. I.8 each have one 
regular and one singular solution at the origin. Therefore two of the 
boundary conditions in cylindrical geometry are simply the require- 
ment that the function ø1(0) = 0. The only convenient way to use 
this condition is to begin the integration of Eqn. III.26 at the 
origin.
Integration was begun at the wall for the slab plasma because 
the exponential nature of the solutions in the interior of the plasma 
made integration outward impossible. Since boundary conditions at 
the origin force the integration to go outward, it will be necessary 
in some cases to use double precision (16 digit) calculations to pre-
serve accuracy.
In practice the numerical integration cannot begin at the
point z = 0 because the differential equation III.26 has a singular 
point there and the numerical integration formulas make large errors. 
This requires that ø1(z) be developed in a power series about the
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origin and evaluated at a point z' far enough removed from z = 0
to eliminate this source of error.
Finally, the condition for resonance to occur becomes more 
complicated. In the region exterior to the plasma ø1(z) obeys the 
static Maxwell's equations with no sources.
(III.46)
the solution to Eqn. III.46 is
(III.47)
where ℓ = 1, 2, . . . gives the dipole fields, quadrupole field, and so 
forth. A third boundary condition for this problem is ø1 and ø'1 
continuous (or equivalently ø'/0 continuous) in the absence of sur-
face charges. A resonance occurs when the applied field AℓZℓ cos(ℓθ) 
becomes zero while the scattered field BℓZ-ℓ cos(ℓθ) remains finite.
This implies that
(III.48)
is the condition for resonance. Reference to Figure 1 will quickly
show that this is not the most general resonance condition. It was 
tacitly assumed above that the plasma was surrounded by a vacuum. If
a glass tube of arbitrary thickness and dielectric constant surrounds 
the plasma, then the preceding analysis must be repeated. The effect
-43-
of the glass tube is to modify Eqn. III.48 to
(III.49)
where Keff is an effective dielectric constant which depends on the 
properties of the glass tube. Details of K are available in the 
works of Nickel (20)and Crawford (19)∙ Because one boundary condition 
depends upon the experimental apparatus, it is not possible to speak 
of the resonant frequencies. The only remedy for this is to calculate
and plot ∕1∕01 Versus so that the resonant frequencies for
a given value of K ff, can be easily determined.
Numerical Treatment. Numerical integration is carried out
with the RK formula, Eqn. III.36. The functions y and g are now
four component vectors rather than two component vectors. The system
of four first order differential equations will be derived directly 
from Eqns. III.22 - III.25 rather than using the various derivatives of 
0 as dependent variables. These particular equations have the 
advantage of using physically interesting quantities for the dependent 
variables, i.e., electron density, radial electron velocity, potential
and electric field. They also have the advantage of slightly greater
computational speed.
Eqns. III.22-25 can be written in dimensionless form by 
introducing the following variables
(III.50)
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where for the cylindrical problem. When the defini­
tions III.50 are substituted in Eqns. III.22-25, it results in four
first order differential equations and one algebraic equation. The
algebraic equation can be used to eliminate vθ from the system, 
yielding
(III.51)
(III.52)
(III.53)
(III.54)
where A ≡ r2w∕λ2DO and B = ω2∕ω2po. Eqns. III.51-54 are in the form
of Eqn. III.33 for RK integration if the vector variable y ≡
(vr, N1, Φ*, Φ).
As mentioned earlier the singular point at z = 0 requires that
y be developed in a power series about the origin. Since the differ- 
ential equation is in the form of 4 linear equations, it is convenient 
to derive a matrix power series for y . Assume a power series expan-
sion of the form
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(III.55)
with an arbitrary index t . Substitute definition III.55 into Eqns. 
III.51-54 and replace the electron density functions f(z) and 
f'/f by the following approximations which are valid for small z,
(III.56)
(III.57)
Then collecting terms containing like powers of z gives a matrix
recursion formula for the coefficients yk.
(III.58)
The matrices K, K2 and K4 are
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It is assumed that yi = 0 if i < 0 so that Eqn. III.58
for k = 0 becomes
(III.59)
which does not have a solution unless Det K = 0. This condition is
equivalent to the indicial equation for a single differential equa­
tion and serves to determine the allowed values of t. Eqn. III.59
can be rewritten
(III.60)
showing that t is the negative of the eigenvalues of the matrix 
(K - tI) . The four independent eigenvectors of (K - tI) are the 
initial conditions for the four independent solutions to Eqns. 
III.51-54.
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The eigenvalues are t = ±m, ±m. The two eigenvalues 
t = -m give solutions which are singular at z = 0 and are therefore 
discarded. Since the eigenvectors t = m are degenerate, there is 
some choice in the eigenvectors y01 and y02. The eigenvectors 
used in the present work are
(III.61)
because they generate the functions ø1(z) ∝ z and ø1(z) ∝
Jm(√A(1-B) z) in the limit α = 0 (uniform plasma). Of course any 
linear combination of y01 and y02 is also a valid eigenvector. 
With this preliminary work accomplished the calculation of
ø1∕ø1 versus proceeds straightforwardly. For a given value
of A and B the recursion relation III.58 is used to generate two
sets of coefficients yk1 and yk2 for the power series III.55. The 
two power series are then evaluated at some point z' far enough from
the origin to avoid numerical errors. Usually this was z' = 10h or
about z = .02. Starting with y1(z') and y2(z') the RK integration
formula is used to carry out the integration of Eqn. III.51-54 to
obtain y1(1) and y2(1). At this point the remaining boundary con-
dition must be used to determine the linear combination of y1 and 
y2 which is a solution to the problem. That is,
(III.62)
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The discussion of boundary conditions for a slab plasma in Section 
3.2 is applicable here also. One condition is simply a scale factor 
which is chosen to make Φ(1) = 1. The second boundary condition 
requires that the radial component of the electron velocity equal zero 
at the wall, vr(1) = 0. Therefore, solving
(III.63)
for β1 and β2 and calculating
(III.64)
completes the solution. For certain combinations of large A and
small B some of these steps must be carried out in doublt precision
arithmetic for reasons already explained. In particular, the RK
integration and Eqn. III.63 require double precision but the power
series calculations do not.
Errors. The discussion of truncation and propagation error 
in Section 3.2 is independent of geometry. However, the actual error 
estimates become very complicated as the number of equations increases. 
Rather than estimating the errors analytically, sample calculations
were made for a uniform plasma where the correct solutions are known.
Checks of this nature indicate a relative accuracy better than 10-4
and usually 10-5. Errors committed in evaluating the power series
are completely negligible. An important potential source of error is
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the determination of β1 and β2 from Eqn. III.63. Because the
functions y1(z) and y2(z) both show strongly exponential behavior
in the cutoff region of the plasma and the correct solution y(z)
does not, it may happen that y1 and y2 are not independent when
only eight significant figures are available. This will result in
incorrect values of β1 and β2. A special check was made every
few calculations to avoid this error. The check consisted of repeat-
ing the RK integration with the initial condition yc(z') = β1y1(z')+ 
+ β2y2(z'). If β1 and β2 are correct, then yc(1) should have
Φ = 1 and vr = 0.
Results. Numerical calculations were performed on the IBM7090
computer. The program of calculation called for detailed curves of 
ø1/ø1 versus ω2∕ω2po for both dipole and quadrupole modes at five 
logarithmically spaced values of r2w∕λ2DO. In all cases values of 
ω2∕ω2po ranged from 0 to above the third resonance. These are 
shown in Figures A3.1-10 (Appendix 3). The parameters ω2/ωpo and 
r2w∕λ2DO have been converted to and with the aid of
Table II. Because the results presented in Figures A3.1-10 will be
useful to experimentalists and because they require considerable time 
and expense to calculate*, the figures have been drawn in full detail 
so that they may be read to 1% or better.
To obtain a theoretical resonance spectrum for a given experi­
mental plasma column the number Keff of Eqn. III.49 must be known.
*The average time to compute one value of ø'∕ø is 6 sec (single 
precision) or 20 sec (double precision).
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Fig. 6 Range of Resonant Frequencies for a Mercury Discharge Column
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Nickel (20) has derived formulas for Κeff which include the 
effects of the external exciting apparatus as well as the effects of 
the glass tube enclosing the plasma. If a line ø'/ø = -m Keff is 
drawn on any of the figures A3.1-10, it will intersect the curve
at the resonant frequencies. This is illustrated in
Figure A3.1 for an assumed value of Κeff = 2.5 (m = 1 since it is 
a dipole mode. Because any value of Keff between 1 and co is 
possible, the resonant frequencies can be varied over a range of 
frequencies. In Figure 8 the resonant frequencies for Keff = 1
and Keff = ∞ have been plotted as a function of for both
dipole and quadrupole resonances. The shaded areas between the 
points indicate the range of resonant frequencies that can be 
obtained for any plasma column by varying the external conditions.
A convenient analytical approximation exists for the functions 
ø'/ø. It is apparent from Figures A3.1-10 that the function ø'/ø
has a series of simple poles beginning at some low value of
and continuing to infinity. It is also clear that the higher poles 
have a small residue and hence will not affect the function ø'1∕ø1 
except near the pole. If ø'/ø is represented by a series of the
form
(III.65)
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Fig. 9 Residue of the Poles of Φ'1/Φ1
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Fig. 10 - Location of the Poles of Φ'1/Φ1
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where are the location of the first N
poles, then the series will approximate ø'1∕ø1 accurately up to 
the Nth pole and beyond with the exception of the vicinity of
ω2i (i = N+1, . . . , ∞) . The constants Ai and have been
evaluated for the dipole data presented in Figures A3.1-5 and are
presented in Figures 9 and 10. N has been taken equal to 3 which
provides a reasonable fit since the residue of the higher poles
decreases rapidly. For the values of which are marked on
Figures 9 and 10, the expression III.65 fits ø'1/ø1 to within
1-2%, and there is reason to believe that the points on the inter­
polated curves will have similar accuracy. It should be noted
that the sum of the Ai's for any given is very nearly
equal to 1. This means that for ω2 >> ω2i the logarithmic 
derivative obeys the relation
(III.66)
This same relation can be derived by ignoring the effects of elec­
tron temperature which implies that at high frequencies the plasma
waves are very poorly coupled to the external fields and the plasma
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behaves primarily as a dielectric.
It has been pointed out by Gould (21) that the plasma behaves 
at low frequencies (ω2 << ω2p) as a nearly perfect conductor except 
in the sheath region where the electron density is very low. If the
pIasma Is represented as a conductor of radius z = 1 - σ and a
vacuum sheath of thickness σ then the logarithmic derivative at
z = 1 is
(III.67)
Let L ≡ ø'/ø (ω = 0) be the logarithmic derivative calculated 
at zero frequency. Then an effective sheath thickness can be defined 
from Eqn. III.67
(III.68)
The numbers L and σ are given in Table III for several values of 
r2w∕λ2DO. Also given is σ rw∕λDO which measures the effective 
sheath thickness in Debye lengths. Since σ rw∕λDO is nearly con-
stant, the effective sheath thickness σ is a measure of the Debye 
length λDO. The effective sheath thickness defined by Eqn. III.68
differs by almost a factor of 3 from the sheath thickness defined in
Section 2.3 but this is not surprising since σ should measure the
thickness of the region where charge separation is almost complete 
where the definition of Section 2.3 includes the region from 1% charge 
separation on. If the values of f(1 - σ) are compared for various
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Debye lengths, it is apparent that for the purposes of defining σ
the beginning of the sheath could be defined as the point where the
electron density had been reduced by a factor of e-2.
TABLE III -- EFFECTIVE SHEATH THICKNESS
L σ σ rw/λDO
72 2.383 0.296 6.46
194 3.393 0.262 6.60
515 4.989 0.184 6.71
1580 8.073 0.117 6.73
Discussion. The primary purpose of this investigation is
to test the validity of the hypothesis that the observed spectrum
of resonances is the result of a nonuniform density distribution
in the plasma column. To this end a comparison has been made between 
the theoretical predictions and the measurements of Nickel (20). Both 
dipole (Figure 11) and quadrupole (Figure 12) exciting fields were 
used and the resonant frequencies were determined by measuring the
energy absorbed from the exciting fields. In this manner the three
lowest resonant frequencies for the dipole and quadrupole modes were
found as a function of the average electron density in the column.
In order to plot the experimental results versus the electron
temperature must be known. The temperature was not measured by Nickel
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Fig. 11 - COMPARISON OF THEORY AND EXPERIMENT FOR DIPOLE FIELDS
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Fig. 12 - COMPARISON OF THEORY AND EXPERIMENT FOR QUADRUPOLE FIELDS
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so it has been considered a disposable parameter and the best fit* 
value of kT = 3 e.v. has been used. It is encouraging that this
best fit value is in good agreement with Langmuir probe measurements
made on similar mercury discharges.
The excellent quantitative agreement between theory and
experiment leaves no doubt that the wide spacing of the resonant
frequencies is really due to the nonuniform electron density. The
manner in which the nonuniform plasma causes such a large separation 
of the resonant frequencies is illustrated in Figures 13 and 14 which 
are plots of N1 versus z. Figure 13 shows the density fluctuations 
which occur at the lowest resonant frequencies, ω2i (i = 0, 1, 2, 3), for
a fixed value of . It can be seen that each higher
resonance contains one more half-wavelength of the plasma wave. Since 
it requires greater radial distance in which to fit this extra half- 
wave, one must raise the incident frequency until more of the plasma 
can propagate waves (the point rc indicates the radius where wave 
propagation ceases, i.e., ω2 = ω2p = f(re)ω2po ). Figure 14 illus­
trates the effect of sheath thickness upon a resonance. Here the
electron density fluctuations are shown for the resonance ω1 for
various values of . As this parameter increases, the thick-
ness of the propagating region (the sheath region) decreases; this 
does not, however, result in a compensating rise in the frequency
*Obtaining a best fit temperature is particularly easy when
is plotted on a logarithmic scale because an increase
(decrease) in the temperature simply displaces all the experimental 
points to the left (right) an equal amount.
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Fig. 13 - Electron Density N1(r) at the Resonances ωo - ω3
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Fig. 14 - Electron Density N1(r) for the Resonance ω1
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, since the wavelength of the plasma wave also decreases as
increases. These two effects combine to hold the frequency
nearly constant as the oscillation is restricted to an
increasingly narrow region near the wall.
In addition to verifying the importance of the electron density
profile, the excellent agreement also yields increased confidence in
the assumptions made in deriving both the theory of the static elec-
tron density and the theory of plasma-electromagnetic interaction.
Independent confirmation of the electron density profiles has come 
from Crawford (22) who reports probe measurements of the density 
profiles which agree to about 10% with the calculated curves.
The results of this analysis will extend the usefulness of a
commonly used diagnostic method for determining average electron
density. In the past the relation
(III.69)
has been used as a convenient means of determining the average elec-
tron density by a simple measurement of the lowest resonant frequency.
A line is shown in Figure 11. It is apparent that
Eqn. III.69 is not valid for small values of , that is, for
low densities or high temperatures. By using the results of this 
section it is possible to relate the frequency ωo to the average 
electron density over a much wider range of electron densities. In 
fact, by using ω1 rather than ωo it is possible to obtain the 
average electron density quite accurately without knowing Keff
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because the resonance ω1 is not affected greatly by the surroundings 
of the plasma.
Analysis of the numerical computations has also shown that a
simple determination of sheath thickness and Debye length may be 
possible if measurements of ø'/ø for ω2 << ω2p are feasible.
3.4 Alternate Formulations of the Theory
Although the theory of Section 3.1 has been shown to predict 
the resonant frequency spectrum with good results, some question can 
nonetheless be raised concerning its validity. For example, the lack
of temperature measurements in the experimental work of Nickel leaves
open the possibility that a modification to the theory would yield 
equally good agreement with experiment at a different electron tem- 
perature. It is also interesting to know how sensitive the results
obtained here are to changes in some of the assumptions made in deriv-
ing the theory.
The ideal test of the approximations made in deriving Eqn.
III.26 would be to solve the Boltzmann equation itself. This has 
proven impossible to date for the cylindrical plasma. Gould (8) has 
integrated the Boltzmann equation in slab geometry for the special
case of a uniform plasma. He solved the problem of boundary condi-
tions by repeating the slab plasma throughout space and requiring that 
the solutions to the full space problem had a periodicity 2d . For a
nonuniform slab plasma, however, this procedure is not feasible
because the resulting full space problem is not a uniform plasma and
the Boltzmann equation cannot be integrated. This procedure is even
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Iess effective in the cylindrical plasma where the generalization to 
a full space problem is impossible. Any attempt to solve the Boltz- 
mann equation using orbit theory is complicated by the static poten- 
tial in the plasma which causes a particle to change its velocity 
class as it moves. Short of a completely new method of attack upon
the Boltzmann equation, the velocity moment approach seems the only
feasible one.
Tensor Pressure Theory. Once the velocity moment approach is
adopted, the question of terminating the chain of moment equations
arises. It is shown in Appendix II that the use of successive moments
of the Boltzmann equation is equivalent to an expansion of the Landau
dispersion equation in an asymptotic series and that for a strongly 
nonuniform plasma the accuracy will not be improved by including 
moments beyond the tensor pressure. It is possible, however, that 
eliminating the approximation made in Section 3.1, where the tensor 
pressure was replaced by a scalar pressure, would improve the theory.
To determine whether this was the case, Eqns. III.9-10 were
combined with the third moment equation
(III.70)
*The superscript + indicates the operation of transposition.
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in which the heat flux tensor M3ijk has been set equal to zero and 
the resulting sixth order differential equation was integrated for a
few values of so that a comparison could be made with experi-
ment. Since the derivation is rather involved, it will be omitted 
here; reference can be made to the work of Vandenplas (23) for details. 
The final set of six coupled first order differential equations is
(III.71)
(III.72)
(III.73)
(III.74)
(III.75)
(III.76)
where is no longer a dependent vari-
able and one of the components of the tensor equation III.70 yields a 
simple algebraic relation for Qθθ.
(III.77)
The dimensionless variables (z, vr, vθ, φ, φ*) have the same 
definitions as before (Section 3.3) and the dimensionless pressure
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components are related to the pressure tensor by
(III.78)
Since this system of equations exhibits a singular point at
z = 0 a power series solution about z = 0 is necessary. The same
matrix recursion method used on the fourth order equation in Section
3.3 can be applied here. Define the vector function
(III.79)
and the power series
(III.80)
where t(t+1) indicates that the variables vr and vθ should be 
 multiplied by z(t+1) and the others by zt. The coefficients Aj
are given by the recursion relation
(III.81)
where the matrices J , J2 , and J4 are determined by inserting 
definitions II.80 into Eqns. III.71-76 and using the small argument 
expressions for f and f'∕f given by Eqns. III.59-57. The 
matrices are
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(III.82)
(III.83)
(III.84)
The indicial equation for t is Det J = 0 for j = 0. 
the roots are t = + m , +m, +m-2 . The -m roots all correspond to 
solutions of the differential equation singular at the origin and must 
be discarded. For each of the roots t = m, m, m-2, there must be an 
initial vector Ao which satisfies
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(III.85)
and because t = m is a degenerate root, the choice of Ao's will 
not be unique. A pair of simple vectors for t = m (m = 1 or 2) are
m A01 A02
1 0, 0, 0, 1, 1, 1 1, 1, 1/8, 1/8, 1, 0
2 0, 0, 1, -5, 0, -12 1, 2, 0, 1/2, 1, 1
Determining the third initial vector for t = m-2 is complicated by 
the fact that Det J vanishes not only for j = 0 but also for 
j = 2 . Besides the singular equation III.85 a second condition must
be satisfied
(III.86)
The initial conditions for the third solution require that both Ao
and A2 be specified.
m A03 A23
1 0, 0, 1, -1, 0, 0 -AB-2α, -AB-2α, -AB/4, -2α, - 7AB∕4-4α, AB∕4-2α
2 0, 0, 1, -1, 2, -2 -AB-2α, -AB-4α, -3AB∕20, α,-3/2AB, 3AB∕10 + 2α
Integration of Eqns. III.71-76 is accomplished with the fourth order 
RK formula, Eqn. III.33. Each independent solution is evaluated at 
z= .02 using the power series and integrated from there to the
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boundary at z = 1. After the three solutions have been found the 
boundary conditions are applied to determine the correct linear com­
bination and ø'/ø is calculated. Because there are now three 
solutions, an extra boundary condition in addition to vr(1) = 0 is 
needed. Since vr(1) = 0 is equivalent to a reflection of each 
electron's radial velocity at the wall, a natural extension would be 
to assume specular reflection. That is, in addition to vr → -vr, 
also vθ → -vθ. In particular this means that at the wall there is 
no force in the θ direction on a surface whose normal is in the
radial direction. But this is the definition of the tensor pressure
component Prθ so the extra boundary condition is simply Qrθ = 0. 
Only dipole mode calculations have been carried out for the 
tensor pressure theory. The difference between the tensor and scalar 
pressure theories is shown graphically in Figure A3-4 where ø'/ø
calculated for using the tensor theory is shown as a
dashed line. In order to compare the tensor and scalar pressure
theories, the resonant frequencies predicted by the tensor theory for
Keff = 2.1 have been plotted in Figure 15 along with the experimental 
data of Nickel used earlier. The best fit electron temperature is now
3.5 e.v. rather than 3 e.v. Comparison of Figures 11 and 15 seems to
imply that the tensor pressure theory is equally successful in pre­
dicting the resonant frequencies, but this is not completely true.
Experimental results for several more plasma columns with different 
values of rw and Keff fit the scalar pressure theory noticeably 
better. The only conclusions which can be reached from these data are
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Fig. 15 - Comparison of Tensor Theory With Experiment
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these: (1) the tensor pressure theory does not agree with experiment 
quite as well as the scalar theory, (2) the best fit electron tem- 
perature is slightly higher than would be expected for a mercury dis­
charge and (3) any final choice between the two theories must wait 
until a measurement of electron temperature is made in conjunction
with measurements of the resonant frequencies. Even if more complete
measurements do not favor the scalar pressure theory, it will still
prove very useful because it is computationally faster and cheaper.
Energy Conservation. In the study of beam-plasma interactions
and coupled mode interactions in a uniform plasma, the concept of an
energy conservation theorem for the time-varying energies has proven
quite useful. Such a theorem has the form
(III.87)
and is usually derived by writing an equation for , the rate
at which the electric field does work on the plasma, and then
applying Maxwell's equations to obtain as a time derivative.
Since , it is simple to write the equation for
for the scalar pressure theory by dotting into Eqn. III-23. The
resulting equation can be easily manipulated into the form of Eqn. 
III.87 with the exception of one term.
(III.88)
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The extraneous term which is evident on the r.h.s. of Eqn. III.88 cor- 
responds to an energy source derived from the motion of the plasma 
against the static electric field*. A simple modification of the equa- 
tions describing the plasma will cause this extra term to vanish and 
leads to a description of the plasma which obeys an energy conservation
theorem. This modification, which sets the term in
Eqn. III.52, was made, and the resulting equations were integrated as 
before. The results were in poor agreement with experiment, indicating 
that an energy conservation theorem is not possible for the nonuniform
pIasma.
Boundary Conditions. Having discussed the various approxima­
tions made in deriving the equations describing the response of the 
plasma, the only remaining question concerns the boundary conditions 
to be used with those equations. Although superficially the boundary 
condition ur(1) = 0 seems to be well justified for an insulating 
wall, it can be called into doubt. If, for example, the insulating
wall were to alternately accumulate and lose a surface charge on each
half-cycle, then the current at the wall would not necessarily be 
zero. It has been argued on physical grounds that setting the accel- 
eration equal to zero at the wall should be a better boundary condition.
However, in a linearized theory the acceleration is given by
(III.89)
*Note that in a uniform plasma so that the conservation law
is valid in that case.
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and since is a second order quantity, a1 = 0 implies
u1 = 0. It was pointed out by Leavens (24) that for the slab problem 
another type of boundary condition is available. Leavens argues as
follows: When the equations describing the electric field in a slab
plasma are put in WKB form the analog of the potential energy function 
is (Eqn. III.44)
(III.90)
Near the wall the electron density and hence f is very small so that
f'/f becomes large and U(x) may exceed k2. This means that there
is another turning point in the problem besides the expected one at 
f(x) = ω2∕ω2po and that the function ψ(x) must have exponential 
behavior near the wall. If this exponential region were infinitely
long there would be a second boundary condition requiring only the
decaying exponential solution to be present. Although the exponential
region is not infinitely thick, it may be several e-folding distances
thick so that the requirement of decaying exponential behavior is
still an approximate boundary condition.
This argument is probably invalid. The only equation which 
can be put in WKB form is Eqn. III.29 with C = 0. But specifying, 
C = 0 is a boundary condition in itself and uniquely determines the 
resonant frequencies, thus the WKB boundary condition is redundant.
It appears therefore that u1 = 0 is the only boundary condition 
which has a reasonable justification. A more detailed study of the
sheath-wall region would certainly be required before any alternative
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boundary condition could be proposed.
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SECTION IV - PLASMA WAVE RESONANCES WITH AN AXIAL MAGNETIC FIELD
4.1 Comments
It has been weIl verified experimentally that an axial magnetic
field imposed upon a plasma column has the effect of splitting the 
lowest frequency resonance ωo into two two distinct resonances whose 
frequencies depend upon the strength of the magnetic field (29). 
Several investigators (25,29), however, have failed to observe a 
splitting of the higher resonances. Recently Nickel (20) has observed 
such splittings in low density plasmas.
The splitting of the resonances is not unexpected because the
zero magnetic field problem exhibits a two-fold angular degeneracy,
i.e., when the angular dependence of the various functions is
separated out by the substitutions Eqn. III.50, the resulting coupled 
equations III.51-54 are quadratic in m . Therefore the right and 
left handed modes of oscillation characterized by e±i|m|θ are 
degenerate. Physically this results from the lack of a preferred
axis which would allow the sense of rotation to be defined. However,
when an axial magnetic field is applied, a preferred direction is
defined and the degeneracy is broken.
Previous theoretical investigations of the effect of an axial
magnetic field have been limited to the lowest frequency resonance 
because electron temperatures have been ignored. Crawford (25), for 
example, has assumed Te = 0 and used a tensor dielectric constant
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to describe the plasma. He finds two resonant frequencies, ωo+(Bo)
and ωo-(Bo), which depend upon the magnetic field strength and obey 
the relations
(IV.1)
(IV.2)
where ωc = eBo∕m is the electron cyclotron frequency. Nothing can 
be learned about the higher resonances in this way since they exist 
only when T ≠ 0. To predict the effects of a magnetic field upon 
the higher resonances with reasonable accuracy requires that the
theory derived in Sections II and III be modified to take account of
the magnetic field.
4.2 Effect of the Magnetic Field upon the Static Density Profile
If a strong axial magnetic field is imposed upon the plasma
column, most of the assumptions underlying the calculation of the
static electron density profiles in Section II will be invalidated.
In particular, the electrons will be tied to magnetic field lines and
the electron current transverse to the field will be reduced. Also
the ions will be deflected from a straight line motion toward the
walls which will change the form of the integral expression for the 
ion density. These facts seem to indicate that a new calculation of
the static electron density will be required before the resonances 
can be investigated. In certain limits, however, the static density 
profiles derived earlier are still approximately valid.
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For example, it is experimentally observed that the resonances
of a low density plasma column subject to an axial magnetic field are
strongly damped when the magnetic field exceeds 50-100 gauss. If for
this reason investigations are restricted to fields of less than 50 
gauss, the problem of ion trajectories is eliminated. The high mass
and low velocity of the ions require fields of kilogauss to appre­
ciably affect their motion.
The electron motion provides a more severe limitation. It is
reasonable to expect the transverse electron current to remain εub- 
stantially unaffected as long as the cyclotron radius is larger than 
the radius of the plasma column. This is the case if B < 10 gauss 
for the experiments of Nickel (20). A more careful calculation of 
the reduction in the transverse electron current gives the following 
results. If Jo is the current density at B = 0 and the approxi­
mation rL << rw is made, then J ~ Jo∕3 at 40 gauss and for an
ion density of 1010 cm-3. At a lower density of nI = 109 cm-3 the 
current suffers a more drastic reduction; J ≈ Jo∕600.
For small changes in the radial current J the major modifi­
cation in the results of Section II is a change in the point
where the ion and electron currents are equal. If nI ~ 1010 cm-3 
then β2 ~ 104 and a change of 3 in the current causes a change of 
less than 1% in sw. In summary, it can be expected that calculations 
made using the static electron densities calculated for zero mag­
netic field will be valid for fields such that rL ≥ rw and for
larger fields when the ion densities are high enough. For example,
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experiments conducted on a mercury discharge with rw ~ .5 cm will 
have a range of validity of 0-10 gauss when nI ~ 109 cm-3 and
 0-40 gauss when nI ~ 1010 cm-3. 
4.3 Theory
The equations developed in Section III to describe the res- 
ponse of the plasma to' an applied electromagnetic wave require only 
a minor modification to include the effects of a magnetic field.
This modification adds to the acceleration the effect
of the magnetic field:
(IV.4)
Except for this change, the derivations in Section 3.1 and 3.3 
follow exactly as before*. A new dimensionIess parameter C 
related to the magnetic field is introduced into the problem. It is
defined as
(IV.5)
The final dimensionless equations describing the plasma response are
(IV.6)
*The linearizing assumptions Eqn. III.15-18 are still valid in the 
presence of a magnetic field. In particular there is no static 
drift velocity in the θ direction as might be expected from the
drift. This drift is cancelled by an oppositely directed 
velocity arising from the electron density gradient.
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(IV.7)
(IV.8)
(IV.9)
where D is a combination of the previously defined dimensionless
parameters (The definitions of vt, N1, Φ*, Φ are similar to those 
in Eqn. III.50 except cos mθ → eimθ and sin mθ → -ieimθ).
(IV.10)
Note that Eqns. IV.6-9 depend upon m now as well as m2 through the 
factor D and that m occurs only in the combination m ωc making 
the equations invariant to reflections along the axis as they should 
be. The boundary conditions used previously are unaffected by the 
addition of a magnetic field and do not need to be discussed further. 
Similarly, the numerical methods used to solve Eqns. IV.6-9 are iden-
tical to those used before and the calculations proceed in the same
fashion: power series, numerical integration, and boundary conditions.
The results of the calculations are considerably more difficult to 
present, however, because of the additional parameter ω2c∕ω2po.
Rather than attempting to give general curves of ø'1/ø1 (ω2∕ω2p,
ω2c∕ω2p, r2w/λ2D) which would allow the resonant frequencies to be deter- 
mined for any experimental situation, a value of Keff will be assumed 
which is typical of the values encountered in practice, and the
-80-
resulting resonant frequencies will be plotted as a function
of . This is done in Figures A3.11-13 for Keff = 2.1 and
for the values of indicated on each figure. The curves marked
+(-) correspond go the right (left) handed polarization or m = +1(-1).
4.4 Results of Numerical Evaluation of the Theory
The lowest resonance behaves approximately in the manner pre-
dicted by the simple dielectric theory. The dependence of the 
resonant frequencies ω+o and ω-o upon the magnetic field can be 
expressed approximately by
(IV.11)
(IV.12)
The constant λ depends upon the shape of the electron density profile
or equivalently upon . Values of λ for the results shown in
Figures A3.11-13 are given in Table IV
TABLE IV
72 194 515 1580 4530
λ 0.89 0.83 0.79 0.76 0.74
It is somewhat surprising that λ is not equal to 1 as Larmor's 
theorem would seem to imply it should be. However, for perturbation in
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a plasma with finite electron temperature, Larmor's theorem is not
applicable. This follows from the fact that charge separation
(ne ≠ ni) can take place and in particular can occur in both ways,
i.e., ne > ni and ne < ni. But this is equivalent in the pertur- 
bation equations to having charges of both and whereas
Larmor's theorem assumes that all particles have the same ratio.
From a microscopic point of view the discrepancy is a result of the
positive ions which have different from the electrons. Examina-
tion of Figures A3.11-13 shows that the values of λ are much less
than 1 for the higher resonances. This is in agreement with the above
argument, since the charge separation throughout the cutoff region 
(ω2p > ω2) Is always of the same sign and it is only in the propaga- 
tion region where ω2 > ω2p that any charge of opposite sign can 
arise. The propagating region is, of course, much larger for the
higher resonances and hence the deviation from λ = 1 is greater.
The higher resonances, only one of which is shown in Figures 
A3.11-13, exhibit an unexpected behavior as a function of Bo. For 
very weak magnetic fields a splitting results which is similar to
that observed for the lowest frequency resonance. At higher fields 
however, the (-) polarized resonance begins to move to higher fre- 
quencies until both (+) and (-) resonant frequencies are increasing 
in frequency while maintaining nearly constant separation. That this 
behavior is correct can be seen easily from the differential equation
in the limit of high magnetic field.
If Eqns. IV.6-9 are combined into a single differential equation 
for Φ and the limit ωc >> ωpo, ωc >> ω is taken, then Φ
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is found to satisfy the equation
(IV.13)
Eqn. IV.13 is a wave equation (∇2 + k2)φ = 0 where k2 is given by 
the function
(IV.14)
in which all the quantities are positive numbers except m which is 
±|m| depending upon the polarization of the applied field. If 
m = +|m| then k2 is strictly negative for all z and the function 
Φ(z) will have an exponential character, φ(z) ∝ exp(kz) , and hence 
Φ*∕φz = ø'1∕ø1 = k will be positive. This means that no resonances can 
occur for m = +|m| and ω << ωc which agrees with the numerical 
results. If m = -|m| the situation is more complicated. The mag- 
nitudes of the various quantities are: Af ≈ 5 - 5000 and
Afz∕|f'| ≈ 1 - 150 depending on and the value of z consi­
dered. Now if
(IV.15)
then
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(IV.16)
and although k2 is positive, it is so small that it would
be impossible for Φ to undergo even one half-wave of oscillation in 
the region 0 ≤ z ≤ 1. There is, however, one exception to this
statement and that occurs if
(IV.17)
for a range of values of z. Then k2 ≈ Af∕∆ which is a large 
number. More detailed examination of the values of k2 obtainable
and the ranges of z where k is positive, show that it is possible
to obtain only a fraction of a wavelength of oscillation even though 
k2 is large so that a resonance occurring by this means must be iden­
tified with the mode which has less than a half-wavelength of
oscillation. For this mode Eqn. IV.17 requires that
(IV.18)
or that ω ∝ ωc-1 which agrees with the calculated behavior of the
mode.
Recent experiments by Nickel (20) have verified qualitatively 
this theoretically predicted behavior. In particular he has observed 
a splitting of the ω1 resonance into two resonances whose spacing 
depends upon the magnetic field for weak fields (0-10 Gauss) and 
becomes independent of the magnetic field as it is increased.
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SECTION V - SUMMARY AND CONCLUSIONS
It has been observed experimentally that if a beam of microwaves
Is incident upon a plasma column perpendicular to its axis and with the
incident electric vector transverse to the column, a series of reson-
ances are observed in the scattering at frequencies near the plasma
frequency. It has been the purpose of this investigation to provide 
a quantitative theory explaining the origin of the resonances and to
provide detailed calculations of the resonant frequencies. The theory
advanced here differs from previous work in taking into account the
variation of electron density with radius in the plasma column.
Since it is proposed that the radial variations in electron
density are important to these resonances and the theory is expected to 
provide quantitative information about the resonances, it is apparent 
that some physically reasonable electron density profiles must be used. 
This has been accomplished by numerically solving the equation proposed 
by Tonks and Langmuir as a description of the static behavior of a col- 
Iisionless plasma in an insulating cylinder. The equation describing 
the static electron density takes into account the formation of a sheath 
region near the wall which depends upon the electron temperature. As a
result a family of curves is obtained which gives the variation of elec-
tron density with radius as a function of the parameter r2w/λ2DO.
The electron density profiles are used in conjunction with the
first two velocity moments of the Boltzmann equation to describe the 
response of the static plasma column to a perturbing RF electric field 
oriented transverse to the column. In deriving the equations
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describing the response of the plasma an assumption was made concern-
ing the electron pressure, namely, that it was a scalar quantity
related to the electron density. The equation derived in this manner
is a fourth order differential equation for the electric potential
ø1(r). In its dimensionless form this equation depends upon the two
 parameters r2w∕λ2DO and ω2∕ω2po
Extensive numerical integration of the differential equation 
for ø1(r) was carried out and is presented in the form of curves of
ø'1∕ø1(rw) versus for five values of the parameter .
In addition, comparisons have been made with the work of Nickel (20) 
which have shown an excellent agreement between theory and experiment.
From this agreement several conclusions may be drawn. First, the non-
uniformity of the electron density in the plasma column is essential
in determining the spectrum of resonant frequencies observed. Second,
the electron density profiles computed are in reasonable agreement with
the actual electron density profiles existing in mercury discharges.
Finally, the assumptions made in reducing the Boltzmann equation to a
soluble differential equation are approximately valid.
Whether the assumptions made in reducing the Boltzmann equation
are the best that could be made was also investigated. For example,
trial computations were made using a theory which replaced the simple
scalar electron pressure with a more complicated tensor electron pres-
sure. It was concluded that the resonances predicted using the tensor
pressure are in nearly as good agreement as those predicted using the 
scalar pressure except that a 15% higher electron temperature was
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needed to obtain a proper fit to the experimental data. Measurements
of electron temperature in a mercury plasma tend to favor the lower 
temperature given by the scalar pressure theory, but more extensive 
experimental measurements need to be made before either assumption 
can be discarded. An attempt was made to derive a theory which con­
tained an energy conservation theorem, but it was not successful.
In the last section the effects of an axial magnetic field
upon the resonant frequencies was studied. It was shown that weak 
magnetic fields (Bo < 40 Gauss) had little effect upon the static 
electron density so that only the theory of the plasma response re­
quired modification. This modification was simply the addition of
the term to the force acting on an electron. Preliminary
numerical solutions were obtained for this modified theory with the
following results. The lowest frequency resonance is split into two
resonances which move monotonically to higher and lower frequencies
as the magnetic field is increased. This general behavior was expected
from a simplified theory due to Crawford (27). However, the details
of the amount of splitting as a function of Bo do not agree with hiε
conclusions. In particular, his expression for the splitting of the
resonances ω+ - ω- = ωc was found to be only an approximation to c
ω - ω = λ ωc where λ is a slowly varying function of r2w∕λ2DO .
The higher frequency resonances exhibit a marked difference in
their behavior from the lowest resonances. Each higher resonance 
splits into two resonances at very weak fields, but as the magnetic 
field is increased, the resonance which had begun to decrease in fre-
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quency reverses its behavior so that eventually both modes ω+ and
ω- are increasing in frequency as the magnetic field increases. This
behavior has been shown to be consistent with the equations describing
the plasma response in the limit ωc >> ω, ωc >> ωpo. Physically, 
it can be explained by noting that the motion of the plasma for the 
two lowest frequency resonant modes ω+ and ω-o correspond to a 
uniform right and left handed rotation, so that the magnetic field
affects them differently. Conversely, each higher resonant mode, 
since it exhibits waves in the sheath region, is a mixture of right 
and left handed rotation and hence is affected in the same manner by
the magnetic field.
In addition to demonstrating that the nonuniformity of the
plasma electron density is the crucial factor in determining the 
resonant scattering frequencies of a plasma column, the results pre- 
sented in this work provide a valuable diagnostic tool for the rapid 
determination of average electron density. With a simple measurement 
of a dipole resonant frequency* and a knowledge of the electron tem- 
perature, the average electron density can be obtained in the
following way. Using the graphs of ø'/ø versus (Figures
A3.1-5), construct a figure similar to Figure 11. Since
and , this plot is
essentially one of resonant frequencies over average density versus
*ω1 is convenient because it is usually easily observed and its 
frequency is relatively independent of Keff.
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average density. If the measured resonant frequency is ω1m then
the intersection of the curve versus will give the true
average electron density and also the effective Debye length
. With this information and Tables I and II it is also possible
to obtain n and the sheath thickness ( ~ 18 λDO).o 
As is usually the case, this investigation has raised as many
new questions as it has resolved. Certainly additional calculations 
should be made in order to investigate the resonant scattering from 
plasmas with different ionic species, for example H2 or He. It 
was also pointed out previously that experimental checks need to be
made into the agreement between best fit electron temperatures and
experimental electron temperatures. The most interesting theoretical
question raised concerns the effect of damping upon the resonances.
The experimentally observed resonances have a finite amplitude and
width and it would be interesting to know whether the major cause of
damping was collisional or Landau damping. In this way the diagnostic
uses of the plasma wave resonances might be expanded to include
studies of Landau damping in nonuniform plasmas or measurements of the
electron collision frequency.
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APPENDIX I
DETAILS OF THE TECHNIQUES USED IN THE NUMERICAL SOLUTION
OF EQUATION II.7
As outlined in Section 2.2, a predictor corrector method is used 
to build a table of the function η(s) at some interval h. This 
table is begun at the origin by calculating the first 12 values of η 
using a power series solution to Eqn. II.7.
The power series is derived in the following way. η(s) may be 
expanded in a power series about the origin as
(A1.1)
Regrettably the integral in Eqn. II.7 cannot be evaluated when a power
series occurs within the square root. The alternative is to invert the 
series A1.1 to obtain a series expansion of s in powers of η . These
new series are
(A1.2)
(A1.3)
The integral which must be done is
*The odd powers of s all vanish because the square root in the 
integral generates half integral powers of s when odd terms are 
included and no half integral powers occur in the rest of the equa- 
tion.
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(A1.4)
If the definitions η(σ) ≡ η and η(s) = ηs are made and Eqn. A1.3 
is substituted into A1.4, then
(A1.5)
or
A straightforward evaluation of s∇2 ηs leads to 
(A1.6)
Inserting A1.5-6 into Eqn. II.7 leads to the following relations for
a and b.
(A1.7)
(A1.8)
Eqn. A1.7 is cubic in a and can be solved most easily by iteration. 
That is, assume a = 1, evaluate the r.h.s. of Eqn A1.7 to obtain a new 
value of a and continue until the process converges. Once a is
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known, b can be calculated straightforwardly.
The resulting two-term power series has errors of the order
0(s6). If the initial values of η are desired to an accuracy of
10-6 then the restriction on s is s < 0.03. If the power series 
is used to evaluate the first 12 values of η then 11h < .03 or 
h < .0027 . Once the initial values have been calculated, the
predictor corrector method can be used to obtain the remainder of
the solution.
The predictor formula is derived using finite difference
operators (14). For convenience let ηN ≡ η(Nh). Then the operator
∇d is defined as 
(A1.9)
or rearranging terms
(A1.10)
Expansion of the operator 1∕(1-∇d) leads to
(A1.11)
which when truncated after the term ∇4d and applied to ηN gives
the predictor formula used.
(A1.12)
Using the value ηPN+1 and the table of ηi (i = 0, 1, . . . N) the 
integral and derivatives occurring in Eqn. II.7 can be evaluated. The
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derivatives dη∕ds and d2η∕ds2 are given by the formulas
(A1.13)
(A1.14)
The derivation of these equations is a direct result of the finite
difference identity
(A1.15)
where D is a symbolic operator for differentiation. From A1.15 and
A1.10 it follows
and hence
(A1.16)
giving the operation of differentiation in terms of finite difference 
operators. A similar expression can be derived for D2, the second
derivative.
For a function tabulated at constant intervals the process of
integration in its simplest approximation reduces to forming the sum
of all the table entries. A more accurate method of numerical
-93-
integration is Gregory integration. The formula for Gregory integra- 
tion of an arbitrary function F is given by Todd (14) as
(A1.16)
where ∆d ηo = η1 - ηo. This formula consists of a simple sum of
the table entries plus corrections involving differences in the table.
In the actual calculation correction terms through ∇5d have been
retained. It should be noted that to evaluate ∇5d FN and ∇5d Fo 
requires the values Fo through F5 and FN through FN-5, a 
minimum of 12 values of F . This is the reason for the seemingly 
arbitrary choice to evaluate the first 12 points by η by power
series.
Equation II.13 illustrates a way of eliminating the singu-
Iarity in the function which must be integrated. In the actual
calculation the subtraction discussed was carried out twice to
reduce the error. The actual calculations were performed with the
formula
(A1.17)
where the integral on the r.h.s. was evaluated using the previously
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described Gregory formula.
When the two sides of equation I.7 are evaluated they will not,
in general, be equal because ηPN+1 is not correct value of ηN+1. 
To find a correction to the value of ηPN+1 we define the error
ψo = 1.h.s. Eqn. II.7 - r.h.s. Eqn. II.7. An approximate correction to  
ηPN+1 is given by the empirical formula
(A1.l8)
Using the new value ηc1N+1 = ηPN+1 + ∆η, the evaluation of Eqn. II.7
is repeated and a new error is defined ψ1. Using Newtonian inter- 
polation on the two points (ηN+1, Ψo) and (ηc1N+1, Ψ1) a new guess 
ηc2N+1 is made. If (ηc1N+1 - ηc2N+1) < τ then the iteration has con- ‘
verged and the calculation proceeds to the point ηN+2. If the test 
is not satisfied then Ψ2 is calculated using ηc2N+1 and the iteration
is repeated until it converges.
In all calculations τ = 2 x 10-8 so that the only errors in
the calculation are caused by errors in the numerical formulas. These
errors depend upon the interval size and for best results the interval 
should be small; however, the calculation time depends upon (1/h)2 so 
that too small an interval is costly in computational time. The best
compromise was found to be h = 0.002. The errors in integration are
estimated to be less than 10-6 and by using only every other point
(h = .004) for differentiation, the error there has been kept less than
5 x 10-7. Even allowing for accumulation of error during the calculation
-95-
the results should be accurate to 1 or 2 parts in 105 (for random 
errors of size Δ committed n times, the total error grows as √n 
which is about 25 times for a typical calculation.)
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APPENDIX II
JUSTIFICATION OF THE TERMINATION OF THE
VELOCITY MOMENT EQUATIONS
Whether termination of the chain of coupled equations III.8 is 
justified is logically connected to the question "to what extent are 
the coupled moment equations equivalent to the Boltzmann equation?" 
This question can be answered approximately by investigating a uniform 
plasma for which the Boltzmann equation is soluble by analytic tech­
niques. The results derived by examining the uniform plasma will be
approximately valid from point to point in a nonuniform plasma.
The conductivity of a uniform plasma can be found directly from 
the Boltzmann equation in terms of the well known plasma dispersion 
function (26).
(A2.1)
where k is the magnitude of the wave vector for some wave in the 
plasma, ω is its angular frequency and Ve is the mean thermal 
velocity. The dispersion relation for longitudinal waves in a uniform
plasma can also be written in terms of this function as
(A2.2)
where Z' denotes differentiation with respect to the argument. The 
function Z' can be expanded for large arguments and Eqn. A2.2 can
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be rewritten as.
(A2.3)
If the same problem of longitudinal plasma oscillations is now
considered from the point of view of the coupled moment equations, an 
interesting comparison can be made to Eqn. A2.3. Referring to Eqn. 
III.8 if M2 = 0 then the resulting equations can be solved with 
the result
(A2.4)
If M2 ≠ 0 but M3 = 0 then the resulting dispersion equation is
(A2.5)
and if M2 ≠ 0, M3 ≠ 0 but M4 = 0 then
(A2.6)
Note that each additional moment Mi adds an additional term to the 
dispersion equation for ω2 and that this series agrees term by term
with the result, Eqn. A2.3, derived by expanding the plasma dispersion
function.
It can be shown, however, that the expansion of the plasma dis- 
persion function used to derive Eqn. A2.3 is an asymptotic expansion 
and by convention should be terminated when the terms begin to
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increase. The general formula for Eqn. A2.3 is
(A2.7)
and if the ratio of the mth term to the m-1th term is to be less than 
1, then
(A2.8)
In a nonuniform plasma the quantity ω2∕k2Ve2 is, of course, a
function of position and the number of terms justifiable in the moment 
equations will depend upon the smallest value of ω2/k2V2e. This can 
be estimated as follows:
(A2.9)
(A2.10)
Since only the propagating region ω > ωp is of concern, the 
smallest value of Eqn. A2.10 or m = 1. This corres­
ponds to retaining moments as high as the pressure tensor in the 
moment equations, but any higher moments will not necessarily increase 
the accuracy of the results.
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APPENDIX III
GRAPHS AND TABIES OF NUMERICAL RESULTS
Logarithmic Derivative - Dipole A3.1 - 5
Quadrupole A3.6 - 10
Magnetic Field Resonances A3.11 - 13
Tables of Density Profiles A3.14 - 19
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Fig. A3.13
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Ion Species He Ne Ar Cs Hg
swall 0.772 0.772 0.772 0.772 0.772
ne
no
0.698 0.698 0.698 0.698 0.698
β2 = ∞
s η(s) n(s)∕no η'(s) η"(s)
0.00 0.0000 1.0000 0.0000 2.000
0.05 0.0025 0.9975 0.1002 2.012
0.10 0.0100 0.9900 0.2016 2.049
0.15 0.0227 0.9776 0.3056 2.113
0.20 0.0407 0.9602 0.4135 2.210
0.25 0.0641 0.9379 0.5271 2.344
0.30 0.0935 0.9107 0.6487 2.532
0.35 0.1292 0.8788 0.7812 2.784
0.40 0.1719 0.8421 0.9288 3.142
0.45 0.2224 0.8006 1.0974 3.636
0.50 0.2821 0.7542 1.2968 4.385
0.55 0.3529 0.7027 1.5436 5.592
0.60 0.4378 0.6455 1.8698 7.689
1.207 1010.65 0.5424 0.5814 2.3490
2.513 1010.70 0.6787 0.5073 3.2105
1.378 1020.75 O.8901 0.4106 6.0337
0.76 0.9598 0.3830 8.2056 3.229 102
1.9443 101 2.579 1030.77 1.0790 0.3399
Fig. A3.14
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 β2 = 106
s η(s) n(s)∕no η'(s) η"(s)
0.00 0.0000 1.0000 0.0000 2.000
0.05 0.0025 0.9975 0.1002 2.012
0.10 0.0100 0.9900 0.2016 2.049
0.15 0.0227 0.9776 0.3056 2.113
0.20 0.0407 0.9602 0.4135 2.210
0.25 0.0641 0.9379 0.5271 2.344
0.30 0.0935 0.9107 0.6487 2.530
0.35 0.1292 0.8788 0.7812 2.785
0.40 0.1719 0.8421 0.9287 3.139
0.45 0.2224 0.8006 1.0974 3.642
0.50 0.2821 0.7541 1.2967 4.388
0.55 0.3529 0.7027 1.5435 5.582
0.60 0.4378 0.6455 1.8696 7.689
0.65 0.5423 0.5814 2.3487 1.210 101
0.70 0.6787 0.5073 3.2089 2.504 101
0.75 0.8897 0.4108 5.9958 1.336 102
0.76 0.9585 0.3835 8.0304 2.944 102
0.77 1.0649 0.3447 1.4897 101 1.288 103
0.78 1.6740 0.1875 1.9035 102 5.016 104
O.79 7.8272 0.0004 1.0861 103 9.580 104
Ion Species He Ne Ar Cs Hg
swall 0.787 0.788 0.788 0.788 0.789
ne
no 0.681 0.679 0.679 0.679 0.678
Fig. A3.15
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β2 = 105
S η(s) n(s)∕no η(s) η"(s)
0.00 0.0000 1.0000 0.0000 2.000
0.05 0.0025 0.9975 0.1002 2.012
0.10 0.0100 0.9900 0.2016 2.049
0.15 0.0227 0.9776 0.3055 2.113
0.20 0.0407 0.9602 0.4134 2.209
0.25 0.0641 0.9379 0.5271 2.344
0.30 0.0935 0.9107 0.6487 2.528
0.35 0.1292 0.8788 0.7811 2.786
0.40 0.1719 0.8421 0.9286 3.136
0.45 0.2224 0.8006 1.0971 3.640
0.50 0.2821 0.7542 1.2964 4.383
0.55 0.3528 0.7027 1.5429 5.577
0.60 0.4377 0.6455 1.8685 7.663
0.65 0.5421 0.5815 2.3457 1.203 101
0.70 0.6782 0.5076 3.1961 2.458 101
0.75 0.8859 0.4124 5.7419 1.099 102
0.76 0.9500 0.3867 7.2123 1.918 102
0.77 1.0346 0.3554 1.0057 101 3.998 102
0.78 1.1638 0.3123 1.6805 101 1.026 103
0.79 1.4109 0.2439 3.5808 101 3.006 103
0.80 1.9892 0.1368 8.7328 101 7.630 103
0.81 3.3160 0.0363 1.8502 102 1.170 104
0.82 5.7393 0.0032 2.9878 102 1.066 104
Ion Species He Ne Ar Cs Hg
swall 0.816 0.819 0.820 0.822 0.822
ne
no
0.648 0.643 0.641 0.638 0.637
Fig. A3.16
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 β2 = 104
s η(β) n(s)∕no η'(s) η"(s)
0.00 0.0000 1.0000 0.0000 2.000
0.05 0.0025 0.9975 0.1001 2.010
0.10 0.0100 0.9900 0.2014 2.047
0.15 0.0227 0.9776 0.3053 2.111
0.20 0.0406 0.9602 0.4131 2.207
0.25 0.0641 0.9379 0.5266 2.340
0.30 0.0934 0.9108 0.6480 2.524
0.35 0.1291 0.8789 0.7802 2.777
0.40 0.1717 0.8422 0.9272 3.127
0.45 0.2221 0.8008 1.0951 3.623
0.50 0.2817 0.7545 1.2931 4.351
0.55 0.3522 0.7031 1.5371 5.508
0.60 0.4366 0.6462 1.8571 7.495
0.65 0.5402 0.5826 2.3174 1.142 101
0.70 0.6734 0.5100 3.0918 2.123 101
0.75 0.8643 0.4213 4.8258 5.646 101
0.76 0.9157 0.4002 5.4696 7.305 101
0.77 0.9744 0.3774 6.3123 9.665 101
0.78 1.0429 0.3524 7.4397 1.305 102
0.79 1.1245 0.3248 8.9755 1.790 102
0.80 1.2243 0.2940 1.1094 101 2.478 102
0.81 1.3491 0.2595 1.4025 101 3.426 102
0.82 1.5084 0.2212 1.8048 101 4.668 102
0.83 1.7147 0.1800 2.3450 101 6.179 102
0.84 1.9828 0.1377 3.0443 101 7.832 102
0.85 2.3290 0.0974 3.9059 101 9.386 102
0.86 2.7685 0.0628 4.9056 101 1.055 103
0.87 3.3130 0.0364 5.9934 101 1.112 103
0.88 3.9681 0.0189 7.1066 101 1.105 103
0.89 4.7333 0.0088 8.1885 101 1.050 103
0.90 5.6034 0.0037 9.2007 101 9.691 102
0.91 6.5705 0.0014 1.0126 102 8.798 102
Ion Species He Ne Ar Cs Hg
swall 0.888 0.897 0.901 0.908 0.910
ne
no
0.574 0.562 0.557 0.550 0.547
Fig. A3.17
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β2 = 103
s η(s) n(s)∕no η'(s) η"(s)
0.00 0.0000 1.0000 0.0000 1.984
0.05 0.0025 0.9975 0.0994 1.996
0.10 0.0100 0.9901 0.2000 2.031
0.15 0.0225 0.9777 0.3029 2.092
0.20 0.0403 0.9605 0.4097 2.183
0.25 0.0636 0.9384 0.5218 2.310
0.30 0.0926 O.9115 0.6413 2.482
0.35 0.1279 0.8800 0.7709 2.715
0.40 0.1699 0.8437 0.9140 3.032
0.45 0.2196 0.8028 1.0756 3.464
0.50 0.2779 0.7574 1.2630 4.076
0.55 0.3465 0.7072 1.4875 4.966
0.60 0.4276 0.6521 1.7671 6.322
0.65 0.5246 0.5918 2.1329 8.490
0.70 0.6432 0.5256 2.6394 1.209 101
0.75 0.7925 0.4527 3.3854 1.832 101
0.80 0.9886 0.3721 4.5452 2.901 101
0.85 1.2585 0.2841 6.3932 4.607 101
0.90 1.6448 0.1931 9.2490 6.875 101
0.95 2.2027 0.1105 1.3249 101 9.014 101
1.00 2.9824 0.0506 1.8059 101 9.964 101
1.05 4.0098 0.0181 2.2947 101 9.367 101
1.06 4.2440 0.0144 2.3870 101 9.108 101
2.4767 101 8.822 1011.07 4.4871 0.0112
2.5634 101 8.514 1011.08 4.7392 0.0087 2.6469 101 8.196 1011.09 4.9997 0.0067 2.7272 101 7.868 1011.10 5.2685 0.0052 2.8042 101 7.534 1011.11 5.5451 0.0039 2.8779 101 7.203 1011.12 5.8292 0.0029
2.9482 101 6.875 1011.13 6.1205 0.0022 3.0154 101 6.556 1011.14 6.4188 0.0016
Ion Species He Ne Ar Cs Hg
swall 1.075 1.107 1.119 1.140
1.147
ne
no 0.445 0.420 0.411 0.396 0.392
Fig. A3.18
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 β2 = 102
s η(s) n(s)∕no η'(s) η"(s)
0.00 0.0000 1.0000 0.0000 1.860
0.05 0.0023 0.9977 0.0931 1.867
0.10 0.0093 0.9907 0.1870 1.891
0.15 0.0210 0.9792 0.2825 1.932
0.20 0.0376 0.9631 0.3805 1.991
0.25 0.0591 0.9426 0.4819 2.071
0.30 0.0859 0.9177 0.5879 2.172
0.35 0.1180 0.8887 0.6995 2.301
0.40 0.1560 0.8556 0.8183 2.460
0.45 0.2000 0.8187 0.9459 2.652
0.50 0.2507 0.7782 1.0841 2.887
0.55 0.3086 0.7344 1.2353 3.170
0.60 0.3745 0.6876 1.4019 3.507
0.65 0.4491 0.6382 1.5869 3.908
0.70 0.5336 0.5865 1.7934 4.374
0.75 0.6289 0.5332 2.0251 4.906
0.80 0.7365 0.4788 2.2848 5.502
0.85 0.8579 0.4240 2.5760 6.154
0.90 0.9947 0.3698 2.9004 6.840
0.95 1.1485 0.3171 3.2590 7.518
1.00 1.3212 0.2668 3.6510 8.158
1.05 1.5141 0.2200 4.0723 8.710
1.10 1.7288 0.1775 4.5186 9.120
1.15 1.9662 0.1400 4.9806 9.358
1.20 2.2270 0.1078 5.4505 9.418
1.25 2.5112 0.0812 5.9175 9.268
1.30 2.8186 0.0597 6.3724 8.926
1.35 3.1481 0.0429 6.8060 8.434
1.40 3.4987 0.0302 7.2120 7.838
1.45 3.8688 0.0209 7.5861 7.182
1.50 4.2568 0.0142 7.9265 6.467
1.55 4.6608 0.0095 8.2309 5.782
1.60 5.0794 0.0062 8.5021 5.096
1.65 5.5103 0.0040 8.735 4.441
1.70 5.9524 0.0026 8.940 3.755
1.75 6.4038 0.0016 9.100 3.100
Ion Species He Ne Ar Cs Hg
swall 1.548 1.649 1.693 1.758 1.787
ne
no 0.299 0.264 0.250 0.232 0.225
Fig. A3.19
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