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We investigate the interaction between the free troposphere (FT) and planetary
boundary layer (PBL) using multiple measurements and Dutch Atmospheric Large Eddy
Simulation (DALES) coupled with a chemical module.
A residual layer (RL) storing high ozone concentrations can significantly
influence ground ozone concentration through the entrainment process whereby the RL
aloft is incorporated into the growing convective boundary layer (CBL) during the
morning transition.

We use DALES model coupled with a chemical module to

simultaneously study the dynamical and chemical impacts of a RL (200-1200 m above
ground level (AGL)) on ground-level (0-200 m AGL) ozone concentrations.

Four

numerical experiments test these interactions: 1) a RL with high ozone (100 ppb); 2) a
RL with low ozone (50 ppb); 3) no RL with high ozone above the NBL (100 ppb from
200-1200 m AGL); and 4) no RL with low ozone above the NBL (50 ppb). The results
indicate that ozone stored in the RL can contribute up to 86% of the ozone concentration
in the CBL during the following day in Case 1. Even in Case 2, 64% of the ozone in the
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CHAPTER I

INTRODUCTION

1.1 Context and Motivation
Ozone (O3) is a reactive oxidant trace gas that occurs both naturally and
anthropologically in the atmosphere. Approximately 90% of the ozone exists in the
stratosphere where it absorbs ultraviolet radiation and protects the Earth and its
inhabitants from harmful UV rays. At the end of the 20th century, satellite observations
found that the amount of stratospheric ozone had decreased and that an “ozone hole”
caused by anthropological emissions had developed over the Antarctic. However, the
stratospheric ozone loss has slowed down, and the ozone is projected to return to 1980
levels in 40 to 60 years according to model predictions [Newchurch et al., 2003]. Yet, it
is the remaining 10% of ozone found in the troposphere that is a source of increasing
concern for scientists because of its negative effect on human health, agriculture and
materials [Chameides et al., 1997; EPA, 1990; 2008; Jenkin and Clemitshaw, 2000].
The U.S. Environmental Protection Agency (EPA) has been tightening ozone
standards from 120 ppb over a 1-hour average in 1979, to 80 ppb over an 8-hour average
1

in 1999, and the current standard is 75 ppb over an 8-hour average [EPA, 2008]. The
Geostationary Coastal and Air Pollution Event (GEO-CAPE), the United States’ next
generation of atmospheric composition and coastal ecosystem satellite missions, will
measure tropospheric trace gases and aerosols including ozone, to improve air quality and
coastal ecosystem management [Fishman et al., 2012]. The Tropospheric Emissions:
Monitoring of Pollution (TEMPO) mission, scheduled to launch in 2018-2019, is
designed to observe diurnal variations of air pollutants in small-scale areas (e.g., urban
scales) with high temporal and spatial resolutions, capturing the sensitivity of ozone in
the lowermost troposphere (~2 km) by reducing the uncertainty in air quality predictions
[Chance et al., 2013]. The European Space Agency (ESA) will launch Sentinel-4 on a
geostationary platform that covers European and North African areas as well as Sentinel5 within the next decade to perform air quality and climate change research [Fishman et
al., 2012]. In addition, the Korea Aerospace Research Institute (KARI) is planning to
launch GEMS (Geostationary Environmental Monitoring Spectrometer) in the near future
to conduct meteorology, ocean color and air-quality research on areas of northeast Asia.
Further, global constellations of geostationary atmospheric chemistry and air quality
could increase in the next decade, which would significantly expand air quality research
from a local scale to regional and global scales [Duncan et al., 2014; Fishman et al.,
2012]. However, near-surface pollution is one of the most challenging problems for
satellite remote sensing because information on near-surface air pollutants is inferred
from column-integrated quantities observed with down-looking satellite sensors. This
problem combined with the dominant ozone concentration in the stratosphere and the
physical limitations that prevent photons from effectively penetrating the lower
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troposphere and being transmitted back to satellite sensors in space render such sensing
difficult and uncertain [Duncan et al., 2014; Natraj et al., 2011; Zoogman et al., 2011].
Thus, bridging the gap between the near-surface information and the total-column
satellite retrievals is a keen objective for many atmospheric scientists. The statistical
relationship between the surface concentration of air pollutants and the column
concentration has been widely investigated.

In particular, the potential use of high

vertical ozone mixing ratio correlation for satellite retrieval has been studied using
ozonesonde observations over North America [Chatfield and Esswein, 2012]. Martins et
al. [2013] found a significant correlation between the mid-troposphere (7-10 km) and the
near-surface (1-3 km) and implied a potential application on satellite retrieval using
ozonesonde data collected during the DISCOVAER-AQ (Deriving Information on
Surface Conditions from Column and Vertically Resolved Observations Relevant to Air
Quality) field campaign in the Baltimore/Washington D.C. area. These statistical studies
have had considerable success in most cases; however, they have experienced some
limitations based on climatological analysis.

For instance, different processes and

mechanisms influence the ozone concentration in the near-surface layer than the ozone
found in the mid-troposphere.

As a result, the physical and chemical connections

between the ozone in the near-surface and mid-troposphere are not well understood. In
this way, the statistical correlation may be limited. The sensitivity to near-surface ozone
is essential for satellite retrieval [Natraj et al., 2011; Zoogman et al., 2011].
In order answer the question of how to distinguish the surface ozone from the
ozone column concentration measured by satellites, we need to understand the physical
and chemical processes that control the ozone variation. In addition to the necessary
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satellite observations, the community air-quality model also needs to understand ozone in
small-scale areas to improve ozone simulation in the planetary boundary layer (PBL)
[Zhang et al., 2012].
Tropospheric ozone is a secondary pollutant, formed by the photochemical
reactions of its precursors in the atmosphere. PBL ozone (i.e., that found in the PBL, the
lowermost ~2 km of the troposphere) has a shorter lifespan than ozone in the free
troposphere (FT), because of the high ozone deposition in the PBL [Atkinson, 2000;
Jenkin and Clemitshaw, 2000]. During the day, ozone is produced as a secondary
pollutant from the reactions of Volatile Organic Compounds (VOCs) and NOx
(NO+NO2) in the presence of sunlight. The mechanisms of ozone production in the
troposphere including VOC-controlled vs. NOx-controlled processes, are now well
known [Jenkin and Clemitshaw, 2000]. During the nighttime, in the absence of sunlight,
ozone is not produced and is removed through 𝑁𝑂2 + 𝑂3 → 𝑁𝑂3 and higher oxidized
states [Atkinson, 2000; Jenkin and Clemitshaw, 2000].

Consequently, ozone

concentration in the shallow PBL at night is usually close to zero; however, the emission
and/or transport of ozone is sometimes observed to increase ozone concentrations within
the nighttime or even increase the ozone level the following day [Kuang et al., 2011b].
PBL dynamics also plays a critical role in controlling PBL ozone amounts and air
quality [Langford et al., 2010].

The Earth’s surface acts as a boundary for the

atmosphere. Therefore, the lowermost 100 to 3000 m of the atmosphere is defined as the
PBL, which is directly impacted by the underlying surface. The daytime PBL is usually
called the convective boundary layer (CBL) due to turbulent domination in the mixing
layer. In this dissertation, CBL refers to daytime PBL. The FT is the area between the
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top of the PBL and the tropopause. The definition of the PBL is “the part of the
troposphere that is directly influenced by the presence of the Earth’s surface, and
responds to surface forcing with a timescale of about an hour or less” [Stull, 1988].
Because of the interaction between the land or water surface and the atmosphere, the
sharp gradients of meteorological fields that occur near the surface produce turbulence,
which is one of the most important transport processes in PBL meteorology [Stull, 1988].
Figure 1.1 shows vertical wind velocity profiles observed by the Compact Wind and
Aerosol Lidar (CWAL) in Huntsville, AL on August 28, 2013. The irregular swirls of
motion are called eddies. Large eddies in the PBL scale range from 100 to 3000 m in
diameter, similar to the height of the CBL. These large eddies are the most intense and
play a critical role in the transport and dispersion of air pollutants, which emit from the
surface as well as energy exchange [Huang et al., 2011; Stull, 1988].

Figure 1.1 Vertical wind velocity observed by CWAL in Huntsville, AL, August 28,
2013. This figure clearly shows the turbulence in the CBL.
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As shown in Figure 1.2, the entrainment zone is the area between the CBL and the
FT. The entrainment process involves mixing and transforming non-turbulent air in the
FT into turbulent air in the CBL, while the heat, moisture, and chemicals in the FT nonturbulent air mix into the PBL. Similarly, the heat, moisture, and chemicals from the
ground and lower CBL mix into the entrainment zone, then into the FT.

Figure 1.2 Evolution of the planetary boundary layer over time [Ouwersloot, 2013]. The
layers above the ground surface are the NBL, CBL and the RL. The free troposphere
(FT) is located on the top. The interface layers including the entrainment zone (EZ),
thermal inversion layer (IL) and the transition layer (TL) are located between the layer
above the ground surface and the FT. Growth of the CBL occurs through the entrainment
process that mixes non-turbulent air in the FT into CBL. The turbulence and entrainment
are driven by heat flux emitted from the ground surface due to solar radiation. In
addition, water vapor and chemical species are emitted or deposed at the ground surface.

The entrainment process plays an important role in the interactions between the
FT and CBL, the CBL growth and CBL heat and the water vapor budget [Canut et al.,
2012; Huang et al., 2011; Träumner et al., 2011].

Previous studies proved that

vegetation uptake and the entrainment process associated with CBL growth dominate the
CBL CO2 budget [Vilà-Guerau de Arellano et al., 2004]. This conclusion implies that
the laminar ozone structure within the CBL and the ozone budget increase are highly
6

related to the entrainment process. This process significantly affects ozone buildup at the
ground level throughout the day, especially in the morning when the mixing process
escalates rapidly in the CBL [Zhang and Rao, 1999]. After sunset on the previous day,
the high levels of ozone in the upper region of the PBL and FT become trapped in the
residual layer (RL) above the stable nocturnal boundary layer (NBL). As PBL height
increases the following morning, the high RL ozone returns to the PBL. The entrainment
of RL ozone can account for 60-70% of the day’s maximum surface or can enhance the
near-surface ozone formation rate on the following day [Fast et al., 2000; Kim et al.,
2007; Kuang et al., 2011b; Morris et al., 2010]. However, the entrainment process is not
well understood and has been over simplified in numerical models [Brooks and Fowler,
2012]. Figure 1.3 indicates a rapid ozone increase in the morning a tethered balloon
observed in addition to growth of the CBL observed by a 915-MHz wind profiler.
In general, atmospheric studies consist of two main research areas: 1) atmospheric
chemistry and 2) atmospheric dynamics, which are strongly connected by interacting
processes. Since the interactions between the chemical and physical processes can have a
significant impact on the physical and chemical budget and are not well represented,
further investigations are necessary.

7

Figure 1.3 Tethered balloon flight on August 24, 2012 on the top panel. The color scale
on the right represents the ozone mixing ratio in ppb. The co-located ceilometer curtain
plots in the bottom panel show the PBL growth process as the PBL ozone mixing ratio
increased rapidly at approximately 14 UTC. The dramatic change at 1445-1500 UTC
(0945-1000 am local time) occurred during the balloon’s descent to the surface and
ascent back to 100 m.
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The purpose of this dissertation is to understand the chemical and dynamic
processes that control ozone variation in the CBL as well as the interactions that occur
between the PBL and FT based on the process of entrainment in order to improve satellite
ozone data retrieval in the near-surface layer. The research objectives of this dissertation
include the following:


Estimate the PBL vertical profiles, including ozone, wind, etc., using
multiple observations and an LES model.



Calculate ozone turbulence flux using observations and an LES model.



Estimate the impact of the residual layer and large-scale subsidence on the
evolution of the CBL and the ozone concentration in the near-surface
layer.



Estimate the impact of the interactions between the FT and PBL on ozone
concentrations.

1.2 Research Strategy
The processes studied in this dissertation are not limited to specific geographic
locations. The results and analyses can be applied to anywhere; however, the case studies
focus on the PBL located in Huntsville AL, in the southeastern United States, which has a
dense coverage of forest and agricultural land that emits high oxidants during the
summer, resulting in frequently elevated ozone levels [Biazar, 1995; Blanchard et al.,
2014]. Huntsville is a typical mid-size city that is representative of similarly sized cities
in the southeastern United States.

9

In this dissertation, the interactions between the PBL and FT as well as the impact
of these interactions on the ozone concentration in the CBL are studied through
numerical experiments using a large eddy simulation (LES) model coupled with a
chemical module that can address atmospheric chemistry and dynamics simultaneously.
We designed the numerical experiments by combining observations from in situ and
remote sensing data while controlling the conditions for distinguishing and quantifying
the impact of different processes. As a compromise between the computational cost and
scientific representation, we optimize our analysis of the chemical scheme to represent
the essential reactions of an O2-NOx-VOC system.

1.3 Dissertation Outline
In Chapter 2, we examine and review the fundamental dynamics and chemistry of
the ozone found in the PBL.
Chapter 3 describes and summaries LES models and their applications.
Chapter 4 discusses the impact of the presence of the residual layer on the ozone
concentration at the surface and in the PBL using LES model.
Chapter 5 discusses a case study of the ozone evolution on September 6, 2013 in
Huntsville, AL driven by local emissions and chemical productions.
Finally, Chapter 6 gives a brief summary of this dissertation and future work.

10

CHAPTER II

THE CHEMISTRY AND PHYSICS OF THE PLANETARY
BOUNDARY LAYER
2.1 Introduction
Emissions near the ground will directly enhance air pollution levels and produce
secondary air pollutants that worsen local air quality.

On the other hand, the air

pollutants produced anthropogenically, including industrial and vehicle emissions emit
directly into the planetary boundary layer. This means that a part of the air pollutants
will mix into the free troposphere through the interaction between PBL and the FT. The
air pollutants in the FT will transport to remote areas, even over the oceans, through
atmospheric circulation [Baumann et al., 2000; Donnell and Fish, 2001; Greenhut et al.,
1995; Lee et al., 2013; Nzotungicimpaye et al., 2014; Stohl and Trickl, 1999]. Therefore,
understanding the PBL production process is essential to regional and global atmospheric
quality and climate research.
In this chapter, we discuss the basics of PBL dynamics and chemistry along with
a review of past studies that focus on the PBL and the entrainment process.

11

2.2 The Evolution of the Morning PBL and RL
Surface heat flux caused by solar radiation, wind shear, etc. drives the evolution
of the PBL. In the early morning, the Earth’s surface heats up due to the absorption of
solar radiation after sunrise. As the temperature rises, the surface starts to emit heat
fluxes that produce turbulence by heating up the bottom of the shallow stable nocturnal
boundary layer. Notably, these heat fluxes provide the main mechanism for heating the
PBL instead of the layer doing so itself. The Earth’s surface absorbs a major part of solar
radiation, with the PBL’s thinness allowing for the absorption of enough solar radiation
to be heated [Stull, 1988].
As the turbulence intensity increases, the height of the PBL grows when nonturbulent air in the residual layer, a layer located above the top of the nocturnal boundary
layer, mixes into the turbulent CBL. The growth of the CBL continues until the CBL
reaches its stable height, which is the dynamical balance between the sources of energy
and the intensity of large turbulence.

After the height of the CBL stabilizes, the

entrainment process (the interaction between the CBL and the FT) continues to mix nonturbulent air from the FT into the CBL and turbulent air from the CBL into the FT
simultaneously, on the order of 0.01 m/s [Stull, 1988]. The shallow area (or layer)
between the FT and CBL is called the entrainment zone.
The surface heat flux changes from heating the PBL to cooling it down
approximately ~2 hours before sunset [Beare et al., 2006; Busse and Knupp, 2012;
Fernando et al., 2013]. This change in the surface heat flux divides the CBL into two
parts.

First, radiative cooling produces a shallow NBL, and the strong deposition

processes at the ground remove air pollutants (e.g., NO, ozone, etc.). The rest of the CBL
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aloft forms a new layer called the RL. The turbulence in the RL decays gradually,
continuing to mix the chemical species in this layer. The RL preserves all of the mean
dynamical and chemical characteristics of the CBL in the absence of dry depositions and
sunlight-dependent photochemical reactions.
The RL stays at the top of the NBL and is incorporated into the CBL during the
growth processes of the following morning. The aforementioned mean characteristics
being stored in the RL may play a significant role in the dynamical and chemical
evolution of the CBL in the early morning.

Neu et al. [1994] used ozonesonde

observations and a transilient turbulence model to find that the RL at the Swiss plateau
contributes 50-70% of the maximum ozone concentration. Furthermore, Morris et al.
[2010] used ozonesonde observations in Houston, TX to determine that 60-70% of the
maximum surface ozone concentration in the afternoon can be explained by the high
ozone levels being stored in the RL. In Asia, Kim et al. [2007] discovered that high
ozone in the RL had a significant influence on the following day’s urban air quality in the
Seoul metropolitan area, and Zhang and Rao, [1999] studied the importance of vertical
mixing that redistributes ozone in the CBL, including ozone from the RL.
Due to the complex structure of the CBL, we must clarify the definition of this
layer’s height.

Convection or mechanical turbulence within a time scale of

approximately one hour governed the CBL’s height [Stull, 1988]. This layer’s name
differs across related studies, including such terms as mixed layer height, CBL height,
and PBL height. In this dissertation, we refer to this parameter as CBL height, but it has
the same meaning as the aforementioned alternative terms [Cohn and Angevine, 2000;
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Compton et al., 2013; Dandou et al., 2009; Hennemuth and Lammert, 2006; Lammert
and Bösenberg, 2005; Menut, 1999; van der Kamp and McKendry, 2010].
The vertical distributions of heat, water vapor, and other chemical species are
mostly homogeneous in the CBL due to turbulence mixing. Consequently, the vertical
profiles show a significant change or gradient at the top of the CBL.

The key to

determining CBL height definition is to pinpoint where the significant change occurs in
the profile. Scientists have developed many algorithms to find CBL height, including the
gradient method, the wavelet transform method, and artificial intelligence method [Cohn
and Angevine, 2000; Seibert et al., 2000].

2.3 The Entrainment Process
As described and discussed in Section 2.2, entrainment is the process in which
non-turbulent air in the FT mixes with the turbulent CBL. The entrainment velocity (or
rate) is in the order of 0.01 m/s and can be up to 1 m/s during the rapid growth of the
CBL [Träumner et al., 2011]. The entrainment rate (we) is defined as
𝑤𝑒 =

𝑑𝑧𝑖
𝑑𝑡

− 𝑤𝐿 ,

(2.1)

where zi is the height of the CBL, t is time and wL represents the vertical motion caused
by the large-scale subsidence.
Scientists have long been investigating the entrainment process for its importance
to the field of cloud physics, and recently, climate scientists have increasingly focused on
aerosol indirect effects and cloud-climate feedback [Hill et al., 2009; Lu et al., 2011; Lu
et al., 2012; Lu et al., 2013]. The correlation of temperature and trace gas in the bottom
of the CBL is associated with the strength of the entrainment process [Lanotte and
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Mazzitelli, 2013]. In addition to the significant impact on the distribution of chemical
reactants and air pollutants, the entrainment process can also change the CO2, water
vapor, and heat budgets by using a first order jump model [Huang et al., 2011]. In this
study, we focus on the role of the entrainment process in the growth of the CBL as well
as the link between local- and urban-scale air pollution and regional-scale air pollutant
transport.

2.4 Ozone Chemistry in the CBL
Ozone is produced through the combination of NOx and VOCs in the presence of
sunlight [Seinfeld and Pandis, 2006]. The details of its production are evident in the
following reactions:
𝑂3 + ℎ𝑣 → 𝑂2 + 𝑂( 1𝐷 ),

(2.2)

𝑂( 1𝐷) + 𝑀 → 𝑂 + 𝑀,

(2.3)

𝐻2 𝑂 + 𝑂( 1𝐷 ) → 2𝑂𝐻.

(2.4)

The hydroxyl (OH) radical is the key reactive species in the chemistry of ozone
formation that initiates the oxidation sequence. Competition occurs between the VOCs
and NOx for the OH radical. In a high ratio of VOC-to- NOx concentration, OH will react
mainly with the VOCs; in a low ratio, the NOx reaction can be dominant. The reaction of
OH with hydrocarbons propagates ozone.

RH (where R is an organic group) is a

simplified notation for hydrocarbons [Atkinson and Arey, 2003].
hydrocarbon by OH produces the organic peroxy radical RO2:
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Oxidation of a

𝑅𝐻 + 𝑂𝐻 + 𝑂2 → 𝑅𝑂2 + 𝐻2 𝑂.

(2.5)

The reactivity generally increases with the size of the hydrocarbon because of the
larger number of C-H bonds that are available for H abstraction by OH. Unsaturated
hydrocarbons are also highly reactive because OH adds rapidly to the C=C double bonds.
In the surface air over the United States, large alkanes and unsaturated hydrocarbons are
sufficiently abundant to dominate CO or CH4 as sinks of OH in contrast to the remote
troposphere.
The RO2 radical produced in Reaction 2.4 reacts with NO to produce NO2 and an
organic oxy radical RO in the following way:
𝑅𝑂2 + 𝑁𝑂 → 𝑅𝑂 + 𝑁𝑂2.

(2.6)

After the reaction, NO2 goes on to photolyze and produce O3. The RO radical has
several possible outcomes. It may react with O2, thermally decompose or isomerize. The
subsequent chemistry is complicated.

Typically, carbonyl compounds and an HO2

radical are produced. A generic representation of this reaction:
𝑅𝑂 + 𝑂2 → 𝑅 ′ 𝐶𝐻𝑂 + 𝐻𝑂2 ,

(2.7)

𝐻𝑂2 + 𝑁𝑂 → 𝑂𝐻 + 𝑁𝑂2 .

(2.8)

The carbonyl compound R'CHO may perform photolysis to produce HOx or react
with OH to continue the chain propagation. The net reaction is
𝑅𝐻 + 4𝑂2 → 𝑅 ′ 𝐶𝐻𝑂 + 2𝑂3 + 𝐻2 𝑂.

(2.9)

Therefore, the hydroxyl radical is the key reactive species in the chemistry of
ozone formation while the VOC-OH reactions initiate the oxidation sequence. Figure 2.1
shows a scheme diagram of ozone chemistry in the CBL.
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Figure 2.1 Scheme of the free radical-catalyzed oxidation of a generic saturated
hydrocarbon, RH, to its first generation oxidized product [Jenkin and Clemitshaw, 2000;
Seinfeld and Pandis, 2006]

Since the VOCs and NOx compete for the OH radical and since, as previously
mentioned, OH will react mainly with VOCs when the VOC-to- NOx concentration ratio
is high (reacting with NOx when the ratio is low), ozone production is controlled by the
ratio of VOCs to NOx. Figure 2.2 shows the relationship between ozone production and
VOCs and NOx. We set this study in the southeastern United States, in an area of dense
forest coverage and agricultural lands that emit high-level oxidants for ozone production.
This setting suggests that ozone production would be more sensitive to NOx and NOz
(NO2 reaction products) than to hydrocarbons [Blanchard et al., 2014; Duncan et al.,
2010].
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Figure 2.2 An isopleth diagram calculated the peak ozone mixing ratio generated from
various initial NOx mixing ratios and VOCs mixing ratios [Jenkin and Clemitshaw, 2000]
At nighttime, the ozone production stops due to lack of sunlight and ozone losses
chemically through:
𝑁𝑂 + 𝑂3 → 𝑁𝑂2 + 𝑂2,

(2.10)

𝑁𝑂2 + 𝑁𝑂3 + 𝑀 ↔ 𝑁2 𝑂5 + 𝑀.

(2.11)

2.5 Chemical Reaction Rate and Segregation
Atmospheric turbulence is the process that brings reactants together and is the
main mixing mechanism in clear and cloudy boundary layers. Under specific turbulent
mixing and chemical conditions, the distribution and evolution of the average
concentration (first-order moment) and the fluxes and covariance (second-order moment)
can be modified by chemical transformation. Turbulence limits the reactivity of species
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that are transported, mixed, and transformed at a similar timescale [Donaldson and Hilst,
1972; Schumann, 1989; Sykes et al., 1992; Vilà-Guerau de Arellano, 2003].
The chemical reaction rate contains two parts—a mean part and a perturbation
part—like other parameters in boundary layer studies. Take a simple one-order chemical
reaction Eq.(2.10) as an example:
For simplicity, NO was assumed to have uniform emissions from the surface,
dispersing upward into a mixed layer with ozone. The average reaction rate between the
upward-diffusing reactant of local concentration cu (NO) and a down-diffusing reactant of
local concentration cd (ozone) is [Herwehe, 2000; Petersen, 2000; R.I. Sykes et al., 1994]:
𝑘𝑐̅̅̅̅̅̅
̅̅̅
𝑐𝑑 + ̅̅̅̅̅̅̅
𝑐𝑢 ′𝑐𝑑 ′),
𝑢 𝑐𝑑 = 𝑘(𝑐
𝑢 ∙ ̅̅̅

(2.12)

where k is the reaction rate, the overbar denotes a spatial or temporal ensemble average,
and the prime mean is a fluctuation from the mean.
An intensity of segregation 𝐼𝑆 is defined as the ratio of covariance term ̅̅̅̅̅̅̅
𝑐𝑢 ′𝑐𝑑 ′ to
the mean chemistry term ̅̅̅
𝑐𝑢 ∙ 𝑐̅̅̅
𝑑 , as
𝐼𝑠 =

̅̅̅̅̅̅̅̅̅
𝑐𝑢 ′𝑐𝑑 ′
̅𝑐̅̅𝑢̅∙𝑐
̅̅̅𝑑̅

.

(2.13)

Therefore, Eq. (2.11) can be written as follows:
𝑘𝑐̅̅̅̅̅̅
𝑐𝑢 ∙ ̅̅̅
𝑐𝑑 (𝐼𝑠 + 1).
𝑢 𝑐𝑑 = 𝑘 ∙ ̅̅̅

(2.14)

The concentrations of two reactants of a fast reaction will not be simultaneously
nonzero. In the case of a strong negative correlation between the two species, the 𝐼𝑠 is
close to -1. The faster the reaction rate, the more segregated the species will become and
the greater the controlling effect of the turbulent mixing. Therefore, a number is required
that determines how fast the reaction rate truly is.

19

The key dimensionless number that determines whether the chemical terms are of
the same orders as the thermodynamic terms in the governing equations is the ratio of the
characteristic dynamic scale to the chemical reaction scale, namely the Damkӧhler
number [Herwehe, 2000; van Stratum et al., 2012], as shown below:
𝐷𝑎 = 𝑘𝑧𝑖𝑐𝑢∗ /𝑤 ∗ .

(2.15)

In this equation, the non-dimensional reaction rate represents the ratio of the
reaction time scale (𝑘𝑐𝑢∗ )−1 to the turbulent convective eddy time scale (𝑧𝑖 𝑤 ∗ )−1, where
zi is the inversion height and w* is the convective velocity scale. The upward-diffusing
component’s concentration scale is defined as 𝑐𝑢∗ = (𝐸𝑤 ∗ )−1, where E is the specified
surface flux for cu. These scales are appropriate for a chemical reaction rate controlled by
the upward flux of cu.
For a steady state, the vertically integrated reaction rate by which both reactants
are depleted is independent of the actual value of the large reaction rate coefficient.
Instead, the integrated reaction rate equals the emission rate of the upward-diffusing
reactant or the rate at which material is entrained from above the CBL, whichever gives
the smaller rate. Therefore, the integrated reaction rate for a fast reaction in the CBL is
completely different from the product of the mean concentration values and the large
reaction rate coefficient.
There are three categories of chemistry in the CBL as functions of the Damkӧhler
number:


Fast chemistry (Da>>1): The chemical species are highly segregated with the
reaction taking place only at the interface between the two reactants where
turbulent mixing occurs at the molecular scale, driven by molecular diffusion.
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Moderate chemistry (Da~= 1): The time scales for the chemical reaction and the
turbulent mixing are comparable. The concentration fluctuations are somewhat
correlated, which induces a reduction in the overall reaction rate.



Slow chemistry (Da << 1): Homogeneous mixing of the reactants is completed
before the chemical reaction starts; therefore, the concentration covariance can be
neglected. This is the primary assumption of chemical box models.
A large number of species are Da>>1 in the atmosphere. Reactions involving

hydroxyl radicals and reactions of peroxy radicals with nitric oxide particularly belong to
the categories of moderate and fast chemistry.
In addition to the rate of chemical reactions, we further discuss the dynamical
(turbulent) factor that controls the segregation Is, which can also be treated as a function
of the correlation and concentration variances mathematically.

The correlation

coefficient of chemical reactants A and B is defined as
𝜎

𝑟 = 𝜎 𝐴𝐵
,
𝜎

(2.16)

𝐴 𝐵

where 𝜎𝐴 and 𝜎𝐵 represent the standard deviations of the concentrations of compounds A
and B, respectively and 𝜎𝐴𝐵 represents the covariance of A and B. The variance of CA is
defined as 𝜎𝐴 2 = 𝐶𝐴 ′ ∙ 𝐶𝐴 ′, and the covariance of CA and CB is equal to 𝐶𝐴 ′ ∙ 𝐶𝐵 ′. As such,
the segregation in Eq. (2.3) can be written as
𝜎 𝜎

𝐼𝑠 = 𝑟 ∙ 𝐶 𝐴∙𝐶𝐵 .
𝐴

(2.17)

𝐵

Therefore, the segregation Is depends on the correlation between the two chemical
reactants. This implies that both chemical reactions and the physical transport control the
segregation. When the two reactants originate from the same source, they are physically
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highly correlated and r > 0. However, when the two reactants originate from different
sources, e.g., one emits from the surface and the other one from the FT, they are
physically negatively correlated and r < 0.

Similarly, the chemical reactions also

influence the correlation since the two reactants have negative correlations. Due to the
complex interactions between the physical and chemical processes, we must study the all
components of the process simultaneously [Heus et al., 2010; Ouwersloot et al., 2011;
van Stratum et al., 2012].

2.6 Ozone Budget
This section investigates the ozone budget in the PBL and analyzes each term in
the governing equations. The continuity equation describes the budget of ozone for an air
parcel in the atmosphere. Assuming that the air in the boundary layer is incompressible
and that transport processes due to diffusion are negligible in the PBL, the continuity
equation can be written as [Jacobson, 1999; Stull, 1988]
𝜕𝑂3
𝜕𝑡

𝜕𝑂

= ∑3𝑖=1 𝑢̅𝑖 𝜕𝑥3 + ∑3𝑖=1
𝑖

̅̅̅̅̅̅̅̅̅
𝜕𝑢
𝑖 ′𝑂3 ′
𝜕𝑥𝑖

𝑁

𝑒,𝑡 ̅
+ ∑𝑛=1
𝑅𝑛 ,

(2.18)

where O3 is the ozone mixing ratio, xi (i=1, 2 and 3) is the Cartesian coordinate, 𝑢̅𝑖 is the
𝑁𝑒,𝑡
mean wind velocity, ̅̅̅̅̅̅
𝑢𝑖 𝑂3 is the turbulent ozone flux in the direction i and ∑𝑛=1
𝑅̅𝑛

indicates emission, deposit and chemical production as well as ozone loss [Senff et al.,
1996]. Eq. (2.18) clearly indicates that the ozone budget in the PBL is controlled by
advection, turbulence flux, emission, chemistry, and deposition.
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CHAPTER III

LARGE EDDY SIMULATION

3.1 Introduction
LES is a mathematical tool to simulate turbulence and is widely used in the fields
of fluid dynamics and atmospheric science. There are different scales of turbulence
within the PBL, ranging from 1 cm to 1000 m or more. Large turbulence that is greater
than 50 m is produced by the instability of the mean flow while small turbulence that is
less than 50 m is produced by the cascading process from large turbulence [Moeng,
1984]. Large turbulence dominates the transfer of momentum, heat, and mass in the PBL
since small turbulence is too small to influence the flow morphology or to produce
energy [Heus et al., 2010]. According to this assumption, the principle of the LES model
is to resolve the turbulence with scales larger than a certain filter width and parameterize
smaller turbulence.
3.2 Governing Equations with a Filtering Operation
To filter out the small turbulences from the lager turbulences, a filter function
applied to a variable (x):
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𝑓̃(𝑥) = ∫𝐷 𝑓(𝑥 ′ )𝐺(𝑥, 𝑥 ′ , ∆̅)𝑑𝑥′ ,

(3.1)

where D is the entire domain, G is the filter function and ∆̅ is the filter width. Three of
the most commonly used filter functions are the sharp Fourier cutoff filter, the Gaussian
filter, and the top-hat filter [Piomelli, 1999].
Applying the filtering operator to the continuity equations with the Boussinesq
approximation, these equations are shown as [Heus et al., 2010]
̃𝑖
𝜕𝑢
𝜕𝑥𝑖
̃𝑖
𝜕𝑢
𝜕𝑡

= 0,
= −

(3.2)
̃𝑢
𝜕𝑢
𝑖 ̃𝑗
𝜕𝑥𝑗

−

𝜕𝜋
𝜕𝑥𝑖

𝑔
̃𝑣 𝛿𝑖3 + 𝑓𝑖 − 𝜕𝜏𝑖,𝑗 ,
+𝜃 𝜃
𝜕𝑥
0

𝑗

(3.3)

and
̃
𝜕𝜑
𝜕𝑡

= −

̃𝑗 𝜑
̃
𝜕𝑢
𝜕𝑥𝑗

−

𝜕𝑅𝑢𝑗,𝜑
𝜕𝑥𝑗

+ 𝑆𝜑 ,

(3.4)

where “~” indicates the filtered mean variables. The vertical direction (i=3) is taken to
the surface is the modified pressure, 𝜋 =

𝑃̃
𝜌0

2

+ 3 𝑒 is the modified pressure, δij is the

Kronecker delta and 𝑓𝑖 represents other forcing, including large scale forcing and Coriolis
forcing. Molecular transport terms have been neglected. The scales that are smaller than
the filter width are denoted by 𝑅𝑢𝑗,𝜑 = 𝑢̃
̃𝑗 𝜑̃.
𝑗𝜑 − 𝑢

3.3 Subfiltered-Scale Model
The function of the sub-grid scale model (or parameterization) is to remove
energy from the resolved scales [Heus et al., 2010]. Current SGS turbulence models use
empirical constants derived from the statistical properties of turbulence. Since small
turbulence contributes a very small portion of momentum and energy to the whole
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system, the LES model is less sensitive to the SGS model scheme, as the more general
SGS model is not necessary in the fine-resolution LES model [Moeng, 1984; Piomelli,
1999]. However, it could improve model performance in terra incognita [Wyngaard,
2004].
A prognostic equation adopted from the turbulence energy model is written as
[Deardorff, 1980; Heus et al., 2010; Moeng, 1984]
𝜕𝑒
𝜕𝑡

= −

̃𝑒
𝜕𝑢
𝑗
𝜕𝑥𝑗

̃
𝜕𝑢

𝑔

− 𝜏𝑖𝑗 𝜕𝑥 𝑖 + 𝜃 𝑅𝑤,𝜃𝑣 −
0

𝑗

𝜕𝑅𝑢𝑗,𝑒
𝜕𝑥𝑗

−

1 𝜕𝑅𝑢𝑗,𝜋
𝜌0 𝜕𝑥𝑗

−𝜖,

(3.5)

where ϵ is the dissipation rate. The SGS fluxes are modeled as
̃
𝜕𝜑

𝑅𝑢𝑗,𝜑 = −𝐾ℎ 𝜕𝑥 ,

(3.6)

𝑗

and
̃
𝜕𝑢

̃𝑗
𝜕𝑢

𝑗

𝜕𝑥𝑖

𝜏𝑖,𝑗 = −𝐾𝑚 (𝜕𝑥 𝑖 +

),

(3.7)

where Kh and Km are the SGS eddy coefficients for momentum and heat, respectively.
The first right-side term of Eq. (3.5) is solved, and the second term can be
calculated by Eq. (3.7). The remaining terms on the right side of Eq. (3.5) need to be
modeled or parameterized [Deardorff, 1980; Smagorinsky, 1963]. After applying the
Smagorinksy model to Eq. (3.5), the new equation can be written as
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1

𝜕𝑒 2
𝜕𝑡

𝜕
𝜕𝑥𝑗

1

𝜕𝑒 2

= −𝑢̃𝑗 𝜕𝑥 +
𝑗

1

1
1
2𝑒 2

𝜕𝑒 2

𝑐𝜖 𝑒

𝑗

2𝜆

(2𝐾𝑚 𝜕𝑥 ) −

̃
𝜕𝑢

̃𝑗
𝜕𝑢

𝑗

𝜕𝑥𝑖

[𝐾𝑚 (𝜕𝑥 𝑖 +

̃𝑙 +𝐵𝑞
̃)
𝑔 𝜕(𝐴𝜃
𝑡

) − 𝐾ℎ 𝜃

0

𝜕𝑧

,

]+

(3.8)

where A and B are coefficients that depend on the local thermodynamic state for the third
term on the right side of Eq. (3.5) due to buoyancy. The rest of the terms are modeled
based on empirical equations [Deardorff, 1980; Heus et al., 2010; Smagorinsky, 1963].

3.4 Summary of LES Models for Atmospheric Science
Dutch Atmospheric Large-Eddy Simulation (DALES) was developed and is
maintained by Delft University of Technology, the Royal Netherlands Meteorological
Institute, Wageningen University, Max Planck Institute for Chemistry, Utrecht
University, Technical University of Catalonia, et al. [Böing et al., 2012; Heus et al.,
2010]. It has been used in studies of boundary layer dynamics and chemistry, with its
major advantage of coupling the two processes simultaneously [Vilà-Guerau de Arellano
et al., 2005]. This feature makes it possible for us to study the impacts of the residual
layer on ozone in the CBL and ground layer through complex dynamical and chemical
processes [Blay-Carreras et al., 2014; van Stratum et al., 2012; Vilà-Guerau de Arellano
et al., 2009]. We use DALES version 4.0 model in this dissertation.
The model resolves dynamical and chemical processes in the boundary layer with
fine spatio-temporal resolution. The processes with scales larger than a set filter width
are explicitly resolved using the Navier-Stokes equations with the Boussinesq
approximation while smaller-scale processes are parameterized based on a one and half
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order closure assumption. Periodic boundary conditions occur in all four horizontal
directions in this dissertation [Heus et al., 2010].
Scientists from the Department of Mesoscale & Microscale Meteorology (MMM)
within the National Center for Atmospheric Research (NCAR) developed an LES model
originally described by [Moeng, 1984] and have improved the LES, including coupling
the land surface model [Patton et al., 2005]. Huang et al. [2007] coupled a land surface
model into the LES model to study surface-atmosphere interactions. In the coupled LESLSM (Land Surface Model) model, the LSM can provide varying surface heat, water
vapor, and tracer flux to the LES [Huang et al., 2011].
A Parallelized Large-Eddy Simulation Model for Atmospheric and Oceanic Flows
(PALM) is a large eddy simulation model especially designed for performance on
massively parallel computer architectures.

The Institute of Meteorology and

Climatology, University of Hannover, developed and now permanently maintains it.
PALM’s highlighted features include a good scaling capability, online data analysis,
topography on a Cartesian grid, etc. (http://www.muk.uni-hannover.de/243.html?&L=1).
Weather Research and Forecast (WRF) is a state-of-the-art atmospheric modeling
system that is used to simulate atmospheric fluids from large-eddy simulations into
numerical weather prediction. Advanced Research WRF version 3.0 implements new
subfilter turbulence models [Mirocha et al., 2010]. According to the preliminary results,
the new subfilter models improve the overall behavior of the WRF model in LES
applications by reducing errors produced by the original standard WRF subfilter models.
These improvements expand the applicability of the WRF model to new physical
contexts [Mirocha et al., 2010].
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CHAPTER IV

THEORETIC EXPECTATION OF OZONE MORPHOLOGY
IN THE CONVECTIVE BOUNDARY LAYER

4.1 Introduction
Ground-level ozone is a substantial concern because it is known to have negative
effects on human health, agriculture, and materials [Chameides et al., 1997; Jenkin and
Clemitshaw, 2000; EPA, 1990]. As a result, the EPA set a National Ambient Air Quality
Standard (NAAQS) of a 1-hr average less than 125 ppb and a surface ozone standard of
75 ppb over an 8-hr average.
As a result of nighttime radiative cooling, the surface layer decouples from air
aloft and forms a stable NBL. Ozone in the NBL is lost by NO titration and by dry
deposition processes at the surface [Zhang and Rao, 1999]. The part of the CBL above
the shallow NBL forms a RL that contains all the mean characteristics of the previous
CBL including ozone concentration, temperature, humidity, etc. The ozone stored in the
RL has a significant influence on the ozone maximum during the following day through
its incorporation into the morning CBL. Up to 70% of the daytime ozone maximum
during the following day results from entrainment of ozone in the RL according to
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observational studies [Fast et al., 2000; Kim et al., 2007; Kuang et al., 2011b; Morris et
al., 2010].
Although recent studies have discussed, with considerable success, the
relationship between RL ozone and surface air quality quantitative analysis and chemicalphysical explanations of the processes incorporating RL ozone into the CBL, ozone
entrainment flux between the FT and the CBL, and ozone transport within the CBL
remain incomplete.

In this chapter, a large eddy simulation model coupled with a

chemical module is used to study the influence of ozone stored in the RL on ground level
and CBL ozone concentrations including variations in the evolution of the CBL depth
due to the presence of a RL. Please note that we do not aim for a perfect representation
of the atmospheric chemistry. For example, we do not account for dry deposition.

4.2 Methodology
4.2.1

Model Settings
For all cases in this chapter, the spatial resolution of the domain is

50 m × 50 m × 25 m in x, y, and z directions, respectively, with 100 × 100 × 96 grid
cells in each dimension; consequently, the simulation domain is 5 km × 5 km × 2.4 km.
The total simulation time is set to 10 hours with an adaptive time step of a maximum of
10 seconds, which avoids instabilities in the chemical solver and expensive
computational costs. The fine temporal and spatial resolution resolves both atmospheric
dynamical and chemical scales in the CBL. In order to lower the computational cost, we
set the output intervals to 30 seconds.
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To simulate the diurnal variation of the surface sensible and latent heat fluxes,
surface sensible and latent heat flux is set to0.12 × 𝑠𝑖𝑛 (𝜋 ×
0.0001 × 𝑠𝑖𝑛 (𝜋 ×

𝑡𝑖𝑚𝑒−1380
45803

) K∙ms-1 and

𝑡𝑖𝑚𝑒 −1380
45803

) kg∙kg-1∙ms-1, respectively, while the sunset time is

23 minutes after the start of simulation time. The initial winds and geostrophic winds are
all set to zero in order to investigate the shear-free situation without large-scale
subsidence.
To analyze the impact of the RL on the morning growth of ozone in the CBL, the
initial profiles of potential temperature (θ), specific humidity (q) and ozone mixing ratio
are set as shown in Figure 4.1. For RL cases, the NBL occurs between the surface and
200 m and the RL occurs from 200 m to 1200 m with homogeneous potential
temperature, specific humidity, and ozone mixing ratio profiles.

In the FT, above

1200 m, lapse rates are constant as shown in Figure 4.1. For no-RL cases, the FT lapse
rates start at 200 m. High-ozone cases include 100 ppb from 200 m to 1200 m and
50 ppb aloft.

Low-ozone cases contain 50 ppb at all altitudes above 200 m.

Consequently, we have four cases in this chapter: 1) residual layer with high ozone
(RLH); 2) residual layer with low ozone (RLL); 3) no residual layer with high ozone
(nRLH) and 4) no residual layer with low ozone (nRLL). Because the initial nocturnal
boundary layer height is 200 m, we set 0-200 m as the ground layer in this chapter. In
addition, we have performed four corresponding numerical experiments with chemistry
excluded to separate the contributions of chemistry and dynamics to ozone budgets.
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Figure 4.1 Input profiles of potential temperature, ozone mixing ratio, and humidity for
the four cases. The potential temperature and humidity profiles (dashed lines) are for
cases of no PBL cases, and the solid color lines are for PBL cases. The dashed ozone and
green solid line represent low and high ozone cases, respectively. The RL is from 200 m
to 1200 m for RL cases.
4.2.2

Segregation and Chemistry Settings
One of the advantages of DALES is to resolve turbulence, which includes

intensities of segregation.

This couples the chemical solver allowing us to

simultaneously solve the physics and chemistry equations; thereby, exposing their
interactions in the PBL.

Because simulation of complex chemistry in the PBL is

computationally expensive, we had to balance the costs between scientific fidelity and
computational time. We chose a chemical mechanism that reproduces the essential
components of the O3-NOx-VOC system with acceptable computational costs used in the
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previous studies as shown in Table 4.1 [Ouwersloot, 2013; Vilà-Guerau de Arellano et
al., 2011; Vilà-Guerau de Arellano et al., 2009].
The emission rate of isoprene and NO is set to 0.65 × 𝑠𝑖𝑛 (𝜋 ×
and 0.08 × (1 − 𝑐𝑜𝑠 (𝜋 ×

𝑡𝑖𝑚𝑒 −1380
45803

𝑡𝑖𝑚𝑒 −1380
45803

) ppb/s

)) ppb/s, respectively [Geron et al., 1997;

Kesselmeier and Staudt, 1999; Sullivan et al., 1996]. With our cases set in the southeast
United States with high isoprene and low NOx emission, ozone production is controlled
by the NOx concentration. Table 4.2 shows the initial profiles of other chemicals.
In this dissertation, we focus on the impact of the residual layer on CBL growth
and ozone concentration. The depositions of all chemical species that may cause the
overestimation of ozone concentration in the ground layer are set to zero.
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Table 4.1 Chemical reaction scheme solved in the numerical experiments by the chemical
module of DALES. T is the absolute temperature in K. Product represents the reactants
in the ambient air that are not directly evaluated.
Reaction

Reaction

R1

O3+hv → O(1D) + O2

R2

Reaction Rate

O(1D) + H2O →2OH

3.83 × 10−5 ∙ 𝑒

−

0.575
𝑐𝑜𝑠(𝜒)

3.83 × 10−5 ∙ 𝑒

−

0.575
𝑐𝑜𝑠(𝜒)
110
𝑇

R3

O(1D ) + N2 →O3 + PRODUCT

2.15 × 10−11 ∙ 𝑒

R4

O(1D) + O2 →O3 + PRODUCT

3.30 × 10−11 ∙ 𝑒

R5

NO2 +hv →NO + O3

1.67 × 10−2 ∙ 𝑒

−

0.575
𝑐𝑜𝑠(𝜒)

R6

CH2O +hv →HO2

1.47 × 10−4 ∙ 𝑒

−

0.575
𝑐𝑜𝑠(𝜒)

R7

OH +CO →HO2+CO2

R8

OH + CH4→ CH3O2

R9

OH + ISO →RO2

1.00 × 10−10

R10

OH + MVK → HO2 +CH2O

2.40 × 10−11

R11

HO2+NO → OH+NO2

3.5 × 10−12 ∙ 𝑒 −

250
𝑇

R12

CH3O2+NO → HO2+NO2+CH2O

2.8 × 10−12 ∙ 𝑒 −

300
𝑇

R13

RO2+NO →HO2+NO2+CH2O+MVK

1.00 × 10−11

R14

OH + CH2O + O2 → HO2 + CO +H2O

5.5 × 10−12 ∙ 𝑒

R15

HO2+HO2 → H2O2+O2

R16

CH3O2 + HO2 →PRODUCT

R17

RO2 + HO2 →nOH+PRODUCT

R18

OH + NO2→ HNO3

3.50 × 10−12 ∙ 𝑒

R19

NO + O3 →NO2 +O2

3.00 × 10−12 ∙ 𝑒 −

𝑘 ∗ = (2.2 × 10−13 ∙ 𝑒

600
𝑇

+ 1.9 × 10−33 ∙ 𝑒

55
𝑇

2.40 × 10−13
2.45 × 10−12 ∙ 𝑒 −

1775
𝑇

125
𝑇

𝑘∗
4.10 × 10−13 ∙ 𝑒

980
𝑇

1.50 × 10−11

∙ 𝑐𝑎𝑖𝑟) ∙ (1 + 1.4 × 10−21 ∙ 𝑒
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750
𝑇

340
𝑇
1500
𝑇

2200
𝑇

∙ 𝑐ℎ2𝑜 )

Table 4.2 Initial inputs of reactive chemicals for all four cases. The rest of the chemical
species are set to zero.

Ozone
NO
NO2
ISO
HO2
OH
MVK
CH4
CO

mixing ratio
(ppb, z < 200m)
as Figure 4.1
0
1
2
0
0
1.3
1724
124

mixing ratio
(ppb, z> 200m)
as Figure 4.1
0
0
0
0
0
1.3
1724
124

4.3 Results and Analysis
4.3.1

CBL Height and Ozone Mixing Ratio in the CBL
Turbulence is the most important transport process in the CBL.

It can be

visualized as consisting of irregular swirls of motion called eddies and is used to define
the CBL height, which plays an important role in the ozone variation by forming the
interface at which air mixes between the FT and the CBL through entrainment processes.
The CBL is dynamically controlled by turbulence and its heights are associated with
buoyancy flux, wind shear, and large-scale subsidence excluding ozone concentration.
Only cases without shear or large-scale subsidence are considered in this chapter;
therefore, buoyancy flux is the only major source to grow the CBL height. With the CBL
height defined as the altitude of the maximum gradient of potential temperature, the
growth of the CBL height, considering only entrainment and buoyancy flux, can be
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approximated based on the mixed-layer theory by [Ouwersloot and Vilà-Guerau de
Arellano, 2013] as:
𝑑𝑧𝑖
𝑑𝑡

=−

̅̅̅̅̅̅̅̅̅
(𝑤′𝜃′)𝑧𝑖
∆𝜃

,

(4.5)

̅̅̅̅̅̅̅̅𝑧 is the entrainment flux, and ∆θ is the potential
where zi is the CBL height, (𝑤′𝜃′)
𝑖
temperature jump between the FT and CBL. The CBL heights are governed by the
surface heat flux and the potential temperature jump between the FT and CBL. The
different CBL height growths in the four cases are caused by the presences of a RL,
because all cases have the same heat fluxes.
The RL contains the mean characteristics of the CBL from the previous day
including the homogeneous potential temperature and ozone profiles. When the potential
temperature in the CBL reaches the potential temperature in the RL, the CBL grows
extremely fast by engulfing the residual layer, since no (significant) inversion is present
anymore between the growing CBL and the RL in this case [Ouwersloot et al., 2012]. As
a result, CBL heights grow dramatically at approximately 3 hours simulation time, which
can be seen within Figure 4.2. The growth rate of the CBL heights slows down when the
CBL top reaches the top of the RL where the potential temperature inversion resumes.
This dramatic growth of the CBL height at 3-hour simulation time (defined as CBL jump
time) has significant implications for the CBL and ground-level ozone mixing ratio.
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Figure 4.2 Whole domain-average ozone curtain plots of four cases. The grey solid line
is PBL height, and the dashed and solid white lines present the ozone mixing ratio in the
PBL and ground level (defined as the area below 200 m height).

The domain-average ozone profiles as well as the CBL ozone and ground-level
ozone mixing ratios plotted in solid and dashed white lines, respectively are shown in
Figure 4.2,. The ozone enhancement rate in the CBL is associated with the presence of
the high ozone layer and the entrainment rate, as well as with photochemical production.
After 4 simulation hours, the contribution of photochemical production to the ozone
enhancement rate is considerable and will be discussed in next section. Because both
higher concentrations of ozone and the presence of a residual layer give rise to higher
peaks in the ozone enhancement rate, the RLH case has the highest ozone enhancement
rate and the nRLL case has the lowest ozone enhancement rate.
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4.3.2

Exchange between the CBL and the Overlying FT
In the atmosphere, entrainment is the process by which non-turbulent air in the

FT mixes efficiently into turbulent air in the CBL and is transported to the surface. The
entrainment rate is typically in the range of 0.01 m/s to 0.20 m/s after CBL top reaches its
stable height; however, during the rapid-growth period in the morning, the entrainment
rate can be approximately 1m/s [Stull, 1988].
The ozone entrainment flux equals the ozone jump (∆O3 between the FT and the
convective boundary-layer top) multiplied by the entrainment rate (we) as follows:
𝑜𝑧𝑜𝑛𝑒 𝑒𝑛𝑡𝑟𝑎𝑖𝑛𝑚𝑒𝑛𝑡 𝑓𝑙𝑢𝑥 = −𝑤𝑒 ∆𝑂3.

(4.6)

Figure 4.3 shows this ozone entrainment flux in the four cases. For the case of
nRLH, there is a strong downward ozone entrainment flux caused by the large ozone
gradient between the RL and CBL. With the enhancement of CBL ozone due to high
ozone aloft mixing into the CBL and chemical production, the CBL ozone mixing ratio
becomes larger than the FT mixing ratio. As a result, the sign of the ozone entrainment
flux changes at approximately 7 simulation hours. Similarly, the ozone entrainment flux
in the case of nRLL has small downward values after 5 hours simulation time caused by
the small ozone gradient between the FT and CBL. For the RLH case, the downward
ozone flux increases as the CBL grows and reaches its maximum while the CBL engulfs
the RL. The ozone entrainment flux has the same shape in the case of RLL but its
changes are much smaller in magnitude. Because there is no CBL-height jump in the
cases of no RL, the ozone entrainment flux has a more continuous shape, but the no RL
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with high ozone case has a much larger magnitude of the positive entrainment flux due to
stronger enhancement of ozone in the CBL.
The entrainment process drives the CBL growth after the CBL height jump time
at approximately 2.6 hours simulation time. The ozone entrainment flux changes to
approximately 2×1016 m-2s-1 caused by the enhancement of ozone in the CBL produced
by chemistry and the intrusion of the RL. The ozone entrainment flux in the RLL case is
similar to the RLH case yet has a much smaller magnitude because of the low ozone in
the RL.
Entrainment flux plays a significant role not only in ground air quality but also in
the connection of air-pollutant transport between regional-scale and local-scale air
quality. Chemical species, including ozone, in the RL are efficiently mixed into the
morning CBL and down to the surface through the entrainment process and CBL eddies.
Even if the entrainment rate is small after the stable CBL is established, the ozone
entrainment flux can still be very large with a high ozone gradient between the FT and
CBL.

4.3.3

Transport within the CBL
Ozone transport within the CBL is a significant process for both ground ozone

concentrations and the CBL budget. The land surface can provide either a strong ozone
sink by deposition processes or a strong ozone production source through high emissions
(we consider only emissions in this chapter). The redistribution of ozone in the CBL
occurs through convective mixing; the interaction between the CBL and the ground
ozone concentration occurs through turbulent flux. Ozone turbulent flux in Figure 4.3
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was calculated in the four cases by ̅̅̅̅̅̅̅̅
𝑤 ′ 𝑂3 ′ at each height. The red (upward) and blue
(downward) indicates ozone turbulent flux.

Figure 4.3 Ozone turbulence flux and ozone entrainment flux. The upward and
downward ozone turbulence flux is marked as red and blue, respectively. The solid black
line is the ozone entrainment flux and gray solid line is the PBL height with the ozone
entrainment flux magnitude in the right axis.

For the nRLH case, strong downward ozone turbulent flux occurs before 7 hours
simulation time that is caused by the high ozone transport from the residual layer into the
CBL. With the enhancement of CBL ozone caused by ozone entrainment flux and
chemical production, the CBL ozone concentration becomes greater than the ozone
concentration in the FT. The sign of ozone turbulent transport changes at 7 hours
simulation time as a result of the sign change of the ozone gradient between the FT and
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CBL. The upward ozone turbulent flux does not occur in the nRLL case due to the low
ozone concentration in the CBL.
For the RLH case, strong downward ozone turbulent flux occurs during the rapid
growth of CBL height. In the RLH case when the CBL has engulfed the RL, its ozone
concentration is higher than the ozone concentration in the FT aloft (Figure 4.2 lower left
panel). This ozone-concentration gradient results in the strong positive ozone turbulent
flux at the CBL top at approximately 3.3 simulation hours. These strong ozone fluxes are
indicative of the mixing processes in the CBL.

The RLL case has an ozone-flux

evolution similar to the RLH case, but the magnitudes of the fluctuations are significantly
smaller for the low ozone amount in the CBL.
Figure 4.4 plotted the horizontal ozone mixing ratio at 100 m height of nRLH and
RLH cases at 1, 3 and 7 simulation hours. The ozone at 100 m has different horizontal
variation and evolution due to the precedence of RL. For nRLH case, ozone shows a
graduate enhancement due the gradual ozone mixing through the entrainment process and
finally the CBL ozone becomes well-mixed.

For RLH case, ozone has a rapid

enhancement due to rapid intrusion of RL with high ozone. As a result, the horizontal
ozone has a considerable variability over our domain. After the intrusion of RL, the CBL
ozone becomes well-mixed by eddy mixing.

This implies the CBL ozone is not

homogeneous during the early morning transition time.
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Figure 4.4 Horizontal ozone mixing ratio at 100 m height of nRLH and RLH cases at 1, 3
and 7 simulation hours, respectively.

4.3.4

Photochemical Production of Ozone
Photochemical production of ozone is controlled by reactions 3, 4, and 5; loss is

controlled by 1 and 19 as shown in Table 4.1. Additionally, the isoprene emission is high
the Southeast United States. As a result, ozone photochemical production is controlled
by NOx in this chapter.

Chemical reactions do not change the NOx concentration

significantly because the chemical mechanisms in Table 4.1 contain only the conversion
of NO2 to NO, except for R18. The purely chemical production and loss of ozone was
calculated as the difference between the regular numerical experiments with chemistry
running and the corresponding chemistry-free numerical experiments.
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Figure 4.5 shows the time series of the NOx mixing ratio (solid black line and
dashed gray line) and the ozone chemical production rate (solid green line and dashed red
line) filtered for high-frequency fluctuations with 20-minute averaging.

The ozone

chemical production rate is influenced by the concentrations of precursor species and by
the transport described in Chapter 2, as well as the turbulent kinetic energy (TKE),
plotted in Figure 4.6.

Figure 4.5 Ground and PBL NOx mixing ratio and ozone change rate due to chemistry in
four cases. The solid black line and dashed grey line represents PBL and ground-level
NOx, respectively, as the left y-axis is the NOx mixing ratio. The green solid line and red
dashed line is the ozone change rate caused only by chemistry in the PBL and ground
level, respectively, while chemical ozone change rate is on the right y-axis.
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Figure 4.6 Evolution of TKE in the PBL and ground for RL and no RL cases.

For both no RL cases (nRLH and nRLL) as shown in Figure 4.5, the slight
decrease of CBL and ground layer NOx in the first 4 simulation hours is caused by the
growth of CBL height. After 4 simulation hours, CBL and ground level NOx increase
gradually as a result of NO emission from the surface.
For RL cases (RLL and RLH), the CBL height jump significantly reduces the
NOx mixing ratio in the CBL and at the ground level by mixing low-NOx air from the RL
into the high-NOx CBL as well as by dilution through the CBL growth. The fall of the
ozone chemical change rate at approximate 3 hours simulation time is caused by the large
increase in ozone resulting from incorporating the RL into the CBL. With the high O3
concentration, the loss terms in reactions 1 and 19 automatically become large until a
new equilibrium is established. Thereafter, the ozone chemical change rate rises with the
increasing emissions of isoprene and NO, and sunlight strength. The fluctuations of
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ozone chemical change are caused by the impacts of turbulence on the distributions of
chemical species that may influence the chemical reaction rates.

4.3.5

CBL and Ground-Level Ozone Budget
The PBL and ground-layer ozone are defined as the ozone occurring from surface

to the PBL top, and from the surface to 200-m height, respectively.
The ozone budget in PBL, described by the continuity equation, is written as
follows with the assumptions of incompressible air and negligible diffusion in the PBL:
𝜕𝑂3
𝜕𝑡

𝜕𝑂

= ∑3𝑖=1 𝑢̅𝑖 𝜕𝑥3 + ∑3𝑖=1
𝑖

̅̅̅̅̅̅̅̅̅
𝜕𝑢
𝑖 ′𝑂3 ′
𝜕𝑥𝑖

𝑁

𝑒,𝑡 ̅
+ ∑𝑛=1
𝑅𝑛 ,

(4.7)

where O3 is the ozone concentration, xi (i=1, 2 and 3) are the Cartesian coordinates, and 𝑢̅𝑖
𝑁𝑒,𝑡
is the mean wind velocity, ̅̅̅̅̅̅̅̅
𝑢𝑖 ′𝑂3 ′ is the turbulent ozone flux in the direction i, ∑𝑛=1
𝑅̅𝑛

indicates emission, deposition, and the chemical production and loss of ozone. The
overbar represents the temporal, spatial, or ensemble average. In this case, we focus on
the interaction at the interface between the CBL and FT; therefore, the emission is
ignored.
The horizontal ozone advection, horizontal turbulent ozone flux, and the mean
vertical velocity are neglected because the boundary conditions are periodic and the mean
vertical velocity over the entire domain is identical to zero due to the mass balance. Note
that we do not account for dry deposition in this chapter. Consequently, the CBL and
ground-layer ozone budgets are controlled by vertical turbulent flux and photochemical
production and loss. The simplified ozone budget equation can be written as:
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∂O3
∂t

=

̅̅̅̅̅̅̅̅̅
∂w′O
3′
∂z

+ C,

(4.8)

where ̅̅̅̅̅̅̅
𝑤’𝑂3 ′ is the vertical turbulent flux and the entrainment flux where entrainment
occurs. C represents the photochemical production and loss.
Figure 4.7 shows the temporal evolution of the ozone budgets. The left and right
columns are the ground-level ozone budget and the entire CBL (including the groundlevel) ozone budget, respectively. The rows from top to bottom are nRLH, nRLL, RLH
and RLL, respectively. For the nRLH case as shown in the first row of Figure 4.7, the
ground-level and CBL ozone budgets are dominated by dynamical processes. After 4
simulation hours, the chemical contributions to both the ground-level and CBL ozone
budget are more significant. There are two reasons for this transition. First and foremost,
the entrainment flux decreases as the ozone gradient between the RL and CBL decreases.
The ozone turbulent flux as −

̅̅̅̅̅̅̅̅
𝑑𝑤′𝑂
3′
𝑑𝑧

gradient decreases as the ozone mixing ratio

becomes homogeneous in the CBL. Second, the chemical production rate rises due to
increases in NOx and VOCs.
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Figure 4.7 Ozone budget analyses of four cases. The left column is ground-level ozone
budget and the right column is PBL ozone budget of four cases. The panels from top to
bottom are no RL high ozone, no RL low ozone, RL high ozone, and RL low ozone,
respectively. For the ground-level ozone budget on the left column of the figure, the
solid green line, the solid red line and the solid black line represent ozone turbulence
flux, ozone chemical production rate and ozone budget change in the ground-level,
respectively. For the PBL ozone budget on the right column, the solid green line, the
solid red line and the solid black line represent ozone entrainment flux, ozone chemical
production rate and ozone budget change in the entire PBL, respectively.
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For the RL cases (RLH and RLL), as shown in the third and fourth rows of
Figure 4.7, CBL and ground-layer ozone increase simultaneously due to the entrainment
of high ozone from the CBL. Ground-layer ozone is slightly lower than CBL ozone
because it takes time to transport the high ozone through CBL to the ground by
turbulence. The increasing rates of ozone change in the CBL and ground-level reach
their maximum when the CBL grows to the top of RL. The rapid growth of the CBL
height dilutes the CBL ozone mixing ratio through eddy transport. Therefore, ozone
change rates in the CBL and ground-level drop rapidly to their minimum at 3.5 hours
simulation time. After 3.5 simulation hours, ozone change in the CBL and ground level
become stable because of the homogeneous ozone mixing ratio in the CBL. The very
small difference between the CBL and ground ozone is caused by the ozone gradient
between the CBL and the FT. The same factor also causes the ozone peak in the RLL
case. The discrepancy between the CBL and ground-layer ozone in the RLL case is
negligible after stability because of the small ozone gradient between FT and CBL.
Separating the contributions of chemistry and dynamics to the total ozone budgets
in these four cases, we find that in the RL cases, 85% and 66% of the ozone in the CBL
and the surface-layer results from ozone entrainment flux in the high-ozone and lowozone cases, respectively, as shown in Figure 4.8. These results are slightly larger than
previous studies [Morris et al., 2010]. Under extreme conditions (e.g., the RLH case),
the contribution to the CBL through the entrainment process could be over 80% (e.g., the
RLH in this study). In the no RL cases (nRLH and nRLL), 83% and 64% of the ozone in
the CBL and the surface-layer ozone is contributed by ozone-entrainment flux in the high
ozone and low ozone cases, respectively.

Although the chemical and dynamical
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partitioning is nearly identical in both the RL and no-RL cases, the rate of enhancement
in both the CBL and the surface-layer ozone is different. The presence of a high-ozone
RL cannot only increase the ozone amount in the CBL, but it can also increase the rate of
ozone enhancement in the CBL. This increase in the ozone enhancement rate is also
diagnosed in observational studies of ozone lidar measurements [Kuang et al., 2011b].

Figure 4.8 Dynamical (gray column) and chemical (white column) contribution to the
total ozone budget in the four cases. The top and bottom panel is ground and CBL ozone
budget, respectively. From left to right, the column plots are nRLH, nRLL, RLH and
RLL, respectively.

4.4 Summary
A RL storing high ozone concentrations can significantly influence ground ozone
concentration through the entrainment process whereby the RL aloft is incorporated into
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the growing CBL during the morning transition. We use DALES model coupled with a
chemical module to simultaneously study the dynamical and chemical impacts of a RL
(200-1200 m AGL) on ground-level (0-200 m AGL) ozone concentrations.

Four

numerical experiments test these interactions in this study: 1) a RL with high ozone (100
ppb); 2) a RL with low ozone (50 ppb); 3) no residual layer with high ozone above the
NBL (100 ppb from 200-1200 m AGL); and 4) no RL with low ozone above the NBL (50
ppb). The results indicate that ozone stored in the residual layer can contribute up to 86%
of the ozone concentration in the PBL during the following day in case of RLH. Even in
Case of RLL, 64% of the ozone in the developed CBL results from intrusions from the
RL. In addition, a RL also increases the enhancement rate of ozone in the CBL. The
ozone concentrations in the CBL and in the ground layer are similar when the CBL
reaches a well-mixed state; however, the concentrations exhibit significant spatial
gradients during the transition time. To better understand the dynamical and chemical
processes involving the RL and its impact on the developing CBL, continuous ozone and
wind observations with high spatial and temporal resolutions are needed.
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CHAPTER V

OZONE DIURNAL VARIATION IN THE PLANETARY
BOUNDARY LAYER AT HUNTSVILLE ALALBAMA

5.1 Introduction
Ground ozone variation in small scales is causing increasing concern due to the
dramatically growing population [Castellanos et al., 2011; Shao et al., 2009; So and
Wang, 2003; Yegorova et al., 2011; Zhang et al., 2012]. The urbanization processes can
influence a wide range of the atmospheric flow, including the surface-air exchange,
turbulence regime, the micro-climate, and accordingly change the transport, dispersion
and deposition of atmospheric pollutants including ozone. Many studies have been
performed to investigate to fine-scale air quality. NASA plans to TEMPO, providing
high spatial-temporal observations [Chance et al., 2013]. Air quality studies with fine
scales are one of the most important foci in recent field campaigns, e.g. DISCOVER-AQ,
SEAC4S (Studies of Emissions and Atmospheric Composition, Clouds and Climate
Coupling by Regional Surveys) [Goldberg et al., 2014; Martins et al., 2013; Peterson et
al., 2014].
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Thorough knowledge of urban PBL structure is the key to satellite observations
and forecast model of fine-scale air quality studies. However, studies of urban PBL
structures are very challenging due to many factors, for example, the lack of fine
resolution observations, emission and deposition inventory, and the coarse resolutions of
current air quality model [Castellanos et al., 2011; Duncan et al., 2014; Fishman et al.,
2012; Zhang et al., 2012]. Many studies have utilized, with considerable success, lidar
measurements and LES to study air quality with fine resolutions due to their strengths on
observations and simulations with fine resolutions [Chamecki et al., 2009; Kuang et al.,
2011b; Langford et al., 2010; Ouwersloot et al., 2012; Senff et al., 2010; van Stratum et
al., 2012]. In this chapter, we combine the strengths of the lidar and the LES on finescale urban air quality studies to investigate impacts of the CBL chemical and dynamical
processes on ozone diurnal variation in Huntsville AL, a typical midsize city in the
Southeastern United States.

5.2 Measurements and Model
5.2.1

Measurements
Huntsville AL is a typical mid-size city that is representative of similarly sized

cities in the Southeastern United States. Ozone production in Huntsville, AL is more
sensitive to NOx than VOCs, because the Southeastern United States has a dense
coverage of forest and agricultural land that emits high oxidants during the summer,
resulting in frequently elevated ozone levels [Biazar, 1995; Blanchard et al., 2014].
September 2013 is the driest month in Alabama’s recorded weather history [Christy,
2013]. Observations were collected on September 6, 2013 during the field campaign of
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SEAC4RS, which included ozone and meteorological fields from multiple platform
instruments located on the campus of University of Alabama in Huntsville (UAH
34.72°N, 86.65°W) [Kuang et al., 2011b].
The tropospheric ozone Differential Absorption Lidar (DIAL) has been developed
jointly by the UAH and NASA Goddard Space Flight Center (GSFC). This DIAL
retrieves ozone profiles, with a precision generally better than 10%, from 125 m AGL to
~8 km AGL with a temporal resolution of up to 2 minutes and a varied vertical resolution
from 150 m at the bottom of the measurement range to 550 m at the top. Consequently,
this DIAL can provide uniquely continuous ozone observations to study the ozone
variation in the PBL [Kuang et al., 2011a; Kuang et al., 2013]. In addition, hourly
surface ozone observations are obtained by the U.S. EPA’s surface monitoring station
that is approximately 6 km south from our ozone DIAL.
UAH’s Mobile Integrated Profiling System (MIPS) is a collection of instruments
located on UAH’s campus, which is approximately 145 m from our ozone DIAL. It
includes a 2kHz Doppler Sodar, a 915-MHz Doppler wind profiler (Radian LAP-3000), a
12-channel microwave profiling radiometer (MPR, Radiometrics TP/WVP-3000), and a
Vaisala laser ceilometer (Vaisala CT-41k), and surface instrumentation [Busse and
Knupp, 2012; Karan and Knupp, 2006; Knupp et al., 2009; Wingo and Knupp, 2014]. A
recently acquired 1.5 μm CWAL is co-located with our ozone DIAL. Table 5.1 lists brief
descriptions of each instrument. A more detailed description of MIPS is available at
http://vortex.nsstc.uah.edu/mips/system/.
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Table 5. 1 Instrument descriptions.
Instrument
915-MHz
wind profiler
Ceilometer

Measurements
vertical motion
horizontal wind
spectral width
backscatter
cloud base

Vertical range

Vertical
Resolution

Temporal
Resolution

0.19 - 4 km

60 or 106 m

60s

0.3 -10 km

30 m

15s

surface - 10+
km

100 m from
surface to 1km
250m above
1km
30 m (sampling
resolution)

0.75 -10 km

30 m

0.1-30 s

2m

N/A

5s

Temperature,
MPR

Ozone DIAL
CWAL
Surface

integrated
water vapor
Ozone
aerosol, wind
velocity
Temperature,
wind velocity

surface - 10 km

1-14min

2-10 min

solar radiation

5.2.2

Model and Dry Deposition
One of the advantages of DALES is to explicitly resolve turbulence, including

intensities of segregation. By resolving the turbulence and coupling it with the chemical
solver, we can simultaneously solve the physics and chemistry equations; thereby,
exposing their interactions within the CBL. Because simulating complex chemistry in
the CBL is computationally expensive, we balance the costs between scientific fidelity
and computational time. We choose a chemical mechanism that reproduces the essential
components of the O3-NOx-VOC system with acceptable computational costs used in
previous studies as shown in Table 4.1 [Ouwersloot, 2013; Vilà-Guerau de Arellano et
al., 2011; Vilà-Guerau de Arellano et al., 2009]. The limited number of species and
reactions results a better understanding of the main chemical pathways. In addition, the
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degrees of freedom are reduced with less species, resulting in the model uncertainty from
the initial and boundary conditions [van Stratum et al., 2012].
Deposition is a large portion of the removal process of atmospheric chemicals
from the PBL [Wesely and Hicks, 2000]. There are two major categories of deposition:
wet deposition and dry deposition. Wet deposition is the natural process where trace
chemicals are absorbed by hydrometeors and are brought to the Earth’s surface through
precipitation scavenging, cloud interception, fog deposition, and snow deposition
[Seinfeld and Pandis, 2006]. Dry deposition is the transport of gaseous and particulate
species from the atmosphere onto the Earth’s surface without precipitation [Biazar, 1995;
Seinfeld and Pandis, 2006]. Unfortunately, DALES does not include a dry deposition
module. In order to estimate the dry deposition to the maximum extent, we add a module
described as follows:
We consider only dry deposition in this chapter and assume the dry deposition
flux is directly proportional to the local concentration of the depositing species at the
reference height above the Earth’s surface. The dry deposition flux can be written as:
𝐹 = −𝑉𝑑 𝑋,

(5.1)

where F is the dry deposition flux, X is the concentration of deposition at the reference
height above the surface and Vd is the deposition velocity. This empirical equation of dry
deposition simplifies the complex chemical and physical processes of the dry deposition
into one parameter.
The removal mechanism contains three steps. The first step is the transport of the
gaseous and particulate species to the surface’s vicinity by turbulent diffusion, which has
a strong diurnal variation [Stull, 1988]. The second step involves the diffusion of the
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pollutant through the laminar sub-layer and contact with the surface. The Quasi-laminar
sub-layer is a layer with thickness on the order of millimeters, adjacent to the Earth’s
surface, where the air is almost stationary. The third step is the removal of the gaseous
and particulate species by the Earth’s surface. Gaseous species may absorb irreversibly
into the surface, and particles may simply adhere to the surface. The moisture in the
surface is an important factor in this step. For highly soluble species, the deposition is
rapid [Biazar, 1995; Seinfeld and Pandis, 2006]. Each step contributes to the value of the
deposition velocity; therefore, the dry deposition velocity is a strong function of surface
type and meteorology [Dentener et al., 2014; Erisman et al., 1994; Ganzeveld and
Lelieveld, 1995; Pleim et al., 2001; Zhang et al., 2003; Zhang et al., 2002].
The dry deposition velocity is inversely proportional to a resistant parameter r:
𝑉𝑑 ∝ 1/𝑟.

(5.2)

Thus, the lower resistance will have a higher deposition velocity.

In the

deposition process in terms of an electrical resistance analogy, the resistance r can be
considered the sum of two resistances: aerodynamic (ra) and surface (or canopy)
resistance (rc). The aerodynamic resistance includes both resistances that a species
exhibits in step one and two during the dry deposition processes.

Meteorological

conditions and atmospheric turbulence influence both steps. The aerodynamic resistance
ra can be written as:
𝑟𝑎 =

𝑧
𝑧0

𝑙𝑛( )+2.6−𝛷𝐻
𝑘 𝑢∗

,

(5.3)

where z is the height of the first grid point above the Earth’s surface, z0 is the surface
roughness, 𝛷𝐻 is the non-dimensional temperature gradient, k (=0.35) is the von
Karman’s constant and u* is the friction velocity.
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The final resistance in the dry deposition processes is the surface resistance rs.
The surface resistance depends on the tendency of the surface type to absorb certain
materials. We used a surface resistance of 2 𝑠 ∙ 𝑐𝑚−1 for ozone, 0.1 𝑠 ∙ 𝑐𝑚−1 for HNO2,
2 𝑠 ∙ 𝑐𝑚−1 for peroxides, and 3.3 𝑠 ∙ 𝑐𝑚−1 for carbonyls and organic nitrates [Biazar,
1995].The surface resistance of the other chemical species is set as 𝑟𝑠 = 𝑉

1

𝑑𝑚𝑎𝑥

, where

Vdmax is the maximum deposition velocity found in our literature review [Biazar, 1995;
Erisman et al., 1994; Ganzeveld and Lelieveld, 1995; Sickles and Shadwick, 2015; Zhang
et al., 2003]. Finally, the deposition velocity in the model is calculated according to the
following equation:
𝑉𝑑 =

1
(𝑟𝑎 +𝑟𝑠 )

.

(5.4)

5.3 Methodology
5.3.1

Physics Settings
The spatial resolution of the domain is set to 50 m × 50 m × 25 m in x, y, and z

directions, respectively, with 100 × 100 × 96 grid cells in each dimension; consequently,
the simulation domain is 5 km × 5 km × 2.4 km. The total simulation time is set to
10 hours with an adaptive time step of a maximum of 10 seconds, which avoids
instabilities in the chemical solver and expensive computational costs. The fine temporal
and spatial resolution resolves both atmospheric dynamical and chemical scales in the
CBL. In order to lower the computational cost, we set the output intervals to 30 seconds.
To simulate the diurnal variation surface sensible and latent heat flux, both
surface sensible and latent heat flux is set to 0.12×SIN (𝑆𝐼𝑁 = 𝑠𝑖𝑛 (𝜋
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𝑡𝑖𝑚𝑒−1380
45803

)) K∙ms-1

and 0.0001×SIN kg∙kg-1∙ms-1, respectively, while the sunset time is 0523 UTC. The
geostrophic winds are set to zero, and initial profiles of horizontal winds, potential
temperature, and water vapor are obtained from the co-located MIPS measurements as
shown in Figure 5.1.

First level meteorological data are obtained from surface

measurements of MIPS. The ozone initial profiles are obtained from ozone DIAL, and
the first level ozone input is obtained from one-hour ozone mixing ratio at 1000 UTC
measured at EPA air-quality station that is 6 km south from the ozone DIAL.

Figure 5.1 Initial profiles of potential temperature, water vapor, and ozone mixing ratio.
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5.3.2

Chemistry Settings
The ozone chemistry that is typical for the Southeastern United States consists of

very high VOC emissions due to the dense forest coverage. Therefore, ozone production
is controlled by NOx concentration. According to the previous studies, the emission rate
of NO and isoprene is set to 0.08 × 𝐶𝑂𝑆 (𝐶𝑂𝑆 = (1 − 𝑐𝑜𝑠 (𝜋

𝑡𝑖𝑚𝑒−1380
45803

))) ppb/s and

0.65 × SIN ppb/s, respectively [Geron et al., 1997; Kesselmeier and Staudt, 1999;
Sullivan et al., 1996]. Table 4.2 shows the initial profiles of the chemical species. For
comparison, we have two numerical experiments with 150% and 200% NO emission for
comparisons, one numerical experiment with turning off chemistry and dry deposition.
Therefore, we have four numerical experiments with different NO emission rate as
0.08 × 𝐶𝑂𝑆 ppb/s, 0.12 × 𝐶𝑂𝑆 ppb/s NO, and 0.19 × 𝐶𝑂𝑆 ppb/s, and control running
with chemistry and dry deposition off.

5.4 Results and Discussions
5.4.1

Meteorological Analysis
It is well known that meteorological fields play a critical role in the formation,

transport, and deposition of air pollutants [Solomon et al., 2000]. The surface analysis of
the weather chart at 1200 UTC on September 6, 2013 clearly indicates that weather
conditions in Huntsville, AL were controlled by an anticyclonic system as shown in Panel
(A) of Figure 5.2. As a result, the weather conditions in Huntsville, AL were slightly
windy with clear skies and no cloud coverage. 10-m surface wind speed was very low
with less than 2 ms-1 measured by surface instruments as shown in the bottom of Panel
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(C). Wind profiles observed by 915-MHz indicates the low wind in the CBL and the
slightly increased wind above the CBL top as in Panel (B) of Figure 5.2. Solar radiation
measured by the surface instruments in the top of Panel (C) of Figure 5.2 shows the
diurnal curve of solar radiation without any interferences and the ceilometer did not
detect any clouds on that day as shown in Panel (D). These weather conditions indicate
that the ozone horizontal advection was too weak to transport the ozone amount to our
study area and the clear sky provides a large amount of solar radiation for photochemical
reactions. Consequently, the ozone enhancement in the CBL on September 6, 2013 was
mainly caused by local emissions.
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Figure 5.2 Weather chart and micro-meteorological measurements on September 6, 2013
in Huntsville, AL. (A) Weather charts at 1200z on September 6, 2013 from NOAA
National Climatic Data Center (http://nomads.ncdc.noaa.gov/ncep/NCEP), (B) Wind
velocities measured by 915-MHz wind profiler, (C) Solar radiation and surface wind
measured by surface instruments, and (D) Backscatter measured by the ceilometer.
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5.4.2

The CBL Height
The CBL height plays an important role in the ozone variation by lowering ozone

concentrations by dilution and mixed air from the FT into the CBL through entrainment
processes.

We applied the Continuous Wavelet Transform (CWT) algorithm to

determine CBL heights based on the backscatter profile observed by CWAL with
smoothing processes as plotted by the solid black line in Figure 5.3 [Davis et al., 2000;
Huang et al., 2015]. In addition, the simulated CBL heights by DALES are plotted by
the solid red line in Figure 5.3 as well. Generally, simulated CBL heights show good
agreement with the observed CBL heights. The DALES model successfully reproduces
the evolution of CBL heights in the early morning. However, the model underestimates
the CBL height between 1600 and 1700 UTC when a residual layer storing high aerosol
concentrations at a 1.2-1.4 km height is incorporated into the growing CBL which is
shown in Figure 5.3. The residual layer usually involves mean characteristics of the
previous CBL including air pollutants, potential temperatures, and relative humidity, etc.
When the potential temperature in the CBL reaches the potential temperature in the RL,
the CBL grows extremely fast by engulfing the residual layer, since no (significant)
inversion is present anymore between the growing CBL and the RL [Ouwersloot et al.,
2012]. Consequently, the CBL height jump between 1600 and 1700 UTC is not captured
by the DALES model. In addition, the diurnal variation of large-scale subsidence causes
the CBL underestimation after 1800 UTC [Blanchard et al., 2014].
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Figure 5.3 Backscatter observed by CWAL at Huntsville AL. The solid black line
represents the PBL height obtained based on the backscatter profile and the solid red line
represents the PBL height simulated from DALES.

5.4.3

Ozone Variation in CBL
In order to study ozone redistribution by eddy transport in the CBL without

smoothing out the turbulence information, we investigate the ozone profiles at the center
grid point of our domain with 50 m horizontal and 25 m vertical resolutions. The ozone
observations from the ozone DIAL, simulation by DALES with standard NO emissions
and simulation with chemistry off are plotted in Figure 5.4 from top to bottom panels,
respectively. DALES reproduces the ozone diurnal variation and the ozone structure
caused by eddies in the CBL as shown in the top and middle panels in Figure 5.4.
DALES reproduces the ozone variation and ozone morphology caused by eddies in the
CBL as shown in the middle panel of Figure 5.4. The ozone simulation of control
running with chemistry off in the bottom panel of Figure 5.4 implies that the ozone
diurnal variation on September 6, 2013 was caused mainly by local emissions and
chemical productions.
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Figure 5.4 Ozone mixing ratio profiles measured by ozone DIAL and ozone mixing ratio
at the center grid of the entire domain simulated by DALES. The top, middle, and
bottom panels are ozone profiles measured by ozone DIAL, simulated by DALES with
chemistry running and simulated by a controlled running of DALES with chemistry off.
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We also plotted the domain-average ozone profiles of standard emissions and
control emissions in the top and bottom panels of Figure 5.5. The domain-average ozone
profiles with standard NO emissions show similar ozone enhancement in the CBL but
smooth out the ozone structure produced by eddies in the CBL. The size of the entire
LES domain is similar to a grid size of an air quality model. This implies that we need
air quality model with finer resolutions to investigate air pollutions in CBL.
To quantify the comparisons between the ozone simulations and observations, we
plot the comparisons in the common range of simulations and observations (0.1 to
2.475 km AGL) in Figure 5.5. The top and bottom panels are ozone scattering plots of
ozone DIAL and standard NO emission simulation, and ozone DIAL and control
simulation, respectively. The comparison plot of control run vs. observations in the
bottom panel in Figure 5.6 shows two high number density patterns at (45, 38) and
(52, 52) at the coordinates. The high number density pattern at (52, 52) shows good
agreement of observed and simulated ozone in the FT, because the ozone in the FT does
not change in this case. The other high-density patterns at (45, 38) are the PBL ozone
that the control run underestimates due to the lack of chemistry mechanisms. The
simulated ozone with standard NO emission indicates a good agreement with the ozone
DIAL observed ozone.
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Figure 5.5 Simulated ozone profiles over the entire domain of standard NO emission in
the top panel and control run at the bottom panel.
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Figure 5.6 Observed and simulated CBL ozone variations. The blue dashed-dotted,
dashed and solid lines are simulated CBL ozone with 200% NO emission, 150% NO
emissions and standard NO emissions, respectively. The red dashed and solid lines
represent, respectively, ozone mixing ratio the lowest level of ozone DIAL observations
and CBL ozone observed by ozone DIAL. The solid gray line represents CBL ozone
simulated by the control run and star signs are 1-hour-mean ozone mixing ratios observed
by an EPA surface station that is approximately 6 km south to the ozone DIAL
observations.
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Figure 5.7 plots the PBL ozone mixing ratios obtained by in situ and remote
sensing observations along with the model simulations. Note that all PBL ozone mixing
ratios are averaged over the whole domain to remove high frequent noises. This is
helpful to compare with the hourly ozone surface measurements. The blue dashed-dot,
dashed, and solid lines represent the PBL ozone mixing ratio modeled with 200% NO
emission simulation, 150% NO emission and standard NO emission, respectively. The
modeled PBL ozone mixing ratio is highly associated with NO emission with the sunlight
presence.

The average of ozone production rates in the CBL is 3.8 ppb/hour,

4.2 ppb/hour and 4.5 ppb/hour for standard, 150% and 200% NO emission, respectively.
The red dashed and solid lines represent the ozone mixing ratio at 100 m AGL (the
minimum height that ozone can be measured) and CBL ozone mixing ratio observed by
ozone DIAL. Ozone mixing ratio simulated with standard NO emission (blue solid line)
has a good agreement with ozone observations at 100 m AGL. Both of them capture the
increased trend of ozone during the daytime. However, DALES underestimates the CBL
ozone plotted by the solid red line in Figure 5.7. This underestimation is probably caused
by the overestimation of the CBL height that involves the lower FT with low ozone,
especially after 1800 UTC. Additionally, the CBL ozone simulated with chemistry off,
plotted by a solid gray line, shows a slight ozone increase in the CBL due to the mixing
of ozone in the FT through entrainment processes. The chemical productions contribute
over 67% to the total CBL ozone budget and the dynamical transports contribute the rest
based on these simulations.
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Figure 5.7 The scattering plot of observed and simulated ozone. The top and bottom
panels represent standard run vs. observations and control run vs. observations,
respectively. The gray lines are function 𝑦 = 𝑥, and the black lines are the linear
regression fitting function.

Surface hourly ozone measurements at the EPA air-quality monitoring station that
is 6 km south from our DIAL are also plotted as black star symbols in Figure 5.7. The
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EPA hourly ozone surface observations indicate the ozone mixing ratio increases from
1100 UTC and reach the diurnal maxima (53 ppb), and then start to decrease until
2000 UTC. However, neither our DIAL observations nor the DALES simulations can
capture the hourly EPA surface measurements. There are a few of reasons that cause this
misestimating: 1) The ozone horizontal variation over 6 km is very considerable
[Fishman et al., 2011]; 2) Depositions on the ground surface cause high vertical ozone
variation from the surface to 100 m.

5.4.4

Ozone Transport within the CBL
Ozone transport within the CBL is a significant process for both ground ozone

concentrations and the CBL budget. The land surface can provide either a strong ozone
sink by deposition processes or a strong ozone production source through high emissions.
The redistribution of ozone in the CBL occurs through convective mixing; the interaction
between the CBL and the ground ozone concentration occurs through turbulent flux. For
the calculation of the turbulence’s impacts on ozone, we need to investigate the highly
resolved time series of vertical wind velocity and aerosol scattering data at specific height
levels. We apply Taylor’s frozen turbulence hypothesis: it is assumed that the temporally
resolved dataset will represent the spatial ensemble average. Then, the turbulent ozone
flux is defined as ̅̅̅̅̅̅̅̅
𝑤 ′ 𝑂3 ′, where the prime represents deviations from the mean value and
the overbar represents the temporal average.
The vertical wind profiles observed by CWAL are plotted in Figure 5.8. After the
sunrise, eddies start to grow vertically due to the increasing surface heat flux as shown in
Figure 5.8. A layer stays at approximately 300 m AGL through our observations. We
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believe this layer is at least due to some local effect. This persistence through our
observation period suggests a possibly a remnant warm plume atop the relatively warmer
building and more urbanized area around the campus [Wingo and Knupp, 2014].

Figure 5.8 Vertical wind velocity measured by CWAL. The positive and negative values
represent upward and downward motion, respectively.

The statistical errors of the ozone flux due to noise have been taken into account.
The measured ozone flux is written as [Senff et al., 1996]:
̅̅̅̅̅̅̅
̅̅̅̅̅̅̅̅̅̅
𝑤′𝑂3 ′𝑚 = ̅̅̅̅̅̅̅
𝑤′𝑂3 ′ + ̅̅̅̅̅̅̅̅̅
𝛿𝑤′𝑂3 ′ + ̅̅̅̅̅̅̅̅̅
𝑤′𝛿𝑂3 ′ + 𝛿𝑤′𝛿𝑂
3 ′,

(5.5)

where 𝛿𝑤’ and 𝛿𝑂3’ is fluctuations of vertical wind and ozone mixing ratio, respectively.
The variance of the measured ozone flux caused by system noise can be expressed as
[Senff et al., 1996]:
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′ 𝑂 ′ ) = 𝜎 2 (𝛿𝑤′𝑂
̅̅̅̅̅̅̅̅
̅̅̅̅̅̅̅̅̅
̅̅̅̅̅̅̅̅̅ ̅̅̅̅̅̅̅̅̅̅
𝜎 2 (𝑤
3 𝑚
3 ′ + 𝑤′𝛿𝑂3 ′ + 𝛿𝑤′𝛿𝑂3 ′ ),
2
̅̅̅̅̅̅̅̅̅̅
̅̅̅̅̅̅̅̅̅̅2 ̅̅̅̅̅̅̅̅̅̅̅̅2
= 𝐸(𝛿𝑤′𝑂
3 ′ + 𝑤′𝛿𝑂3 ′ + 𝛿𝑤′𝛿𝑂3 ′ ),
1 ̅̅̅̅
′2 ̅̅̅̅̅̅
2
2 ′ ̅̅̅̅̅
′2
2 ′ ̅̅̅̅̅̅
2
̅̅̅̅̅̅
̅̅̅̅̅̅
= 𝑁 (𝑂
3 𝛿 𝑤′ + 𝛿 𝑂3 𝑤 + 𝛿 𝑂3 𝛿 𝑤′),
1 ̅̅̅̅
′2 ̅̅̅̅̅̅
2
2 ′ ̅̅̅̅̅
′2
2 ′ ̅̅̅̅̅̅
2
̅̅̅̅̅̅
̅̅̅̅̅̅
= 𝑁 (𝑂
3 𝑚 𝛿 𝑤′ + 𝛿 𝑂3 𝑤 𝑚 + 𝛿 𝑂3 𝛿 𝑤′).

(5.6)

We calculate ozone turbulent flux (solid black line) with statistical errors at each
level (horizontal black line) every 30 minutes from 1700-200 UTC in Figure 5.8, as well
as the simulated (solid red line). It is obvious that the spatial and temporal resolutions of
ozone DIAL and CWAL are not fine enough to capture the ozone flux caused by small
eddies (length less than measurement resolution). Consequently, ozone flux may be
underestimated. However, the ignored portion of the ozone flux should be negligible in
the convective boundary layer.

The unresolved part of the ozone flux cannot be

quantified since there is no in situ measurement on both ozone and wind with high
resolution for comparing with the measurements by ground-based remote sensing
techniques [Patton et al., 2005].
The statistical errors are significantly large at approximately 200-500 m AGL for
each panel in Figure 5.9, possibly because of a remnant warm plume from the relatively
warmer building and more urbanized area around the campus [Wingo and Knupp, 2014].
The majority of the simulated ozone fluxes above 500 m AGL are within the range of
observed ozone fluxes plus or minus statistical errors.

This indicates that DALES

reproduce the typical ozone behavior for a clear late summer day: the CBL ozone mixing
ratio increases during the daytime due to local production with the sunlight presence.
Figure 5.2 shows a RL at 1600- 1700 UTC stores low ozone. The knowledge of the
vertical distribution of the ozone mixing ratio in the CBL and RL allows some basic
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predictions about the turbulent fluxes associated with this ozone vertical distribution. The
ground is known to be an ozone sink due to the dry deposition, while the photochemical
production of ozone in the CBL under clear summer conditions acts as a source of ozone.
This causes slightly higher ozone mixing ratio in the CBL than at the ground surface.
Therefore, observed ozone fluxes indicate downward motion in each time interval.
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Figure 5.9 The solid black line represents the observed ozone turbulence flux with
statistical error at each level shown in horizontal black line. The solid red line represents
simulated ozone turbulence flux with standard NO emission at corresponding six
intervals.
5.5 Summary
We investigate the ozone diurnal variation on September 6, 2013 under a midsize
urban environment using multiple in situ and remote sensing measurements and a LES
model coupled with a chemical module. Our study area is in Huntsville AL, a typical
midsize city in the Southeastern United States. The ozone variation in the CBL is mainly
caused by local emissions and photochemical productions due to the weather conditions
being controlled by an anticyclonic system on that day. The local chemical production
contributes over 67% of the ozone enhancement in the CBL. The dynamical processes,
including ozone transport from the FT to the CBL through entrainment processes,
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contribute the rest. The numerical experiments performed by the LES model show good
agreement with our ozone DIAL observations. However, our simulation results and
ozone DIAL observations fail to reproduce a declining trend of surface ozone measured
by an EPA surface monitoring station that is 6 km south of our facilities, which is very
likely due to the large ozone horizontal variation and the diurnal variation of ozone dry
deposition under urban environment.

This study indicates a need for fine three-

dimensional ozone observations with high temporal and spatial resolutions for fine-scale
air quality studies in urban and smaller scales.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions
Calculations using the DALES model coupled with a chemical module suggest
that the residual layer influences not only the evolution process of the CBL height, but
also the maximum ozone-mixing-ratio value and the ozone enhancement rate. Numerical
experiments show that the CBL evolves differently depending on the presence of a RL.
A jump in the CBL height occurs in the simulation of the RL cases when the RL is
incorporated into the CBL. The rapid jump in the CBL height has several significant
impacts on both dynamics and chemistry in the CBL including the rapid increase in CBL
volume and the rapid enhancement of TKE. A large amount of ozone in the RL mixes
into the CBL through the strong entrainment process. The strong ozone turbulent flux
decays gradually until the CBL becomes well mixed with the implication of the CBL
transition from a heterogeneous to a homogeneous state. For this reason, the assumption
of a well-mixed CBL is likely not applicable during the transition time.
These numerical experiments indicate that the ozone budget is dominated by
dynamics including entrainment flux and turbulent flux in the first 4-5 hours of the
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diurnal cycle. After that time, it is dominated by chemistry due to the decrease in
entrainment flux and turbulent flux. The ozone maxima of the RL cases are dominated
by the ozone concentration stored in the RL.
This numerical study demonstrates that the RL has impacts on not only the
ground-layer ozone maximum and ozone enhancement rate during the following day but
also on the evolution of the CBL height.

The impacts on the surface-layer ozone

maximum are enhanced if the RL is characterized by higher ozone concentrations related
to the previous day. Accounting for these processes should improve air-quality forecasts.
Although previous studies discussed the RL impacts on ground ozone concentration with
considerable success [Bowman, 2013; Ouwersloot et al., 2012], continuous ozone and
CBL dynamics observations (e.g., ozone DIAL and wind lidar) are needed to better
quantify the chemical and dynamical processes and interactions of the residual layer with
the CBL in the morning transition time.
Furthermore, we investigated the ozone diurnal evolution on September 6, 2013
in Huntsville, AL using multiple measurements and the DALES model coupled with a
chemical module. The day consisted of very low horizontal wind and strong solar
insolation because of the large-scale subsidence around an anticyclone over the
Southeastern United States.

Under these weather conditions, DALES successfully

reproduced the CBL ozone enhancement due to local emissions and chemical
productions.
The CBL height is determined by finding the highest gradients in the CWAL
backscatter profiles using the continuous wavelet transform technique.

Generally,

DALES-simulated CBL heights have good agreement with the observed CBL heights.
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The two reasons that the model misrepresented the CBL heights are the intrusion of the
RL and the variation of large-scale subsidence. A RL storing low ozone concentration is
incorporated into the growing CBL that results in a CBL height jump due to the intrusion
of RL. The large-scale subsidence is treated as a downward motion constant in DALES.
Consequently, DALES misses the variation of large-scale subsidence leading to the CBL
heights being overestimated.
EPA surface measurements indicate a steep downward ozone concentration trend
after 1500 UTC. However, this downward trend is not captured by either the ozone
DIAL or DALES. This is likely due to the ozone horizontal variation. Horizontal ozone
and wind observations with high temporal and spatial resolutions are required to capture
the ozone horizontal variation in the CBL.

6.2 Future Work
Improvements would be done in the future for further investigations. First, the
simple mechanisms that are used in this study are based on methane, CO and a few
hydrocarbons.

More complicated chemical mechanisms, including the aerosol-gas

chemistry, are needed to investigate air pollutions in the PBL.
Second, three-dimensional observations of ozone and wind with high temporal
and spatial resolutions are needed for air-quality studies with urban scales. In this study,
combinations of ozone and wind vertical observations with high temporal and spatial
resolution were proven very helpful on ozone transport and diurnal ozone variation
studies under low horizontal advection conditions.
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Third, good representations of urban topographies are needed to couple with the
LES model.

Urban areas, especially the metropolitan areas, have very complex

topography including streets and high buildings. These complex urban topographies
significantly change surface roughness lengths resulting in the turbulence structure
changes.

Furthermore, a more detailed surface model could largely increase

computational costs, which would require us to find the balance between science and
computational costs.
Fourth, the LES model will be utilized to parameterize the small-scale processes
in the regional air-quality model.

The atmospheric processes (e.g., microphysics,

emission, deposition etc.) within the air-quality model interact strongly with the
turbulence in the CBL. The implementation of LES to the regional air-quality model
provides a framework for couple these small scale processes. The air-quality model will
be improved through the simulated small scales with finer resolutions.
Fifth, the LES model will be used to interpret TEMPO observations. TEMPO
will observe diurnal variations of air pollutants in small-scale areas (e.g., urban scales)
with high temporal and spatial resolutions, capturing the sensitivity of ozone in the
lowermost troposphere. One pixel in the lowermost TEMPO observations has a similar
size to one LES model domain. With the LES model and ground-based observations, we
can understand the mechanisms and processes that cause what TEMPO observes. This
TEMPO sub-pixel information will provide potential applications of TEMPO on both
fundamental and applied science questions.
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