Abstract
Introduction
Moments are widely used in pattern recognition, image processing, computer vision and multiresolution analysis [2, 3, 4, 5 ， 7 and 8] .The common moments there are Hu moments , Geometrical moments, Legendry moment, Hermite moments and so on. Hu moment is not change to the translation, revolution and scale. So that it was cited for the pattern recognition frequently [2, 6] .The problem is that they are not more smoothed at the window edges. So, for analyzing a signal, it will bring the windows infection. For overcoming the problem, Gaussian Hermite moments will be cited [2] [3] [4] [5] .We present in this paper a study on Gaussian-Hermite moments (GHMs), their calculation, application and so forth. We know that the moment's orthogonal base functions of different orders having different number of zero crossings and very different shapes, therefore they can better separate image features based on different modes, which is very interesting for pattern analysis, and shape classification. Moreover, the base functions of GHMs are much more smoothed; are thus less sensitive to noise and avoid the artifacts introduced by window function's discontinuity [2] [3] . Since Gaussian-Hermite moments are much smoother than other moments [2] [3] [4] [5] , and much less sensitive to noise, GHMs could facilitate the recognition of image. Compared with other differential methods, experiments show that much better results can be obtained by using the GHMs for the image recognition [2] [3] [4] [5] . Among the study of pattern recognition, the image recognition, for instance, moving objects and so on has become a hot point. So, in this paper, we focused on this research content.
In pattern recognition, ART network commonly was cited for finding the optimal classifier [10] . In this paper，Gaussian-Hermite moments [2] [3] [4] [5] were cited for representing the image features of moving object. For training network, Gaussian-Hermite moments, as parameter, were inputted to ART network. The remaining parts of this paper is organized as follows, section 2 presents Gaussian-Hermite moments, section 3 presents the feature extractor of moments, section 4 presents the recognition of moving objects using ART neural networks, section 5 presents detecting moving objects, section 6 resents implementation strategy and the experiment results are reported in section 7.
Gaussian-Hermite Moments
In this section, the moments are presented. In 2D, the moment [2, 3] of p+q order of an image s(x, y) at the domain x-y is defined by 
) is the weight function.
We may see that Hermite base function isn't zero at windows edges. They are not more smoothed at the windows edges. So, for analyzing a signal, it will bring the windows infection. For overcoming the problem, we introduce Gaussian Hermite polynomials.
According to Eq.4, we can define the normalized Hermite polynomials as follows:
which gives
Normalized Hermite polynomials with standard deviation of Gaussian function (scale parameter):
Gaussian Hermite base function may be zero. They are more smoothed at the windows edges than other moments [2] [3] [4] [5] and much less sensitive to noise. So, the base function of Gaussian Hermite could facilitate the image recognition.
(2) Gaussian-Hermite Moments (GHMs)
For analyzing an image I(x, y), Gaussian-Hermite moment is defined by:
The basis function of p+q degree is:
The Gaussian-Hermite functions in the discrete case can be rewritten as follows:
Extracting Moment Features
To characterize an image more efficiently for the reconstruction, the moment feature vector is defined by:
where N is maximum order of moments used.
In this way, an object image has become a vector of moments. For object recognition, it is equivalent to a distinction between two vectors.
According to the property of the orthogonal moments, an image could approximative be found from its Gaussian-Hermite moments of 
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For testing this method, a binary image of letter "E" was choosed, its size is 64×64. The experimenting results are shown in Fig.4 .
We can see that it may obtain good result of reconstruction when σ is big (for example σ = 0.2).
Recognizing Moving Objects Using ART Neural Networks
ART stands for "Adaptive Resonance Theory", invented by Stephen Grossberg in 1976 [10] . ART encompasses a wide variety of neural networks based explicitly on neurophysiology. ART comes in several flavors, both supervised and unsupervised. As discussed by Moore (1988), the unsupervised ARTs are basically similar to many iterative clustering algorithms in which each case is processed by: 1. finding the "nearest" cluster seed (AKA prototype or template) to that case 2 updating that cluster seed to be "closer" to the case where "nearest" and "closer" can be defined in hundreds of different ways. In ART, the framework is modified slightly by introducing the concept of "resonance" so that each case is processed by: 1. finding the "nearest" cluster seed that "resonates" with the case 2 updating that cluster seed to be "closer" to the case "Resonance" is just a matter of being within a certain threshold of a second similarity measure. A crucial feature of ART is that if no seed resonates with the case, a new cluster is created as in Hartigan's (1975) leader algorithm [10] . This feature is said to solve the "stability-plasticity dilemma". The ART simplified model consists of two layers of binary neurons (with values 1 and 0), called F1 (the comparison layer) and F2 (the recognition layer), Each neuron in F1 is connected to all neurons in F2 via the continuous-valued forward long term memory (LTM) W f , and vice versa via the binaryvalued backward LTM W b . The other modules are gain 1 and 2 (G1 and G2), and a reset module. Each neuron in the comparison layer receives three inputs: a component of the input pattern, a component of the feedback pattern, and a gain G1. A neuron outputs a 1 if and only if at least three of these inputs are high: the 'two-thirds rule.' The neurons in the recognition layer each compute the inner product of their incoming (continuous-valued) weights and the pattern sent over these connections. The winning neuron then inhibits all the other neurons via lateral inhibition. Gain 2 is the logical 'or' of all the elements in the input pattern x. Gain 1 equals gain 2, except when the feedback pattern from F2 contains any 1; then it is forced to zero. Finally, the reset signal is sent to the active neuron in F2 if the input vector x and the output of F1 direr by more than some vigilance level.
The network starts by clamping the input at F1. Because the output of F2 is zero, G1 and G2 are both on and the output of F1 matches its input. The pattern is sent to F2, and in F2 one neuron becomes active. This signal is then sent back over the backward LTM, which reproduces a binary pattern at F1. Gain 1 is inhibited, and only the neurons in F1 which receive a 'one' from both x and F2 remain active. If there is a substantial mismatch between the two patterns, the reset signal will inhibit the neuron in F2 
Detecting Moving Objects
Detection of moving objects in video is the first crucial step in visual surveillance as the subsequent processes such as tracking and behavior understanding is attached to only the moving pixels. There are some useful methods for moving detection, for instance, background subtraction [1, 4, 5] ; temporal differencing; optical flow [4 ] etc. Background subtraction provides the most complete feature data, but is extremely sensitive to dynamic scene changes due to lighting and extraneous events. Temporal differencing is very adaptive to dynamic environments, but generally does a poor job of extracting all relevant feature pixels. Optical flow can be used to detect independently moving objects under the condition of camera motion, however, most optical flow computation methods are computationally complex, and cannot be applied to full-frame video streams in real-time without specialized hardware. The Orthogonal GaussianHermite moments (OGHM) also has a good performance in the Gaussian noise scene for detecting the moving objects as discussed in [5] . Under the our system, a hybrid algorithm by combining an adaptive background subtraction technique with a three-frame differencing algorithm is developed which shows surprisingly effective [8] . While all of the methods we mentioned above have more or less drawbacks in special scene. How to develop an algorithm to fit all complex scenes is still a difficult task. In this paper, the self-adaptive background subtraction technique is advocated to detect the moving objects. A pixel is marked as foreground if |I n (x, y)-B n (x, y) |>T, where T is a threshold.
The self-adaptive background is described by: . In this paper, it is set to 0.85 α = .
Implementation Strategy
After the detection of moving objects, we can get the moving regions. Arriving here, we can calculate the Gaussian-Hermite moments in the binary regions or gray-scale regions that correspond to the moving objects. As the binary regions limit the information of moving objects and therefore the recognition errors are more; often, we take the gray-scale information.
As the sizes of regions that correspond to the moving objects are different, so we need to take an external quadrilateral of regions that correspond to the moving objects, and then the external quadrilaterals are transformed to conform their size for calculating Gaussian-Hermite moments.
Let's R1 and R2 denote two quadrilaterals as follows:
We know that it between R1 and R2 there is a linear transformation, namely:
On the gray-scale transformation, if it is expanded transformation, then the interpolation method used to calculate the gray scale transformation; and if it is compressed transformation, the average gray value is used.
Experiment Results
To show the performance of this proposed method, some experiment results will be presented. In this subsection, we declare that the moving objects are detected by subtracting background method. For these experiments, we choose 3 image sequences. The first is offered by the Reading University for test, that contains 548 frame images (0953-1500) and the size of each frame image is 768×576 (see Fig.1 ). In this image sequence, only three moving objects, two of which are human, another one is a car.
The second image sequence is taken by our own, which includes motorcycles, and cars (see Fig.3 ).
It is divided into two classes, were all correctly classified.
The third is offered by Germany for test, that contains 1500 frame images (see Fig.4 ) also, and it includes pedestrians, bikes ,motorcycles, cars, buses, and trucks (see Fig.4 ). The result classified is shown in table 1. 
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