The aim of this paper is to establish the existence and uniqueness of the solution to a system of nonlinear fully coupled forward-backward doubly stochastic differential equations with Poisson jumps. Our system is Markovian in the sense that initial and terminal values depend on solutions, and are not just fixed random variables. We establish under some monotonicity conditions, the existence and uniqueness of strong solutions of such equations by using a continuation method.
Introduction
Forward-backward stochastic differential equations (FBSDEs in short) were first studied by Antonelli in [3] , where the system of such equations is driven by Brownian motion on a small time interval. The proof there relies on the fixed point theorem. Since then FBSDEs are encountered in stochastic optimal control problem and mathematical finance. There are also many other methods to study FBSDEs on an arbitrarily given time interval. For example, the four-step scheme approach of Ma et al. [9] , in which the authors proved the existence and uniqueness of solutions for fully coupled FBSDEs on an arbitrarily given time interval, where the diffusion coefficients were assumed to be nondegenerate and deterministic. Their work is based on continuation method. See also Hu and Peng [8] , Pardoux and Tang [14] , Peng and Wu [15] , and Yong [23] . There is also a numerical approach for handling some linear FBSDEs as e.g. in Delarue and Menozzi [7] and Ma et al. [11] ; see also Ma and Yong [10] .
Recently more and more research attentions are drawn towards the optimal control problem for stochastic systems with random jumps. The reason is clear for its applicable aspect. For example, there is compelling evidence that the dynamics of prices of financial instruments exhibit jumps that cannot be adequately captured solely by diffusion processes. Several empirical studies demonstrate the existence of jumps in stock markets, the foreign exchange market, and bond markets. Jumps constitute also a key feature in the description of credit risk sensitive instruments. BSDEs with jumps process (BSDEJ) had been discussed for the first time by Tang and Li [19] , and after that Situ [17] proved an existence and uniqueness result for BSDEJ with non-Lipschitz coefficients and gave a probabilistic interpretation for solutions to some associated partial differential-integral equations (PDIEs). Barles et al. in [4] and Yin and Mao [21] discussed viscosity solutions to a system of PDIEs in terms of BSDEs with jumps.
A new class of stochastic differential equations with terminal condition, called backward doubly stochastic differential equations (BDSDEs) was introduced in 1994 by Pardoux and Peng in [13] . Precisely, they proved there the existence and uniqueness of the solutions of this kind of systems and produced also a probabilistic representation of certain quasi-linear stochastic partial differential equations (SPDEs) extending a Feynman Kac formula for linear SPDEs.
The existence and uniqueness result for the solutions of backward doubly stochastic differential equations with jumps process (BDSDEJ) with Lipschitz coefficients on a fixed time interval was achieved by Sun and Lu in [18] .
Peng and Shi, [16] , introduced fully coupled FBDSDEs and showed the existence and uniqueness of their solutions with arbitrarily fixed time duration and under some monotone conditions. The equations there work on the same space, and generalize stochastic Hamiltonian systems. This result have been extended by Zhu et al. in [24] to different dimensional FBDSDEs and weakened the monotone assumptions. Zhu and Shi, [25] , introduced the notion of bridge for systems of coupled FBDSDEs. They showed that, if two FBDSDEs are linked by a bridge, then they have the same unique solvability. A probabilistic interpretation for the solutions to an associated class of quasilinear SPDEs is provided there. There is also a direct link between the optimal filtering problem and FBDSDEs as it is shown in [5] .
In the present paper we extend the results of Peng and Shi, [16] , to FBDSDEs with jumps, which are driven particularly by Brownian motions and Poisson process. We establish in particular the existence and uniqueness of the solutions of the following Markovian fully coupled FBDSDEs with jumps, i.e. FBDSDEsJ (or merely FBDSDEJ):                        dy t = b (t, y t , Y t , z t , Z t , k t ) dt + σ (t, y t , Y t , z t , Z t , k t ) dW t − z t d ← − B t + Θ ϕ (t, y t , Y t , z t , Z t , k t , ρ) N (dρ, dt)
The mappings b, σ, ϕ, f, g and h are given, (W t ) t≥0 and (B t ) t≥0 be two mutually independent standard Brownian motions, defined on a probability space (Ω, F , P), taking their values respectively in R d and in R l ,Ñ(dρ, dt) is a Poisson measure with characteristic Π(dρ)dt. The integral with respect to B t is a backward Itô integral, while the integral with respect to W t is a standard forward Itô integral.
Note that our equations in (1.1) live in different spaces R n and R m and are Markovian, in which the initial value y and the terminal value of Y depend on state solution processes. This indeed affects the assumptions set for this study as we will see in our assumptions especially when we try to prove the existence part of the solution of (1.1) which is established in Theorem 3.5. More precisely, as stated in this theorem we shall see that three cases have to be considered: m > n, m < n and m = n, and we have to distinguish between the conditions of some of the Lipschitz constants verified by the mappings σ and ϕ appearing in (1.1). This matter exists when we have different dimensions and such mappings σ and ϕ that depend on variable z. We shall see in Lemma 3.7 below, which is one of our promised vital results when m < n, that the Lipschitz constants of the mappings σ and ϕ with respect to the variable z must be less than 1/2. One may would like now to see quickly the statements of Theorem 3.5 and Lemma 3.7 and compare the latter with the other case in Lemma 3.6.
Our results here are new and cover also previous studies in the same field (even without jumps). In fact, in our system (1.1) we have Poisson jumps and we allow 2 Introduction to backward filtration and backward integrals
Let (Ω, F , P) be a complete probability space. Let (W t ) t∈[0,T ] and (B t ) t∈[0,T ] be two Brownian motions taking their values in R d and R l respectively. Let η be a Poisson point process taking its values in a measurable space (Θ, B(Θ)). In this paper, we always assume Θ is a standard Borel space in the sense of [12] and B(Θ) is the topological σ-algebra on Θ (equivalently, Θ is a Lusin space in the sense of [6] and B(Θ) is the totality of Borel subsets of Θ). See also [20, Section 2] . For example Θ = R and B(Θ) = B(R). We denote by Π(dρ) the characteristic measure of η which is assumed to be a σ-finite measure on (Θ, B(Θ)), by N(dρ, dt) the Poisson counting measure (jump measure) induced by η with compensator Π(dρ)dt, and bỹ
We assume that these three processes W, B and η are mutually independent.
Recall that W, B are Brownian motion in R d and R l , respectively. Let
Recall that the backward Itô integral of h with respect to B is defined by
where
Hence,
It is easy to see that
On the other hand, lettingB s := B T −s − B T , 0 ≤ s ≤ T, shows thatB is a Brownian motion as well, and for all 0 ≤ s ≤ T , we have
Similarly, ifW s := W T −s − W T , 0 ≤ s ≤ T , thenW is a Brownian motion, and
Moreover, if we fix t ∈ [0, T ], and let
and mesh π = max
Let h be as in (2.1). Then, ifh s :
In particular,
Therefore, 5) or, in particular,
These information (2.1)-(2.6) hold evidently when h t is
Let us close this section by introducing the following list of notations.
For a Euclidean space E, let M 2 (0, T ; E) denote the set of jointly measurable, processes X t , t ∈ 0, T with values in E such that X t is F t -measurable for a.e. t ∈ [0, T ], and satisfy
, and
We denote
Then H 2 is a Hilbert space equipped with the norm given by:
We shall sometimes use the notation
Similarly, let
3 The existence and uniqueness theorem of FBDSDEJ
be a given mappings satisfying assumptions to be given shortly. Consider the following system of equations, which we call forward-backward doubly stochastic differential equations with jumps (FBDSDEJ):
A solution of (3.1), is a stochastic process (y, Y, z, Z, k) such that for each t ∈ [0, T ] we have a.s :
Given an m × n full-rank matrix R let us introduce the following notation:
where ( * ) denotes matrix transpose, and
We set the following assumptions.
(A2) We have
Here θ 1 , θ 2 , β 1 , and β 2 are given nonnegative constants with θ 1 + θ 2 > 0,
Remark 3.2 Note that, since R : R n → R m (a matrix m × n) has a full-rank, if m > n, then R is injective and there exists C 1 , C 2 > 0 such that
In fact C 1 = min{|Rx| R m , x ∈ S n−1 }, which is positive since R is injective, and
In the case m < n, we have a similar inequality for the transpose matrix R * , which is injective as a mapping from R m to R n , namely:
If m = n, then rank(R) = m = n, and so R is invertible, and we get the following result:
Let us state on Itô's formula (see e.g. [18] ), that will be used throughout the paper.
and
Proof. Let υ := (y, Y, z, Z, k) and
Applying integration of parts (Proposition 3.
Thus
If m > n then θ 1 > 0, and so we have |R y t | 2 ≡ 0 and R z t 2 ≡ 0. Thus y t = y
for π := b, σ, f, g, and
Consequently, from the uniqueness of solution of BDSDEJ (see Yin and Situ [22] ), it follows that
If m < n then θ 2 > 0, and so we have
As done earlier, we apply the uniqueness of the solution of BDSDEJ in [22] to deduce that y t = y ′ t and z t = z ′ . By arguments similar to the above cases, the desired uniqueness property of solutions can be obtained easily in the case m = n ′ , (A2) ′ , (A3)-(A4)) with 0 < γ < 1 and 0 < γ ′ < 1 when m > n, while when m ≤ n we assume 0 < γ < 1 and 0 < γ
We divide the proof into three case: m > n, m < n and m = n. Case 1: m > n (θ 1 > 0) . Consider the following family of FBDSDEJ parameterized by α ∈ [0, 1] :
Note that when α = 1 the existence of the solution of (3.3) implies clearly that of (3.2) simply by letting ( b 0 , f 0 , σ 0 , g 0 , ϕ 0 ) = (0, 0, 0, 0, 0), while when α = 0, (3.3) becomes a decoupled FBDSDEJ of the form:
Using (2.4) (with W replacingB) and (2.6) we can rewrite
i.e., as a backward Itô integral, and
as a forward Itô integral, and similar, for Lebesgue integral and integrals with respect to N in (3.2), which then enable us to rewrite the first (forward) equation as a BDSDE with jumps as follows:
. So under our assumptions (A3) we deduce from Yin and Situ [22] that (3.4) has a unique solution (y,z) in
One can simply apply a generalized martingale representation theorem (as in Al-Hussien and Gherbal [1] ) to get an explicit formula for this unique solution (y,z) since all integrals here do not depend ony orz.
Consequently, {(y s , z s ) := (y T −s ,z T −s ), 0 ≤ t ≤ T } is the unique solution of the forward equation of (3.4). (y, z) in the second equation of (3.3), afterwhich it is becomes a BDSDE of type (3.4) discussed earlier, so it admits a unique solution (Y, Z, k). Therefore, we derive a unique solution υ = (y, Y, z, Z, k) of (3.
is uniquely solvable for some
where δ ∈ (0, 1) is a parameter independent of α 0 which is small enough, and will be determined later in the proof.
We shall prove that the mapping defined by:
and let
Set the notation
We shall use these definitions and notations in Lemma 3.7 below as well.
So, by integrating from 0 to T , using the identities
and taking the expectation, it follows that
From assumption (A2) on h and (A1) we obtain
Applying these two inequalities (3.8) and (3.9) in (3.7) gives
Using (A4) and (A2) we have
Thus, by making use of (A4) and Remark 3.2, inequality (3.10) becomes
with some constant C > 0, which from here on can be different from place to place and depends at most on the Lipschitz constants c, γ, γ ′ , α 0 , δ, θ 1 , β 1 , β 2 , R and T. 
for any ε > 0. Choose then ε =
1−γ 2γ
to get 12) where I i is the quantity in term i of the right hand side of this inequality for each i = 1, 2, 3, 4. It follows by the fact that h is Lipschitz that
(3.14)
For I 3 we apply (A4) to derive
Finally,
Now we substitute (3.13)-(3.16) in (3.12) to find that
This implies
since α 0 < 1 and
. Hence there exists an universal constant C > 0 such that
By using Gronwall's inequality we deduce then
for each 0 ≤ t ≤ T . Consequently
Take the supremum over t in (3.18) to obtain
Applying this in (3.17) gives also
Finally, add (3.19), (3.22) and (3.21) together to conclude that
Let us recall that (3.11) can be rewritten as
where we have used in (3.11) the fact that if two quantities ξ 1 , ξ 2 ≥ 0 satisfy
Notice that we want to study the cases when: I) θ 2 > 0,
or in particular
ds .
, hence
, we obtain (after multiplying the resulting inequality by 3 2 ):
Then Γ 2 > 0, and inequality (3.24) becomes
On the other hand, by using this inequality (3.25) and (3.23), we have
Apply again (3.25) to the last term of this inequality and Remark 3.2 to get
As a result of this and Remark 3.2 we have
to get
Then Γ 3 > 0, and inequality (3.24) becomes
which together with (3.19) implies that
On the other hand, making use of (3.19) again and applying (3.27) together with Remark 3.2 give
Therefore, substituting (3.28) in (3.27) yields
Hence, as in case III) by taking δ =
, we deduce that (3.26) holds also here.
Thus by using (3.23) we deduce
Apply again (3.29) and Remark 3.2 to get
It follows that
then we take δ =
to get the same inequality as in (3.26) .
From the preceding four cases we conclude that the mapping I α 0 +δ is contraction, in the sense that
Therefore this mapping has a unique fixed point υ = (y, Y, z, Z, k) in H 2 , which can easily be seen to be the unique solution of (3.3) for α = α 0 + δ, δ ∈ [0, δ 0 ] . Case 2. m < n. If m < n, then θ 2 > 0 and β 2 > 0. We consider the following system: 
So, by following the same procedure done for (3.4), we derive a unique solution υ = (y, Y, z, Z, k) in H 2 for (3.31). When α = 1 the existence of the solution of (3.31) implies clearly that of (3.2) . By the same techniques used for proving Lemma 3.6, one can prove the following lemma.
Lemma 3.7 Assume m < n. Under assumptions (A1)-(A4), with 0 < γ < 1 and 0 < γ ′ ≤ γ/2, there exists a positive constant δ 0 such that if, apriori, for
there exists a unique solution of (3.3) for α = α 0 . Then for each υ t := y t , Y t , z t , Z t , k t ∈ H 2 , there exists a unique element υ := (y, Y, z, Z, k) of H 2 satisfying the following FBDSDEJ: where δ ∈ (0, 1) is a parameter independent of α 0 which is small enough, and will be determined later in the proof.
Let us consider the mapping I α 0 +δ , defined in the proof of Lemma 3.6, and let
We keep also the same notations such as υ · , ...etc., which is set after system (3.6) in the proof of Lemma 3.6. Applying Itô's formula to R y, Y on [0, T ] yields
+ R * Y t , α 0 σ (t, υ t ) − (1 − α 0 ) θ 2 R * Z t + δ σ (t, υ t ) + θ 2 R * Z t dW t + y t , (α 0 R * g (t, υ t ) + δR * g (t, υ t )) d ← − B t + y t , R * Z t dW t + Θ y t , R * k t (ρ) N (dρ, dt) ,
and R * Y T = α 0 R * h (y T ) + δR * h (y T ) .
Integrating from 0 to T, taking expectation and using assumptions (A3) give
Using notation preceding (A1) this equality reads as 
We conclude
where C is a universal constant depending on R * , R, θ 2 and c. 
