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Abstract
The paper reconsiders and compares some randomized response models in the light of the efﬁciency/protection criterion. The
results show that, despite the assertion of the authors about the superiority of their methods, some procedures are perfectly equivalent
to theWarner’s or the Simmons’models. Our work extends and generalizes the results of Bhargava and Singh [2002. On the efﬁciency
comparison of certain randomized response strategies. Metrika 55, 191–197] and other authors.
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1. Introduction
Many randomized response (RR) procedures have been proposed in the past decades as a valuable way for conducting
surveys on sensitive topics and often these methods have been presented without an adequate comparison of their
performances. As correctly pointed out by many authors (Leysieffer and Warner, 1976; Lanke, 1976; etc.), for a valid
comparison, both efﬁciency and respondents’protection should be taken into account. In other words, onemust compare
the variances of the estimates of the differentmethods under the condition of equal levels of protection of the individuals’
privacy.
The aim of this note is to present a comparison of some RR methods based on the efﬁciency/protection criterion,
showing that the results are sometimes in contrast with the authors’assertions regarding the superiority of their methods.
Our work extends the results of Bhargava and Singh (2002), Nayak (1994) and Zou (1997) in two directions: (1) we
analyze and compare a larger set of models and (2) we prove a stronger form of equivalence between these models and
the Warner’s or Simmons’models.
2. Equivalence between RR models
We are interested in knowing the proportion  of individuals in a population belonging to the class A, which is
thought to be socially unacceptable. In the following, we only consider RRmodels with two possible answers, ‘Yes’(Y)
and ‘No’(N). Moreover, we assume that all the responses of the interviewed subjects are truthful.
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A RR model is a procedure for conducting surveys on sensitive topics and to produce trustworthy data for estimating
the proportion .A RRmodel is providedwithm (m1) randomization devices (RDs) and a set of rules for determining
and communicating the answer: for each RD the respondent randomly selects one of the sk (sk1, k = 1, . . . , m)
statements and, following the rules, reports ‘Yes’ or ‘No’ without revealing which questions he/she is answering. The
kth RD of the RRmodel M is described by a vector of sk −1 parameters (probabilities) k = (pk1, . . . , pk(sk−1)), where
pki ∈ Ski ⊆ [0, 1], Ski is the set of admissible values for pki and k ∈ k = (Sk1 × · · · × Sk(sk−1)). Therefore, the RR
model M can be characterized by the vector = (1, . . . , m), where  ∈ = (1 × · · · ×m).
We write M() to indicate a RR model with a speciﬁed set  of parameters (e.g. a Warner’s model with probability
p = 0.7) and by M() we indicate the associated family of RR models (e.g. the family of Warner’s models, with
= S1 = {p ∈ [0, 1], p = 1/2}).
Let P(R|A), R ∈ {‘Yes’,‘No’} be the conditional probabilities that a response R comes from an individual of group
A. These probabilities are called design probabilities and can be controlled by setting the elements of the vector .
There are amultitude ofmeasures of privacy protection (henceforth PP-measures) proposed in the statistical literature
(for a brief but almost exhaustive summary, see Ljungqvist, 1993). Most of them can be expressed as a function of
the design probabilities. For example, the measure proposed by Lanke (1976) is based on the idea that, given a certain
answer, the larger the conditional probability of being classiﬁed in the sensitive groupA, the greater is the embarrassment
caused by giving that answer. Therefore, according to this measure (henceforth, the L-measure of protection), a RR
model is considered more protective than another if
f (A) = max{P(A|Y ), P (A|N)}
is smaller for the former method, where P(A|R) is the conditional probability of A given the answer R. The design
probabilities can be used to compute this probability:
P(A|R) = P(R|A)
P(R|A) + (1 − )P (R|Ac) ,
where Ac means ‘Do not belong to the sensitive group A’.
Another measure of protection is the level of jeopardy proposed by Leysieffer and Warner (1976) (henceforth, the
LW-measure of protection) given by
g(Y,A) = P(Y |A)
P (Y |Ac) , g(N,A
c) = P(N |A
c)
P (N |A) =
1 − P(Y |Ac)
1 − P(Y |A) .
The conditions g(Y,A)> 1 and g(N,Ac)> 1 require that the ‘Yes’ and the ‘No’ answers are jeopardizing with respect
to A and Ac, respectively.
Let PP(M()) be the PP-measure of model M(), ˆ() the estimator of  according to model M() and V (ˆ())
its variance. We give now some deﬁnitions of equivalence between two RR models and two families of RR models.
We start considering the equivalence between two RR models:
Deﬁnition 1. Two RR models MA(1) ∈ MA and MB(2) ∈ MB are said to be PP-equivalent according to the
efﬁciency/protection criterion and for a givenmeasurePPof privacyprotection if the variances of their estimator and their
levels of respondents’privacy protection are equal, that is ifV (ˆA(1))=V (ˆB(2)) andPP(MA(1))=PP(MB(2)).
The deﬁnition of (weak) PP-equivalence between two families of RR models follows:
Deﬁnition 2. Two families of RR models MA and MB are said to be PP-equivalent according to the efﬁciency/
protection criterion and for a given measure of protection PP if for every model MA(1) ∈ MA there is at least one
PP-equivalent model MB(2) ∈MB , and vice versa.
Finally, we deﬁne (strong) PP-equivalence between two families of RR models:
Deﬁnition 3. Two families of RR models MA and MB are said to be PP-equivalent according to the efﬁciency/
protection criterion and for a given set PP of privacy protection measures if for every model MA(1) ∈MA and for
every measure PP ∈ PP there is at least one PP-equivalent model MB(2) ∈MB , and vice versa.
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From now on, we restrict our attention to the set of PP-measures which can be expressed as functions of the design
probabilities P(R|A) only. This set PP contains most of the PP-measures proposed in the literature. In our work,
PP-equivalences betweenRRmodels have beenproved for this set ofmeasures.The utilitarian approach to respondent’s
privacy proposed by Ljungqvist (1993) has not been considered in our work.
3. Reference models
In our comparisons we choose two well known RR models as benchmarks: the symmetric procedure of Warner
(1965) and the unrelated question (Simmons’) procedure of Greenberg et al. (1969).
The Warner’s model requires the respondent to give a ‘Yes’ or ’No’ answer to either the statements ‘I am a member
of the sensitive group A’ or to its converse ‘I am not a member of the sensitive group A’ depending on the outcome of
the RD (with probability pW and 1−pW, respectively). Privacy is ensured since the interviewer does not know which
question any respondent has answered. The only parameter of this model is W = pW and the design probabilities are
P(Y |A) = pW and P(Y |Ac) = 1 − pW. The L-measure and the LW-measure of protection are, respectively, given by
fW(A) =
{
(1 − pW)/(1 − W) if pW < 1/2,
pW/W if pW > 1/2,
gW(Y,A) = gW(N,Ac) = p
W
1 − pW ,
where W=pW+(1−)(1−pW). Moreover, the efﬁciency of theWarner’s estimator ˆW=[ˆ−(1−pW)]/(2pW−1)
is VW = W(1 − W)/[n(2pW − 1)2], where ˆ= n′/n is the observed proportion of ‘Yes’ answers in the sample, n is
the number of respondents and n′ the number of ‘Yes’ answers.
The Simmons’model requires the respondent to answer the question ‘I am a member of the sensitive group A’with
probability pS1 and ‘I am a member of the group Y’ with probability 1 − pS1 , where the two questions are unrelated
and the second one is a completely harmless question. The parameters of this model are S = (pS1 , pS2 ), where pS2 is
the relative frequency ofY-individuals in the population. The design probabilities are P(Y |A)= pS2 (1− pS1 )+ pS1 and
P(Y |Ac) = pS2 (1 − pS1 ). The L-measure and the LW-measure of protection are, respectively, given by
fS(A) = [pS2 (1 − pS1 ) + pS1 ]/S, gS(Y,A) =
pS2 (1 − pS1 ) + pS1
pS2 (1 − pS1 )
,
where S = pS1 + (1 − pS1 )pS2 . Moreover, the efﬁciency of the Simmons’ estimator ˆS = [ˆ − (1 − pS1 )pS2 ]/pS1 is
VS = S(1 − S)/[n(pS1 )2].
The works of Lanke (1976) and Leysieffer and Warner (1976) compare these models under the condition of equal
L- and LW-protection, respectively, and ﬁnd that the Simmons’ procedure is more efﬁcient than the Warner’s model
for pS2 > 1/2, for all  ∈ (0, 1). Equivalence between the two models with respect to every PP-measure ∈ PP can be
found only for pS2 = 1/2 and pW = (1 + pS1 )/2, for all  ∈ (0, 1).
4. Efﬁciency/protection model comparison
4.1. The Mangat and Singh (1990) model
Mangat and Singh (1990) proposed a two-stage RR procedure where each of the n respondents is provided with
two random devices: the ﬁrst RD consists of two statements with probabilities pMS1 and 1 − pMS1 , namely (a) ‘I am a
member of the sensitive groupA’and (b) ‘Go to the second random device’. The second RD is the same used byWarner
(1965) with probability pMS2 .
By simple algebra, one can prove that the L-level of PP of this model is
fMS(A) =
{
(1 − )/(1 − MS) if < 1/2,
/MS if 1/2.
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and the LW-measure is given by
gMS(Y,A) = gMS(N,Ac) = 
(1 − ) ,
whereMS=+(1−)(1−) and=pMS1 +(1−pMS1 )pMS2 .The efﬁciencyof the estimator ˆMS=[ˆ−(1−)]/(2−1)
is VMS = MS(1 − MS)/[n(2− 1)2].
The following proposition states that, for every Mangat and Singh (1990) model, there exists at least a Warner’s
procedure with equal privacy protection and equal efﬁciency and vice versa:
Proposition 1. For every  ∈ (0, 1), the family of Mangat and Singh (1990) models isPP-equivalent to the family of
Warner’s models with pW = pMS1 + (1 − pMS1 )pMS2 .
Proof. Substituting pW with pMS1 + (1 − pMS1 )pMS2 , the design probabilities of the two families of models become
equal for all pMS1 , p
MS
2 ∈ (0, 1), that is PW(Y |A) = PMS(Y |A), and PW(Y |Ac) = PMS(Y |Ac). Therefore W = MS,
ˆW = ˆMS, VW = VMS and the levels of privacy protection, for every PP measure based on design probabilities, are
equal (e.g. fW(A)=fMS(A), gW(Y,A)=gMS(Y,A) and gW(N,Ac)=gMS(N,Ac)) This proves that for everyMangat
and Singh (1990) model there exists at least one Warner’s model with equal efﬁciency and respondent’s protection.
The converse is also true: for every Warner’s model of parameter pW there exists at least one PP-equivalent Mangat
and Singh (1990) model of parameters (pMS1 , pMS2 ) = (pMS1 , (pW − pMS1 )/(1 − pMS1 )), pMS1 <pW. 
4.2. The Chang and Liang (1996) model
The method of Chang and Liang (1996) is analogous to the two-stage procedure of Mangat and Singh (1990) with
the difference that the second RD is a Simmons’ model with parameters (pCL2 , pCL3 ) instead of a Warner’s device.
Therefore, the vector of parameters characterizing this family of RR models is the vector CL = (pCL1 , pCL2 , pCL3 ).
In this case the L-measure and the LW-measure of protection are, respectively,
fC(A) = [pCL1 + (1 − pCL1 )pCL2 + (1 − pCL1 )(1 − pCL2 )pCL3 ]/C
gC(Y,A) = p
CL
1 + (1 − pCL1 )pCL2 + (1 − pCL1 )(1 − pCL2 )pCL3
(1 − pCL1 )(1 − pCL2 )pCL3
,
where C = [pCL1 + (1 − pCL1 )pCL2 ] + (1 − pCL1 )(1 − pCL2 )pCL3 . Moreover, the efﬁciency of the estimator
ˆ= [ˆ− (1 − pCL1 )(1 − pCL2 )pCL3 ]/(pCL2 + pCL1 (1 − pCL2 )) is VC = C(1 − C)/[n(pCL1 + (1 − pCL1 )pCL2 )2].
We state the following equivalence:
Proposition 2. For every proportion  ∈ (0, 1), the family of Chang and Liang (1996) models is PP-equivalent to
the family of Simmons’models with pS1 = pCL1 + (1 − pCL1 )pCL2 and pS2 = pCL3 .
Proof. Analogous to the Proof of Proposition 1. 
4.3. The Chang et al. (2004) model
The RR procedure proposed by Chang et al. (2004) has one RDwhich consists of four statements: “I belong to group
A”, “I do not belong to groupA”, ‘Yes’, ‘No’, with probabilities pCH1 , pCH2 , pCH3 and pCH4 (
∑4
i=1 pCHi =1), respectively.
When pCH3 = 0 and pCH4 = 1 − pCH1 − pCH2 , the above model reduces to the Mangat et al. (1990) model. When
pCH4 = 0 and pCH3 = 1 − pCH1 − pCH2 , the model reduces to the Bhargava and Singh (2000) model.
The L-level of PP of the Chang et al. (2004) model is
fCH(A) =
{
(pCH1 + pCH3 )/CH if CH ∈ CH,
(1 − pCH1 − pCH3 )/(1 − CH) if CH /∈CH.
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and the LW-measure is given by
gCH(Y,A) = p
CH
1 + pCH3
pCH2 + pCH3
,
whereCH={(p1, p2, p3)|p2 < 1/2−|1/2−p1|, p3 < 1−p1−p2}, CH=(pCH1 , pCH2 , pCH3 ) and CH=pCH1 +(1−
)pCH2 +pCH3 . The efﬁciency of the estimator ˆCH=(ˆ−pCH2 )/(pCH1 −pCH2 ) isVCH=CH(1−CH)/[n(pCH1 −pCH2 )2].
We state the following equivalence:
Proposition 3. For every  ∈ (0, 1), the family of RR models proposed by Chang et al. (2004) with CH ∈ CH is
PP-equivalent to the family of Simmons’models, with pS1 = pCH1 − pCH2 and pS2 = (pCH2 + pCH3 )/(1 − pCH1 + pCH2 ).
Proof. Analogous to the Proof of Proposition 1. 
The procedures proposed by Mangat et al. (1990) and Bhargava and Singh (2000) with parameters CH ∈ CH are
PP-equivalent to the family of Simmons’models since they are special cases of the Chang et al. (2004) model.
4.4. The Kuk (1990) model
In the procedure proposed by Kuk (1990) each respondent generates two binary outcomes according to two Bernoulli
distributions with known parameters pK1 and pK2 , respectively. If the respondent has attribute A, he/she reports the
outcome of the ﬁrst random device. Otherwise, the respondent is required to report the second outcome.
The crucial difference between this model and the others here considered lies in the type of response: generic ‘R1’or
‘R2’responses (the outcomes of two Bernoulli distributions) instead of ‘Yes’or ‘No’. The idea is that the embarrassment
of a respondent giving an ‘R1’/‘R2’ answer is less than giving ‘Yes’/‘No’. Unfortunately, the family of PP-measures
here considered is not able to quantify this additional level of protection because all these measures are based on the
hypothesis that R ∈ {‘Yes’,‘No’}. The analysis of this important question goes beyond the scope of the present work.
Therefore we consider R ∈ {‘R1’,‘R2’} equivalent in terms of perceived protection to R ∈ {‘Yes’,‘No’}. Under this
hypothesis, the L-level of respondent’s protection of this model is
fK(A) =
{(1 − pK1 )/(1 − K) if pK1 <pK2 ,
pK1 /K if p
K
1 >p
K
2 .
and the LW-measure is given by gK(Y,A) = pK1 /pK2 , where K = pK1 + (1 − )pK2 . The efﬁciency of the Kuk’s
estimator ˆK = (ˆ− pK2 )/(pK1 − pK2 ) is VK = K(1 − K)/[n(pK1 − pK2 )2].
Another equivalence follows:
Proposition 4. For every  ∈ (0, 1), the family of Kuk (1990) models with pK1 >pK2 isPP-equivalent to the family of
Simmons’models, with pS1 = pK1 − pK2 and pS2 = pK2 /(1 − pK1 + pK2 ).
Proof. Analogous to the Proof of Proposition 1. 
Proposition 5. For pK1 <pK2 ,  ∈ (0, 1) and for each Simmons’model, there exists at least one Kuk (1990) model with
equal L-level of protection and higher efﬁciency.
Proof. By simple algebra, it can be shown that, given a Simmons’model of parameter (pS1 , pS2 ), the Kuk’s model with
equal L-level of protection and higher efﬁciency has parameters (pK1 , pK2 ) ∈ K, where
K =
{
(p1, p2)|p1 <(1 − pS1 )(1 − pS2 ), p2 =
(1 − pS1 )(1 − p1pS2 ) − 1
(1 − pS1 )(1 − pS2 ) − 1
}
. 
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4.5. The Christoﬁdes (2003) model
In this model each respondent is provided with a RD which produces the integers 1, 2, . . . , K with probabilities
pC1 , p
C
2 , . . . , p
C
K (
∑K
k=1 pCk = 1). Using this RD, the individual produces one of the K integers and he/she reports how
far away this number is from K + 1 if he/she has the characteristic or from 0 if he/she does not have it.
This model generalizes in some sense the idea of Kuk (1990): if an ‘R1’/‘R2’ response could be perceived more
protective than a ‘Yes’/‘No’ response by the interviewed subjects, giving an integer between 1 andK could be perceived
even more protective. Like in the model of Kuk (1990), the PP-measures here considered are not able to quantify this
additional perceived protection.
The L- and LW-measures of protection are
fC(A) = max
k
{
pCK+1−k
pCK+1−k + (1 − )pCk
}
gC(k|A) = pCK+1−k/pCk , k = 1, 2, . . . , K .
The efﬁciency of the estimator ˆ= (d¯ −E(y))/(K + 1− 2E(y)) is VC = (1− )/n+ V (y)/(n(K + 1− 2E(y))2),
where d¯ is the sample average of the responses, E(y) =∑Kk=1kpCk is the expected value of the output of the random
device and V (y) =∑Kk=1(k − E(y))2pCk its variance.
In the special case K = 2, we have the following equivalence:
Proposition 6. For every  ∈ (0, 1), the family of Christoﬁdes (2003) models with K = 2 is PP-equivalent to the
family of Warner’s models, with pW = pC1 .
For K = 3 the comparison between the Simmons’ and the Christoﬁdes’ model gives:
Proposition 7. For every Simmons’model and for every  ∈ (0, 1) there exists at least one L = 3 Christoﬁdes (2003)
model with higher efﬁciency and better L-protection.
Proof. By simple algebra, one can show that Christoﬁdes’ models of parameters (pC1 , pC2 ) have better performances
than a given Simmons’model with parameters (pS1 , pS2 ) if (pC1 , pC2 ) ∈ C, where
C =
{
(p1, p2)|0<p2 < B
A
∩ 1 − p2
2
− p
S
1 (1 − p2)
2C
<p1 <
1 − p2
2
− 1
2
pS1
√
1 − p2
A
}
,
A = B + C2, B = 4(1 − pS1 )(1 − 2pS2 )(pS2 − pS1pS2 − pS1 ) and C = pS1 + 2pS2 (1 − pS1 ).
This result excludes the existence of a PP-equivalence between Simmons’ models and Christoﬁdes’ models with
K3. Moreover, it proves the superiority of the latter on the former when using the L-measure of Lanke (1976). 
4.6. The Mangat (1994) model
In the procedure proposed by Mangat (1994), each respondent is instructed to say ‘Yes’ if he/she has the attribute A
or to use a Warner RD with probability pM if he/she does not have attribute A.
The L- and LW-levels of PP are, respectively, given by
fM(A) = 
M
, gM(Y,A) = 11 − pM , gM(N,A
c) = p
M
0
,
where M = + (1 − )(1 − pM). The efﬁciency of the Mangat’s estimator ˆM = (ˆ− 1 + pM)/pM is VM = M(1 −
M)/[n(pM)2].
Proposition 8. For every model of the Mangat (1994) family, for every  ∈ (0, 1) and every PP-measure ∈ PP, there
exists one PP-equivalent Simmons’model with parameters pS1 = pM and pS2 → 1. The converse is not true.
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5. Discussion
The propositions reported in this note prove some fundamental facts:
(1) About 25–30 years after the publication of the seminal works of Warner (1965) and Greenberg et al. (1969), some
RR models have been proposed in the literature with the claim that they are superior to these earlier models. The
equivalences stated in this paper show that many new procedures actually do not offer any improvement in terms of
efﬁciency and protection (for any adopted measure of protection). Therefore, their usefulness must be determined
on the basis of other characteristics: the degree of complexity, the level of understanding of the respondents, the
total costs and others.
(2) The two-stage RR models of Mangat and Singh (1990) and Chang and Liang (1996) have more complex designs
and higher costs of implementation than Warner’s or Simmons’ procedures without offering better performances.
The method of Mangat (1994), equivalent to a Simmons’ procedure, does not allow to set an upper bound on the
level of jeopardizing of the ‘No’ answer with regard to Ac. In some cases, this could be a problem. Moreover, a
major criticism of the model proposed by Chang et al. (2004) when seeking Institutional Review Board approvals
is that it is somewhat unethical to ask a respondent to give untruthful response.
(3) The family of models proposed by Kuk (1990) is better than the Simmons’ family in terms of efﬁciency and privacy
protection. From an empirical point of view, the study of van der Heijden et al. (2000) shows that Kuk’s procedure
seems to perform slightly better than the forced-response procedure and markedly better than face-to-face direct
questioning and computer assisted self-interviewing. Recommendations and successful applications of the Kuk’s
procedure have been also reported in van den Hout and van der Heijden (2002). These results should be even more
marked for the model proposed by Christoﬁdes (2003).
(4) An adequate analysis of the efﬁciency and of the respondent’s protection is always necessary when proposing new
RR models.
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