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ABSTRACT In this paper we show the equivalence of near-field beamforming and backward-wave
reconstruction algorithm. The proof is carried out analytically with two different approaches, using the
principle of stationary phase from a signal processing point of view and the angular spectrum representation
as an electromagnetic point of view. A comparison of the time complexity of the near-field beamforming
and backward-wave reconstruction algorithm is given. A detailed discussion of the constraints required for
a digital implementation is presented, leading to limitations for the chosen system parameters, especially
for the backward-wave reconstruction approach. An exemplarily scenario is simulated and processed,
confirming the found equivalence between the two very different approaches of image reconstruction. An
additional measurement with a 120GHz radar showcases the capabilities of both algorithms and validates
our findings.
INDEX TERMS Near-field beamforming, backward-wave reconstruction, radar imaging.
I. INTRODUCTION
IN THIS paper we compare two commonly usedalgorithms for two-dimensional image reconstruction from
coherently collected raw data. The first algorithm is a
near-field narrow-band phase shift delay-and-sum beam-
former [1, p. 31]. As we will see later in this paper,
near-field beamforming can either be interpreted as a cross-
correlation between the measured aperture data and the
sensor’s point spread function or, equivalently, as a convo-
lution with a matched filter derived from the sensor’s point
spread function. The second algorithm is a backward-wave
reconstruction algorithm [2]–[4], which exploits computa-
tionally efficient FFTs. This algorithm is widely used in
holographic imaging [4], [5].
The first important contribution made by this paper is to
show that these two very different algorithms, which will be
discussed further in Section II, are in fact identical from a
mathematical point of view.
We present two different approaches for showing the
equivalence of these spatial and spatial frequency domain
algorithms. One approach discussed in Section III-A is to
show that the transfer function of the matched filter used
in backward-wave propagation can be obtained by Fourier-
transforming the sensor’s time-reversed, complex conjugate
point spread function by means of the principle of stationary
phase, which is widely used in synthetic aperture radar pro-
cessing [6], [7]. The second approach discussed in this paper,
which will be presented in Section III-B, is to decompose
the integral describing near-field beamforming into forward
and inverse Fourier transforms. In order to do so, an angular
spectrum representation is used to expand a spherical wave
into a continuous spectrum of planar Eigenmodes.
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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The second important contribution made by this paper
are several conditions connecting, for example, the sam-
ple interval and the given/chosen apertures. This derivation
will be presented in Section IV. It will be shown that in a
discrete implementation of the backward-wave reconstruc-
tion algorithm the constructed transfer function needs to
be designed slightly larger in both the spatial and spatial
frequency domain compared to the theoretically required size
due to the leakage effect. We introduce two scaling factors to
mathematically represent this scaling and solve the negative
influence of the leakage effect [8, p. 219].
The fact that near-field beamforming and backward-wave
reconstruction are equivalent algorithms has several impor-
tant consequences. Firstly, the Fourier-based backward-wave
reconstruction algorithm can be viewed as a computation-
ally efficient implementation of near-field beamforming.
Secondly, images reconstructed by near-field beamforming
in fact can be considered as “correct” reference images for
the backward-wave reconstruction algorithm.
Lastly, predictable sidelobe behavior corresponding to
si-functions can be achieved in an implementation of
backward-wave reconstruction if the presented approach is
used, which guarantees the equivalence of the two algo-
rithms. If in contrast the aperture size and aperture sampling
interval are chosen incorrectly, distorted sidelobe patterns
are observed.
In order to demonstrate the equivalence of the two algo-
rithms and to show the practical relevance of our findings,
we will process both simulated and measured data using
implementations of the two algorithms. In Section V, sim-
ulated data for a point target will be processed while in
Section VI measurement data for a small corner reflector
mimicking a point target is processed. For both datasets, the
results obtained using the two algorithms show outstanding
agreement.
II. DESCRIPTION OF THE ALGORITHMS
Consider the imaging geometry depicted in Fig. 1. In order to
obtain an image of the target distribution, i.e., the reflectivity
function g(x′, y′) within the target plane at z = |z0|, a two-
dimensional aperture located within the aperture plane at
z = 0 is scanned. The raw radar data obtained during the
process of aperture scanning can be denoted as a convolution
f (x, y) = g(x′, y′) ∗ p(x, y). (1)
of the reflectivity function g(x′, y′) and the sensor’s point
spread function
p(x, y) = e−j2k
√
x2+y2+|z0|2 , (2)
where ∗ is the convolution operator and k = 2π/λ. The
exponent denotes the round trip phase observed between the
sensor position 〈x, y, z = 0〉 within the aperture plane and
the point target position 〈x′, y′, z = |z0|〉 within the target /
image plane.
FIGURE 1. Conceptual representation of the imaging geometry.
The two algorithms compared in this paper provide
means to reconstruct the image, i.e., the reflectivity func-
tion g(x′, y′), from the raw radar data f (x, y) and will be
briefly summarized in the following.
A. NEAR-FIELD BEAMFORMING
The first algorithm to be discussed is near-field beamform-
ing, which is an algorithm operating in the spatial domain.
For the discussion in this paper an algorithm for a continuous
defined aperture is needed. In the usual literature, however,
the argumentation is mostly application-oriented with dis-
crete antenna positions of a radar system in mind, as it is the
case in [9].1 Our approach is based on the one-dimensional
far-field beamforming described for continuous apertures
in [11]. Equivalently to (1) in [11], a two-dimensional
and near-field capable formulation of continuous aperture







f (x, y) ej2k
√
(x−x′)2+(y−y′)2+|z0|2 dx dy. (3)




) = p(x, y)  f (x, y) (4)
of the raw radar data with the sensor’s point spread function





) = h(x, y) ∗ f (x, y) (5)
of the raw radar data with a matched filter whose impulse
response denotes
h(x, y) = p∗(−x,−y) = e+j2k
√
x2+y2+|z0|2 . (6)
While the continuous domain notation used in the equa-
tions so far is useful for showing the equivalence of the two
algorithms in Section III, the underlying concept of near-field
beamforming is explained best for a discrete implementation
such as is shown in Fig. 2.
1. Reference [9] describes the general case of a delay-and-sum beam-
former, which is applicable for near- and far-field conditions. Other sources,
like [1, p. 31] or [10, p. 9ff], describe only the special case of far-field
conditions for the delay-and-sum beamformer.
2. This is achieved by substituting the far-field approximation x cos θ
with the near-field equivalent
√
(x− x′)2 + (y− y′)2 + |z0|2.
3. Note the difference between convolution (∗) and correlation ().
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FIGURE 2. Reconstruction by near-field beamforming.
For every sensor position within the aperture, which cor-
responds to a complex-valued pixel f [m, n] in the raw data,
a well-known round trip phase delay between the sensor
and a point target at a location corresponding to the pixel
g[m′, n′] to be reconstructed is observed.4 As is illustrated
by Fig. 2, the individual pixels are reconstructed by com-
pensating this phase delay by means of a suitable phase
advance and subsequent summation of all phase-corrected
pixel values.
As a consequence, the near-field beamforming algo-
rithm requires four nested loops for the reconstruction of
a two-dimensional image, which makes the algorithm com-
putationally expensive for aperture data with a large number
of points.
B. BACKWARD-WAVE RECONSTRUCTION
The second algorithm to be discussed in this paper
is backward-wave reconstruction, which is a holographic
algorithm performing image reconstruction in the spa-










where F and F−1 denote forward and inverse two-
dimensional Fourier transforms as is illustrated in Fig. 3.
Equation (7) can be interpreted as a matched filtering





) = e+jkz|z0| (8)
where
k2z = 4k2 − k2x − k2y. (9)
From (9) it is obvious that the value for kz will become
imaginary, if k2x+k2y > 4k2. This is a well known problem [2]
and can be solved by either choosing adequate system param-
eters or working with a complex kz. A complex kz will
cause H(kx, ky) to be damped exponentially for values of
k2x + k2y > 4k2. Complex values of kz represent evanescent
4. The described system is a mono-static radar, meaning that transmitter
and receiver are always at the same position.
FIGURE 3. Backward-wave reconstruction algorithm, which employs
two-dimensional FFTs.
waves, which are not propagating and cannot be measured
by a physical setup [2].
III. EQUIVALENCE OF BEAMFORMING AND
BACKWARD-WAVE RECONSTRUCTION
In the following, we will now show the equivalence of the
two algorithms introduced in the previous section. Two dif-
ferent approaches can be followed in order to demonstrate
the equivalence of the two algorithms.
The first approach takes a signal processing point of view
and strives to show that (7) is in fact the fast convolution
equivalent of the spatial domain convolution (3). In order
to do so, the principle of stationary phase is used to show
that (8) is the Fourier transform of (6).
The second approach is closely related to electromagnetic
theory and employs an angular spectrum representation in
order to decompose the spatial domain reconstruction inte-
gral (3) into forward and inverse Fourier transforms, giving a
form equivalent to (7). This approach is somewhat related to
the derivation of the backward-wave reconstruction algorithm
presented in [4].
A. PROOF OF EQUIVALENCE USING THE PRINCIPLE OF
STATIONARY PHASE
In order to show the equivalence of the two algorithms from










of the matched filter’s point spread function (6). For the two
algorithms to be equal, this Fourier transform must yield (8).
The inner integral, that is, the Fourier transform w.r.t.
x can be solved using the principle of stationary phase,
which is briefly reviewed in Appendix A. By comparing (10)
with (38), the phase function φx(x) can be identified. In order




x2 + y2 + |z0|2
− kx (11)



















when ignoring the constant scaling factor.
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The second integration, which is the Fourier transform
w.r.t. y, is again carried out using the principle of stationary
phase. By comparing (38) with (13), the phase function φy(y)






4k2 − k2x − ky, (14)
which provides the stationary point
y0 = ky |z0|√
4k2 − k2x − k2y
. (15)







4k2−k2x−k2y|z0| = e+jkz|z0|, (16)
where k2z = 4k2 − k2x − k2y, is found.
Having shown that (8) is in fact the Fourier transform
of (6), it immediately becomes obvious that (7) is the
spatial frequency domain implementation, namely a fast
convolution, of the spatial domain convolution (3).
B. PROOF USING AN ANGULAR SPECTRUM
REPRESENTATION
In order to demonstrate the equivalence of the algorithms












The exponential term contained within this integral in fact
represents the field distribution of an inward-traveling (i.e.,
divergent) spherical wave emitted by a point source located
at 〈x′, y′, z′ = |z0|〉 within the target plane z′ = |z0|.
In order to decompose the above integral into forward
and inverse Fourier transforms, this spherical wave is now
expanded for planar wave functions by means of an angular
spectrum representation (56), which is discussed in great
detail in Appendix B.
In this context, two important points have to be observed:
Because the exponential function in (3) describes a round-
trip phase rather than the phase advance between a point
source and an observation point, it contains an additional
factor of 2, which is not present in (56). In order to use (56)
for the expansion of (3), this factor of 2 has to be added
to the exponent of the left side of (56) and the separation
condition (44) has to be modified accordingly for the right
side and becomes 4k2 = k2x + k2y + k2z , which immediately
yields (9).
In addition, it has to be noted that in (56) the 1/r term
describing spherical spread loss as well as the 2π/kz term,
which also represents a distance-dependent amplitude fac-
tor, have been omitted. This is permissible because image
reconstruction is performed primarily based on the phase
information, while the amplitude is almost constant.
Using the angular spectrum representation (56) of the













dkx dky dx dy, (17)
where we let z = 0 and z′ = |z0| in (56).
By exploiting the linearity of the integrals and rearranging

















where we can identify the inner integral as a (forward)
Fourier transform and the outer integral as an inverse Fourier









which is exactly the reconstruction formula (7) of the
backward-wave algorithm.
C. TIME COMPLEXITY ANALYSIS
It is assumed that the aperture and image plane are of
equal size and have the same number of samples (Nx
and Ny). The computational complexity of the FFT used
in the backward wave reconstruction algorithm from (19)
is O(NxNy log (NxNy)) [12, p. 913]. Considering the near-
fiĄeld beamforming algorithm from (3), a straightforward
implementation requires a total of four nested for-loops.
Regardless of what computational operations are performed
in the most inner loop, these operations are independent of
Nx and Ny and thus their complexity is constant. Therefore,
the implementation of the near-field beamforming results
in a computational complexity of O(N2x N2y ). As a result, the
backward wave reconstruction algorithm can be implemented
in a computationally more efficient way than the near-fiĄeld
beamforming algorithm thanks to the use of the FFT.
IV. IMPLEMENTATIONAL ASPECTS
A. GENERAL REMARKS ON THE DISCRETE POINT
SPREAD FUNCTION
In a discrete implementation of the backward-wave recon-
struction algorithm, great care has to be taken in order
to ensure that the point spread function corresponding to
the transfer function used for image reconstruction has a
sufficient length.
We assume two apertures, one for the targets Dt and one
for the measurement Dm, as depicted in Fig. 4. Dt describes
5. The prefactor j in (18) was omitted because it is irrelevant for image
reconstruction.
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FIGURE 4. Dimensions used for signal processing with the worst case sensor and
target positions for the sampling criterion.
FIGURE 5. Raw aperture data (real part) for two different target positions in (a) and
(b), and the required matched filter’s impulse response enabling the reconstruction of
images from the raw data in (c).
the aperture where reflections are expected, while Dm is the
width of the scanned aperture. To simplify the following
calculations Dmt = Dm + Dt is defined. The two apertures
have to be aligned symmetrically along the x and y axes.
Up on closer inspection of Fig. 4 it is obvious that the
worst-case distance between a measurement point (sensor
location) and a target reflection is 12Dmt. To cover both
extreme cases (target left, sensor right and target right, sensor
left) the required size of the impulse response has to be at
least Dmt. The point spread function has to contain “reference
information” for every possible position combination within
the two aperture limits. Fig. 5 shows simulated measurement
data for (a) the target in the top left corner and (b) in the
bottom right corner. Measurement and target aperture are
assumed to be equal in this example. The impulse response
with the minimum size is shown in (c).
B. SPATIAL AND SPATIAL FREQUENCY DOMAIN
SAMPLING CRITERIA
For obvious reasons, in discrete implementations of the
backward-wave reconstruction algorithm, Nyquist’s criterion
has to maintained in both the spatial and spatial frequency
domain.
In order to develop sampling criteria for both domains, we
consider the matched filter (6) used in near-field beamform-
ing and the transfer function of the matched filter (8) used
in backward-wave reconstruction again. In the previous sec-







The following analysis will be carried out in terms of the
x-axis; however, similar results will apply for the y-axis.
1) SPATIAL DOMAIN SAMPLING CRITERION
In order to determine the spatial sampling requirements
imposed by (6), we firstly determine the instantaneous
angular spatial frequency in the spacial domain
kx(x) = 2k d
dx
√
x2 + y2 + |z0|2 = 2k x√
x2 + y2 + |z0|2
. (21)
By careful inspection of this equation it becomes obvious
that the maximum and minimum angular spatial frequencies
kx,max and kx,min occur if y = 0.
Consequently, the maximum instantaneous angular






= 2k · Dmt√
D2mt + 4|z0|2
, (22)






= − 2k · Dmt√
D2mt + 4|z0|2
. (23)
Therefore, the point spread function has to cover a minimum
angular bandwidth of
Bmt = kx,max − kx,min = 4k · Dmt√
D2mt + 4|z0|2
. (24)












has to be satisfied,7 where (24) is used. x is the sample
interval along the x-axis used during the measurement. In the
case of arbitrary large apertures (Dmt → ∞) the right side
of (25) converges to λ/4. To compensate effects caused by
the spectral leakage effect the synthesized matched filter’s
bandwidth is increased by a factor of ηf:
Bimp = ηfBmt, (26)
6. This pair holds for this particular application. The constant scaling
factor is ignored.
7. This is the only condition that also applies to the beamforming
algorithm.
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with ηf > 1. This bandwidth corresponds to the synthesized
matched filter’s bandwidth, although the actual filter’s band-
width might be higher, yet filled with zeros, as will be shown
in the following discussion.
One may argue that the sampling criteria for the matched












where (24) and (26) are used and x̃ corresponds to the sam-
pling interval of the matched filter’s impulse response. The
resulting bandwidth of the matched filter’s impulse response




However, the condition in (27) only applies to the syn-
thesized matched filter’s impulse response but not the
measurement. Therefore, it is possible to measure with x
and interpolate the data afterwards to x̃, such that (27) is
satisfied.
2) ANGULAR SPATIAL FREQUENCY DOMAIN SAMPLING
CRITERION
In order to establish a similar sampling criterion for the
angular spatial frequency domain, we employ an approach
which is dual to determining the instantaneous angular spatial
frequency as carried out in the previous subsection. This
approach seeks to determine the maximum instantaneous
distance x(kx) of the sensor to the target in dependence of
the angular frequency. Differentiating the exponent of (8)





4k2 − k2x − k2y =
−|z0|kx√
4k2 − k2x − k2y
. (29)
By careful inspection of this expression it becomes obvi-
ous that the maximum and minimum distances between the
sensor and the target occur if ky = 0.
For a given bandwidth B the maximum distance between
the sensor and the target in one direction is achieved with the







(4k)2 − B2 . (30)







(4k)2 − B2 . (31)
Consequently, the minimum required aperture is
Dmin = xmax − xmin = 2|z0|B√
(4k)2 − B2 . (32)
8. This is the complete bandwidth, not the bandwidth actually covered
with data. The bandwidth covered with data is Bimp, which is always smaller
due to (27).
Inserting the measured signal bandwidth Bmin from (24)
into (32) yields the minimum required aperture for the
impulse response in the spatial domain
Dmin,sig = Dmt. (33)
This result is obvious, as Dmt was the initial condition to
get the required measurement bandwidth. Although starting
from a different perspective, the calculation of the aperture
corresponding to this bandwidth, obviously yields the starting
point of Dmt.
The result in (33) only includes the properties (bandwidth
and aperture) of the measured signal but the synthesized
matched filter has a higher bandwidth according to (26),
which has to taken into account. Inserting (26) into (32)





By carefully inspection of the denominator of (34) a
requirement for the factor ηf follows from
(4k)2 − (ηfBmt)2 > 0. (35)








To avoid leakage effects the impulse response’s aperture
size is increased by a factor ηs:
Dpad = ηsDimp, (37)
with ηs > 1.
3) OVERVIEW
Fig. 6 shows an overview of the implementation aspects
which were presented in the previous sections. For a given
measurement scenario the target aperture Dt is given. The
measurement aperture Dm can theoretically be chosen freely,
but larger apertures will result in a higher resolution of final
image and are therefore preferred. The sum of both apertures
Dmt yields the occupied bandwidth Bmt of the measurement
using (24). Equation (25) then provides an upper limit for
the measurement interval x, which is chosen next. The fac-
tor ηf increases the actually synthesized impulse response,
according to (26), which will reduce leakage effects in
the frequency domain. The value of ηf is limited by (36).
Using (27) the bandwidth of the matched filter’s impulse
response gives a lower limit for the sampling interval x̃. If
x̃ is chosen different from x a resampling of the measured
data to x̃ is required. It is possible to choose x = x̃
small enough to satisfy both conditions. This has the ben-
efit that no resampling is required, but the measurement
has to be carried out with an unnecessarily high sampling
rate, increasing measurement time or system complexity
and the amount of data. Once x̃ is chosen, the complete
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FIGURE 6. Overview of the parameter calculation dependencies for the
backward-wave reconstruction algorithm.
bandwidth Bpad of the matched filter’s transfer function is
given by (28). Equation (34) allows the calculation of the
matched filter’s impulse response width Dimp. This mini-
mum is then again increased by a factor ηs to reduce the
impact of the leakage effect, resulting in the final padded
width Dpad with (37). Note that Dimp and Bimp describe only
the used width/bandwidth, while Dpad and Bpad correspond
to the available (i.e., zero-padded) width/bandwidth of the
matched filter’s impulse response.
V. SIMULATION EXAMPLE
In the following section we will demonstrate the equivalence
of near-field beamforming and backward-wave propagation
by processing simulated data using implementations of both
algorithms. The previously described criteria and boundaries
will also be discussed.
The simulation’s target aperture Dt is 40.5mm, which
is solely defined by the position of the single target at
(−Dt/2, −Dt/2, z0)T. The measurement aperture Dm is chosen
to be larger with Dm = 64.5mm, resulting in Dmt = 105mm.
Both apertures are multiples of the sampling interval x̃,
which will be introduced later. The measured data and the
two apertures are shown in Fig. 7. The distance between
these two apertures was set to z0 = 0.5m. A wavelength
of λ = 2.5mm (120GHz) was chosen, as it is the same
provided by the measurement system in the following sec-
tion. The minimum required bandwidth for the measured
signal is Bmt ≈ 1050 1m from (24), resulting in a maximum
value for x of 6mm, according to (25). The upper limit
of ηf is 9.6 according to (36) and a value of ηf = 3 is cho-
sen, yielding good results. Therefore, the used bandwidth
of the matched filter’s impulse response is Bimp ≈ 3149 1m .
As the upper limit for the sampling interval of the impulse
response x̃ in (27) is 2mm the value for x and x̃
is chosen to be 1.5mm, providing a slight oversampling
in the spacial domain. Choosing both values to be equal
removes the interpolation step of the measured data. With
FIGURE 7. Real part of the simulated measurement data in the spatial domain,
zero-padded to the final size.
FIGURE 8. Real part of simulated matched filter’s impulse response in the spatial
frequency domain.
x̃, the padded bandwidth of the impulse response from (28)
is Bpad ≈ 4189 1m . The frequency domain of the matched fil-
ter’s impulse response is shown in Fig. 8, including the three
bandwidths of interest.
The used width of the impulse response is calculated
with (34) and yields approximately 33mm. A value for ηs
of 1.5 is chosen, yielding good results. ηs is used to con-
trol the actual width of the impulse response in the spacial
domain, ensuring that the correlation of a target at the edge
of the target aperture is not carried out right at the edge of
the impulse response, which would lead to artifacts due to
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FIGURE 9. Real part of simulated matched filter’s impulse response in the spatial
domain.
the leakage effect. The different apertures and the impulse
response in the spatial domain are shown in Fig. 9. The final
aperture size of the padded data and the impulse response
is Dpad = 495mm, as stated by (37). The impulse response
and the corresponding aperture values are shown in Fig. 9.
The measured data in Fig. 7 is zero-padded to the final size
of the impulse response Dpad to allow the multiplication in
the frequency domain. The target and measurement apertures
are indicated for the x-axis, but also apply to the y-axis as
both apertures have the same size. According to (19) the
zero-padded data is transformed to the spacial frequency
domain with the use of a DFT/FFT, multiplied with the
synthesized matched filter in the spatial frequency domain,
and the result is transferred back to the spacial domain with
the inverse DFT/FFT. The beamforming approach is carried
out straight forward according to (3) in the spatial domain.
The results of both approaches are shown in Fig. 10 and
Fig. 11 as a one-dimensional cut though the peak reflection.
The results match each other almost perfectly, except for
very low values. This is expected, as the two factors ηf
and ηs reduce the impact of the leakage effect, but do not
eliminate it completely. It is possible to choose higher values
for both, yielding better results. The drawback is an increased
computational effort required, as more samples need to be
processed. The user has to balance between the two goals,
depending on the application. All system parameters of the
simulation are summarized in Table 1.
VI. MEASUREMENT
To demonstrate both algorithms in a practical application
a measurement is carried out using the system previously
presented in [13]. It is using a continuous wave radar, oper-
ating at 120GHz or λ ≈ 2.5mm. The radar is mounted
FIGURE 10. 2D comparison between beamforming (a) and backward-wave
reconstruction (b) of the simulated data. Both results are normalized to their
maximum and given in dB.
FIGURE 11. Beamforming and backward-wave reconstruction of the simulated data,
normalized to their maximum.
TABLE 1. Variable selected for simulation.
on an xy-table, allowing precise positioning of the radar.
The positions in the aperture are scanned one after another
and combined into a single measurement afterwards. All
system parameters are the same as for the simulation in the
previous section, given in Table 1. A single corner reflector
target with a radar-facing edge length of 29mm is placed
approximately in the center of the aperture in a distance of
0.5m. Fig. 12 depicts the two results using (a) the beam-
forming approach and (b) the backward-wave reconstruction
algorithm, showing excellent agreement.
VII. CONCLUSION
The equivalence of the two algorithms, near-field beam-
forming and backward-wave reconstruction, has been shown
analytically using two different methods. The proof of equiv-
alence yielded a Fourier pair connecting the spatial and
spatial frequency domain for this particular application. From
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FIGURE 12. Measured scenario with a single target, processed with (a) the
beamforming approach and (b) the backward-wave reconstruction. Both results are
normalized to their maximum and given in dB.
this Fourier pair we derived several requirements for cer-
tain system parameters, like the apertures or the spatial
sampling interval, applicable to the backward-wave recon-
struction and the beamforming approach. Choosing these
parameters wrong will reduce the quality of the resulting
image or even break the calculation, as certain parameters
will become imaginary. The following discussion lead to two
scaling parameters for the matched filter, which are used to
reduce the effect of leakage.
A simulation of a scenario was used to exemplarily calcu-
late the required system parameters. Both algorithms were
then applied to the generated data and the resulting recon-
structed images showed excellent agreement, proving the
equivalence of both methods. Lastly, an additional measure-
ment with a 120GHz non-modulated radar system has been
shown, also confirming our findings.
APPENDIX A
PRINCIPLE OF STATIONARY PHASE
The principle of stationary phase [14] is widely used in radar







−j π4 ejφ(x0) (38)
where the stationary point x0 satisfies φ′(x0) = 0 [6], [14].
APPENDIX B
ANGULAR SPECTRUM REPRESENTATION OF A
SPHERICAL WAVE EMITTED BY A POINT SOURCE
The derivation presented in Section III-B of this paper
requires an expansion of a spherical wave emitted by a
point source for the free-space’ continuous spectrum of plane
Eigenmodes.
A. THE WEYL REPRESENTATION
For an inward-traveling (i.e., divergent9) spherical wave
located at the origin, a well-known possible expansion, which
9. In dissipative media where k = k′ − jk′′ applies, the spherical wave
diverges for r → ∞ [15].










where r = √x2 + y2 + z2. Note that this expansion is valid
for both z ≥ 0 and z ≤ 0 [17].
B. MODIFIED ANGULAR SPECTRUM REPRESENTATION
In order to allow for a proper decomposition of (17) into
Fourier transforms, an additional substitution kx → −kx and













For a better comparison with the result from
Appendix B-C, we expand the right side of equation (41)
with 2π and use kz =
√









e−j(kxx+kyy−kz|z|) dkx dky (42)
provided kx, ky ∈ R, which is inherently guaranteed.11
C. DERIVATION AND ELECTROMAGNETIC
INTERPRETATION OF THE MODIFIED ANGULAR
SPECTRUM REPRESENTATION
From an electromagnetic point of view, this substitution
may be interpreted as using a continuous spectrum of basis
functions e−jkxi xi rather than ejkxi xi for the expansion of the
spherical wave into plane waves. Note that both spectra are








which is obtained by solving the Helmholtz equation for
source-free regions ∇2ψ + k2ψ = 0 by means of separation
of variables if the solution space is assumed to be unbounded
in the direction of xi [15].
The solutions for the ODE’s under form of (43) have to
maintain the separation condition [15]
k2 = k2x + k2y + k2z (44)




k2 − k2c 0 < kc < k Propagating
j
√
k2c − k2 k < kc < ∞ Non-propag.
(45)










By substituting kx = kp, ky = kq and kz = km (40) is obtained if the
differential elements are properly substituted (dp = dkx/k and dq = dky/k).
11. A comparable substitution is carried out in [17] in order to put the
expansion of an outward-traveling (i.e., convergent) spherical wave under
a form comparable to (40).
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where k2c = k2x + k2y shall be referred to as cut-off wavenum-
ber. It is interesting to note that due to the fact that a divergent
wave is considered here, we define kz = j
√
k2c + k2 for the
non-propagating case rather than kz = 1/j
√
k2c + k2, which is
used for evanescent Eigenmodes in waveguides [15].
In order to further illustrate this electromagnetic
interpretation, we will now develop (42) by means of a
spherical wave expansion in terms of basis functions e−jkxi xi .
The presented derivation is inspired by the derivations of the
Weyl representation (40) given in [17], [18].
The ansatz for the expansion of the spherical wave in










e−j(kxx+kyy)e+kz|z| dkx dky. (46)












e−j(kxx+kyy) dkx dky. (47)












x2 + y2 e
j(kxx+kyy) dx dy. (48)
for the angular spectrum a(kx, ky).
In order to find a closed-form expression for the angu-




x2 + y2 kc =
√
k2x + k2y, (49)
where kc is the cut-off wavenumber. By exploiting the fact
that the term (kxx + kyy) is a scalar product between the
vectors 〈x, y〉 and 〈kx, ky〉 where φ denotes the angle between













ejρkc cos(φ)ρ dρ dφ. (50)







ejx cos(φ) cos(nφ) dφ (51)










2πJ0(kcρ) ρ dρ. (52)
Equation (52) contains a zeroth-order Hankel transform
Hn=0{ ejkρρ }. The corresponding Hankel transform pair (59),











= jkz 0 < kc < k
1√
k2c−k2
= jkz k < kc < ∞
(53)
12. Due to the axial symmetry of the Bessel function J0(kcρ) the
remainder of this derivation is equivalent to the derivations of the Weyl
representation given in [17], [18].
where the upper case applies for propagating and the
lower case for non-propagating parts of the angular wave
spectrum.



















e−j(kxx+kyy−kz|z|) dkx dky. (55)
which is repeated here for clarity, is readily obtained.
D. MODIFIED ANGULAR SPECTRUM REPRESENTATION
FOR A POINT SOURCE LOCATED AT AN ARBITRARY
POSITION
In order to obtain a similar expansion for a point source
located at 〈x′, y′, z′〉 rather than at the origin, a substitution
x → x− x′, y → y− y′, z → z− z′ is performed in (42). The











where r = √(x− x′)2 + (y− y′)2 + (z− z′)2.
APPENDIX C
THE HANKEL TRANSFORM AND RELEVANT HANKEL
TRANSFORM PAIRS
The Hankel Transform denotes [21]
Fn(s) = Hn{f (x)} =
∫ ∞
0
f (x)Jn(sx) x dx (57)
where n denotes the transform’s order.
By careful analysis of the Hankel transform







s2 + α2 (58)










a2−s2 0 < s < a
1√
s2−a2 a < s < ∞
(59)
follows for α = −ja [17], [18].
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