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Abstract
In this thesis, we describe a biometric authentication system that is capable of recognizing its users’
voice using advanced machine learning and digital signal processing tools. The proposed sys-
tem can both validate a person’s identity (i.e. verification) and recognize it from a larger known
group of people (i.e. identification). We designed the entire speaker recognition system to be inte-
grated into the Siebel Center’s infrastructure, and named it “Biometric Authentication System for
the Siebel Center (BASS)”. The main idea is to extract discriminative characteristics of an individ-
ual’s voiceprint, and employ them to train classifiers using binary classification. We formed the
training data set by recording 11 speakers’ voices in a laboratory environment. The majority of the
speakers were from different nations, with different language backgrounds and therefore various
accents. They were considered to be a subset of the Siebel Center community. We asked them to
speak 13 words including numeric digits (0-9) and proper nouns, and used triplet combinations of
these words as passwords. We chose Mel-Frequency Cepstral Coefficients to represent the voice
signals for forming frame-based feature vectors. With these we trained Support Vector Machine
and Artificial Neural Network classifiers using “One vs. all” strategy. We tested our recognition
models with unseen voice records from different speakers and found them very successful based on
different criteria such as equal error rate, precision and recall values. In the scope of this work, we
also assembled the hardware through which the software, including the algorithm and developed
models, could operate. The hardware consists of several parts such as an infrared sensor that is used
to sense the presence of users, a PIC microcontroller to communicate with the software and an LCD
screen to display the passwords, etc. Based on the decision obtained from the software, BASS is
also capable of opening the office door, where it is built to function.
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Chapter 1
Introduction
Biometrics refers to technologies that measure, analyze and validate human body characteristics,
such as fingerprints, eye retina, iris and facial patterns for authentication purposes. In addition to
these characteristics, the way a person speaks is unique since each person has a different vocal
tract. In this work, we mainly focus on distinguishing one person from many others, by properly
expressing the acoustic features of their voice and using machine learning methods.
1.1 Overview and Problem Statement
The faculty and staff in the Siebel Center for Computer Science building use Single Validation Entry
System, which is nothing but the authentication of an identity card (called I-card) through a scanning
device, to enter their offices. Since I-card carries private information about the personnel, it can also
be used for other purposes such as borrowing a book from the library. Although this system, at a
first glance, seems to be highly secure, it requires the personnel to carry an electronically valid card
at all times. In addition, there occasionally are many scratches on both sides of the card after it is
heavily used, which may prevent not only entering the office spaces but also using other facilities
that require authentication of I-cards. The best solution to this problem seems to be replacing the
card with a new one, which is costly. As a final point, the currently used system is also very
expensive to build.
In this work, we propose a voice-based authentication system that will fundamentally change
the existing system. It is mainly planned to serve for biometric verification to form a practical,
secure and robust entry system for the offices in the Siebel Center. This system also eliminates
the problems mentioned above. We call the proposed system Biometric Authentication System
for the Siebel Center (BASS). BASS is developed using speaker recognition approach. It both
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validates a speaker’s identity (i.e., verification) and recognizes it from a larger known group of
people (i.e., identification) using the combination of words (called “passwords”). BASS can achieve
these by searching the voice pattern of a speaker in the database previously formed by collecting
the voiceprints of all the authenticated users. The biggest advantage is that, since the biometric data
is unique to a person, it is difficult to fake the system. In addition, the personnel do not need to
carry anything to authenticate them to enter the offices. It is also capable of opening the office door
when the person is verified. Finally, the system is intended to operate very fast and require very
little work by the user.
1.2 Motivation
The main objective of this thesis is to build a robust biometric authentication system, which can be
achieved at both software and hardware levels. First, the hardware is built to provide flexibility to
the public so that it requires almost no effort to open the door when a person is authenticated. The
hardware should include five parts: (i) an infrared sensor that can initiate the recognition process
when the speaker appears in front of it, (ii) a microphone to record the user’s voice, (iii) a screen
where predefined passwords are shown, (iv) a computer where the software operates, and (v) an
electronic door security system to open the door. Finally, the system needs to be easily integrated
into the existing security infrastructure of the Siebel Center.
The second part of this thesis involves the development of speaker recognition software that
operates using the built hardware. It needs to perform both speaker verification and identification
effectively. For this purpose, speaker models should be developed using machine learning tools,
which are also required to be validated with a comprehensive database to check for robustness and
reliability. After the successful development of each component, the hardware and software parts
are combined together to form a fully functional authentication system.
1.3 Research Methodology
The implementation of machine learning algorithms and the development of corresponding software
is the main part of this work, although the building of hardware setup also plays an important role.
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The final product is originally intended to be used for Professor Dan Roth’s office, who would like
to have an intelligent door that is opened only when he is in front of it. As a result, the model study
is first performed to validate his identity. For this purpose, speech files from many speakers are
collected in the laboratory, which is thought to be representing his office environment. Speakers are
chosen from the Siebel Center staff and many other volunteers. During the experiments, they are
asked to speak different words including numeric digits and proper nouns. The voice recordings are
done carefully to form a database of individuals, in which both Dan Roth’s and impostors’ voice
models are intended to be stored. Digital signal processing is performed to extract the embedded
acoustic features from each speaker’s voice. For each word, frame-based feature vectors are then
formed to be fed into SVMs and ANNs as inputs to perform binary classification. The developed
classifiers are finally tested using unseen voiceprints chosen from the database.
The identification of each speaker recorded in the database is the next step in this thesis. This
is carried out by developing several models for each speaker in the database. For each word, a new
voice record is tested using the developed models to make a decision about the identity of the person
by calculating the matching scores of every single model. The one producing the highest score is
then selected.
1.4 Thesis Organization
In Chapter 2, we present the overview of past studies on speaker recognition and give a brief ex-
planation of pattern recognition techniques used in this field. We then explain the details of two
classification methods, SVMs and ANNs, which have been widely used to build robust speaker
recognition systems. In Chapter 3, the details of the hardware setup are presented. Then the ar-
chitecture of software is given, explaining the details of processes required for speaker recognition.
In Chapter 4, we describe the experiments performed in the Siebel Center. We provide the perfor-
mances of authentication models developed using SVMs and ANNs for both speaker verification
and identification purposes. Discussion of the results is also provided at the end of Chapter 4. Fi-
nally, we conclude by providing the summary of our work, conclusions and future research concepts
in Chapter 5.
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Chapter 2
Literature Survey
In this chapter, we first talk about the evaluation of biometric measures and why we chose voice-
authentication for the users of BASS. We then briefly present evolution of speech processing studies,
which form the basis of automatic speaker recognition (ASR) systems. We also provide a review of
the studies performed in the area of ASR with an emphasis on pattern recognition techniques. Next,
we explain the theory of Support Vector Machines (SVMs) and Artificial Neural Networks (ANNs)
in detail, which we use as primary tools to develop speaker recognition models. Finally, we provide
the applications of these techniques in the field of speaker recognition.
2.1 Voice as a Biometric Tool
The vulnerability of a physical or a behavioral trait to be used in a biometric application can be
determined using various criteria. Table 2.1 provides the comparison of biometrics using 7 criteria
that are explained below [57]. (In addition to the research articles, one of the best places to find the
latest progress in biometrics and its recently discovered measures are the online resources [1, 2, 3]).
1. Universality: how commonly a biometric is found in each individual.
2. Uniqueness: how well the biometric separates one individual from another.
3. Permanence: how well a biometric resists in time.
4. Performance: how accurate, fast and robust a biometric is.
5. Collectability: how easy it is to acquire a biometric for measurement.
6. Acceptability: how much it penetrates into daily life.
7. Circumvention: how difficult it is to fake the authentication system.
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It can easily be seen that voiceprint has a high degree of acceptability, although it has a lower
degree of uniqueness and performance compared to other biometrics. In addition, voice-based
recognition systems have been studied exhaustively in the last four decades and the outcomes of
these works have already been used successfully in various commercial [5, 7] and open source
products [4, 6]. A further use may be to increase the security of existing biometric systems through
hybridization, which is generally called multi-biometrics [87]. Therefore, for all practical purposes,
voice is still one of the most practical biometric tools.
Table 2.1: Comparison of biometrics using various criteria [57]: the performance of each biometric
is categorized as either low (L), medium (M), or high (H).
Biometrics
Univer-
sality
Unique-
ness
Perma-
nence
Collect-
ability
Perfor-
mance
Accept-
ability
Circum-
vention
Face H L M H L H L
Fingerprint M H H M H M H
Hand
Geometry M M M H M M M
Keystroke
Dynamics L L L M L M M
Hand Vein M M M M M M H
Iris H H H M H L H
Retinal Scan H H M L H L H
Signature L L L H L H L
Voiceprint M L L M L H L
Facial
Thermogram H H L H M H H
DNA H H H L H L L
2.2 Automatic Speech Recognition
The understanding of spoken language by machines is an extensive research field. It requires the
contribution from many different scientific fields such as Artificial Intelligence, Computational Lin-
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guistics, etc. The key purposes of automatic speech recognition are: (i) to build a system that is
capable of converting acoustic signal to a string of words (so-called transcription) and (ii) to un-
derstand the meaning contextually rather than just the words, which is one of the major topics of
Natural Language Processing.
The earliest work reported in automatic speech recognition field was encountered in the 1920s.
The first system that could understand speech was, interestingly, a toy named “Radio Rex”. It could
move via a spring that released whenever the word “Rex” was pronounced; it used the acoustic
energy of the first formant of the vowel [35]. Although it was very primitive, Radio Rex functioned
successfully since it moved whenever it was called. More qualified speech recognition systems
started to appear at the end of the 1940s. Bell Labs designed a system that can recognize 10 digits
from a single speaker [36]. In this work, 97-99% accuracy was obtained by storing unique patterns
for each of the words corresponding to the first two vowel formants of the digits. Another milestone
work was the speech recognizer capable of recognizing four vowels and nine consonants based on
a similar pattern recognition principle [39, 46]. The importance of this work is that it marked the
first use of phoneme transition probabilities to constrain a recognizer.
Starting from the 1960s there have been numerous significant developments in the field of
speech recognition systems. Novel feature extraction algorithms, the concept of cepstral processing
and warping of signals, were introduced at that time. In the 1970s, Hidden Markov Models (HMMs)
started to be used and penetrated slowly into technologies to be used for automatic speech recog-
nition systems. The use of ANNs also became widespread in the 1980s because of their desired
properties. In the last two decades, SVMs, and Gaussian Mixture Models (GMMs) have dominated
the field in addition to HMMs. In spite of the successful implementation of several techniques, the
problem of speech transcription and understanding of context has been solved only to a limited ex-
tent. Since the focus of this work is the recognition of speakers rather than the speech, we will not
go into further details of the development in speech recognition area. A comprehensive historical
overview of developments and the major steps taken in this area can be found in [59].
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2.3 Automatic Speaker Recognition (ASR)
Another field of speech processing and the main subject of this thesis is speaker recognition. It
can be defined as the process of automatically recognizing a person on the basis of information
captured by interpreting speech signals. ASR can be defined more precisely as the use of a machine
to recognize a person from a spoken phrase [25]. There are two main paradigms used in speaker
recognition (Figure 2.1):
1. Speaker verification: A given speaker is verified who s/he claims to be. A typical verification
system asks the user who claims to be the speaker (so-called client) to provide an identifica-
tion. It then verifies the user by comparing codebook of given the speech utterance with that
given by user. If it matches the set threshold then the user is accepted as client otherwise the
user is labeled as impostor and rejected (Figure 2.1(a)).
2. Speaker identification: A particular speaker is detected from a known population. An identi-
fier system prompts the user to provide speech utterance. It then identifies the user by com-
paring the codebook of the speech utterance with those stored in the database and outputs the
most likely speaker who could have given that speech utterance (Figure 2.1(b)).
One more way of classifying speaker recognition systems is based on text and shown in (Figure
2.2). The systems can be either text dependent, where speakers’ speech corresponds to a previously
defined text (so-called password) and the user is cooperative (i.e., s/he volunteers to be recognized),
or text independent where there is no constraints on what the speakers speak and the user is poten-
tially uncooperative [25]. Finally, further classification can be made for identification systems based
on the characteristics of the group of people to be recognized. If the individual to be recognized
is previously known to be in the database of biometric characteristics, the identification is called
closed-set, otherwise it is called open-set identification.
In general, there are two important problems in speaker recognition: using unique feature sets
and finding a technique to distinguish these for easily recognizing a user. Since this thesis uses
SVMs and ANNs to find the best possible solution to our classification problem, we will discuss the
theory of these in the next section. We leave the discussion of details for finding a good feature set
to the next chapter.
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2.4 Machine Learning Algorithms
The area of machine learning provides a variety of tools for recognition of speakers, which generally
use the information extracted from speech records using digital signal processing. An overview
of these tools for speaker recognition is given in [95]. Among these, SVMs and ANNs play an
important role due to several of their desired properties.
2.4.1 Support Vector Machines (SVMs)
SVMs are powerful classifiers that have gained much attention in the last decade. Applications
of SVMs for pattern recognition problems can be found in [23]. Their mathematical theory and
other margin based methods are thoroughly explained in [21, 97]. SVMs make decisions based on
constructing a linear decision boundary (so-called hyperplane) that generally separates two classes
(in some cases, there are more than two classes).
When two classes are linearly separable, the decision boundary is defined by:
w ·x+b = 0, (2.1)
where w is the normal to the hyperplane (Figure 2.3). For linearly separable data that are labeled
{xi,yi} ∈Rd and yi ∈ {−1,1}, i= 1..N, the optimal hyperplane is chosen according to the maximum
margin criterion (N is the number of data and d is dimension of the problem), which separates the
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Figure 2.3: Linear hyperplanes (H1,H2) and support vectors (SVs) for separable data [21]
points by maximizing the perpendicular distance to the plane. The solid line in Figure 2.3 is the
optimal hyperplane and the closest data points are called Support Vector (SVs).
The hyperplane can be found by minimizing the objective function given in Equation 2.2, i.e.,
the square of L2 norm of w, which is subject to constraints in Equation 2.3 to separate the data
correctly. This implies (w · x+ b)yi ≥ 1 for the separable examples. As a result, SVs satisfy the
equalities given in Equation 2.4.
φ(w) =
‖ w ‖2
2
(2.2)
yi(w ·xi+b)−1≥ 0,∀i (2.3)
ys(w ·xs+b) = 1 (2.4)
This is a Quadratic Programming (QP) optimization problem the solution of which will be
described after we extend the discussion to the case of non-separable data. In many cases, the
data is not linearly separable, that is, there exists no hyperplane that satisfies the inequality given
in Equation 2.3. This can be solved by introducing slack variables ξi into Equation 2.3 to relax
the constraints such that some points are allowed to lie within the margin or they can even be
misclassified. Equation 2.3 then becomes:
yi(w ·xi+b)≥ 1−ξi,∀i. (2.5)
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The resulting objective function to minimize then becomes:
φ(w) =
‖ w ‖2
2
+C
N
∑
i=1
L(ξi). (2.6)
where the term on the right hand side is the empirical risk associated with the marginal or misclas-
sified points, L is the loss function and C is a parameter to specify the balance between the effects
of minimizing the empirical risk and maximizing the margin [101]. The most commonly used loss
function is the linear error-cost function (L(ξi) = ξi), since it is robust to outliers. A larger C means
a higher penalty to misclassification errors. Finally, minimizing Equation 2.6 with constraints in
Equation 2.5 gives a “Generalized Separating Hyperplane”, which is still a QP problem. The case
of non-separable data is shown in Figure 2.4.
The dual formulation of Equation 2.6 with (L(ξi) = ξi) is given by:
Q(α) =
N
∑
i=1
αi− 12
N
∑
i=1
N
∑
j=1
αiα jyiy jxixj (2.7)
which is subject to constraints:
0≤ αi ≤C, (2.8)
N
∑
i=1
αiyi, (2.9)
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where αi is the Lagrange multiplier of ith constraint in the primal optimization problem.
Finally, the optimal plane w0 is given by Equation 2.10, where Ns is the number of SVs. It is a
linear combination of all points in the feature space that have ξi > 0 as well as those that lie on the
margin (i.e.,αi 6= 0).
w0 =
Ns
∑
i=1
αiyixi (2.10)
SVMs can be extended to nonlinear classification problems by the so-called “Kernel Trick”.
Instead of applying the linear methods directly to the input space Rd , they are applied to a higher
dimensional feature space F , which is nonlinearly related to the input space via the mapping Φ :
Rd → F . In other words, each data point is mapped onto a manifold embedded into some feature
space, defined implicitly by the kernel, which can be of significantly higher dimension than the
input space. The training algorithm then only depends on the data through the dot product in F of
the form: φ(xi) ·φ(xj). The computation of the dot product is prohibitive if the number of training
vectors φ(xi) is large, and since φ is not known a priori, the Mercer’s theorem [34] for positive
definite functions allows to replace φ(xi) · φ(xj) by a positive definite symmetric kernel function
K(xi,xj) such that K(xi,xj) = φ(xi) ·φ(xj). The hyperplane then is constructed in the feature space
and intersects with the manifold creating a nonlinear boundary in the input space [101]. This way,
the data can be made linearly separable in the feature space, although the original input is not
linearly separable. Various kernel functions are used in the literature; some common examples are
provided in Equations 2.11 - 2.14:
Linear : K(xi,xj) = xi ·xj, (2.11)
Polynomial : K(xi,xj) = (γxi ·xj+ r)n,γ > 0, (2.12)
RadialBasisFunction : K(xi,xj) = exp
[
−γ(∥∥xi−xj∥∥)2] ,γ > 0, (2.13)
Sigmoid : K(xi,xj) = tanh(γxi ·xj+ r), (2.14)
where n is the order of polynomial, γ and r are kernel parameters.
For the solution of QP problems described above, well known techniques such as Lagrange
Multipliers and Wolfe Dual can be efficiently used [90, 91]. Although, these techniques can be
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applied for small to medium-scaled problems, they are not suitable for large size problems because
of the following reasons [63]:
• Kernel matrix should be computed first, which requires large memory to store
• The matrix operations such as Cholesky decomposition to solve kernel matrix is computa-
tionally expensive.
Various algorithms were proposed to tackle the above problems [51, 79, 82, 63].
2.4.2 Artificial Neural Networks (ANNs)
ANNs, or Neural Networks, are a biologically inspired class of machine learning methods, which
have a variety of applications in many scientific fields. There are a number of ANNs that have
been developed to solve classification and regression problems [15, 10]. Among these, Multi-Layer
Perceptrons (MLPs) with trained backpropagation learning algorithm are the ones generally used
for solving classification problems.
2.4.2.1 Multi-Layer Perceptrons (MLPs)
MLPs, also known as Feedforward Neural Networks, consist of artificial neurons that are intercon-
nected to each other to mimic the behavior of biological neurons. A typical MLP structure is shown
in Figure 2.5. Input and output layers represent the features that are inputs and outputs of the prob-
lem, respectively. The hidden layer connects these two layers and ensures information flow. The
design of hidden layer is performed by changing the number of layers and their neurons, depending
on the problem complexity.
In MLPs, artificial neurons communicate through signals that are sent through weighted con-
nections resulting in high degree of interconnections. The connections between the neurons are
generally defined using weights Wi j, which determine the effect a signal of neuron i (in the input
layer) has on neuron j (in the hidden layer). Each neuron has a threshold above which it is activated
(or fired). The activation is updated based on the input coming from the other neurons of different
layers and a bias term that represents an external resource to the system. The activation is calculated
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Figure 2.5: Structure of multi-layer perceptrons
using Equation 2.19, where the term ∑
i
wi jxi+b j is usually called net signal for neuron j.
y j = Fj
(
∑
i
wi jxi+b j
)
︸ ︷︷ ︸
net j
(2.15)
There are three kinds of activation functions that can be used to operate on the net signal coming
to a neuron j: linear, sigmoid and hyperbolic tangent sigmoid, the definitions of which are given in
Equations 2.16, 2.17 and 2.18, respectively.
Fj(x) = x (2.16)
Fj(x) =
2
(1+ e−x)
(2.17)
Fj(x) =
2
(1+ e−2x)
−1 (2.18)
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Similarly, each output unit computes its net activation based on the hidden unit signals as:
netk =
nH
∑
j=1
y jwk j +bk. (2.19)
2.4.2.2 Backpropagation Learning Algorithm
The MLP operates using in two phases: (i) Feedforward Phase and (ii) Learning Phase. The feedfor-
ward processes consist of presenting a pattern to the input units and passing (or feeding) the signals
through the network in order to get output units, while learning is a supervised one that consists
of presenting an input pattern and modifying the network parameters (weights) to reduce distances
between the computed output and the desired output [15].
Let tk be the kth target (or desired) output and zk be the kth computed output with k = 1, ...,c
(c being the number of outputs) and w represents all the weights of the network, and then training
error becomes [41]:
J(w) =
1
2
c
∑
k=1
(tk− zk)2 = 12‖t− z‖
2. (2.20)
The backpropagation learning rule is based on gradient descent, i.e., the weights are initialized
with random values and they are changed in a direction that will reduce the error. The direction is
based on gradient as:
∆w =−η ∂J
∂w
, (2.21)
where η is the learning rate which indicates the relative size of the change in weights. The update
of weights is given by:
w(m+1) = w(m)+∆w(m), (2.22)
where m is the mth pattern presented to the network, and w(m) and w(m+1) are the weights in the
current and updated states, respectively. In component form, the change in weights can be rewritten
as:
∆wmn =−η ∂J∂wmn . (2.23)
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Each of the c output units operates in the same manner as the hidden units do, computing netk
as the inner product of the hidden unit signals and weights at the output unit:
netk =
nH
∑
j=1
y jwk j +bk, (2.24)
where the subscript k indexes units in the output layer and nH denotes the number of hidden units in
the hidden layer. Then using the chain rule for differentiation, the change in the error with respect
to the weights can be re-written as:
∂J
∂wk j
=
∂J
∂netk
.
∂netk
∂wk j
=−δk ∂netk∂wk j , (2.25)
where the sensitivity, δk, of unit k is defined as:
δk =− ∂J∂netk . (2.26)
δk describes how the overall error changes with the activation of the unit’s net:
δk =− ∂J∂netk =−
∂J
∂ zk
.
∂ zk
∂netk
= (tk− zk) f ′(netk). (2.27)
Since netk = wTk · y,
∂netk
∂wk j
= y j, (2.28)
and hence the weight update (or learning rule) for the hidden-to-output weights is:
δwk j = ηδky j = η(tk− zk) f ′(netk)y j. (2.29)
Then, the error on the input-to-hidden units:
∂J
∂w ji
=
∂J
∂y j
.
∂y j
∂net j
.
∂net j
∂w ji
, (2.30)
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∂J
∂y j
=
∂
∂y j
[
1
2
c
∑
k=1
(tk− zk)2
]
= −
c
∑
k=1
(tk− zk)∂ zk∂y j
= −
c
∑
k=1
(tk− zk) ∂ zk∂netk .
∂netk
∂y j
= −
c
∑
k=1
(tk− zk) f ′(netk)wk j, (2.31)
where the sensitivity for a hidden unit is defined as simply the sum of the individual sensitivities at
the output units weighted by the hidden-to-output weights wk j, multiplied by f (net j):
δ j ≡ f ′(net j)
c
∑
k=1
wk jδk. (2.32)
Thus the learning rule for the input-to-hidden weights is:
∆w ji = ηxiδ j = η
[
Σwk jδk
]
f ′(net j)︸ ︷︷ ︸
δ j
xi. (2.33)
2.4.3 SVMs and ANNs in Speaker Recognition
SVMs and ANNs have been successfully used for speaker recognition problems thus far. In fact,
every ANN has an equivalent SVM formulation as pattern classifier [11]. There are many re-
search studies available in the literature showing that the two top-level neural network approxi-
mation frameworks are the applications of support vector machine theory and regularization theory
to neural networks [21, 48, 71].
One of the earliest works performed using SVMs was published in 1996 [89]. In this work,
two significant advantages of support vector classifiers were discussed. First, it was stated that
computing polynomial classifiers from thousands of points was computationally doable. Second,
by minimizing the support vector criterion function, the capacity of the classifier was reduced,
resulting in fewer test errors. They used Switchboard corpus, which has various problems such as
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excessive noise. They present various results with different training techniques such as one vs. all
and pairwise training. They used a polynomial classifier with degree up to 5.
Another work with SVMs was published in 2000 [101]. The YOHO database [24] was used to
assess the performance of SVMs for text independent speaker verification task. They utilized regular
polynomial and RBF kernels and also developed normalized polynomial kernels. The minimum
equal error rate (EER) they reached was 0.34% using normalized polynomial kernel with a degree
of 10. The performance of RBF kernel was reported to be EER of 1.47%. Finally, they also
presented speaker identification performances of the proposed system.
Another typical approach to integrate SVMs into speaker recognition task is to discriminate
between entire utterances rather than frames. The utterances naturally have different lengths and,
therefore, require a mapping from a variable length pattern to a fixed size vector is needed, which
is generally a challenging problem [62]. Several methods have been successfully used in speaker
recognition problem by solving the above problem, which include generalized linear discriminant
sequence kernel [26, 99, 100, 60], Fisher kernel methods [45, 102], n-gram kernels [27, 52], Max-
imum Likelihood Linear Regression transform kernels [94, 43, 61, 44], and GMM supervector
kernels [30].
An ANN with a non-linear transfer function and sufficiently large number of nodes in the hidden
layer may approximate any functional mapping from input to output [68, 72]. This is why ANNs
are considered as powerful tools. They have been applied successfully in the field of speech pro-
cessing [73] and speaker recognition [77]; generally, MLPs with backpropagation algorithm (as we
described above) were used [13, 47]. In fact, we used an approach similar to one described in these
studies. Another successful implementation of ANNs occurred with the use of neural tree network
(NTNs), which is basically a separate neural network in each node of a tree [42]. It is a combination
of tree methods together with ANNs. The nodes are used to determine which branch of the tree is
preferred. NTNs were used in commercial applications using text dependent speaker recognition
[95]. In addition to these, time delay neural networks [12], radial basis function networks [78]
and binary-pair neural networks [88] can also be counted as successful applications of ANNs using
various databases. Some of these techniques were replaced with the use of GMM approach [95].
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Many of the above studies using SVMs and ANNs reached less than 10.0% EER values based
on the public databases. These include NIST 2002 cellular speaker recognition evaluation (Switch-
board, cellular), NIST 2003 extended data SRE (Switchboard-II, landline), FISHER Corpus [33],
NIST 2004 SRE (Mixer), and NIST 2005 SRE (Mixer) [8]. All of these databases use conversa-
tional speeches recorded over landline or cellular networks.
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Chapter 3
Components of BASS
In this chapter, we present individual components of BASS and explain how they operate. Devel-
opment of BASS contains two major tasks: (i) Assembly of hardware components, and (ii) Design
of speaker recognition software. First, we explain the technology of the hardware, i.e., individual
components, their communication with the software, and details of connections, etc. After that,
we provide the software architecture and discuss in detail how the speech processing component
operates. Finally, we talk about the performance of our hardware and software assembly, since
successful combination of these parts is crucial to have a robust working system.
The flow of how the entire system works and the main functions of its individual components
are illustrated in Figure 3.1. The operation of BASS can be summarized as follows:
1. An infrared sensor senses the presence of an individual trying to access the system.
2. It sends a signal to a computer that stores speaker dependent models and passwords, to start
the authentication system.
3. The software sends randomly chosen passwords to an LCD screen and asks the speaker to
repeat them in 2 seconds.
4. It records the voiceprint, validates the identity against a previously chosen speaker and iden-
tifies it among the others.
5. The software sends the final decision of the system to an LCD screen as a text and to the door
receiver as a binary signal to operate the door.
6. BASS repeats the above procedure three times starting from step 2 in the case of failed au-
thentications. If none of these attempts produce successful results, the user is directed to the
security personnel of the building.
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Figure 3.1: Operation steps of biometric authentication system
3.1 Hardware Components
BASS hardware mainly consists of five parts:
1. Infrared (IR) Sensing System
2. Microphone
3. LCD screen
4. Computer
5. Door security system
These components are designed with minimal interdependencies: in the case of malfunctioning,
individual parts can be replaced without affecting the performance of the whole system. We, first,
focus on the IR sensor and the LCD screen, since their integration to the system was a challeng-
ing task due to the assembly of several electric circuits. The assembly of other components was
straightforward.
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3.1.1 Infrared (IR) Sensing System
IR sensing system is used to sense the presence of individuals currently accessing the system. It has
to be active all the time in order for BASS to function properly. We used three hardware components
for the sensing system: (i) IR Sensor, (ii) PIC Microcontroller and (iii) Recommended Standard 232
(RS-232) port. Figure 3.2 shows the flow of communications among these components.
IR Sensor
PIC 
Microcontroller
RS-232
Serial Port
Figure 3.2: Communication in infrared sensing system
3.1.1.1 IR Sensor
We chose “SHARP GP2D12” sensor that can sense anything in between 10 to 80 cm distance. It
has a power input and an analog voltage output. The voltage output is inversely proportional to the
distance between an object and the sensor. It uses triangulation to make measurements. Different
sensors could also be used for different sensitivities, which would not affect the overall design. The
IR sensor is shown in Figure 3.3.
Figure 3.3: Infrared sensor of BASS
3.1.1.2 PIC Microcontroller
Proper communication is ensured through PIC (peripheral interface controller) microcontroller,
which is the heart of the sensing system. It receives an analog input from the sensor, then passes it
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through an Analog to Digital Converter (ADC) and finally transfers the digitized input to RS-232
serial port. For microcontroller, we chose a widely used “PIC16F876 chip”, the schematic of which
is shown in Figure 3.4. We used the “RA0 (PIN2)” port for the analog input from the sensor and
the “RC6 and RC7 (PIN17 and 18, respectively)” ports for the serial communication.
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Figure 3.4: The schematic of PIC16F876 chip
3.1.1.3 RS-232 Serial Port
The IR sensor readings that are collected and passed through an ADC then are transmitted through
an RS-232 serial port. RS-232 is a standard for serial binary data signals. It is a link between
the computer and the IR sensor system. It consists of a standard 9-pin D-subminiature (so-called
DSUB) port that connects to the RS-232 port on the PC and a “HIN232CP” chip that serves as
the interface between the port and the PIC microcontroller. Figure 3.5 shows the schematic of the
“HIN232CP” chip.
The connection diagram for the whole sensing system is shown in Figure 3.6(a), while Figure
3.6(b) shows the actual implementation in the laboratory. In our design, we used a “X0-543” os-
cillator in the circuit. The values of capacitors were carefully chosen for the system to function
properly. The use of other chips may require different values for capacitors. The computer code
for PIC microcontroller was written in C to synchronize all components. To finish, MATLABr
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Figure 3.5: The schematic of HIN232CP chip
external interfaces for sending serial port signals and assigning pins provided us with an extensive
flexibility.
3.1.2 LCD screen
A liquid crystal display (LCD) screen is added to BASS to show randomly chosen passwords to the
users. We used “MOS-AL162A-YX” LCD screen produced by Matrix Orbitalr. It contains many
favorable features for our system such as being capable of conveying data at a rate of at least 9.6
kbps and showing lengthy passwords. It is connected to the computer using the same serial port that
IR sensor uses: however, it can only receive signals for display purposes. The connection diagram
of LCD screen is provided in Figure 3.7. BASS starts out by sending an introductory message to
this screen after a user is detected by the IR sensor. The passwords and the decision of speaker
recognition software are also shown to the user in the same way. Figures 3.8(a) and 3.8(b) show the
LCD screen when it is unattached and in use, respectively.
3.1.3 Microphone
The recordings for BASS were made using a unidirectional, noise canceling microphone, with a
frequency response between 100 Hz and 16 kHz (Logitech Model Number: 980240-0914). The
input sensitivity of the microphone is −67dbV/µbar (−47dBV/Pa∓4dB). Despite the fact that a
head-mounted microphone should be used to eliminate reverberation and standardize the speaking
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Figure 3.6: Design and implementation of PIC microcontroller, HIN232CP chip and RS-232 serial
port assembly
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Figure 3.8: The LCD screen to display passwords
distance, this microphone was selected for all practical reasons. In particular, an omnidirectional
microphone was not selected since it could easily capture the noise from all the directions, which
could have made the pre-processing of recorded sound files much harder.
3.1.4 The Door Security System
The whole hardware assembly explained above can be integrated to existing door lock systems,
which actually operate when the users slide their cards. These systems are designed such that each
door can be controlled by a centralized security system, on which the security personnel have full
access. Further details of the door security system and its connections cannot be provided here for
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(a) Card Sliding Mechanism (b) Cable Connections
Figure 3.9: The door security system
security purposes, since it is actively used in the Siebel Center. Figures 3.9(a) and 3.9(b) show the
card sliding mechanism and its cable connections when it is detached from the centralized system.
Finally, the communications among hardware components are successfully made through a
computer, where the speaker recognition software is installed. The hardware verification experi-
ments were performed to check if the system worked fast and robustly. No malfunctioning was
reported even when the system was used excessively. In the case of electricity cut-off, however,
the system is automatically deactivated and the doors are kept locked to redirect the users to the
authorized personnel. The overview of the hardware, including the computer, is shown in Figure
3.10.
3.2 Software Architecture
In this section, we provide an overview of the software component of BASS. We explain the details
of tasks for performing speaker recognition. We also provide the background information we used in
digital signal processing, since there are different design choices that can be made in authentication
studies.
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Figure 3.10: Biometric authentication system for the Siebel Center
The main function of the software is to process the speech for creating feature vectors and to
use them for training or testing classifiers. For this purpose, there are 5 main tasks that need to be
performed sequentially:
1. Speaker Data Collection
2. Front-end Processing
3. Enrollment or Authentication
4. Pattern Matching and Scoring
5. Decision
The flow of these tasks in software component of BASS is also given in Figure 3.11.
Speaker data collection can be performed in a controlled or natural environment, both of which
can easily be affected by the ambient noise. Pre-processing is necessary to eliminate the noise
from the signal and cut the silenced regions of the recording to form feature vectors representing
speaker information. After successful extraction of features, any individual’s voiceprint can either
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Figure 3.11: Tasks performed by the software component of BASS
be enrolled or authenticated in BASS using the machine learning algorithms, SVMs and ANNs.
Finally, the decision is made according to the principles of verification or identification. In the next
section, we will explain the steps for feature extraction (so-called “Front-end Processing”), which
plays a crucial role amongst all.
3.2.1 Front-end Processing
The front-end processing is done to extract the speaker dependent information reliably and use this
either to construct a voiceprint model for the speakers or to test the existing authentication system.
The characteristics of the information obtained from speakers can be classified using three aspects
[95]:
• Temporal Span: The speaker dependent information stored in speech signal can be captured at
different time spans and rates. In addition, the features should be able to follow the variations
at these time spans and rates. To ensure this, the vocal tract is analyzed by separating it into
tiny portions stretched on short time spans and using the frequency spectrum of the speech.
• Discrete and Continuous Values: Features that contain speech frequency spectrum samples
are typical continuous features while the ones including the number of word usage counts or
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the counting of any event in a signal illustrate discrete features. The conversion among these
features is possible in both ways.
• Information Level: The information included in speech can be at different levels such as
the semantic meaning of the words or the speaker’s vocal tract, etc. Features at a low level
generally extract acoustic characteristics while the high level information may include pro-
nunciations that may be retrieved from a word recognition system. Proper use of high level in-
formation and finding new representative features are challenging in both speech and speaker
recognition areas [18].
The space of these features is illustrated in Figure 3.12. The main difference between different
speakers’ voice is due to the complexities of co-articulation, where the spectral characteristics of
a word depends upon the surrounding phones or words. However, several other factors may also
contribute to variability in speech signal. They can be summarized as [22]:
• Speaker Differences
• Speaking Style
• Channel/Environment
These sources of variability should be handled by the speaker recognition system successfully. For
this to happen, front-end processing needs to be performed accurately.
The front-end processing generally includes three sub-processes (i) voice activity detection, (ii)
feature extraction and (iii) post processing, the details of which are explained in the next sections.
3.2.1.1 Voice Activity Detection (VAD)
VAD, also known as Endpoint or Speech Detection, is the task of determining speech portions of a
continuous signal with the background noise, and removing the silenced parts. VAD is an integral
part of any speech recognition application in the sense that it provides efficient computation of
speech features and also prevents the need for transmission of silence packages through telephone
networks. In addition to these, it has variety of benefits in speech related applications [75, 56].
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Figure 3.12: Feature space used in speaker recognition systems [95]
In general, word isolated, text dependent systems are very sensitive to accurate determination
of voiced portions of speech signals. However, certain recognition systems model the silenced and
voiced portions as a continuous signal using HMMs, which allows the determination of precise
locations of the speech [54, 92]. Most recently, SVMs have been used for this purpose [58].
VAD is a challenging task. The algorithms developed for this purpose need to handle certain
situations that may happen in a given record. For example, specific sounds (i.e., /f/ as in “thief”
and /h/ as in “happy”), weak plosives (i.e., /p/ as in “pot”, /t/ as in “loot” and /k/ as in “cow”),
final nasals (i.e., “pin” or “calm”), trailing of sounds (i.e., “three”), and voiced fricatives becoming
unvoiced, (i.e., “has”) [22] may create difficulties when removing silenced parts. In addition to
these, an efficient VAD should work even in the case of extremely noisy conditions. To overcome
the difficulties encountered, many methods have been proposed. A comprehensive overview of
these is given in [98].
Although VAD by itself is a major research topic, it can be said that most VADs work by
observing the zero crossing rates and/or the spectral energy of the speech signal. The short-term
energy of the signal is computed as the sum of the squares of the amplitude of the signal samples
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in a frame [80, 38]. Another feature that can be used for VAD is a measure of zero crossings. This
feature represents the number of times a signal has changed its sign within the frame. Different
types of audio signals have different zero crossing measurements. Generally, voiced speech has
fewer zero crossing measurements than unvoiced signals. We implemented a well-known algorithm
[86] in this work, the details of which are explained in the next chapter.
3.2.1.2 Feature Extraction
In this section, we explain the formation of acoustic features using the preprocessed voice records.
The term features represents the vector of numbers which represent one time slice of a speech signal.
There are many ways of representing voice signal at a low level such as using Linear Predictive
Coding [83, 67, 96], Warped Linear Predictive Coding [64, 65], Perceptual Linear Prediction [53]
and Mel-Frequency Cepstrum based features. A comparative study about the use of some of these
features in speech recognition can be found in [37]. In addition, there are various features that can be
used as representative features for recognition purposes. For example, codebook quantized spectral
entries measure the approximate location of spectrum in acoustic space [85]. Pitch and energy [9]
also provide low level information about speakers. Finally, various high level information such as
prosodic statistics [81] and word and phone tokenization have been utilized in speaker recognition
systems [40, 74, 70, 28, 95].
3.2.1.3 Mel-Frequency Cepstral Coefficients (MFCCs)
Among many possible low level features, the most commonly used ones are MFCCs. They have
proved to robust representations of a speech signal and successfully used in both speech and speaker
recognition studies [84, 50]. In this section, we explain how to obtain MFCC coefficients from a
row waveform.
There are mainly eight steps to retrieve the MFCCs from a given raw signal, which are shown
in Figure 3.13.
1. Pre-emphasis: The raw speech signal generally includes more energy at lower frequencies
compared to higher frequencies, especially for voiced segments like vowels. In order to
enhance (or lift) the amount of energy in the higher frequencies, the signal is sent to a high-
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Figure 3.13: Calculation of mel-frequency cepstral coefficients
pass filter, which results in emphasizing the information on higher formant to be used in the
acoustic model. The filter is designed to be a first order high pass filter such that:
y(n) = x(n)−βx(n−1) (3.1)
where x(n) and y(n) are the input and output signals, respectively, and the value of β is
usually between 0.9 and 1.0. We used β = 0.97 in the scope of this thesis.
2. Frame Blocking: The spectrum of a signal for the whole utterance changes very rapidly.
However, within a given region, the desired features of the speech signal should be constant
as much as possible (so-called stationary signal) so that these can be used to characterize that
portion of signal. Extracting this information can be achieved using a window, which only
operates on the region where it is specified. It is not functional (i.e., zero) anywhere else.
The extracted speech from a window is called a frame, the duration of the sampling is called
the frame size and the time between successive frames is called frame overlap (frame shift).
Generally, the input speech signal is segmented into frames of 20 to 30 ms with overlap size
from 13 to
1
2 of the frame size. Furthermore, the number of sample points need to be equal
powers of 2 in order to facilitate the use of Fourier Transform. Otherwise, zero padding
operation is performed to the nearest length of power of 2. For example, if the sample rate is
8 kHz and the frame size is 160 sample points, then the frame duration is (160/8000) ·1000=
20 ms. In addition, if the overlap is 80 points, then the frame rate is 8000/(160−80) = 100
frames per second.
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3. Windowing: The information from a given signal, s(n) at a time n can be extracted using the
windowing function w(n) in Equation 3.2.
y(n) = w(n)s(n) (3.2)
There are mainly three types of windowing functions namely: (i) rectangular, (ii) hamming
and (iii) hanning, the definitions of which are given in Equations 3.3, 3.4 and 3.5, respectively.
w(n) =
 1 i f 06 n6 L−10 otherwise (3.3)
w(n) =
 0.54−0.46cos
(2pin
L
)
i f 06 n6 L−1
0 otherwise
(3.4)
w(n) =
 0.5
(
1− cos(2pinL )) i f 06 n6 L−1
0 otherwise
(3.5)
4. Discrete Fourier Transform: Discrete Fourier Transform (DFT) is used to extract the spectral
information from a portion of a signal windowed at the previous step. The input to DFT
is windowed signal x(n) to x(m) for each N frequency bands and the output is a complex
number X(k) that represents the magnitude and the phase of that component in the original
signal, which is given in Equation 3.6 [59].
X(k) =
N−1
∑
n=0
x(n)e− j
2pi
N kn (3.6)
where j is the imaginary unit on Euler’s Formula, which is given in Equation 3.7.
e jθ = cos(θ)+ j sin(θ) (3.7)
Finally, Fast Fourier Transform (FFT) is used for efficient computation of DFT.
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5. Mel Scale Filterbank: The result of applying FFT to a given windowed signal is actually a
representation of energy for each frequency range. However, human hearing is not equally
responsive to all these ranges: it is more sensitive to frequencies lower than 1 kHz. In fact,
the frequency scale of cochlea in the human ear is actually non-linear and known as mel
scale (A mel is the unit of a pitch). This scale has linear frequency spacing below 1 kHz
and a logarithmic spacing above this value. The mel-frequency can be calculated using the
Equation 3.8.
mel( f ) = 2595log10
(
1+
f
700
)
(3.8)
Proper use of the above fact may improve the performance of the recognition systems. Gener-
ally is a bank of filters based on the total energy in critical bands around the mel-frequencies
are created to be fed into Inverse Discrete Fourier Transform (IDFT) by applying a half over-
lapped triangular window with increasing length centered on the mel frequencies [22] (To
illustrate the concept, the mel filter bank obtained using the Praat speech processing software
[16] is shown in Figure 3.14).
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Figure 3.14: Mel-frequency filter bank obtained using the Praat software [16]
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6. Inverse Discrete Fourier Transform (Cepstrum): The final step to calculate MFCCs is to
calculate the cepstrum. Cepstrum (anagram of spectrum) is a way to separate the source
and the filter. The human speech signal is the convolution of the voiced excitation sequence
and impulse response due to the vocal system. The convolution in the time domain is the
equivalent of multiplication in the frequency domain, therefore:
S(w) = E(w) ·H(w) (3.9)
where S(w) denotes DFT of the speech signal, E(w) represents DFT of the excitation and
H(w) is DFT of the vocal system impulse response. After taking the logarithm of Equation
3.9 on both sides, the term log |S(w)| can be interpreted as a periodic signal made up of
two linearly combined parts. The first term, log |E(w)|, can be thought as a high frequency
component, while the second one, log |H(w)|, can be thought as a low frequency component.
Since this is not the formal frequency domain, it is referred to as quefrencies. Since log |S(w)|
is periodic, we can determine the Fourier series coefficients corresponding to the harmonics of
the signal. The term log |S(w)| is a real and even function of w. Therefore, we can equivalently
use the IDFT to determine Fourier series coefficients, which is the standard definition of real
cepstrum [22].
For the purposes of feature extraction in speaker recognition applications, we are interested in
low quefrency components which represent the voice system response. They can be extracted
using a window that can skip the excitation impulses, or equivalently we can take the first N
cepstrum coefficients. The main advantage of use of MFCCs is that normal speech waveform
may vary from time to time depending on the physical condition of speakers vocal cord.
However, MFFCs are less susceptible to these variations [84].
7. Energy and Deltas: In general, there are 12 MFCCs for each frame. In addition, the energy
of a frame can be added as a separate feature, which may be used for recognition using phone
lines. With the addition of energy feature (the definition of which is given in VAD section),
there are 13 features that can effectively be used in speaker recognition.
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Finally, to measure the change of cepstral features from frame to frame, two different features
namely Delta (∆) and Delta Delta (∆∆) can be added to the feature vector, which are also
known as velocity and acceleration features, respectively. As the names imply, ∆ and ∆∆
represent the derivatives with respect to a given time. ∆ represents the change in cepstral
and energy features while ∆∆ represents the change of ∆ features in time. Since there were
originally 13 feature vectors, with the addition of these, total of 39 features can be obtained.
3.2.1.4 Post Processing
The last step in front-end processing is to handle the channel compensation. If the recording is
made using different input devices (i.e., different microphones, phones handsets etc.), then this
will impose different spectral characteristics on the speech signal such as bandlimiting. In order to
create a robust recognition system, it should be independent of the input device and these channel
effects need to be removed. To do this, cepstral mean subtraction is generally applied to the acoustic
features obtained. Other than the linear channel compensation in the feature domain, there are other
compensation techniques that can be used at a model and/or match score domains. However, these
are not considered in the scope of this study.
3.2.2 Enrollment or Authentication
After successfully obtaining feature vectors, the next step in developing the software is the utiliza-
tion of these for the purpose of speaker recognition. This can be done in two ways, which are
explained below:
1. Enrollment: BASS learns characteristics of a person’s voice when a new recording is done in
the system. During enrollment (i.e., training), the recognition system first analyzes recording
and characterizes the voice in a voiceprint model. The identification of speaker should have
been previously validated by some other means. After a successful enrollment, the system
stores models in the database for use during authentication. It also has the capability to adapt
the developed models based on the new input coming from the existing users and/or new
impostors. The adaptation part, however, is not included in the scope of this work.
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2. Authentication: Once a speaker is enrolled, BASS can authenticate the identity of that speaker
using new recordings. The system compares the characteristics of the current speaker with the
voice model for that speaker. It calculates the scores for new recordings and compares them
to a threshold value for acceptance/rejection decision. If the score is above the threshold,
then the user is granted access. BASS can also identify the speaker based on the scores and
decide to report “none of the speakers”, which is a more generalized version of closed-set
identification, called “open-set speaker identification”.
The technical details of these steps will be explained next.
3.3 Machine Learning Algorithms
A review of the learning algorithms we use in this study was provided in Chapter 2. In this section,
we explain the details of training and testing procedures for both speaker verification and identifica-
tion. We focus on the details of the score calculation from given feature vectors based on a properly
trained algorithm, since it plays a crucial role in the performance of the whole system. We, finally,
review the performance measures we utilized to quantify the success of our models.
3.3.1 Training and Testing
BASS is capable of calculating several features given a record from a speaker. In BASS, for a spe-
cific frame, the number of features is at most 39. However, the actual number to be used in training
is generally found by experiments with a classifier trained using various feature combinations. Pre-
vious works produced successful results with different number of MFCCs in a given training vector
[55, 32, 103]. We, therefore, tried different arrangements of MFCC, ∆ and ∆∆ features in training
of SVM and ANN classifiers. In general, increasing the number of MFCCs results in increasing
complexity of the learning problem, given a classifier. However, depending on the discriminative
characteristics of features, the recognition problem may become easier to solve by increasing the
number of features [30]. The formation of feature vectors from a given record is shown in Figure
3.15.
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Figure 3.15: Feature extraction with windowing
Properly extracted feature vectors are then collected to form feature vectors for training pur-
poses. Since the length of an utterance differs from speaker to speaker, the length of feature vectors
will be different if they are combined sequentially. To eliminate this, there are many methods pro-
posed in the literature which have proved to be successful in experiments performed even with large
databases [102, 103, 100, 26]. In this study, unlike in many others, the sequential ordering of fea-
ture vectors is not preserved during training of neither SVMs nor ANNs. This, at first, may seem
contradictory to what have been proposed in recently published works (especially the ones using
HMMs, GMMs or combination of these methods with SVMs). However, the power of SVMs and
ANNs to learn complex relations should not be underestimated. This is especially be emphasized
in closed-set identification problems and verification of limited speaker data sets. To illustrate this,
the resultant feature vectors are labeled as +1 for a speaker whose identity needs to be validated
(generally called client) and −1 (or 0) for impostors. This is called “One vs. all” strategy and
ideally, test vectors for client should have +1 response, while the ones for the remaining speakers
have −1 (or 0).
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There are many choices for the selection of kernel function (Equations 2.11 - 2.14) to train
speaker verification models. Researchers have written problem specific kernels that are slightly
modified forms of existing ones, which have proven to be successful in certain databases [101].
In this study, we chose Radial Basis Function (RBF) kernel for the training of SVMs. Since the
scalability of SVMs with large training sets is limited, it may be better to train SVMs with small
subset of all examples. Otherwise, the data may be inseparable resulting in very large number of
support vectors after training. This may also include misclassified data points as the support vectors.
Finally, the storage requirements and therefore the computational power need to be properly handled
in the case of very large data sets.
The training of ANNs is very similar to that of SVMs at an abstract level. In this thesis, we
used backpropagation learning algorithm to train a MLP classifier with the data previously used to
train SVMs. We also used adaptive learning rate and momentum rather than implementing steepest
descent that keeps the learning rate constant. This makes the performance less sensitive to choosing
the learning rate and momentum coefficients. ANNs were trained on 2 layers, one being hidden.
We used hyperbolic tangent sigmoid (so-called “tansig”) transfer function, given in Equation 2.18,
between layers of ANN, which converts the inputs to [−1,1] interval. We started with a large neural
network that is capable of learning relations with high degree of complexity, and then we gradually
reduced the size of ANN and stopped developing the models at a level where we were able to
preserve the models’ generalization capabilities. Mean square error criterion was chosen to stop
the training. We used 4-fold cross validation to determine the threshold values that maximizes the
distance between the positive and negative examples. We also limited number of epochs to 2000,
however, the training never reached to this number due to the cross validation.
Using frame-based acoustic feature vectors without considering their sequence also causes dif-
ferences in interpreting the results of both verification and identification. Frame-based evaluation
of feature vectors during testing will not yield accurate results due to both limited data obtained
from client during training of classifiers (i.e., unbalanced training data) and not preserving the se-
quence of these vectors for robust modeling of clients. Therefore, we used a scoring policy based
on utterances rather than features for both SVMs and ANNs. In the next section, we explain how to
calculate the scores for both clients and impostors to make decisions.
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3.3.2 Score Calculation
The decision criterion for SVM classifier is given in Equation 3.10. In addition, the activation of
SVM is provided in Equation 3.11. Since the decision of SVM is made using features for each
frame, we take the average of the activations of SVM for each acoustic vector to calculate the score
of an utterance [101] (Equation 3.12). A detailed expression to calculate the score of an utterance
is also given in Equation 3.13, where αs is the Lagrange multiplier for sth support vector and ys, is
the classification label, which is +1 and -1 (or 0) for client and impostor, respectively.
sign(w ·x+b) (3.10)
w ·x+b (3.11)
Utterance Score =
1
N
N
∑
i=1
(w · xi+b) (3.12)
Utterance Score =
1
N
N
∑
i=1
(
∑
s
αsysK(xs,xi)+b
)
(3.13)
Using utterance score has several advantages when compared to the frame-based scores. In
general, the data obtained from both client and impostors is unbalanced since there are many im-
postors and only one client. This causes classifiers to learn more of the characteristics of impostors
than those of client. In addition, using the sign operator on activation of SVM makes the deci-
sions less certain around the decision boundaries (activation is close to zero) since using the sign
operator strengthens the signal and should not be permitted to prevent creating an impostor biased
model. Utterance score overcomes these problems since the feature vector that is strongly classified
as either client or impostor and contributes more to the mean. This also eliminates the need for
penalizing the features coming from impostors during training.
ANNs that used mean squared error or cross entropy criteria [15] model the posterior probabil-
ity, p(speaker|xi) where xi is the feature vector that represents speech of a speaker [19, 49]. The
scoring criterion for ANNs is usually the weighted average of posterior for all the frames that rep-
resents an utterance of a speaker (Equation 3.14). Similar to SVMs, ANNs may have the tendency
to learn impostor speakers better, since the distribution of the speaker population is biased towards
“-1” labeled ones. To eliminate this, (i) Vector Quantization can be used to compress the number
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of “-1” labels, (ii) noisy data labeled with “+1” can be added to training data set [42] (iii) random
sampling with prior equalization can be done in the selection of training data set (iv) the outputs in
testing can be scaled with target prior [95].
Utterance Score =
1
N
N
∑
i=1
p(speaker|xi) (3.14)
Calculating utterance score alone is not sufficient for decision purposes. It needs to be compared
to a value (so-called threshold) such that if “Utterance Score > Threshold” then the system accepts
the speaker, otherwise, the speaker is assumed to be an impostor and rejected. Selection of the
threshold is a challenging task as it varies from speaker to speaker. In this work, we chose the
threshold values for each speaker during the training process such that it provides the maximum
distance between the client and impostor speakers using the cross validation examples randomly
selected from the training data. These threshold values were then used to calculate the performances
of classifiers on unseen data. The training and testing procedures for speaker verification are given
in Algorithms 1 and 2, respectively.
Algorithm 1 Training (Enrollment) Algorithm of BASS for Speaker Verification: During enroll-
ment voice-print model for the client, a speaker whose identity needs to be validated, is created
given a set of speakers
1: for each word, w do
2: for each speaker, sp do
3: for each voice record, r do
4: pre-process the signal to obtain the feature vectors xw,sp,ri , for each frame i = 1..N (see
Figure 3.15)
5: normalize xw,sp,ri using the mean and standard deviation :
xw,sp,ri −µ
σ
6: label each xw,sp,ri as +1 for the client, and −1 for the impostors
7: end for
8: end for
9: separate the data into 4 parts to perform 4-fold cross validation
10: for each fold, f do
11: train both SVMs and ANNs using samples {xw,sp,ri ,±1} , without considering sequence
of feature vectors
12: test the developed models using a validation set chosen from the training data
13: choose a threshold (Tw, f ) for each word that maximizes the distance between the client and
the impostors
14: end for
15: choose the best threshold (Tw) among others that better separates the client from impostors
16: end for
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Algorithm 2 Testing (Authentication) Algorithm of BASS for Speaker Verification: During authen-
tication voice-print model of the client is compared with the one obtained from a new record
1: for each password do
2: for each word “w” in the password do
3: pre-process the signal to obtain the feature vectors xwi , for each frame i = 1..N (see Fig-
ure 3.15)
4: normalize xwi using the mean and standard deviation:
xwi −µ
σ , the values of µ and σ are
calculated during enrollment using the training data
5: if classifier (or trained model) is SVM for word “w” then
6: calculate the utterance score, Uk = 1N
N
∑
i=1
(
∑
s
αsysK(xs,xi)+b
)
7: else if classifier (or trained model) is ANN for word “w” then
8: calculate Uw = 1N
N
∑
i=1
p(speaker|xi)
9: end if
10: if Uw ≥ Tw then
11: label the whole utterance as Cw =+1 for the client
12: else
13: label the whole utterance as Cw =−1 for the impostors
14: end if
15: end for
16: if
allwords
∑
w=1
Cw > 0 then
17: accept the speaker
18: else
19: reject the speaker
20: end if
21: end for
Another attempt is made in this study for identification of speakers given the set of people (i.e.,
closed-set identification). The easiest way to do this is to develop a separate classifier for each
speaker. If there are “n” speakers then “n” classifiers must be trained and the identity of speaker
(either client or impostor) is determined from the classifier that yields the largest utterance score
[101]. This can be calculated using Equation 3.15 for SVMs.
argmax
j
1
N
N
∑
i=1
(
∑
s
αs jys jK(xs j,xi)+b
)
, (3.15)
where xs j are the support vectors of the jth classifier and αs j and ys j, are the corresponding Lagrange
multipliers and classes.
A similar strategy for ANNs needed to be developed. Separate classifiers were trained for each
speaker using again “One vs. all” strategy. Then a given record (i.e., unseen data or test vector)
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was applied to each ANN model and outputs were collected. The identity of speaker was then
decided based on ANN model producing the maximum accumulated output for the given utterance
(Equation 3.16).
argmax
j
1
N
N
∑
i=1
p(speaker|xi) (3.16)
3.3.3 Performance Measures
In speaker recognition applications, the performances of proposed models can be measured in sev-
eral ways. One way is using F Measure, precision, recall and accuracy, the definitions of which are
given in Equations 3.17 - 3.20. These criteria can be used to evaluate the accuracy of authentication
models.
F Measure = 2 · precision · recall
precision+ recall
(3.17)
precision =
True Genuines
True Genuines+False Genuines
(3.18)
recall =
True Genuines
True Genuines+FalseImpostors
(3.19)
Accuracy =
True Genuines+True Impostors
All Examples
·100 (3.20)
Another and more popular way to interpret the performance of a biometric system is to use False
Rejection Rate (FRR), also known as Type I error and False Acceptance Rate (FAR), also known
as Type II Error. The definitions of FAR and FRR are given in Equations 3.21 and 3.22. A false
acceptance means that an impostor is incorrectly authenticated, and a false rejection is a client who
is incorrectly identified as an impostor. Once these are determined, we can also determine Equal
Error Rate (EER) of the system, the error rate at which FAR and FRR are equal, the calculation of
which is explained in the next chapter.
FAR =
Accepted Impostors
Total Impostors
·100 (3.21)
FRR =
Re jected Genuines
Total Genuines
·100 (3.22)
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Chapter 4
Experiments
In this section, we describe the experiments performed in a laboratory to validate the performance
of BASS. First, we start with explaining the details of data collection. We then present illustrative
results of pre-processing of the collected voice records at various stages such as hum removal,
speech enhancement, etc. We also demonstrate the results of applying different VAD procedures
to remove silenced parts. Next, we give the details of forming the acoustic feature vectors from
pre-processed records and post-processing of these vectors. Using these feature vectors, we then
explain details of training SVM and ANN models for the purpose of speaker verification, together
with the results we obtained. We also provide the models to be used for speaker identification. We
conclude with the discussion of results and some challenges we faced during the development of
BASS.
4.1 Voice Database
To validate the proposed method for speaker recognition, we needed to collect voice samples from
different speakers. Since BASS will be used in the Siebel Center, the experiments were performed
in one of its computer laboratories. It is an isolated (presumably noise free) place and it simulates
the office environment where BASS will be built after its performance is verified. A total of 11
speakers participated in the experiments, whose names and gender information are given in Table
4.1. Some speakers were selected amongst the people working in the Siebel Center, while the others
volunteered to participate. Considering the multi-cultural environment of the Siebel Center, most of
the speakers were from different nations, and therefore had different accents. Among the volunteers,
3 were native English speakers, while the remaining ones were fluent in English, although English
was their second language.
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Table 4.1: Participants of BASS experiments
Name Sex
Barıs¸ M
C¸ig˘dem F
Dan M
Gabriel M
Lale F
Nazlı F
Nejan F
Onur M
O¨zgu¨l F
Serdar M
Thompson M
4.1.1 Passwords
When BASS performs verification in text-dependent mode, the speaker enrolls with a password
phrase that is subsequently used for authentication. In addition to the security benefit of a secret
password phrase, the audio characteristics of the password phrase can significantly affect recogni-
tion performance. In general, the password phrases should have the following characteristics [76]:
• Number of enrollment repetitions: Usually, three repetitions may provide a good balance
between accuracy, processing time, and user convenience.
• The duration of utterance: It should be at least 1.5 seconds in length. A longer phrase gener-
ally provides better accuracy as it may include more speaker dependent features.
• Number of syllables: The words should have at least five syllables to enrich phonetic vari-
ability.
To determine the passwords of BASS, the individuals were asked to speak 13 words including
numeric digits (0-9) as shown in Table 4.2. Each word was repeated 50 times. In addition, we ob-
tained extra recordings to replace the ones that may be corrupt for some particular reason or possibly
have extensive noise. Within the scope of this thesis, we intended to use the combination of these
single words as passwords to help better verification of the client’s voice. Although our intention
was to use the random triplets for authentication, the appearance of some words in triples may be
limited. The main reason behind this was to reduce the rate of false acceptance and false rejection
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Table 4.2: Words used in BASS experiments
Word Number of Repetitions
Zero, One, ... Nine 50
Trial - Siebel - Dan Roth 50
due to poor performances of recognition models for such words. In short, we chose which words
were to be used more frequently in passwords after the success of the each model was validated
with unseen test data.
4.1.2 Recordings
Many speaker recognition systems use 8 kHz frequency for recordings, the objective of which is
to replicate phone bands. In this thesis, however, we aimed to create a single entry system to be
used only for offices in the Siebel Center. Therefore, we did not restrict ourselves to phone band
frequencies. As a result, we used higher quality settings for recordings: the speakers’ voices were
recorded at a frequency of 44.1 kHz and using 16 bits. The duration of the recording for each word
was 2 seconds. Speakers also had a chance to take a break after every 25 repetitions to refresh
themselves. An example of a record is shown in Figure 4.1, which was obtained using the Praat
software [16].
As mentioned in the previous chapter, MATLAB was utilized to develop specific components of
BASS as well as for recordings during the experiments. Its toolboxes, which include Digital Signal
Processing Toolbox, were also highly utilized. Although some individual tasks such as detection
of voice activity were explicitly coded for BASS, well established voice processing tools such as
MFCC calculation were directly embedded into the software. Finally, MATLAB was also used to
communicate between the software and hardware components using the serial port, as explained in
Chapter 3.
4.2 Front-End Processing of Voice Records
One of the most important steps of speaker (or speech) recognition is to eliminate the noise and to
deal with reverberation, which will affect the performance adversely if not handled properly. There-
fore we spent a considerable amount of time investigating our records by listening them individually.
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Figure 4.1: The acoustic wave record for the word “Four” spoken by Dan Roth: the spectrogram,
the phonetic transcription, pitches and intensity are shown.
We processed them to obtain good quality records and used them as inputs to form acoustic feature
vectors. We observed that the error rate of speaker recognition changed considerably according to
the design choices we made in each step of pre-processing since the actions of pre-preprocessing
were relying on the results of the previous one.
4.2.1 Removal of Hum
The laboratory environment was thought to represent the conditions where the system is intended
to be built. The real environment where the system will be used may include many types of noise
that may vary from a hum to audible noises such as stationary noise (fan or motor noise), or non-
stationary ones (music or varying background speech). Therefore, we first applied 60 Hz hum
filter to all records. The comparison of the records obtained before and after this filter was applied
suggested that there was no need to eliminate hum from the waveform.
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4.2.2 Spectral Subtraction
This step was mainly performed to remove the stationary noise and to enhance the speech before
determining the voice activity. There are many spectral subtraction methods available in the liter-
ature with their own strengths and weaknesses. We first implemented the spectral averaging and
residual noise reduction in MATLAB according to the algorithm that was proposed in [17]. The
first 0.25 secs of the speech signal were assumed to be noise only and were used to model the noise
signal. Then, we used the algorithm available in Voicebox for MATLAB [20, 14, 69] to verify
our findings and to improve the robustness of the first implementation. We compared the resultant
speech files after denoising and found that the correlation coefficient between the outcome signals
as a result of these procedures was 0.976. Since both approaches produced very similar results, the
latter approach was then decided to be used in BASS to denoise all the recordings. An example for
denoising of the speech file for “Zero” spoken by the speaker “Barıs¸” is given in Figure 4.2.
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Figure 4.2: Enhancement of speech file for the word: “Zero” using spectral subtraction.
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4.2.3 Voice Activity Detection
As mentioned in the previous chapter, a successful speaker recognition system requires a reliable
VAD algorithm to identify the voiced and silent regions in a speech file. It is the most important
step in developing a text dependent speaker recognition system. In this study we implemented 3
VAD algorithms [86, 93, 66] and compared their performances. These 3 VAD implementations are
based on:
1. Short term energy and zero crossing rate [86]
2. The decision rule and the noise statistic estimation algorithm [93]
3. Minimum mean-squared error, a posteriori estimation of noise [66]
Our first implementation [86] uses the short term energy of a signal and the number of zero
crossings measured over a frame of 10 ms duration. In this algorithm, the upper and lower thresh-
olds of energy are chosen by analyzing the first 100 ms of a signal, which are assumed to be silence.
A single threshold for zero crossings is also determined for this period. The algorithm first operates
on the energy by searching the points at which energy goes above the upper energy threshold, and
then back tracks to find the points at which the energy crossed the lower threshold. This determines
the beginning of the signal. The same process is repeated starting from the other end of the speech
signal to determine the end point. Finally, the algorithm effectively uses zero crossing rates to
search backwards from the beginning point over 25 frames counting the number of intervals greater
than zero crossing threshold. If this is greater than a constant (3 was chosen in the original paper),
the beginning point is modified by recording the new one which first surpasses the zero crossing
threshold. The end point can also be updated using a similar approach.
The details of the second and the third algorithm we used for comparison were discussed in the
corresponding papers [93, 66]. The results we obtained, as shown in Figures 4.4 - 4.5, indicated
that the performances of all three implementations were acceptable. The success of VAD based
on the short term energy and zero crossing rate was dependent on the threshold values which were
selected differently for each speaker. The second and third algorithms also produced very good
estimations of voiced regions without any adaptive approach. Since it proved to be successful in
many applications, we chose the first implementation [86] for further VAD processes in BASS.
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Figure 4.3: Voice activity detection based on energy and zero crossing rate for the word: “Trial”
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Figure 4.4: Voice activity detection based on the decision rule and the noise statistic estimation
algorithm for the word: “Eight”
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Figure 4.5: Voice activity detection based on minimum mean-squared error, a posteriori estimation
of noise for the word: “Five”
4.2.4 Acoustic Feature Selection and Post-processing
We implemented a standard procedure [29] for extracting feature vectors from the voiced parts of
the records. The procedure is as follows: First, we extracted 12 dimensional MFCCs from the pre-
emphasized speech signal every 10 ms using a 25 ms Hamming window. We computed the mel
cepstral vector using a simulated triangular filterbank on the discrete fourier transform spectrum.
We performed bandlimiting by retaining only the filterbank outputs from the frequency range 300
Hz - 3140 Hz. We added the energy component of a frame as an additional feature. We also
computed ∆ cepstral coefficients computed over∓ 2 frame span and appended to the cepstral vector.
In addition, we added ∆∆ coefficients to form a 39 dimensional vector including the energy, as
explained in the previous chapter (Figure 3.13). Finally, we used mean and variance normalization
that was applied to every individual frame for post processing of the acoustic feature vectors. Since
we used only one microphone in the experiment, we did not include any algorithm to compensate
channel effects.
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4.3 Training Classifiers
Our first task was to verify the client’s identity (Dan Roth) against the others. For this purpose,
we trained a large number of classifiers using the data set collected previously in the laboratory.
We used the LIBSVM software package [31] for SVM training and the MATLAB Neural Network
Toolbox for training of ANNs. The total number of training examples was 440 for each word (40
records from each speaker). In order to obtain the best performance, we tried various combinations
of features: MFCC, MFCC + Energy, MFCC + Energy + ∆ and MFCC + Energy + ∆ + ∆∆ to
train the classifiers. We, however, only present the results that belong to the recognition models
trained with 12 MFCC features since their performance were found to be adequate. We first used
a validation set consisting of 10 records selected from 40 records of training data (i.e., 4-fold cross
validation) to determine threshold values that will be used to decide when an unseen data is used
to test the trained model. After determining the threshold values, we trained the classifiers using
all the training examples. For each word, the training performances of SVM and ANN models are
shown in Figures 4.6 - 4.18. (The figures on the left correspond to the results of SVM training while
the ones on the right are for ANN training.)
0
40
80
120
160
200
240
280
320
360
400
440
−3
−2.5 −2
−1.5 −1
−0.5 0
0.5 1
1.5 2
B
ASS Activation Results for the W
ord: "Zero" to Identify "Dan"
Activation
Baris
Cigdem
Dan
Gabriel
Lale
Nazli
Nejan
Onur
Ozgul
Serdar
Thompson
(a) SVM
0
40
80
120
160
200
240
280
320
360
400
440
−1
−0.8
−0.6
−0.4
−0.2 0
0.2
0.4
0.6
0.8 1
B
ASS Activation Results for the W
ord: "Zero" to Identify "Dan"
Activation
Baris
Cigdem
Dan
Gabriel
Lale
Nazli
Nejan
Onur
Ozgul
Serdar
Thompson
(b) ANN
Figure 4.6: Results for training of SVM and ANN classifiers for the word: “Zero”
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Figure 4.7: Results for training of SVM and ANN classifiers for the word: “One”
0
40
80
120
160
200
240
280
320
360
400
440
−3
−2.5 −2
−1.5 −1
−0.5 0
0.5 1
1.5 2
B
ASS Activation Results for the W
ord: "Tw
o" to Identify "Dan"
Activation
Baris
Cigdem
Dan
Gabriel
Lale
Nazli
Nejan
Onur
Ozgul
Serdar
Thompson
(a) SVM
0
40
80
120
160
200
240
280
320
360
400
440
−1
−0.8
−0.6
−0.4
−0.2 0
0.2
0.4
0.6
0.8 1
B
ASS Activation Results for the W
ord: "Tw
o" to Identify "Dan"
Activation
Baris
Cigdem
Dan
Gabriel
Lale
Nazli
Nejan
Onur
Ozgul
Serdar
Thompson
(b) ANN
Figure 4.8: Results for training of SVM and ANN classifiers for the word: “Two”
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Figure 4.9: Results for training of SVM and ANN classifiers for the word: “Three”
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Figure 4.10: Results for training of SVM and ANN classifiers for the word: “Four”
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Figure 4.11: Results for training of SVM and ANN classifiers for the word: “Five”
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Figure 4.12: Results for training of SVM and ANN classifiers for the word: “Six”
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Figure 4.13: Results for training of SVM and ANN classifiers for the word: “Seven”
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Figure 4.14: Results for training of SVM and ANN classifiers for the word: “Eight”
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Figure 4.15: Results for training of SVM and ANN classifiers for the word: “Nine”
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Figure 4.16: Results for training of SVM and ANN classifiers for the word: “Trial”
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Figure 4.17: Results for training of SVM and ANN classifiers for the word: “Siebel”
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Figure 4.18: Results for training of SVM and ANN classifiers for the word: “Dan Roth”
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4.4 Results
4.4.1 Speaker Verification
After successfully training both SVM and ANN classifiers, we verified their performances using a
testing set. The steps for testing of speaker verification models were provided in Algorithm 2. We
performed the testing using 10 records of each speaker, which were not seen during training. We
then compared the utterance scores with the threshold values previously set for each word based on
the training performance of SVM and ANN classifiers. We used the F measure (F), precision (p),
recall (r) and accuracy (A) values to measure the performance of the developed models, which were
calculated based on the utterances.
The results for verification of Dan Roth using both SVMs and ANNs are given in Table 4.3. The
lowest value of the F measure we obtained using SVM models was 0.95 for the words “One” and
“Nine”. Similarly, we found the lowest values of the p and r values to be 0.91 (for the word “Nine”)
and 0.90 (for the word “One”), respectively. Meanwhile, the accuracy of SVM based models were
generally higher than 99%. In the case of ANN models, we obtained perfect results: the accuracy
value of each model was 100%. Likewise, the values of the F measure, p and r were all 1. Although
the performance of both SVM and ANN models were satisfactory, we found that ANN based models
were slightly better in validating the client’s identity compared to SVM based models.
Table 4.3: BASS results of SVM and ANN classifiers for the verification of Dan Roth
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.947 1 0.9 99.09 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 0.952 0.909 1 99.09 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
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We also calculated the false acceptance rate (FAR), false rejection rate (FRR) and therefore
equal error rate (EER) of each model to measure the performance of models developed for each
word. Our emphasis is to present the EER more since it is a widely accepted measure of the success
for biometric authentication systems. In order to determine values of EER, we generated the “Error
Rate vs. Threshold Value” plots for each word. Figure 4.19 shows four of these plots for various
words and two classifiers. The maximum value of EER we calculated for SVM models was 5%
(for the words “One” and “Nine”), while we obtained 0.0% EER of ANN models for every word.
However, since BASS uses triplets, i.e., the combination of the individual words as passwords, the
success rate of the whole system was increased to a level where EER was 0% for recognition models
developed with both classifiers.
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(a) EER of SVM model for the word: “Seven”
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Figure 4.19: Determination of equal error rate for SVM and ANN models
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4.4.2 Speaker Identification
As an extension of the studies to validate Dan Roth’s identity, further verification models needed
to be built for the other speakers in the experiments. For each speaker, we assumed that s/he was
a client whose identity needed to be verified while the others were impostors. As a result, we
developed a total of 143 verification models (13 words x 11 speakers) for each classifier. We again
tested the performance of these models using a testing set consisting of 10 records for each speaker,
which were not seen during training. For both SVM and ANN classifiers, we present the result of
testing for each word in Tables 4.4 - 4.13, using the previously defined statistical measures: “F, p, r
and A”.
In general, we obtained very good results for both SVM and ANN models. Amongst all SVM
models, we found the lowest value for the F measure as 0.76 for the model developed to verify “
C¸ig˘dem” for the word “One”. This specific model also produced the lowest values of p and r as
0.72 and 0.80, respectively. Interestingly, when the same data was used to train ANN models, the
results proved to be very successful. The effect of lower success rates produced by certain models
(especially those based on SVMs) was eliminated by using the combinations of the words having
superior performances in the same password. As a result, we achieved an accuracy of 100%, which
also causes EER values to decrease to 0%.
In the case of ANN models, we obtained the lowest value for the F measure as 0.82 for the
model developed to verify “Gabriel” for the word “Siebel”. This model also produced the lowest
value of r to be 0.70. On the other hand, we obtained the lowest value of p to be 0.90 from the model
developed to verify “ C¸ig˘dem” for the word “Trial”. In general, ANN models proved to be better
working compared to SVM ones. However, since we used triplets of different words each time
when a user needs to be authenticated, the performances increased significantly for both classifiers.
Finally, the identification of the speakers was relatively easy since verification models developed
for each speaker worked successfully. As explained in the previous chapter, we made decisions
based on the model producing the maximum accumulated output for the given utterance for each
classifier (see Equations 3.15 and 3.16 for the decision criteria of SVMs and ANNs, respectively).
If BASS cannot decide about the identity of the speaker, then it displays an “Unknown Identity”
message to the user.
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Table 4.4: BASS results of SVM and ANN classifiers for the verification of Barıs¸
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.778 0.875 0.7 96.36 0.824 1 0.7 97.27
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
Table 4.5: BASS results of SVM and ANN classifiers for the verification of C¸ig˘dem
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.762 0.727 0.8 95.46 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 0.952 0.909 1 99.09 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 0.889 1 0.8 98.18 1 1 1 100
Trial 0.9 0.9 0.9 98.18 0.9 0.9 0.9 98.18
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
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Table 4.6: BASS results of SVM and ANN classifiers for the verification of Gabriel
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.947 1 0.9 99.09 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 0.952 0.909 1 99.09 0.952 0.909 1 99.09
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 0.824 1 0.7 97.27 0.824 1 0.700 97.27
Dan Roth 0.947 1 0.9 99.09 0.947 1 0.900 99.09
Table 4.7: BASS results of SVM and ANN classifiers for the verification of Lale
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.778 0.875 0.7 96.36 1 1 1 100
Two 0.9 0.9 0.9 98.18 1 1 1 100
Three 0.952 0.909 1 99.09 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 0.952 0.909 1 99.09 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
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Table 4.8: BASS results of SVM and ANN classifiers for the verification of Nazlı
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 1 1 1 100 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 0.947 1 0.9 99.09 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 0.947 1 0.9 99.09 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
Table 4.9: BASS results of SVM and ANN classifiers for the verification of Nejan
SVM ANN
F p r A(%) F r q A(%)
Zero 1 1 1 100 1 1 1 100
One 0.952 0.909 1 99.09 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
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Table 4.10: BASS results of SVM and ANN classifiers for the verification of Onur
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 1 1 1 100 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 0.952 0.909 1 99.09 1 1 1 100
Table 4.11: BASS results of SVM and ANN classifiers for the verification of O¨zgu¨l
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 1 1 1 100 1 1 1 100
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
66
Table 4.12: BASS results of SVM and ANN classifiers for the verification of Serdar
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 0.870 0.769 1 97.27 1 1 1 100
Two 0.889 1 0.8 98.18 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 1 1 1 100 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 0.947 1 0.9 99.09 1 1 1 100
Table 4.13: BASS results of SVM and ANN classifiers for the verification of Thompson
SVM ANN
F p r A(%) F p r A(%)
Zero 1 1 1 100 1 1 1 100
One 1 1 1 100 0.952 0.909 1 99.09
Two 1 1 1 100 1 1 1 100
Three 1 1 1 100 1 1 1 100
Four 1 1 1 100 1 1 1 100
Five 1 1 1 100 1 1 1 100
Six 0.952 0.909 1 99.09 1 1 1 100
Seven 1 1 1 100 1 1 1 100
Eight 1 1 1 100 1 1 1 100
Nine 1 1 1 100 1 1 1 100
Trial 1 1 1 100 1 1 1 100
Siebel 1 1 1 100 1 1 1 100
Dan Roth 1 1 1 100 1 1 1 100
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4.4.3 Challenges
BASS is designed to give users at least three attempts to verify their password phrase. Our experi-
ence showed that acceptance rates may improve on the second try since some records show that the
speakers were confused about how to start saying the passwords. For example, Figure 4.20 shows
the failed attempt of a speaker when a female speaker was asked to speak the password “Dan Roth”.
The problem here was that the speaker did not wait for the system to start recoding and the system
missed the initial part of the record.
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Figure 4.20: The unsuccessful capturing of a word “Dan Roth” spoken by C¸ig˘dem in her first trial
Finally, since no biometric application can provide 100% accuracy, it is essential to develop
contingent authentication strategies when designing the verification application. For example, if
a person had difficulty gaining access to the system using the authentication failure, he or she
is redirected to a staff member of the Siebel Center or allowed to swipe the ID card for a more
traditional identity assessment.
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Chapter 5
Summary, Conclusions and Future
Work
5.1 Summary
In this study, we developed a complete Biometric Authentication System, which we named BASS,
to be used in the Siebel Center for Computer Science building. BASS includes both hardware and
software components. The hardware part mainly consists of a computer, microphone, infrared sen-
sor, LCD screen and a connection output to a real door lock system. These components are designed
to be almost independent such that the entire system can flexibly and efficiently be integrated into
any infrastructure with only minor modifications.
The software component was mainly designed to perform speaker recognition. It is capable
of doing both speaker verification and identification. The decision mechanism for authentication
is based on machine learning models trained using voiceprint of different speakers. To develop a
comprehensive database, experiments were performed in controlled laboratory conditions, where a
representative subset of the Siebel Center staff was asked to speak passwords. A total of 11 speak-
ers were involved and 13 words including numeric digits (0-9) were used during the experiments.
Each speaker’s voice was recorded and analyzed using digital signal processing tools. Front-end
processing to speech signals was achieved by (1) pre-emphasizing the signal, (2) spectral subtrac-
tion and (3) voice activity detection. Several algorithms from the literature were implemented to
obtain a clean speech signal. Based on the preprocessed signals, feature vectors were obtained
using Mel-Frequency Cepstral Coefficients (MFCCs). The combinations of MFCCs together with
delta (∆) and delta-delta (∆∆) coefficients were considered. Finally, the feature vectors were fur-
ther processed using mean and standard deviation normalization to be fed into the machine learning
algorithms as inputs.
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Two machine learning algorithms were used for classification purposes: Support Vector Ma-
chines (SVMs) and Artificial Neural Networks (ANNs). Binary classification was made using both
techniques. Radial Basis Function kernel was chosen to train SVMs while backpropagation learn-
ing algorithm with adaptive learning rate and momentum was utilized in training of ANNs. “One
vs. all” strategy was used in developing these models. The features used in training do not consider
the order of voice segments, which was typical for ANNs but not for SVMs. The decision was
made according to utterance scores that were calculated using the sum of frame-based posterior
probabilities in ANNs and activation values in SVMs.
Among 11 speakers, Dan Roth’s identity was first validated using both SVM and ANN models
that were developed separately for every word spoken in the experiments. In addition, each par-
ticipant’s identity was found by developing separate models for all speakers and all words. As a
result, a total of 286 models for both SVM and ANN classifiers (i.e., 11 speakers x 13 passwords
= 143 models for SVM) were developed. A total of 40 out of 50 records were used in training.
The remaining 10 were used to test the performance of each classifier. Thresholds that were used
to make decisions were adaptive and speaker dependent. They were chosen based on data used to
validate the performance of the training data (10 out 40 training records). To identify each speaker,
the models developed for each speaker and for each word were tested, and the one producing the
highest match score was selected.
5.2 Conclusions
The success in the implementation of our system was dependent on those of individual components,
i.e., hardware and software. Assembly of BASS hardware was simple in the sense that finding the
appropriate components and connecting them properly were straightforward. Hardware verification
tests proved that BASS was quite responsive to inputs from the infrared sensor (i.e., the signal
sent due to presence of speakers in front of the door). Selected combinations of words and the
decision output of authentication system were also successfully displayed on LCD screen. The
communication between hardware and software was also fast and reliable, and no malfunctioning
was observed.
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The speaker recognition part was the main contribution of this work. The results showed that
Dan Roth’s identity can be validated using both SVM or ANN based models. The performance of
these models was measured using F measure (F), precision (p), recall (r) and accuracy (A) values,
calculated based on the utterances. False acceptance rate (FAR), false rejection rate (FRR) and
equal error rate (EER) were also reported for the whole system. Based on these values, the overall
performance of BASS was quite satisfactory for both verification and identification. However, we
concluded that ANN models were more precise and accurate compared to SVM models based on
training of feature vectors without considering ordering of phoneme. As the number of speakers
increase, complexity of the learning problem increases and therefore the recognition task will be
more difficult. This may, for example, result in drastic increase in the number of support vectors for
training data. The scalability of SVMs to large databases should then be questioned, and precautions
should be taken.
Setting a low threshold for SVM activations and proper value to make decisions about utter-
ance based posterior probabilities produced by ANN models played an important role in increasing
the performance since adjusting of weights due to unbalanced data (i.e., penalizing negative exam-
ples) during training was not performed separately. This could have also been handled by properly
choosing the training data such that the ratio of positive examples to negative ones was higher.
With regard to speech processing, we also concluded that since the verification system is text
dependent, the detection of voiced regions in processing speech signal was the most important part
of the front end processing. Similarly, the elimination of noise was another challenge. 12 MFCCs
were found to produce relatively good results for both verification and identification tasks. There
was no need to increase the number of features by adding ∆ and ∆∆ features commonly used in
speech processing.
Finally, BASS is intended for the use of all academic personnel and staff members of the Siebel
Center. The development of BASS has positive effects on the personnel who are responsible for
maintaining the I-cards security and efficiency since it is going to eliminate the damage due to
the heavy use of existing system. Since this model study reached very successful results, a much
wider database needs to be developed to include voiceprints for all academic personnel and staff for
facilitating entering their offices.
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5.3 Future Work
Since the development of the whole system is composed of many tasks, there may be many im-
provements that can carry the currently designed system to the next level. We provide several items
(not in the order of importance) below as future work when there is a need for a better authentication
system.
• Microphone Sensitivity: For practical purposes, we used a unidirectional microphone in our
experiments. Since the success rates of the classifiers are very much dependent on the ro-
bust and accurate formation of acoustic feature vectors, the acoustic characteristics of the
microphone used in an authentication system need to be investigated. Performance of classi-
fiers should be compared with those obtained using head-mounted or omnidirectional micro-
phones.
• Adaptivity: The adaptation of the system to new users or with the existing ones considering
different conditions such as illnesses, aging, etc should be taken into account in the design of
BASS. Although there is currently a small module implemented in BASS for this purpose, it
needs to be extended. For example, the modeling of impostors can be enriched using various
databases.
• Environmental Effects: The noise cancelation was not in the scope of this work although it is
a well studied subject in speech processing. Having carefully analyzed the speech files, we
realized that the acoustics of the room should be understood well. In the end, the environment
where the system is employed may be totally different than the experimental conditions in
terms of acoustic quality. For this purpose, noise analysis should be performed even when
speakers are not present to use the system.
• Longer Duration of Speech: The distinguishing characteristic of feature vectors for a typical
voice file is dependent on the duration of recording. The characteristics of speakers can be
defined more easily as duration of recording is increased. In this study, we used typical short
duration samples for training; however, longer durations of recordings need to be considered
in further development of BASS.
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• Phone Based Authentication: Provided the tasks considered for future work are finished, the
whole system can be carried onto Voice over Internet Protocols (VOIP). In that case, the
experiments should be performed using frequencies typical to phone lines, 8 kHz. This will
enable individuals to use the developed system effectively by just speaking to a microphone
in their cell phones, which will send the signals through VOIP protocol enabled internet
browsers.
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