Abstract-In this paper, the existence and uniqueness of the equilibrium point and its global asymptotic stability are discussed for a general class of recurrent neural networks with time-varying delays and Lipschitz continuous activation functions. The neural network model considered includes the delayed Hopfield neural networks, bidirectional associative memory networks, and delayed cellular neural networks as its special cases. Several new sufficient conditions for ascertaining the existence, uniqueness, and global asymptotic stability of the equilibrium point of such recurrent neural networks are obtained by using the theory of topological degree and properties of nonsingular -matrix, and constructing suitable Lyapunov functionals. The new criteria do not require the activation functions to be differentiable, bounded or monotone nondecreasing and the connection weight matrices to be symmetric. Some stability results from previous works are extended and improved. Two illustrative examples are given to demonstrate the effectiveness of the obtained results.
automation, to name a few. As a results, many criteria for testing the global stability of recurrent neural networks with constant delays and without delays have been derived (see, e.g., [2] [3] [4] [5] [6] [7] [8] , [15] - [39] ). To the best of our knowledge, recurrent neural networks with time-varying delays are seldom considered. However, time-varying delays in recurrent neural networks are more common in practice. The delays are known to be bounded but their values are unknown. Therefore, the studies of recurrent neural networks with time-varying delays are more important than those with constant delays.
Consider a class of recurrent neural networks with time-varying delays and Lipschitz continuous activation functions described by the following nonlinear differential equations: (1) where denotes the number of neurons in a neural network, corresponds to the state of the th neurons at time , , denote the activation functions of the th neuron at time , denotes the constant connection weight of the th neuron on the th neuron at time , denotes the constant connection weight of the th neuron on the th neuron at time , is the external bias on the th neuron, represents the rate with which the th neuron will reset its potential to the resting state in isolation when disconnected from the network and external inputs.
is nonnegative, bounded, and differentiable with , . We can rewrite model (1) in the following matrix-vector form: (2) where , , , and
To obtain our results, we give the following assumption.
1057-7122/03$17.00 © 2003 IEEE , ( ) are globally Lipschitz continuous; i.e., there exist positive constants , such that for , and . It can be easily seen that the model (1) is a general recurrent neural network model which includes some well-known neural networks as its special cases. i) Let , and is a sigmoid function, the model (1) becomes the continuous-time Hopfield neural network studied in [3] , [5] , [29] , [30] . ii) Let and be an even number, the model (1) turns into a biodirectional associative memory (BAM) network. Several stability conditions have been given in [6] , [15] , [16] , [31] . iii) Let , be piecewise linear saturation functions, the model (1) is reduced into a delayed cellular neural network (DCNN) which was investigated in [4] , [7] , [8] , [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . For all these cases, is satisfied. Our methods in this paper are suitable to the Hopfield neural network, BAM networks and DCNNs. Of course, our results of this paper can also be applied to various neural networks with and without delays.
The aim of this paper is to study the global asymptotic stability of the recurrent neural network (1) with time-varying delays and Lipschitz continuous activation functions, and give a set of criteria ensuring the existence and uniqueness of the equilibrium point and its global asymptotic stability of such a recurrent neural network by constructing suitable Lyapunov functional, utilizing the property of nonsingular -matrix and applying the theory of topological degree. The obtained sufficient conditions only require the activation functions to be Lipschitz continuous and do not require them to be differentiable, bounded, or monotone nondecreasing. Our results extend and improve some previous stability results for recurrent neural networks with and without delays.
II. PRELIMINARIES
In order to simplify the proofs and compare our results, we give some notations and definitions as follows.
First From , it is easy to prove thus we have from homotopy invariance theorem [14] that By the topological degree theory, we can conclude that (5) has at least one solution in
. That is, model (1) has at least an equilibrium point.
Suppose is also an equilibrium point of model (1) 
. This means that model (1) has at least an equilibrium point.
To prove the uniqueness of equilibrium point, let be also an equilibrium point of model (1), similar to theorem 1, we also can easily derive that inequality (9) holds. Multiplying (9) by , we have It follows from the formula above that This implies that . Hence, the neural network model (1) has one unique equilibrium point.
IV. GLOBAL ASYMPTOTIC STABILITY
In this section, we will give several sufficient conditions on the global asymptotic stability of equilibrium point for the recurrent neural network (1) This implies that is a nonsingular -matrix, then we know from Theorem 1 that is a uniqueness equilibrium point of model (10) .
Similar to the proof of Theorem 3, consider another Lyapunov functional (12) which we can also rewrite as Calculating the upper right derivative of along the solutions of (10) This implies that is a nonsingular -matrix. Thus we know from Theorem 2 that is a uniqueness equilibrium point of system (10) .
Similar to the proof of Theorem 3 or Theorem 4, consider the following Lyapunov functional: (13) which we can rewrite as Calculating the derivative of along the solutions of (10) We can easily derive the following corollary. Corollary 3: Assume that the assumption is satisfied and is a positive constant. The equilibrium point of the neural network model (1) is globally asymptotically stable if is a nonsingular -matrix, where . The proof is straightforward and omitted here.
V. COMPARISONS AND EXAMPLES
If we let , then the neural network model (1) becomes a neural network in the form (14) which is studied in many references, e.g., [32] [33] [34] [35] [36] [37] [38] [39] and their references therein.
Many stability results of neural network model (14) above have been obtained in the literature. In [32] , a necessary and sufficient condition for absolute stability (ABST) is given for the neural network model (14) under with symmetric ( ) and cooperative ( ) connection weights. The ABST result of symmetric neural networks also obtained in [32] .
An ABST result is also given in [33] under the condition . This condition and cannot be included each other, as shown in [34] , [35] , [39] .
In [36] , the ABST result is presented for neural networks under the condition that is quasidiagonally row-sum or column-sum dominant, which is obviously a special case of the condition . Another absolute exponential stability (AEST) result is presented in [37] under the condition , which extends the existing ABST results in [36] .
For the proposed condition , in [38] , the AEST result is obtained for neural networks under the condition , which may be viewed as a generalization of the known ABST and AEST results in the sense that the ABST conditions of additive diagonal stability [35] is the milder one among the existing criteria.
For neural network model (14) , , may not be also belong to , and the activation functions may not be bounded, monotone nondecreasing and differentiable, see following given examples. This implies that our results also are an extension of references in [32] [33] [34] [35] [36] [37] [38] [39] and their references therein even if the considered neural network models are degenerated as a neural network without any delay. Of course, for a neural network with constant delays, there exist many significant results, e.g., [2] [3] [4] [5] [6] [7] [8] , [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . However, the most existing results of neural networks with constant delays in the literature were obtained within the class of bounded, monotone nondecreasing and differentiable activation functions. In practical applications, it is not uncommon that the activation functions in optimization neural networks and cellular neural networks are nondifferentiable or unbounded, as demonstrated in previous work.
The following two illustrative examples will demonstrate the effectiveness of the obtained results. It is worth nothing that the approaches in [2] [3] [4] [5] [6] [7] [8] , [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] and the references therein are not applicable to ascertain the stability of such a neural network due to the most existing results of neural networks with constant delays in the literature were obtained within the class of bounded and differentiable activation functions. Of course, our results in this paper also include the applications to recurrent neural networks with time-varying delays.
For numerical simulation, let . The following two cases are given: Case 1 with the delay parameter and the initial state for ; Case 2 with the delay parameter and the initial state for . Fig. 2 depicts the time responses of state variables of and for the above two cases. It confirms that the proposed condition leads to the unique and globally asymptotically stable equilibrium point for the model (17) . In addition, the result is also shown to be independent of the initial state.
VI. CONCLUSION
New criteria are derived for ascertaining uniqueness for the equilibrium point and its global asymptotic stability of neural networks with time-varying delays and Lipschitz continuous activation functions. These stability conditions do not require the activation functions to be differential, bounded, or monotone nondecreasing and also not need the connection weight matrices to be symmetric. In addition, these criteria can be easily checked in practice, which is important in the design and applications of recurrent neural networks. Also, our methods of stability analysis can be applied to some more complex systems.
