ABSTRACT We propose a weighted l p minimization method for downlink channel estimation in frequency division duplexing massive multiple-input multiple-output (MIMO) systems. The proposed algorithm involves two stages, in which it first diagnoses the downlink supports by utilizing the channel sparsity in angular domain and angular reciprocity for uplink and downlink channels. In stage two, a weighted l p minimization algorithm based on the diagnosed supports is used for downlink channel estimation. The diagnosed supports are used for generating the weighting matrix in the weighted l p minimization. The restricted isometry property (RIP)-based guarantees and upper bound of the recovery error are derived. Our analytical results have the universal forms for the l p (0 < p ≤ 1) minimization and the weighted l p (0 < p ≤ 1) minimization, and can reduce to the RIP-based analysis results for the l 1 minimization and the weighted l 1 minimization which have been discussed in the previous literature. The discussion on the weight selection is also presented which is based on the derived upper bound. Simulations show that the weighted l p minimization is preferred when the correct percentage of the estimated support is more than 0.5. For the channel estimation, the proposed method with support diagnosis and the weighted l p minimization can achieve higher estimation accuracy compared with the l p minimization, weighted subspace pursuit, weighted l 1 minimization, general l 1 minimization, joint orthogonal matching pursuit, and simultaneous orthogonal matching pursuit in the medium and high signal-to-noise-rate regions.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is an enabling technology for next generation wireless communication. Acquiring channel state information (CSI) is critical for the system performance. In time division duplexing (TDD) massive MIMO systems, the channel reciprocity between uplink and downlink can be exploited to obtain the downlink CSI. In frequency division duplexing (FDD) The associate editor coordinating the review of this manuscript and approving it for publication was Cunhua Pan.
systems, direct channel estimation at user equipment (UE) will require high computation resources, and feeding back the CSI to the base station (BS) will incur high feedback overheads due to the massive number of antennas. Hence downlink channel estimation and feedback are challenging in FDD massive MIMO systems. However, a large number of antennas result in channel sparsity in angular domain for massive MIMO, which sheds light on the more effective channel estimation and feedback schemes. The sparsity makes compressed sensing (CS) a promising way for massive MIMO channel estimation [1] .
A. BACKGROUND
In order to reduce the training and feedback overhead in FDD massive MIMO, one way is to exploit the low-rank structure of the channel covariance matrix. The work in [2] first estimated the low-rank channel covariance matrix by compressed sensing, then the minimum mean-squared error (MMSE) estimator was used to achieve channel recovery. The authors in [3] partitioned the users into groups with approximately the same channel covariance eigenspace, and a joint spatial division and multiplexing method was proposed by exploiting the linear independence of the dominant eigenmodes of the low-rank channel covariance matrices of the different groups.
Besides, another way is to exploit the sparsity in massive MIMO channel for compressive channel estimation and feedback. In most studies that are related to compressive channel estimation in FDD massive MIMO, it is assumed that UE feeds back the compressed received pilot signal to the BS, and the downlink CSI is recovered by CS recovery algorithms at the BS. In [4] joint orthogonal matching pursuit (OMP) algorithm was applied for the CSI recovery at BS, which showed the effectiveness of compressive channel estimation in massive MIMO. The authors in [5] proposed an efficient sparse Bayesian learning approach for the sparse channel recovery and off-grid refinement. If different user links tend to share some common scatterers, different user channel matrices may have partially common sparsity patterns. A variational expectation maximization strategy was proposed in [6] , which was based on the Gaussian mixture prior model that could efficiently capture the individual sparsity in each channel matrix and the partially joint sparsity among different channel matrices.
Moreover, it has been proven that it is beneficial to incorporate the priori information into the recovery algorithms to improve the recovery performance. In multiple user scenario, by utilizing the priori knowledge about the supports of the multi-user channels, a two-stage weighted block l 1 -minimization was proposed in which the indexes of the common supports are assigned different weights [7] . In single user scenario, the authors in [8] made use of the previous estimated support information and the burst structured sparsity for massive MIMO channel estimation. In [9] the channel vector was separated into a dense vector and a sparse vector, and made use of the previous channel to predict the dense vector by least squares algorithm while applying CS to estimate the sparse vector. It can be seen that CS with priori knowledge is a promising way in compressive channel estimation.
During the uplink (UL) and downlink (DL) transmission in FDD systems, the propagation environment is almost static in short interval. When the UL and DL frequency discrepancy is not big, the number of significant multi-paths and angles for each path are almost the same for the UL and DL channels [10] [11] . By making use of these features many efforts have been paid to design DL beamforming using UL information. In [12] , [13] and [14] the number of paths, path delays and path angles of uplink were used to construct downlink responses by the relation between uplink and downlink steering vectors. In [11] and [15] uplink channel response was used for estimating downlink channel covariance matrix in code division multiple access system and massive MIMO system. The authors in [16] proposed an algorithm based on projection methods for estimating the downlink channel covariance from uplink measurements, which exploited the channel reciprocity properties in the angular domain. In [17] a novel UL-DL covariance interpolation technique was proposed that was able to recover the covariance matrix in the DL from an estimate of the covariance matrix in the UL under the reciprocity condition on the angular power spread function. In [18] the authors exploited the reciprocity of the angular scattering function to estimate the covariance matrix of the users'DL channels from the UL pilots sent by the users to the BS. Hence there is angular reciprocity for uplink and downlink in short interval in FDD massive MIMO if the frequency discrepancy is not big.
The UL priori information could also be used in compressive channel estimation. In [19] it explored the angular reciprocity in uplink and downlink in FDD for channel feedback, however, the CS framework is not adopted. In [20] based on the spatial reciprocity in wireless channel, the downlink channel was reconstructed by using frequency-independent parameters from the estimated uplink channel, and the Newtonized OMP algorithm was proposed to detect the delays and gains. In [21] the joint dictionary learning and simultaneous orthogonal matching pursuit (SOMP) recovery for uplink and downlink were proposed for channel estimation, and the dictionary learning was based on the assumption that the supports for UL and DL in angular domain are common. It can be seen that the angular reciprocity can be used in compressive channel estimation to improve the performance.
B. CONTRIBUTION
Considering the angular reciprocity between uplink and downlink channels, we investigate the channel estimation in FDD massive MIMO systems. The CSI feedback protocol is the same as in [4] , and the UE directly feeds back the received signal to the BS for channel estimation. The paper proposes a weighted l p (0 < p < 1) minimization based downlink CSI recovery algorithm. The contributions of the paper are as follows:
1. Firstly we propose a support diagnosis algorithm based on DBSCAN (Density-based spatial clustering of applications with noise) algorithm for downlink channel by utilizing the angular reciprocity between uplink and downlink channels. In the support diagnosis, we consider the leakage effects on channel matrices in angular domain induced by basis mismatch, and then diagnose the probable supports of downlink channel in angular domain.
2. By utilizing the priori information of supports from downlink support diagnosis, a weighted l p minimization recovery algorithm is proposed.
3. An analysis based on the restricted isometry property (RIP) is proposed to examine the signal reconstruction VOLUME 7, 2019 performance of the weighted l p minimization algorithm, and an upper bound of the reconstruction error is presented. The error upper bound has a more universal form with 0 < p ≤ 1, and the error bounds in [22] and [23] are the special cases of our proposed error bounds with p = 1. The selection of the weights in the weighted l p minimization algorithm is also discussed. The efficiency of the proposed algorithm is verified by simulations with synthetic data and massive MIMO channel data.
The rest of this paper is organized as follows. Section II introduces the system model and assumptions. Section III and section IV present the proposed algorithms and the RIP-based performance analysis respectively. Section V presents the numerical simulations. We conclude the study briefly in section VI.
II. SYSTEM MODEL AND ASSUMPTIONS

A. CHANNEL MODEL
In the massive MIMO FDD system, we assume that the BS is equipped with N antennas and the UE has a single antenna. For the uplink channel estimation, the uplink training received by the BS is
where h u ∈ C N ×1 is the uplink channel, a ∈ C 1×T u is the uplink pilots, T u is the pilot length, ρ u is the uplink received power, N u ∈ C N ×T u is the received noise matrix with each element as an i.i.d Gaussian variable with mean 0 and variance σ 2 , Y u ∈ C N ×T u is the received signal at BS. For the downlink channel estimation in FDD systems, the BS transmits the pilots to UE. The UE receives the pilots and feeds the received signal back to the BS directly in an ideal channel as in [7] and [9] . The received signal y d at the UE is
where
is the received noise vector with each element as an i.i.d Gaussian with mean 0 and variance
is the received signal at UE. It is assumed that the channel exhibits sparsity in angular domain. The uplink and downlink channels can be decomposed as
where D u and D d are unitary matrices comprised by the array steering vectors, and have the forms like 2-dimensional fast Fourier transform (FFT) matrix [24] ; h marked in gray in Fig.1 . Because of the angular reciprocity for uplink and downlink, the nonzero elements in the uplink and downlink angular channels are partially common. The nonzero elements in the angular channel can be called supports. For example, in Fig.1 there is no angle deviation for path 1 for uplink and downlink, hence in the angular uplink and downlink channels the positions of the nonzero elements for them are common, and the supports of path 1 for uplink and downlink are common. However, the nonzero elements or supports for path 2 are partially common because of angle deviation.
The following assumptions related to the angular channels are made:
Assumption 1: The downlink and uplink channels in angular domain are sparse, and the path number is small compared to the antenna number at BS. The dominant paths for downlink and uplink are nearly common.
Assumption 2: The frequency discrepancy for uplink and downlink is not big, and the supports for downlink and uplink channels in angular domain are partially common.
Assumption 3: The angle deviation for the same radio transmission path in uplink and downlink is very small. The support differences for downlink and uplink angular channels in short interval are induced by transmission angle deviation and basis mismatch.
B. CSI FEEDBACK AND ESTIMATION
The BS transmits the pilot signal to the UE during the training phase, then UE directly feeds back the received pilot signal to the BS over an ideal channel. The BS can receive the feedback signal by which the downlink channel estimation is performed by the CS-based algorithm. The CSI feedback and channel estimation are the same as those in [4] and [7] .
Since the massive MIMO channels exhibit angular sparsity, CS can be applied to the compressive channel estimation with fewer measurements which implies that T d N in (2). In the compressive channel estimation, the uplink channel estimation in (1) can be recasted aŝ
whereĥ u a is the estimated uplink channel in angular domain, and ε is the error parameter. Similarly, the downlink channel estimation in (2) can be recasted aŝ
a is the estimated downlink channel in angular domain. For (5) and (6), they can be solved separately. However, there exists angular reciprocity in uplink and downlink, a more effective way is to solve (5) and (6) jointly. In this paper, unlike other existing CS-based downlink channel estimation algorithms, the estimated uplink channel is utilized for the downlink channel estimation. The CS-based downlink channel estimation can benefit from the support priori information.
III. PROPOSED ALGORITHM
It is assumed that the propagation environment is static during the uplink and downlink transmission in FDD systems, and the frequency discrepancy for uplink and downlink is not big, hence almost the same multi-paths, UE positions, and path angle for uplink are also valid for downlink. There exists reciprocity in angular domain for uplink and downlink angular channel [11] . However, the uplink and downlink supports are partially common in practice, because there is UE movement and angle deviation of the same transmission path for uplink and downlink as in Fig.1 .
The BS is equipped with a linear antenna array of N antennas, and the antenna spacing is d BS . The normalized antenna spacing is δ BS = d BS /λ, where λ is the wavelength, then the angular resolution of the BS antenna array is 1/L, where L = N δ BS [24] . If the angle deviation for one path between uplink and downlink is δ at BS as shown in Fig. 1 , it can be deduced that the deviation of support centre for each path is bounded by L √ 2 − 2cos(δ) [24] . Although the AOA and DOA for uplink and downlink are not exactly the same, the multi-path number is common for them. Inspired by the clustering property of channel support in spatial domain, for example there are 2 clusters (2 groups of nonzero elements) in Fig. 1 , we apply the DBSCAN (Density-based spatial clustering of applications with noise) algorithm to extract the multi-path information in the angular domain. The DBSCAN algorithm is popular for cluster classification in machine learning [25] . Then we diagnose the probable channel supports for downlink channel.
Compressive channel estimation can benefit from the priori information. In this section we incorporate the priori support information into a l p minimization algorithm called iterative reweighted least squares (IRLS) algorithm which can be used as a l p minimization algorithm in CS, and propose a modified IRLS algorithm, named as weighted IRLS algorithm. In the standard IRLS algorithm, (6) can be recasted as
where the weight w r,i is calculated from the previous iterated h d a , and [27] . Then the objective in (7) is the approximation of p-norm of h d a . In order to utilize the priori information, we construct a priori weighting matrix as
, and the elements are given by
where 0 < w < 1 and d is the diagnosed support set. Then the weighted IRLS for (6) is given by
It can be seen that w p,i belonging to the probable support set is assigned with a small w in (8) which contributes the objective function in (9) , and the probable supports are more likely to be selected in the algorithm. The main difference compared with the standard IRLS is the usage of weighting matrix in (8) .
In this section we propose the weighted l p minimization, especially weighted IRLS for example, in massive MIMO FDD downlink channel estimation. The estimated uplink channelĥ u a is used as the input in the algorithm which can be obtained by CS recovery algorithms, and the proposed algorithm is comprised by 2 stages. In stage 1 the support diagnosis algorithm is first proposed based on the reciprocity for uplink and downlink channels in angular domain, then the weighting matrix is generated according to the diagnosed support set. The downlink massive MIMO channel estimation algorithm based on the weighted IRLS is executed in stage 2. The proposed algorithm is specified in Table 1 .
In stage 1, the path number and the supports of uplink angular channel are detected by DBSCAN in step 1.1. The DBSCAN algorithm is a data clustering algorithm proposed by Martin Ester which is widely used in machine learning [25] . It is a density-based clustering algorithm in which it groups together points that are closely allocated, and marks those as outlier points which lie in low-density regions. Since the supports in angular channel behave in cluster, by DBSCAN algorithm the channel clusters in the angular domain can be detected. For example, in Fig. 1 there is a cluster for path 2 containing 2 supports for uplink which can be detected by DBSCAN. However, DBSCAN can not detect the cluster for path 1 since there is only one support which is marked as outlier point because of the inherent characteristics of DBSCAN algorithm. Hence in step 1.2 we make sure that the entries with big amplitudes, which may be outlier points in the DBSCAN algorithm, are all marked as the supports. In step 1.3 we renew the cluster number and support sets, then calculate the support center for each cluster. For example there are 2 support centers with 2.5 (floored to 3) and 8 for uplink angular channel in Fig.1 . By taking the basis mismatch and transmission angel deviation for uplink and downlink into consideration, we then diagnose the supports for the downlink VOLUME 7, 2019 channel in step 1.4, in which L √ 2 − 2cosδ and δ m account for the effects of angle deviation and leakage effects of basis mismatch. More details can be found in [24] .
In stage 2, the weighting matrix is generated according to the diagnosed supports, and the weighted IRLS is implemented for downlink channel recovery. As recommended in [26] , IRLS is a more efficient l p minimization algorithm, however, other l p minimization algorithms can also be adopted by combing the weighting matrix into the objective function. 
IV. RIP-BASED PERFORMANCE ANALYSIS
In this section, we study the RIP-based performance guarantees and error bound for the weighted l p minimization. Moreover, we discuss the assignment of the weighting matrix and the impacts of the accuracy of the diagnosed supports. The derived error upper bound has a universal form with 0 < p ≤ 1, and the error bounds in [22] and [23] are the special cases of our proposed error bound with p = 1.
A. RIP-BASED PERFORMANCE GUARANTEES
From (2) and (4), we have
In this section, in order to have a clear comparison, we adopt the similar expressions as in [7] , [22] and [23] . we rewrite (10) as
where e stands for n d , x stands for h d a and A stands for ρ d AD d in (10) for simplicity, which will have no impacts on the analytical results.
Let x k be the best k-term sparse approximation of x in (11), while x is k-sparse. Let T 0 be the support set of x k , and letT be the estimated support set with cardinality |T | = ρk where 0 ≤ ρ ≤ a for some constant a > 1. To recover x in (11), we can recast the weighted l p minimization algorithm in (9) for (11) as
where x p,w = w i |x i | p is the weighted p-norm. Then we can get the error bound for the weighted p-norm minimization as in Theorem 1. measurement matrix A has RIP with
where γ = (w
2 ) for given 0 ≤ w ≤ 1, and δ ak , δ (a+1)k are RIP constant. Then the solution x * to (12) obeys
where C 0 and C 1 are constants which depend on the measurement matrix A, the weight w, the parameters α and ρ.
The proof of Theorem 1 is presented in the Appendix A. Remark 4.1: Note that Theorem 1 not only specifies the ratio ρ(which is the size of the estimated supports to the size of the support of x k ) and the ratio α(which is the number of accurately estimated indices inT to the size ofT ), but also states the relationship between the weights w and the norm number p. The relationship of ρ, α,T andT 0 is shown in Fig. 2 .
We can also apply the error bound results back in the channel estimation problem. Comparing (9) and (12), x stands for h d a as defined in (11) . Hence the estimated support setT for x stands for the estimated downlink spatial channel support d , which could be the output of stage 1 in our proposed algorithm shown in Table 1 . Then ρk is the size ofT and d , and αρk is the accurate estimated support size inT and d . From Theorem 1 we can find that the error upper bound of channel estimation by p-norm minimization is related to the ratios ρ and α.
Remark 4.2:
The constants C 0 and C 1 in Theorem 1 are explicitly given by
. From the proof procedure, Theorem 1 has the universal results for 0 < p ≤ 1. Theorem 1 with p = 1 reduces to the robust recovery theorem 3 in [22] , while Theorem 1 with p = 1 and w = 1 reduces to the robust recovery theorem of [23] . Hence the proposed theorem can be seen as a general form of robust recovery condition with or without weights for 0 < p ≤ 1.
By the definition of RIP, we have δ ak ≤ δ (a+1)k , then we get
In Fig.3 it can be seen that for different α there is an optimal w to minimize the value ofĈ 0 andĈ 1 , which is different from the weighted l 1 minimization algorithm as in [7] and [22] . Then we can lower the upper bound by selecting proper weight w. In the following subsection we will discuss the assignment of weight w. 
for Theorem 1 to hold with constants C 0 and C 1 given in (15) and (16) . This can be obtained by assuming that denominators of C 0 and C 1 are larger than 0, and we omit the details of the calculation here. It should be noted that (19) , with p = 1, reduces to the Remark 3.3 stated in [22] for weighted l 1 VOLUME 7, 2019 minimization. Additionally, it also can be seen that (19) with p = 1 and w = 1 reduces to the theorem 2 in [22] and [23] for standard l 1 minimization. Theorem 2: It is sufficient that A satisfies
to guarantee stable and robust recovery of x from measurements y = Ax + e by weighted p-norm minimization. The proof of the theorem is presented in the Appendix B. Remark 4.4: Theorem 1 guarantees stable and robust recovery for matrix A satisfying a condition on δ ak and δ (a+1)k . Theorem 2 gives out the condition on δ 2k of matrix A. In [28] Candès proved that if δ 2k < ( √ 2 + 1) −1 then l 1 minimization for CS achieves stable and robust recovery. In [22] Friedlander proved that if δ 2k < (
then the weighted l 1 minimization for CS achieves the stable and robust recovery. It should be noted that, (20) with a = 1 and p = 1 reduces to sufficient condition as above in [22] for weighted l 1 minimization. Furthermore it reduces to sufficient condition as above in [28] with a = 1, w = 1 and p = 1 for general l 1 minimization. So our analytical results generalize the results for weighted l 1 minimization and general l 1 minimization to weighted l p (0 < p ≤ 1) minimization.
In brief, our analysis results have conclusively results for the RIP analysis for p-norm minimization with 0 < p ≤ 1.
B. COMPARISON TO STANDARD L P RECOVERY
In this subsection, we compare the sufficient conditions for the proposed weighted l p recovery algorithm and standard l p recovery algorithm. In remark 4.2 we give out the C 0 and C 1 for the weighted l p minimization. Without loss of generality, with w = 1, we can get the stable and robust recovery theorem for standard l p minimization.
Remark 4.5: The constants C 0 and C 1 for standard l p minimization in (14) are explicitly given by the expressions as below
Then we have: (15) and (16), then we can get C 0 = C 0 , C 1 = C 1 . This is obvious because the proof procedure for Theorem 1 is also valid for standard l p minimization. (ii) Let w = 1 and p = 1, then we can get the same constants for l 1 minimization as those in [22] which are list as follows
Under these conditions, the upper error bound for l p minimization is higher than the weighted l p minimization. The proof is given in appendix C. We aim to lower the upper bound of weighted l p minimization in Theorem 1, compared with upper bound of the standard l p minimization in Remark 4.5. In other words, we want C 0 ≥ C 0 , C 1 ≥ C 1 , then w should satisfy (iii). Next we discuss the range of w. As shown in Fig. 4(a) it is easy to get that Fig. 4(b) w should be larger than a thresholding value to meet (23) .
When α ≥ 0.5, then 1
It means that (23) is always true for α ≥ 0.5. In this condition we let 0 ≤ w < 1.
In brief, when α ≥ 0.5, weighted l p minimization has better performance than the l p minimization with 0 ≤ w < 1. When α < 0.5, the weight w should be properly assigned to achieve better performance which we will discuss in the following subsection.
C. SELECTION OF WEIGHTS
The analytical performance guarantees discussed above can be used for the selection of weighting coefficients. We consider the reconstruction error upper bound in Theorem 1, and try to lower the error upper bound by minimizing C 0 and C 1 which depend on w with given p. For the analysis convenience we use the upper bound constantsĈ 0 andĈ 1 in Remark 4.2. In Fig. 3 we can see that there are global minimums forĈ 0 andĈ 1 with weight w. Consequently the criterion for selection w is to minimizeĈ 0 andĈ 1 in (17) and (18) , which is equivalently to maximize γ . On the other hand, in order to have better performance than the standard l p minimization, we have discussed the constraints for w in Remark 4.5 (iii). Then we can formulate the selection of weight as the following optimization problem: The procedure of solution for (P1) is given in appendix D, and the conclusion is presented in Theorem 3 as below.
Theorem 3: The optimal solution w * of problem (P1) is as follows:
(1). if
In this way the proposed selection theme of w in our paper with p → 1 is reduced to the results for weight selection in weighted l 1 minimization in Theorem 4.5 in [7] . It should be noted that with α < 0.5 the optimal weight w * is not 0, and is dependent on p, α and ρ. In brief our analysis on weighting coefficient selection has a more universal form with 0 < p ≤ 1.
V. SIMULATION RESULTS
In this section we will carry out simulations to illustrate the performance of our proposed algorithm. The experiments will be examined with both synthetic data in subsection A and channel data generated according to the spatial channel model in subsection B, C, and D.
For the synthetic data in Fig. 5 , the sparse level of the original signal and the size of the accurate supports in the estimated support set are known.
For the channel estimation simulations in Fig. 6 , 7 and 8, we consider an FDD massive MIMO system, in which the BS is equipped with 100 antennas, and the user is equipped with 1 antenna. The channel is assumed to be flat-fading TABLE 2. MSE (in dB) recovery performance of the optimal weight w * in the proposed algorithm with different α and p. FIGURE 6. MSE of downlink channel estimation for IRLS with no support priori [27] , and weighted IRLS with threshold-based support detection [30] and the proposed support diagnosis.
and is generated according to the spatial channel model in 3GPP TR25.996 [29] . The angles of departure and arrival are uniformly located over [0, 2π ] . The angle deviation for each path between uplink and downlink is uniformly located over [−5 • , 5 • ]. The pilot length of uplink is 1. The training sequences for downlink are generated randomly by ±1. The SNR at the BS during uplink and downlink transmissions are the same. The weighted l p minimization algorithm is implemented by weighted IRLS(W-IRLS). In the performance comparisons, the standard IRLS is simulated as [27] , and the weighted subspace pursuit(W-SP) algorithm and standard subspace pursuit(SP) algorithms are simulated as in [24] and [32] , while the weighted l 1 minimization(W-l 1 ) algorithm minimization is simulated as in [22] . The joint orthogonal matching pursuit (JOMP) used in [4] and simultaneous orthogonal matching pursuit (SOMP) used in [21] are also compared. We assume that the uplink and downlink SNR are the same. The uplink channel is estimated by IRLS.
In order to evaluate the channel estimation performance, we use normalized mean-square error (MSE) between true and estimated channel vectors as follows:
where T is the number of trials,ĥ d and h d are the estimated and original downlink channel respectively for each trial.
A. SYNTHETIC DATA
We first consider the synthetic data. In the simulations we generate the sparse n-dimensional sparse signal contains k nonzero coefficients. The estimated support set is generated according to α and ρ defined in Theorem 1, where ρk is the size of the estimated support set and αρk is the number of the correct supports in the estimated support set.
In the simulations we generate a sparse column vector x of length 100 as in (11) , and the sparsity k is 10 which means that there are only 10 nonzero entries randomly in the column vector. We assume ρ = 1.5 which means that the size ρk of the estimated support set is 15, and assume α = 0.4 or α = 0.6 since α = 0.5 is the threshold as we discussed in section IV-C. The measurement matrix A in (11) is a 50×100 dimensional Gaussian random matrix.
With the synthetic data we compare the MSE performance of the proposed weighted l p minimization (W − l p ) and l p minimization (l p ) with p = 0.3 and 0.5 in Table 2 . It shows that W − l p and l p have similar MSE performance in low SNR region, while in high SNR region W −l p outperforms l p , which verifies the effectiveness of the weight selection. For example, when p = 0.3, α = 0.6, SNR = 20dB, the gain of our algorithm is about 2dB. Besides, W − l p with p = 0.5 has relatively better MSE performance than p = 0.3, and the results are similar to [26] in which the authors also advocated p = 0.5 for l p minimization.
In Fig. 5 we compare the MSE performance of the proposed weighted l p minimization and l 1 minimization [23] with p = 0.5, α = 0.4 and p = 0.5, α = 0.6, while w = 0.5790 and w = 0 respectively according to Theorem 3. When α = 0.4, the l 1 minimization outperforms weighted l p minimization especially in high SNR region. The weighted l p minimization outperforms l 1 minimization for α = 0.6 when the SNR is larger than 10dB. Hence, the more accurate the estimated support set is, the better performance of the weighted p-norm minimization is. The weighted algorithm is recommended when the estimated support information is more accurate, in other words, α > 0.5. This conclusion is also presented for the weighted l 1 minimization in [22] .
B. COMPARISONS WITH THRESHOLD-BASED SUPPORT DETECTION SCHEME
To demonstrate the advantages of using the proposed support diagnosis in weighted IRLS, we compare our support diagnosis algorithm with the threshold-based support detection named as ''first significant jump'' scheme in [30] . In the simulation w = 0.1 and p = 0.5. Fig. 6 shows that our proposed support diagnosis outperforms the support detection with ''first significant jump''. Because in our proposed support diagnosis we take into the consideration of the leakage effects in angular massive MIMO channel. In Fig. 6 it is obvious that the W-IRLS is superior to the W-SP, and the weighted algorithms all have better performance than the standard IRLS and SP for the usage of support priori information. Based on the simulation results we can see that the proposed FIGURE 7. MSE performance of downlink channel estimation for the proposed weighted l p (specifical W-IRLS) with the proposed support diagnosis and with threshold-based support detection [30] , SP [32] , W-SP [24] , l 1 minimization [23] , weighted l 1 minimization [22] , JOMP used in [4] and SOMP used in [21] . support diagnosis scheme is efficient and advantageous in the channel estimation.
C. COMPARISONS WITH OTHER RECOVERY ALGORITHMS
We compare the performances of the proposed weighted l p minimization algorithm, specifically W-IRLS, with other recovery algorithms such as SP, W-SP, IRLS, l 1 minimization, weighted l 1 minimization, JOMP and SOMP. In the W-IRLS we set p = 0.5 as advocated in [26] . The weight w is set to 0.0001 and 0.1 in W-IRLS and W-SP. In Fig. 7 it is shown that the proposed W-IRLS, weighted l p minimization and l 1 minimization have almost similar performance. While W-IRLS has relatively better performance in the medium and high SNR regions. In the low SNR region SP, l 1 minimization has relatively better performance than the W-IRLS, W-SP and weighted l p minimization. However, the MSE gaps among them are small. This is because that in low SNR the uplink channel estimation is inaccurate which will result in inaccuracy in support diagnosis. However, the proposed algorithm always outperforms JOMP and SOMP in the simulations.
It should be noted that the W-SP is more sensitive to the value of weight, and the performance of W-SP with w = 0.0001 is even worse than SP; nevertheless, the performance of W-SP is improved with w = 0.1. This can be explained by that SP algorithm is related to the correlation between the observed signal and the atoms in measurement matrix. When the weight is small, the atom outside of the diagnosed support is more likely to be removed; however, when the diagnosed supports are not accurate then recovery error is becoming ever bigger.
It is wise to adjust the weight coefficients according to the SNR. Adaptively adjusting the weighting matrix with the VOLUME 7, 2019 SNR can be merged into our proposed algorithm which can improve the overall performance further especially in low SNR. Because of the angle deviation is random, the parameters ρ and α are also dynamic. We have no information about the exact values of ρ and α in this way. Hence the simulation results are averaging performance with random angle deviation over [−5 • , 5 • ].
D. COMPARISONS OF DIFFERENT W AND P IN W-IRLS
We compare the performance of W-IRLS with different w and p in Fig. 8 . As discussed in previous section when the percentage of correctly diagnosed supports is more than 0.5, the recommended weight is 0. We set w to be 0.0001, 0.5 and 0.9 while p is 0.1, 0.5 and 0.9. We can see that W-IRLS with p = 0.5 has relatively better performance compared with p = 0.1 and p = 0.9, which is also reported in [26] that l p minimization with p = 0.5 is robust and has relatively better recovery success rate.
On the other hand, the angle deviation for each path between uplink and downlink is uniformly located over [−5 • , 5 • ]. Because of the angle change is random, the parameters ρ and α are also dynamic. In the proposed support diagnosis algorithm we take the leakage effect in the angular channel domain into consideration, hence the diagnosed support set is likely to be larger than the actual support set. When the estimation of uplink is not so accurate which will induce errors in the support diagnosis for downlink angular channel, it is reasonable to assume α < 0.5 in high possibility. Unfortunately, we have no information about the exact values of α and ρ. If we assume that 1+ρ −2αρ = 1.4 with p = 0.5, α = 0.4 and ρ = 2, the optimal weight w * is 0.623 which is around 0.5. Hence in medium and high SNR regions we recommend w = 0.5 for an average better performance. In other words, in other applications we can estimate ρ and α, and calculate the suboptimal w. As shown in Fig. 3 when the suboptimal w is close to the optimal w, the error upper bound is also lowered.
VI. CONCLUSION
In this paper we proposed a weighted l p minimization based downlink channel estimation for FDD massive MIMO systems. The proposed method exploits the channel sparsity in angular domain and the angular reciprocity for uplink and downlink channels for compressive channel estimation. The proposed algorithm involves 2 stages. In stage 1, a clustering algorithm DBSCAN is used for the extraction of support information; then by making use of the angular reciprocity and taking the basis mismatch into consideration, the supports for downlink angular channel are diagnosed. In stage 2, the diagnosed support information is used for generating the weighting matrix which is combined in the weighted l p minimization for channel recovery. The RIP-based performance guarantees of the proposed weighted l p method were analyzed, and the analytical comparisons to the l p minimization, l 1 minimization, and weighted l 1 minimization were also characterized.
Our RIP-based analytical results have the more universal forms for weighted l p (0 < p ≤ 1) algorithms which can reduce to the analytical results for l p minimization, l 1 minimization and weighted l 1 minimization with w = 1 and p = 1. Meanwhile the selection of weighting coefficients in the weighted l p minimization is discussed which can also reduce to the results for p = 1. Simulation results confirm the estimation accuracy and efficiency of the proposed method compared to the SP, weighted SP, IRLS, JOMP, SOMP, l 1 minimization and weighted l 1 minimization.
