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Abstract
We consider an electron moving in a periodic potential and subject to
an additional slowly varying external electrostatic potential, φ(εx), and
vector potential A(εx), with x ∈ Rd and ε ≪ 1. We prove that associ-
ated to an isolated family of Bloch bands there exists an almost invariant
subspace of L2(Rd) and an effective Hamiltonian governing the evolution
inside this subspace to all orders in ε. To leading order the effective Hamil-
tonian is given through the Peierls substitution. We explicitly compute
the first order correction. From a semiclassical analysis of this effective
quantum Hamiltonian we establish the first order correction to the stan-
dard semiclassical model of solid state physics.
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1 Introduction
A central problem of solid state physics is to understand the motion of electrons
in the periodic potential generated by the ionic cores. While the dynamics is
quantum mechanical, many electronic properties of solids can be understood
already in the semiclassical approximation [AsMe, Ko, Za]. One argues that for
suitable wave packets, which are spread over many lattice spacings, the main
effect of a periodic potential VΓ on the electron dynamics consists in changing the
dispersion relation from the free kinetic energy Efree(k) =
1
2 k
2 to the modified
kinetic energy En(k) given by the n
th Bloch band. Otherwise the electron
responds to slowly varying external potentials A, φ as in the case of a vanishing
periodic potential. Therefore the semiclassical equations of motion read
r˙ = ∇En(κ) , κ˙ = −∇φ(r) + r˙ ×B(r) , (1)
where r ∈ R3 is the position of the electron, κ = k−A(r) its kinetic momentum
with k its Bloch momentum, −∇φ the external electric field, and B = ∇ × A
the external magnetic field. Note that there is a semiclassical evolution for each
Bloch band separately. (We choose units in which the Planck constant ~, the
speed c of light, and the mass m of the electron are equal to one, and absorb
the charge e into the potentials).
One goal of this article is to understand on a mathematical level how these
semiclassical equations emerge from the underlying Schro¨dinger equation
i ε ∂t ψ(x, t) =
(
1
2
(
− i∇x −A(εx)
)2
+ VΓ(x) + φ(εx)
)
ψ(x, t)
= Hεψ(x, t) (2)
in the limit ε → 0 at leading order. Here the potential VΓ : R
3 → R is peri-
odic with respect to some regular lattice Γ. Γ is generated through the basis
{γ1, γ2, γ3}, γj ∈ R
3, i.e.
Γ =
{
x ∈ R3 : x =
∑3
j=1αj γj for some α ∈ Z
3
}
,
and VΓ(x+γ) = VΓ(x) for all γ ∈ Γ, x ∈ R
3. The spacing of the lattice Γ defines
the microscopic spatial scale. The external potentials A(εx) and φ(εx), with
A : R3 → R3 and φ : R3 → R, are slowly varying on the scale of the lattice, as
expressed through the dimensionless scale parameter ε, ε ≪ 1. In particular,
this means that the external fields are weak compared to the fields generated
by the ionic cores, a condition which is satisfied for real metals even for the
strongest external electrostatic fields available and for a wide range of magnetic
fields, see [AsMe], Chapter 12.
In solid state physics the derivation of the semiclassical model (1) received a
lot of attention during the 1950s to the 1970s. We mention representatively the
work by Luttinger [Lu], Kohn [Ko], Blount [Bl1, Bl2] and Zak [Za]. As late as
1962 Wannier [Wa] argues that the derivation of (1) from (2) is still incomplete.
On the mathematical side the semiclassical asymptotics of the spectrum
of Hε have been studied in great detail by Ge´rard, Martinez and Sjo¨strand
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[GMS] with predecessors [BeRa, Bu, HeSj, Ne]. The large time asymptotics
of the solutions to (2) without external potentials is studied in [AsKn] and
the scattering theory is developed in [GeNi]. However for the dynamics of
wave functions, our interest here, the results are modest. In [GMMP] the case
φ = 0, A = 0 is considered, in [HST] and [BMP] a proof is given for A = 0,
which leaves out many interesting applications. The method of Gaussian beams
is developed in [GRT] for a weak uniform magnetic field and in [DGR] for
magnetic Bloch bands.
In fact, as our title indicates, we are more ambitious and plan to derive
also the first order correction to (1). The electron acquires then a k-dependent
electric moment An(k) and magnetic momentMn(k). If the n
th band is nonde-
generate (hence isolated) with Bloch eigenfunctions ψn(k, x), the electric dipole
moment is given by the Berry connection
An(k) = i
〈
ψn(k),∇kψn(k)
〉
(3)
and the magnetic moment by the Rammal-Wilkinson term
M(k)n =
i
2
〈
∇kψn(k), ×(Hper(k)− E(k))∇kψn(k)
〉
. (4)
Here 〈· , ·〉 denotes the inner product in L2(R3/Γ) and Hper(k) is H
ε of (2) with
φ = 0 = A for fixed Bloch momentum k, see Eq. (17). As will be explained in
detail, the corrected semiclassical equations read
r˙ = ∇κ
(
En(κ)− εB(r) · Mn(κ)
)
− ε κ˙× Ωn(κ) ,
(5)
κ˙ = −∇r
(
φ(r) − εB(r) ·Mn(κ)
)
+ r˙ ×B(r)
with Ωn(k) = ∇×An(k) the curvature of the Berry connection.
The issue of first order corrections to the semiclassical equations of motion
has been investigated recently by Sundaram and Niu [SuNi] in the context of
magnetic Bloch bands, see also Chang and Niu [ChNi]. One adds in (2) a strong
uniform magnetic field B0, i.e. the vector potential A0(x) =
1
2B0 × x. If its
magnetic flux per unit cell is rational, then the Hamiltonian in (2) is still periodic
at the expense of a larger unit cell and replacing the usual translations by the
magnetic translations. Equation (5) remains formally unaltered, only En now
refers to the energy of the magnetic subband. Instructive plots of Ωn and Mn
are provided in [SuNi] for the particular case of the 2-dimensional Hofstadter
model at rational flux 1/3. The first order corrections obtained in [SuNi] agree
with our equation (5), except for the term of order ε in the second equation. On
a technical level magnetic Bloch bands require some extra considerations and
we defer them to a forthcoming paper [PST3].
It has been recognized repeatedly, as e.g. emphasized in [ABL], that the
geometric phases appearing in the first order correction contain novel physics as
compared to the leading order. Bloch electrons are no exception. For example
for the case of magnetic Bloch bands, the equations of motion (5) provide a
3
simple semiclassical explanation of the quantum Hall effect. Let us specialize
(5) to two dimensions and take B(r) = 0, φ(r) = −E · r, i.e. a weak driving
electric field and a strong uniform magnetic field with rational flux. Then, since
κ = k, the equations of motion become r˙ = ∇kEn(k) + E
⊥Ωn(k), k˙ = E , where
Ωn is now scalar, and E
⊥ is E rotated by π/2. We assume initially k(0) = k
and a completely filled band, which means to integrate with respect to k over
the first Brillouin zone M∗. Then the average current for band n is given by
jn =
∫
M∗
dk r˙(k) =
∫
M∗
dk
(
∇kEn(k)− E
⊥Ωn(k)
)
= −E⊥
∫
M∗
dkΩn(k) .
∫
M∗
dkΩn(k) is the Chern number of the magnetic Bloch bundle and as such an
integer. Further applications related to the semiclassical first order corrections
are the anomalous Hall effect [JNM] and the thermodynamics of the Hofstadter
model [GaAv].
Our derivation of (5) from (2) proceeds in two conceptually and mathemat-
ically distinct steps. The first step is to obtain an effective Hamiltonian whose
unitary group closely approximates the solution to the Schro¨dinger equation (2)
for ε small, in case the initial wave function lies in a subspace corresponding
to a prescribed family of Bloch bands. Inside the family, band crossings and
almost crossings are allowed. It is crucial however that for every k the family of
bands is separated by a gap from the remaining energy bands. Then, associated
to the given family of bands, there is a subspace ΠεL2(R3) which is adiabati-
cally decoupled from its orthogonal complement to all orders in ε. The effective
Hamiltonian generates the approximate time evolution in ΠεL2(R3).
Compared to the space-adiabatic perturbation theory developed in [PST1],
as a new element we have to face the fact that the classical phase space is
(R3/Γ∗) × R3, Γ∗ the lattice dual to Γ and R3/Γ∗ = M∗ the first Brillouin
zone. To come close to the scheme in [PST1] a natural approach is to use
the extended zone scheme. Going from one cell to the next, one picks up a
phase factor which necessitates to generalize the pseudodifferential calculus to
τ -equivariant symbols, see Appendix A.
The effective Hamiltonian is expanded in an ε-independent reference Hilbert
space. For example, for a nondegenerate band the reference space is L2(M∗, dk)
and the leading order effective Hamiltonian is given through the Peierls substi-
tution
h0(k, iε∇k) = En(k −A(iε∇k)) + φ(iε∇k) , (6)
where i∇k is understood with periodic boundary conditions on M
∗.
The natural second step consists in a semiclassical analysis of the effective
Hamiltonian. It is a standard result that the unitary group generated by h0 is
well approximated by the semiclassical equations (1). At next order, h0(k, iε∇k)
is corrected to h0(k, iε∇k) + εh1(k, iε∇k), with h1 given in (22). However (5)
is not the semiclassical evolution corresponding to that Hamiltonian. The rea-
son is that the subspace ΠεL2(R3) is mapped to the reference Hilbert space
L2(M∗, dk) through a unitary operator which itself depends on ε. Therefore,
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the transformation of observables generates an ε-dependence in addition to the
transformation of time-evolved states. If done properly, one arrives at (5).
To give a brief outline of the paper. In Section 2 we discuss the periodic
Hamiltonian. In particular we recall the unitary Zak transform and state our
assumptions on VΓ, A, φ and the gap condition. In Section 3 we apply the space-
adiabatic perturbation theory to the present case, using the pseudodifferential
calculus developed in Appendix A. The semiclassical analysis of the effective
Hamiltonian including first order is carried out in Section 4. The precise link
between (2) and (5) is stated in Theorem 11. In Appendix B we show that the
equations (5) are of Hamiltonian form with respect to an appropriate symplectic
structure.
2 The periodic Hamiltonian
In order to formulate our setup we first need to recall several well known facts
about the periodic Hamiltonian
Hper := −
1
2
∆+ VΓ ,
acting in L2(Rd), keeping from now on the dimension d arbitrary. The potential
VΓ is periodic with respect to the lattice Γ. Its dual lattice Γ
∗ is defined as
the lattice generated by the dual basis {γ∗1 , . . . , γ
∗
d} determined through the
conditions γi · γ
∗
j = 2πδij , i, j ∈ {1, . . . , d}. The centered fundamental domain
of Γ is denoted by
M =
{
x ∈ Rd : x =
∑d
j=1αj γj for αj ∈ [−
1
2 ,
1
2 ]
}
,
and analogously the centered fundamental domain of Γ∗ is denoted by M∗. In
solid state physics the set M∗ is called the first Brillouin zone. In the following
M∗ is always equipped with the normalized Lebesgue measure denoted by dk.
We introduce the notation x = [x] + γ for the a.e. unique decomposition of
x ∈ Rd as a sum of [x] ∈ M and γ ∈ Γ. We use the same brackets for the
analogous splitting k = [k] + γ∗.
We employ a variant of the Bloch-Floquet transform, called the Zak trans-
form (also Lifshitz-Gelfand-Zak transform). The Zak transform of a function
ψ ∈ S(Rd) is defined as
(Uψ)(k, x) :=
∑
γ∈Γ
e−i(x+γ)·kψ(x+ γ), (k, x) ∈ R2d, (7)
and one directly reads off from (7) the following periodicity properties(
Uψ
)
(k, y + γ) =
(
Uψ
)
(k, y) for all γ ∈ Γ , (8)
(
Uψ
)
(k + γ∗, y) = e−iy·γ
∗ (
Uψ
)
(k, y) for all γ∗ ∈ Γ∗ . (9)
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From (8) it follows that, for any fixed k ∈ Rd,
(
Uψ
)
(k, ·) is a Γ-periodic function
and can thus be regarded as an element of L2(Td), Td being the flat torus Rd/Γ.
Equation (9) involves a unitary representation of the group of lattice translations
on Γ∗ (denoted again as Γ∗ with a little abuse of notation), given by
τ : Γ∗ → U(L2(Td)) , γ∗ 7→ τ(γ∗) , (τ(γ∗)ϕ)(y) = ei y·γ
∗
ϕ(y).
It will turn out convenient to introduce the Hilbert space
Hτ :=
{
ψ ∈ L2loc(R
d, L2(Td)) : ψ(k − γ∗) = τ(γ∗)ψ(k)
}
, (10)
equipped with the inner product
〈ψ, ϕ〉Hτ =
∫
M∗
dk 〈ψ(k), ϕ(k)〉L2(T) .
Notice that if one considers the trivial representation, i.e. τ ≡ 1, then Hτ is
simply a space of Γ∗-periodic vector-valued functions over Rd.
Obviously, there is a natural isomorphism between Hτ and L
2(M∗, L2(Td))
given by restriction from Rd to M∗, and with inverse given by τ -equivariant
continuation, as suggested by (9). The reason for working with Hτ instead of
L2(M∗, L2(Td)) is twofold. First of all it allows to apply the pseudodifferential
calculus as developed in Appendix A. On the other hand it makes statements
about domains of operators more transparent as we shall see.
The map defined by (7) extends to a unitary operator
U : L2(Rd)→ Hτ ∼= L
2(M∗, L2(Td)) ∼= L2(M∗)⊗ L2(Td) .
U is an isometry and U−1 given through
(
U−1ϕ
)
(x) =
∫
M∗
dk eix·k ϕ(k, [x]) (11)
satisfies U−1Uψ = ψ for ψ ∈ S(Rd), as can be checked by direct calculation.
U−1 extends to an isometry from Hτ to L
2(Rd). Hence U−1 must be injective
and as a consequence U must be surjective, thus unitary.
In order to determine the Zak transform of operators like the full Hamil-
tonian in (2), we need to discuss how differential and multiplication operators
behave under the Zak transform, see [Bl1], [Za]. Let P = −i∇x with domain
H1(Rd) and Q multiplication by x on the maximal domain. Then
U P U−1 = 1⊗−i∇pery + k ⊗ 1 , (12)
U QU−1 = i∇τk , (13)
where −i∇pery is equipped with periodic boundary conditions or, equivalently,
operating on the domain H1(Td). The domain of i∇τk is Hτ ∩H
1
loc(R
d, L2(Td)),
i.e. it consists of distributions in H1(M∗, L2(Td)) which satisfy the y-dependent
boundary condition associated with (9). In addition to (12) and (13) we notice
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that multiplication with a Γ-periodic function like VΓ is mapped into multipli-
cation with the same function, i.e. U VΓ(x)U
−1 = 1⊗ VΓ(y).
For later use we remark that the following relations can be checked using
the definitions (7) and (11),
ψ ∈ Hm(Rd) , m ≥ 0 ⇐⇒ Uψ ∈ L2(B,Hm(Td)) ,
〈x〉mψ(x) ∈ L2(Rd) , m ≥ 0 ⇐⇒ Uψ ∈ Hτ ∩H
m
loc(R
d, L2(Td)) .
Remark 1. The Bloch-Floquet transform is usually defined as
(U˜ψ)(k, x) :=
∑
γ∈Γ
e−ix·kψ(x+ γ), (k, x) ∈ R2d . (14)
for ψ ∈ S(Rd). In contrast to (7), functions in the range of U˜ are periodic in k
and quasi-periodic in y,(
U˜ψ
)
(k, y + γ) = eik·γ
(
U˜ψ
)
(k, y) for all γ ∈ Γ , (15)
(
U˜ψ
)
(k + γ∗, y) =
(
U˜ψ
)
(k, y) for all γ∗ ∈ Γ∗ . (16)
Our choice of using the Zak transform U instead of U˜ comes from the fact that
the transform of the gradient has a domain which is independent of k ∈M∗, see
(12). As we shall see, this is essential for the application of the pseudodifferential
calculus of Appendix A. ♦
For the Zak transform of the free Hamiltonian one finds
U Hper U
−1 =
∫ ⊕
M∗
dkHper(k)
with
Hper(k) =
1
2
(
− i∇y + k
)2
+ VΓ(y) , k ∈M
∗ . (17)
For fixed k ∈ M∗ the operator Hper(k) acts on L
2(Td) with domain H2(Td)
independent of k ∈ M∗, whenever the following assumption on the potential is
satisfied.
Assumption A1. We assume that VΓ is infinitesimally bounded with respect
to −∆ and that φ ∈ C∞b (R
d,R) and Aj ∈ C
∞
b (R
d,R) for any j ∈ {1, . . . , d}.
Here C∞b (R
d,R) denotes the space of bounded smooth functions with deriva-
tives of any order bounded. From this assumption it follows in particular that
also the full Hamiltonian Hε of (2) is self-adjoint on H2(Rd). Assumption (A1)
excludes the case of globally constant electric and magnetic field. However, since
we are not concerned with the spectral analysis of Hε, but with the dynamics
of states for large but finite times, locally constant fields serve us as well.
The band structure of the fibered spectrum of Hper is crucial for the follow-
ing. The resolvent R0λ = (H0(k)−λ)
−1 of the operator H0(k) =
1
2
(
− i∇y + k
)2
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is compact for fixed k ∈ M∗. Since, by assumption, RλVΓ is bounded, also
Rλ = (Hper(k)−λ)
−1 = R0λ+RλVΓR
0
λ is compact. As a consequenceHper(k) has
purely discrete spectrum with eigenvalues of finite multiplicity which accumulate
at infinity. A more detailed discussion can be found e.g. in [Wi]. For definiteness
the eigenvalues are enumerated increasingly as E1(k) ≤ E2(k) ≤ E3(k) ≤ . . .
and repeated according to their multiplicity. The corresponding normalized
eigenfunctions {ϕn(k)}n∈N ⊂ H
2(Td) are called Bloch functions and form, for
any fixed k, an orthonormal basis of L2(Td). We will call En(k) the n
th band
function or just the nth band. Notice that, with this choice of the labelling,
En(k) and ϕn(k) are generally not smooth functions of k due to eigenvalue
crossings. Since
Hper(k − γ
∗) = τ(γ∗)Hper(k) τ(γ
∗)−1 , (18)
the band functions En(k) are periodic with respect to Γ
∗.
Definition 2. A family of Bloch bands {En(k)}n∈I , I = [I−, I+]
⋂
N, is called
isolated, or satisfies the gap condition, if
inf
k∈M∗
dist
( ⋃
n∈I
{En(k)},
⋃
m/∈I
{Em(k)}
)
=: Cg > 0 .
In the following we fix an index set I ⊂ N for an isolated family of bands.
Let PI(k) be the spectral projector of Hper(k) corresponding to the eigenvalues
{En(k)}n∈I , then PI :=
∫ ⊕
M∗ dk PI(k) defines the projector on the given isolated
family of bands. In terms of Bloch functions PI(k) =
∑
n∈I |ϕn(k)〉〈ϕn(k)|.
However, in general, ϕn(k) are not smooth functions of k at eigenvalue crossings,
while PI(k) is a smooth function of k because of the gap condition. Moreover,
from (18) it follows that
PI(k − γ
∗) = τ(γ∗)PI(k) τ(γ
∗)−1 .
For the mapping to the reference space we will need the following assumption.
Assumption A2. If the isolated family of bands {En(k)}n∈I is degenerate,
in the sense that ℓ = |I| > 1, then we assume that there exists an orthonor-
mal basis {ψj(k)}
ℓ
j=1 of RanPI(k) whose elements are smooth and τ-equivariant
with respect to k, i.e. ψj(k−γ
∗) = τ(γ∗)ψj(k) for all j ∈ {1, . . . , ℓ} and γ
∗ ∈ Γ∗.
In the case of a single isolated ℓ-fold degenerate Bloch band (i.e. En(k) =
E∗(k) for every n ∈ I, |I| = ℓ), Assumption (A2) is equivalent to the exis-
tence of an orthonormal basis consisting of smooth and τ -equivariant Bloch
functions. On the other side, if there are eigenvalue crossings inside the family
of bands, Assumption (A2) requires only that ψj(k) is an eigenfunction of the
corresponding eigenprojection PI(k) and not of the free Hamiltonian Hper(k).
From the geometrical viewpoint Assumption (A2) is equivalent to the trivi-
ality of a complex vector bundle over Td, namely the bundle of the null spaces
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of 1 − PI(k) for k ∈ M
∗. In this geometrical perspective it is not difficult to
see that Assumption (A2) is always satisfied if either d = 1 or ℓ = 1. Indeed,
classification theory for bundles implies that any complex vector bundle over
T1 = S1 is trivial. As for ℓ = 1, it is a classical result, due to Kostant and
Weil, that smooth complex line bundles are completely classified by their first
integer Chern class. In our case, the time-reversal symmetry of Hper implies
the vanishing of the first integer Chern class, and therefore the triviality of the
bundle. The same, and indeed slightly stronger, results can be proved with
analytical techniques, as in [Ne] and references therein. By pushing forward
the geometrical approach above, we expect that Assumption (A2) is generically
satisfied for d ≤ 3, as it will be discussed in [Pa].
In the presence of a strong external magnetic field the Bloch bands split
into magnetic sub-bands. Generically, their first Chern number does not vanish
and therefore Assumption (A2) fails. As well understood and discussed in the
introduction, the nonvanishing of the first Chern number is directly linked to
the integer quantum Hall effect [TKNN, Si], hence our interest in extending
Theorem 3 to magnetic Bloch bands. The required modifications of our theory
will be discussed in [PST3].
3 Space-adiabatic perturbation for Bloch bands
Let Pn(k) = |ϕn(k)〉〈ϕn(k)|. Then the projector on the n
th band subspace is
given through Pn =
∫ ⊕
M∗
dk Pn(k). By construction the band subspaces are
invariant under the dynamics generated by Hper,[
e−iUHperU
−1 s, Pn
]
=
[
e−iEn(k)s, Pn
]
= 0 for all n ∈ N , s ∈ R .
Notice that Pn is not a spectral projector of Hper, in general, since in more than
one space dimension it can happen that e.g. En(k) < En+1(k) for all k ∈ M
∗
but infk En+1(k) < supk En(k). According to the identity (12), in the original
representation Hper acts on the n
th band subspace as
Hperψ = U
−1(En(k)⊗ 1)U ψ = En(−i∇x)ψ ,
where ψ ∈ U−1Pn U L
2(Rd). In other words, under the time evolution generated
by the periodic Hamiltonian wave functions in the nth band subspace propa-
gate freely but with a modified dispersion relation given through the nth band
function En(k).
In the presence of non-periodic external fields the subspaces PnHτ are no
longer invariant, since the external fields induce transitions between different
band subspaces. If the potentials are varying slowly, these transitions are small
and one expects that there still exist almost invariant subspaces associated with
isolated Bloch bands. To construct them, and to study the dynamics inside
these almost invariant subspaces, we apply adiabatic perturbation to perturbed
Bloch bands.
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We first present a theorem which summarizes the main results of this sec-
tion. The remaining parts give the results and the proofs of the three main
steps in space-adiabatic perturbation theory: In Section 3.1 we construct the
almost invariant subspaces associated with isolated Bloch bands. In Section 3.2
we explain how to unitarily map the decoupled subspace to a suitable refer-
ence Hilbert space. In this reference space the action of the full Hamiltonian
is given through a semiclassical pseudodifferential operator, whose power series
expansion can be computed to any order in ε. This effective Hamiltonian is con-
structed in Section 3.3 and we compute explicitly its principal and subprincipal
symbol. The main technical innovation necessary in order to apply the scheme
to the present case is the development of a pseudodifferential calculus for op-
erators acting on sections of a bundle over the flat torus M∗, or, equivalently,
acting on the space Hτ . This task is deferred to Appendix A.
Before going into the details of the construction we present a theorem which
encompasses the main results of this section. Generalizing from (10) it is con-
venient to introduce the following notation. For any separable Hilbert space Hf
and any unitary representation τ : Γ∗ → U(Hf), one defines the Hilbert space
L2τ (R
d,Hf) :=
{
ψ ∈ L2loc(R
d,Hf) : ψ(k − γ
∗) = τ(γ∗)ψ(k)
}
,
equipped with the inner product
〈ψ, ϕ〉L2τ =
∫
M∗
dk 〈ψ(k), ϕ(k)〉Hf .
Using the results of the previous section and imposing Assumption (A1), the
Zak transform of the full Hamiltonian in (2) is given through
HεZ := U H
ε U−1 =
1
2
(
− i∇y + k −A
(
iε∇τk
))2
+ VΓ(y) + φ
(
iε∇τk
)
(19)
with domain L2τ (R
d, H2(Td)).
The application of space-adiabatic perturbation theory to an isolated family
of bands {En(k)}n∈I yields the following result, where the reference Hilbert
space for the effective dynamics is K := L2(M∗)⊗ Cℓ with ℓ := dimPI(k).
Theorem 3 (Peierls substitution and higher order corrections). Let
{En}n∈I be an isolated family of bands, see Definition 2, and let the Assump-
tions (A1) and (A2) be satisfied. Then there exist
(i) an orthogonal projection Πε ∈ B(Hτ ),
(ii) a unitary map Uε ∈ B(ΠεHτ ,K), and
(iii) a self-adjoint operator ĥ ∈ B(K)
such that ∥∥ [HεZ, Πε ] ∥∥ = O(ε∞) , ‖Πε − PI ‖ = O(ε)
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and ∥∥ (e−iHεZt − Uε ∗ e−iĥt Uε)Πε ∥∥ = O(ε∞(1 + |t|)) .
The effective Hamiltonian ĥ is the Weyl quantization of a semiclassical symbol
h ∈ S1τ≡1(ε,B(C
ℓ)) with an asymptotic expansion to any order. The B(Cℓ)-
valued principal symbol h0(k, r) has matrix-elements
h0(k, r)αβ =
〈
ψα(k −A(r)), H0(k, r)ψβ(k −A(r))
〉
, (20)
where α, β ∈ {1, . . . , ℓ} and H0(k, r) is defined in (24).
The general formula for the subprincipal symbol of the effective Hamiltonian
can be found in [PST1]. The structure and the interpretation of the effective
Hamiltonian are most transparent for the case of a single isolated band.
Corollary 4. For an isolated ℓ-fold degenerate eigenvalue E(k) the B(Cℓ)-
valued symbol h(k, r) = h0(k, r) + εh1(k, r) +O0(ε
2) constructed in Theorem 3
has matrix-elements
h0(k, r)αβ =
(
E(k −A(r)) + φ(r)
)
δαβ (21)
and
h1(k, r)αβ = −
(
−∇φ(r) +∇E(k˜)×B(r)
)
· A(k˜)αβ −B(r) · M(k˜)αβ (22)
:=
(
∂jφ(r) − ∂lE(k˜)
(
∂jAl(r) − ∂lAj(r)
))
Aj(k˜)αβ
−
(
∂jAl − ∂lAj
)
(r) Re
[
i
2
〈
∂lψα(k˜), (Hper − E)(k˜) ∂jψβ(k˜)
〉
Hf
]
,
where summation over indices appearing twice is implicit, k˜(k, r) = k − A(r),
and α, β ∈ {1, . . . , ℓ}. The coefficients of the Berry connection are
A(k)αβ = i
〈
ψα(k),∇ψβ(k)
〉
Hf
. (23)
In dimension d = 3 the subprincipal symbol (22) has a straightforward phys-
ical interpretation. The 2-forms B and M are naturally identified with the
vectors B = curlA and
M(k)αβ =
i
2
〈
∇ψα(k), ×(Hper(k)− E(k))∇ψβ(k)
〉
Hf
.
Therefore the symbol of the effective Hamiltonian has the same form as the
energy of a classical charge distribution in weak external fields, in first order
multipole expansion. In this sense A(k) is interpreted as an effective electric
dipole moment and M(k) as an effective magnetic dipole moment.
Remark 5. Our results hold for arbitrary dimension d. However, to simplify
presentation, we use a notation motivated by the vector product and the duality
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between 1-forms and 2-forms for d = 3. If d 6= 3, then B, Ωn and Mn are 2-
forms. The inner product of 2-forms is
B ·M := ∗−1(B ∧ ∗M) =
d∑
j=1
d∑
i=1
BijMij ,
where ∗ denotes the Hodge duality induced by the euclidian metric, and for a
vector field w and a 2-form F the “vector product” is
(w × F )j := (∗
−1(w ∧ ∗F ))j =
d∑
i=1
wiFij ,
where the duality between 1-forms and vector fields was used implicitly. ♦
Theorem 3 is a direct consequence of the results proved in Propositions 6, 8
and 9. The proof of Corollary 4 is given at the end of this section.
As mentioned before, the main idea of the proof is to adapt the general
scheme of space-adiabatic perturbation theory to the case of the Bloch electron.
While formally this seems straightforward, one must overcome two mathemat-
ical problems. First of all, in the present case the symbols are unbounded -
operator-valued functions. One can deal with unbounded-operator-valued sym-
bols by considering them as bounded operators from their domain equipped
with the graph norm into the Hilbert space, see e.g. [DiSj]. The second, more
serious problem consists in setting up a Weyl calculus for operators acting on
spaces like L2τ (R
d,Hf). This is done in Appendix A and we will use in this
section the terminology and notations introduced there.
The results of Appendix A allow us to write the Hamiltonian HεZ as the Weyl
quantization H0(k, iε∇k) of the τ -equivariant symbol
H0(k, r) =
1
2
(
− i∇x + k −A(r)
)2
+ VΓ(x) + φ(r) (24)
acting on the Hilbert space Hf := L
2(Td, dx) with constant domain D :=
H2(Td). For sake of clarity, we spend two more words on this point. For
any fixed (k, r) ∈ R2d, H0(k, r) is regarded as a bounded operator from D to Hf
which is τ -equivariant with respect to the bounded representation τ1 := τ |D act-
ing on D and the unitary representation τ2 := τ acting on Hf , see Definition 21.
Then the general theory developed in Appendix A can be applied. The usual
Weyl quantization of H0 is an operator from S
′(Rd,D) to S′(Rd,Hf) given by
Ĥ0 =
1
2
(
− i∇y + k −A
(
iε∇k
))2
+ VΓ(y) + φ
(
iε∇k
)
. (25)
Then Ĥ0 can be restricted to L
2
loc(R
d,D), since A and φ are smooth and
bounded. Since H0 is a τ -equivariant symbol, Ĥ0 preserves τ -equivariance and
can then be restricted to an operator from L2τ (R
d,D) to L2τ (R
d,Hf). To con-
clude that (25), restricted to L2τ (R
d,D), agrees with (19), it is enough to recall
that i∇τk is defined as i∇k restricted to H
1∩Hτ and to use the spectral calculus.
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Moreover, if one introduces the order function w(k, r) := (1 + k2), then
H0 ∈ S
w
τ (B(D,H)). More generally, we will give the proofs for any symbol
H ∈ Swτ (ε,B(D,H)), whose principal symbol is then denoted by H0.
3.1 The almost invariant subspace
In this section we construct the adiabatically decoupled subspace associated
with an isolated Bloch band. Similar constructions have a considerable history
and we refer to [MaSo, NeSo, PST1, Te1] and references therein.
Given an isolated family of bands {En(k)}n∈I , we define π0(k, r) = PI(k −
A(r)). It follows from the τ -equivariance of H0 and from the gap condition
that π0 ∈ S
1
τ (B(Hf)). We also define the shorthand A(ε) = O0(ε
n), where the
subscript expresses that a family A(ε) ∈ B(H) is O(εn) in the norm of bounded
operators. By A(ε) = O0(ε
∞) we mean that A(ε) = O0(ε
n) for any n ∈ N. The
remaining notation is defined in Appendix A.
Proposition 6. Let {En}n∈I be an isolated family of bands and let Assumption
(A1) be satisfied. Then there exists an orthogonal projection Π
ε ∈ B(Hτ ) such
that [
HεZ, Π
ε
]
= O0(ε
∞) (26)
and Πε = π̂ + O(ε∞), where π̂ is the Weyl quantization of a τ-equivariant
semiclassical symbol
π ≍
∑
j≥0
εjπj in S
1
τ (ε,B(Hf)) ,
whose principal part π0(k, r) is the spectral projector of H0(k, r) corresponding
to the given isolated family of bands.
Proof. We first construct π on a formal symbol level.
Lemma 7. Let w(k, r) = (1 + k2). There exists a unique formal symbol
π =
∞∑
j=0
εjπj ∈ M
1
τ (ε,B(Hf)) ∩M
w
τ (ε,B(Hf ,D))
such that π0(k, r) = PI
(
k −A(r)
)
and
(i) π ♯ π = π,
(ii) π∗ = π,
(iii) H ♯π − π ♯H = 0.
Proof. We construct the formal symbol π locally in phase space and obtain by
uniqueness, which can be proved as in [PST1], a globally defined formal symbol.
Fix a point z0 = (k0, r0) ∈ R
2d. From the continuity of the map z 7→ H(z)
and the gap condition it follows that there exists a neighborhood Uz0 of z0
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such that for every z ∈ Uz0 the set {En(z)}n∈I can be enclosed by a positively-
oriented circle Λ(z0) ⊂ C independent of z in such a way that Λ(z0) is symmetric
with respect to the real axis,
dist
(
Λ(z0), σ(H(z))
)
≥
1
4
Cg for all z ∈ Uz0 (27)
and
Radius(Λ(z0)) ≤ Cr . (28)
The constant Cg appearing in (27) is the same as in Definition 2 and the exis-
tence of a constant Cr independent of z0 such that (28) is satisfied follows from
the periodicity of {En(z)}n∈I and the fact that A and φ are bounded. Indeed,
Λ can be chosen Γ∗-periodic, i.e. such that Λ(k0 + γ
∗, r0) = Λ(k0, r0) for all
γ∗ ∈ Γ∗.
Let us choose any ζ ∈ Λ(z0) and restrict all the following expressions to
z ∈ Uz0 . We will construct a formal symbol R(ζ) with values in B(Hf ,D) —
the local Moyal resolvent of H — such that
(H − ζ) ♯R(ζ) = 1Hf and R(ζ) ♯ (H − ζ) = 1D on Uz0 . (29)
To this end let
R0(ζ) = (H − ζ)
−1 ,
where according to (27) R0(ζ)(z) ∈ B(Hf ,D) for all z ∈ Uz0 , and, using differ-
entiability of H(z), ∂αz R0(ζ)(z) ∈ B(Hf ,D) for all z ∈ Uz0 . By construction one
has
(H − ζ) ♯R0(ζ) = 1Hf +O0(ε) ,
where the remainder is O(ε) in the B(Hf)-norm. We proceed by induction.
Suppose that
R(n)(ζ) =
n∑
j=0
εjRj(ζ)
with Rj(ζ)(z) ∈ B(Hf ,D) for all z ∈ Uz0 satisfies the first equality in (29) up to
O(εn+1), i.e.
(H − ζ) ♯R(n)(ζ) = 1Hf + ε
n+1En+1(ζ) +O0(ε
n+2) , (30)
where En+1(ζ)(z) ∈ B(Hf). By choosing
Rn+1(ζ) = −R0(ζ)En+1 (31)
we obtain that R(n+1)(ζ) = R(n)(ζ) + εn+1Rn+1(ζ) takes values in B(Hf ,D)
and satisfies the first equality in (29) up to O(εn+2). Hence the formal symbol
R(ζ) =
∑∞
j=0 ε
jRj(ζ) constructed that way satisfies the first equality in (29)
exactly. By the same argument one shows that there exists a formal symbol
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R˜(ζ) with values in B(Hf ,D) which exactly satisfies the second equality in (29).
By the associativity of the Moyal product, they must agree:
R˜(ζ) = R˜(ζ) ♯ (H − ζ) ♯R(ζ) = R(ζ) on Uz0 .
Equations (29) imply that R(ζ) satisfies the resolvent equation
R(ζ)−R(ζ′) = (ζ − ζ′)R(ζ) ♯R(ζ′) on Uz0 (32)
for any ζ, ζ′ ∈ Λ(z0). From the resolvent equation it follows as in [PST1] that
the B(Hf ,D)-valued formal symbol π =
∑∞
j=0 ε
jπj defined through
πj(z) :=
i
2π
∮
Λ(z0)
dζ Rj(ζ, z) on Uz0 (33)
satisfies (i) and (ii) of Lemma 7. As for (iii) a little bit of care is required. Let
J : D → Hf be the continuous injection of D into Hf . Using (33) and (32) it
follows that π J ♯R(ζ) = R(ζ)J ♯ π for all ζ ∈ Λ(z0). Moyal-multiplying from
left and from the right with H − ζ one finds H ♯π J = J π ♯H as operators in
B(D,Hf). However, by construction H ♯π takes values in B(Hf) and, by density
of D, the same must be true for π ♯H .
We are left to show that π ∈ M1τ (ε,B(Hf)) ∩M
w
τ (ε,B(Hf ,D)). To this end
notice that by construction π inherits the τ -equivariance of H , i.e.
πj(k − γ
∗, q) = τ(γ∗)πj(k, q) τ(γ
∗)−1 .
From (33) and (28) we conclude that for each α ∈ N2d and j ∈ N one has
‖(∂αz πj)(z)‖ ≤ 2πCr sup
ζ∈Λ(z0)
‖(∂αz Rj)(ζ, z)‖ , (34)
where ‖ · ‖ stands either for the norm of B(Hf) or for the norm of B(Hf ,D). In
order to show that π ∈ M1τ (ε,B(Hf)) it suffices to consider z = (k, r) ∈M
∗×Rd
since τ(γ∗) is unitary and thus the B(Hf)-norm of π is periodic. According to
(34) we must show that
‖(∂αz Rj)(ζ, z)‖B(Hf ) ≤ Cαj ∀ z ∈ Uz0 , ζ ∈ Λ(z0) (35)
with Cαj independent of z0 ∈M
∗ × Rd.
We prove (35) by induction. Assume, by induction hypothesis, that for any
j ≤ n one has that
Rj(ζ) ∈ S
1
τ (B(Hf)) ∩ S
w
τ (B(Hf ,D)) (36)
uniformly in ζ, in the sense that the Fre´chet semi-norms are bounded by ζ-
independent constants. Then, according to Proposition 24, En+1(ζ), as defined
by (30), belongs to Sw
2
τ (B(Hf)) uniformly in ζ. By τ -equivariance, the norm of
En+1(ζ) is periodic and one concludes that En+1(ζ) ∈ S
1
τ (B(Hf)) uniformly in
ζ. It follows from (31) that (36) is satisfied for j = n+ 1.
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We are left to show that (36) is fulfilled for j = 0. We notice that according
to (27) one has for all z ∈ R2d
‖R0(ζ)‖B(Hf ) = ‖(H(z)− ζ)
−1‖B(Hf) =
1
dist(ζ, σ(H(z)))
≤
4
Cg
.
By the chain rule,
‖(∂zR0)(ζ, z)‖B(Hf ) = ‖
(
R0(ζ)(∂zH0)R0(ζ)
)
(z)‖B(Hf ) . (37)
Since ∂zH0 R0(ζ) is a τ -equivariant B(Hf)-valued symbol, its norm is periodic.
Therefore it suffices to estimate its norm for z ∈ M∗ × Rd, which yields the
required bound. For a general α ∈ N2d, the norm of ∂αz R0(ζ) can be bounded
in a similar way. This proves that R0(ζ) belongs to S
1
τ (B(Hf)) uniformly in ζ.
On the other hand
‖R0(k, r)‖B(Hf ,D) = ‖(1 + ∆x)R0([k] + γ
∗, r)‖B(Hf )
= ‖(1 + ∆x) τ(γ
∗)R0([k], r)τ
−1(γ∗)‖B(Hf )
≤ C ‖(1 + γ∗2)(1 + ∆x)R0([k], r)‖B(Hf )
≤ C′(1 + γ∗2) ≤ 2C′(1 + k2) ,
where we used the fact that ‖(1+∆x)R0(z)‖B(Hf) is bounded for z ∈M
∗×Rd.
The previous estimate and the fact that ∂zH0 R0(ζ) ∈ S
1
τ (B(Hf)) yield
‖(∂zR0)(ζ, z)‖B(Hf ,D) = ‖
(
R0(ζ)(∂zH0)R0(ζ)
)
(z)‖B(Hf ,D)
≤ C(1 + k2) .
Higher order derivatives, are bounded by the same argument, yielding that
R0(ζ) belongs to S
w
τ (B(Hf ,D)) uniformly in ζ. This concludes the induction
argument.
From the previous argument it follows moreover that
‖(∂αz Rj)(ζ, z)‖B(Hf ,D) ≤ Cαj w(z) ∀ z ∈ Uz0 , ζ ∈ Λ(z0) (38)
with Cαj independent of z0 ∈ R
2d. By (34), this implies π ∈ Mwτ (ε,B(Hf ,D))
and concludes the proof.
Proof of Proposition 6. From the projector constructed in Lemma 7 one
obtains, by resummation, a semiclassical symbol π ∈ S1τ (ε,Hf) whose asymp-
totic expansion is given by
∑
j≥0 ε
jπj . Then according to Proposition 25 Weyl
quantization yields a bounded operator π̂ ∈ B(Hτ ), which is approximately a
projector in the sense that
π̂2 = π̂ +O0(ε
∞) and π̂∗ = π̂ .
We notice that Proposition 24 implies that H ♯˜ π ∈ Sw
2
τ (ε,B(Hf)). But τ -
equivariance implies that the norm is periodic and then H ♯˜ π belongs indeed
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to S1τ (ε,B(Hf)). Then π ♯˜H =
(
H ♯˜ π
)∗
belongs to the same class, so that
[H,π]˜♯ ∈ S
1
τ (ε,B(Hf)). This a priori information on the symbol class, together
with Lemma 7.(iii), assures that
[Ĥ, π̂] = O0(ε
∞) (39)
with the remainder bounded in the B(Hτ )-norm.
In order to get a true projector, we proceed as in [NeSo]. For ε small enough,
let
Πε :=
i
2π
∫
|ζ−1|= 1
2
dζ (π̂ − ζ)−1 . (40)
Then it follows that Πε 2 = Πε, Πε = π̂ +O0(ε
∞) and
‖ [Ĥ,Πε] ‖B(Hτ ) ≤ C‖ [Ĥ, π̂] ‖B(Hτ ) = O(ε
∞) .
3.2 The intertwining unitaries
After having determined the decoupled subspace associated with an isolated
family of Bloch bands, we aim at an effective description of the intraband dy-
namics, i.e. the dynamics inside this subspace. In order to get a workable
formulation of the effective dynamics, it is convenient to map the decoupled
subspace to a simpler reference space. The natural reference Hilbert space for
the effective dynamics is K := L2(Td∗)⊗Cℓ, where ℓ := dimPI(k) and T
d∗ isM∗
with periodic boundary conditions. Notation will be simpler in the following,
if we think of the fibre Cℓ as a subspace of Hf . In order to construct such a
unitary mapping, we reformulate Assumption (A2).
Assumption A′2. Let {En(k)}n∈I be an isolated family of bands and let πr ∈
B(Hf) be an orthogonal projector with dimπr = ℓ. There is a unitary-operator-
valued map u0 : R
2d → U(Hf) so that
u0(k, r)π0(k, r)u
∗
0(k, r) = πr (41)
for any (k, r) ∈ R2d,
u0(k + γ
∗, r) = u0(k, r)τ(γ
∗)−1 , (42)
and u0 belongs to S
1(B(Hf)).
Clearly,
u∗0(k + γ
∗, r) = τ(γ∗)u∗0(k, r). (43)
An operator-valued symbol satisfying (43) (resp. (42)) is called left τ -covariant
(resp. right τ -covariant).
The equivalence of (A2) and (A
′
2) can be seen as follows. According to
Assumption (A2), there exists an orthonormal basis {ψj(k)}
ℓ
j=1 of RanPI(k)
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which is smooth and τ -equivariant with respect to k. Let πr := π0(k0, r0) for
any fixed point (k0, r0). By the gap condition, dimπr = dimPI(k). Then for
any orthonormal basis {χj}
ℓ
j=1 for Ranπr, the formula
u˜0(k, r) :=
ℓ∑
j=1
|χj〉 〈ψj(k −A(r))| (44)
defines a partial isometry which can be extended to a unitary operator u0(k, r) ∈
U(Hf). The fact that {ψj(k)}
ℓ
j=1 spans RanPI(k) implies (41), and the τ -
equivariance of ψj(k) reflects in (42).
Viceversa, given u0 fulfilling Assumption (A
′
2), one can check that the for-
mula
ψj(k −A(r)) := u
∗
0(k, r)χj ,
with {χj}
ℓ
j=1 spanning Ranπr, defines an orthonormal basis for RanPI(k) which
satisfies Assumption (A2).
After these remarks recall that the goal of this section is to construct a
unitary operator which allow us to map the intraband dynamics from RanΠε
to an ε-independent reference space K ⊂ Href . Since all the twisting of Hτ
has been absorbed in the τ -equivariant basis {ψj}
ℓ
j=1, or equivalently in u0, the
space Href can be chosen to be a space of periodic vector-valued functions, i.e.
Href := L
2
τ≡1(R
d,Hf) ∼= L
2(Td∗,Hf).
We introduce the orthogonal projector Πr := πˆr ∈ B(Href) since the effective
intraband dynamics can be described in
K := RanΠr ∼= L
2
τ≡1(R
d,Cℓ) ∼= L2(Td∗,Cℓ)
as it will become apparent later on. Recall that ℓ = dimPI(k) = dimπr.
Proposition 8. Let {En}n∈I be an isolated family of bands and let Assumptions
(A1) and (A
′
2) be satisfied. Then there exists a unitary operator U
ε : Hτ → Href
such that
UεΠε Uε ∗ = Πr (45)
and Uε = uˆ + O0(ε
∞), where u ≍
∑
j≥0 ε
juj belong to S
1(ε,B(Hf)), is right
τ-covariant at any order and has principal symbol u0.
Proof. By using the same method as in Lemma 3.3 in [PST1], one constructs
first the formal symbol
∑
j≥0 ε
juj. Since u0 is right τ -covariant, one proves
by induction that the same holds true for any uj . Indeed, by referring to the
notation in [PST1], one has that
un+1 = (an+1 + bn+1)u0
with an+1 = −
1
2An+1 and bn+1 = [πr , Bn+1]. From the defining equation
u(n) ♯ u(n)∗ − 1 = εn+1An+1 +O(ε
n+2)
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and the induction hypothesis, it follows that An+1 is a periodic symbol. Then
w(n) := u(n) + εn+1an+1u0 is right τ -covariant. Then the defining equation
w(n) ♯ π ♯ w(n)∗ − πr = ε
n+1Bn+1 +O(ε
n+2)
shows that Bn+1 is a periodic symbol, and so is bn+1. Hence uj is right τ -
covariant, and there exists a semiclassical symbol u ≍
∑
j ε
juj so that u ∈
S1(ε,B(Hf)).
One notices that right τ -covariance is nothing but a special case of (τ1, τ2)-
equivariance, for τ2 ≡ 1 and τ1 = τ . Thus it follows from Proposition 25 that
the Weyl quantization of u is a bounded operator û ∈ B(Hτ ,Href) such that:
(i) û û∗ = 1Href +O0(ε
∞) and û∗û = 1Hτ +O0(ε
∞),
(ii) ûΠε û∗ = Πr +O0(ε
∞).
Finally we modify û as in [PST1] by an O0(ε
∞)-term in order to get the
unitary operator Uε ∈ U(Hτ ,Href).
3.3 The effective Hamiltonian
The final step in space-adiabatic perturbation theory is to define and compute
the effective Hamiltonian for the intraband dynamics and to compute its lower
order terms. This is done, in principle, by projecting the full Hamiltonian HεZ
to the decoupled subspace and afterwards rotating to the reference space.
Proposition 9. Let {En}n∈I be an isolated family of bands and let Assumptions
(A1) and (A2) be satisfied. Let h be a resummation in S
1
τ≡1(ε,B(Hf)) of the
formal symbol
h = u ♯ π ♯H ♯ π ♯ u∗ ∈ M1τ≡1(ε,B(Hf)) . (46)
Then ĥ ∈ B(Href), [ĥ,Πr] = 0 and(
e−iH
ε
Zt − Uε ∗ e−iĥt Uε
)
Πε = O0(ε
∞(1 + |t|)) . (47)
Remark 10. The definition of the effective Hamiltonian is not entirely unique
in the sense that any Heff satisfying (47) would serve as well as an effective
Hamiltonian. However, the asymptotic expansion ofHeff is unique and therefore
it is most convenient to define the effective Hamiltonian through (46). ♦
Proof. In the proof we denote HεBF as Ĥ to emphasize the fact that it is the
Weyl quantization of H ∈ Swτ (ε,B(D,Hf)).
First note that (46) follows from the following facts: according to Lemma 7
and Proposition 24 we have that
π ♯H ♯ π ∈Mw
2
τ (ε,B(Hf)) =M
1
τ (ε,B(Hf)) ,
where we used that τ is a unitary representation. With Proposition 8 it follows
that h ∈ M1τ≡1(ε,B(Hf)). Therefore ĥ ∈ B(Href) follows from Proposition 25,
while [ĥ,Πr] = 0 is satisfied by construction.
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It remains to check (47):(
e−iĤt − Uε ∗ e−iĥt Uε
)
Πε =
(
e−iĤt − e−iU
ε ∗ ĥ Uεt
)
π̂ +O0(ε
∞)
=
(
e−iπ̂Ĥπ̂t − e−iU
ε ∗ ĥ Uεt
)
π̂ +O0(ε
∞)
= O(ε∞(1 + |t|)) ,
where the last equality follows from the usual Duhammel argument and the fact
that the difference of the generators is O0(ε
∞) in the norm of bounded operators
by construction.
Since [ĥ,Πr] = 0, the effective Hamiltonian will be regarded, without dis-
tinctions in notation, either as an element of B(Href) or as an element of B(K).
We compute the principal and the subprincipal symbol of ĥ for the special
but most relevant case of an isolated eigenvalue, eventually ℓ-fold degenerate,
i.e. En(k) ≡ E(k) for every n ∈ I, |I| = ℓ. Recall that in this special case
Assumption (A2) is equivalent to the existence of an orthonormal system of
smooth and τ -equivariant Bloch functions corresponding to the eigenvalue E(k).
If ℓ = 1 then Assumption (A2) is always satisfied. The part of u0 intertwining
π0 and πr is given by equation (44) where ψj(k) are now Bloch functions, i.e.
eigenvectors of Hper(k) with eigenvalue E(k).
Proof of Corollary 4. In the following h is identified with πrhπr and regarded
as a B(Cℓ)-valued symbol. We consider the matrix elements
h(k, r)αβ := 〈χα, h(k, r)χβ〉
for α, β ∈ {1, . . . , ℓ}, where we recall that χα = u0(k, r)ψα(k−A(r)). Equation
(21) follows immediately from the fact that h0 = u0H0 u
∗
0 and that ψα are
Bloch functions. As for h1, we use the general formula of [PST1], which reads,
transcribed to the present setting, as
h1αβ(k, r) = −i
〈
ψα(k˜), {E(k˜) + φ(r), ψβ(k˜)}
〉
− i2
〈
ψα(k˜), {(Hper(k˜)− E(k˜)), ψβ(k˜)}
〉
. (48)
Here {A,ϕ} = ∇rA ·∇kϕ−∇kA ·∇rϕ are the Poisson brackets for an operator-
valued function A(k, r) acting on a vector-valued function ϕ(k, r). We need to
evaluate (48). Inserting (44) and performing a straightforward computation the
first term in (48) gives the first term in (22) while the second term contributes
to the αβ matrix element with
i
2
d∑
j,l=1
(
∂jAl − ∂lAj
)
(r)
〈
ψα(k˜), ∂l(Hper − E)(k˜) ∂jψβ(k˜)
〉
Hf
.
The derivative on (Hper − E) can be moved to the first argument of the inner
product by noticing that
0 = ∇
〈
ψα, (Hper − E)φ
〉
=
〈
∇ψα, (Hper − E)φ
〉
+
〈
ψα,∇(Hper − E)φ
〉
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since ψα is in the kernel of (Hper − E). Finally the imaginary part of
i
2
d∑
j,l=1
(
∂jAl − ∂lAj
)
(r)
〈
∂lψα(k˜), (Hper − E)(k˜) ∂jψβ(k˜)
〉
Hf
vanishes, as can be seen by direct computation, concluding the proof.
4 Semiclassical dynamics for Bloch electrons
We have now at our disposal the tools to establish the link between the Schro¨din-
ger equation (2) and the corrected semiclassical equations of motion (5). To this
end we specialize to the case of a non-degenerate Bloch band En. The phase
space for (5) is Rd×Rd, since we use the extended zone scheme, and we denote
by Φtε the corresponding solution flow. Since the effective Hamiltonian is written
in canonical variables, it is necessary to switch in (5) to (r, k) with k = κ+A(r).
In the new coordinates the solution flow is denoted by Φ
t
ε and
Φ
t
ε(r, k) =
(
Φtε r
(
r, k −A(r)
)
, Φtε κ
(
r, k −A(r)
)
+A(r)
)
.
Let us consider any admissible semiclassical observable â = a(εx,−i∇x) acting
on the “physical” Hilbert space L2(Rd, dx). Its symbol is transported by Φ
t
ε
to a ◦ Φ
t
ε with Weyl quantization
̂
a ◦ Φ
t
ε. On the other hand the operator â is
transported by the Heisenberg equation as eiH
εt/εâe−iH
εt/ε. Our assertion is
that on the subspace ΠεnL
2(Rd) := Uε ∗ΠεHτ , Π
ε and Uε as constructed in the
previous section, these two operators are uniformly close to order ε2.
Theorem 11. Let En be an isolated, non-degenerate Bloch band, see Defini-
tion 2, and let the potentials satisfy Assumption (A1). Let a ∈ C
∞
b (R
2d) be
Γ∗-periodic in the second argument, i.e. a(r, k + γ∗) = a(r, k) for all γ∗ ∈ Γ∗,
and â = a(εx,−i∇x) be its Weyl quantization. Then for each finite time-interval
I ⊂ R there is a constant C <∞ such that for t ∈ I∥∥∥∥Πεn
(
eiH
εt/ε â e−iH
εt/ε −
̂
a ◦Φ
t
ε
)
Πεn
∥∥∥∥
B(L2(Rd))
≤ ε2C .
In particular, for ψ0 ∈ Π
ε
nH we have that
∣∣ 〈ψ0, eiHεt/ε â e−iHεt/ε ψ0〉− 〈ψ0, ̂a ◦ Φtε ψ0〉 ∣∣ ≤ ε2 C ‖ψ0‖2 . (49)
Theorem 11 is an Egorov-type theorem, see [Ro]. An unconventional feature
is that the first order corrections are treated by considering an ε-dependent
Hamiltonian flow instead of having a separate dynamics for the subprincipal
symbol of an observable.
By exploiting the relation between Weyl-quantized operators and Wigner
transforms, one can easily translate (49) to the language of Wigner functions.
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For a detailed discussion on how Theorem 11 relates to alternative approaches
to the semiclassical limit in perturbed periodic potentials we refer the reader to
[Te2].
To prove Theorem 11, our strategy is to first establish a corresponding
Egorov theorem in the reference space and then to pull back to L2(Rd, dx).
Proposition 12. Let E be an isolated non-degenerate Bloch band and let ĥ be
the effective Hamiltonian constructed in Theorem 3, which acts on the reference
space K = L2τ≡1(R
d) of Γ∗-periodic L2loc-functions. Let Φ˜
t : R2d → R2d be the
Hamiltonian flow generated by the Hamiltonian function
hcl(k, r) = h0(k, r) + εh1(k, r) .
Then for any semiclassical observable â = a0(k, iε∇k) + εa1(k, iε∇k) with a ∈
S1(ε,C) we have that
∥∥ eiĥt/ε â e−iĥt/ε − ̂a ◦ Φ˜t ∥∥ ≤ CT ε2 (50)
uniformly for any finite interval in time [−T, T ].
Proof. Since the Hamiltonian function is bounded with bounded derivatives, it
follows immediately that a ◦ Φ˜t ∈ S1(ε) and that ddt (a ◦ Φ˜
t) ∈ S1(ε). Therefore
the proof is just the standard computation
eiĥt/ε â e−iĥt/ε −
̂
a ◦ Φ˜t =
∫ t
0
dt′
d
dt′
(
eiĥt
′/ε
( ̂
a ◦ Φ˜t−t′
)
e−iĥt
′/ε
)
=
∫ t
0
dt′ eiĥt
′/ε
(
i
ε
[
ĥ,
( ̂
a ◦ Φ˜t−t′
) ]
−
(
d
dt′ (a ◦ Φ˜
t−t′)
)̂ )
e−iĥt
′/ε ,
together with the fact that the integrand is O(ε2) in the norm of bounded
operators, since by construction
d
dt′
(a ◦ Φ˜t−t
′
) =
{
hcl, a ◦ Φ˜
t−t′
}
and, computing the expansion of the Moyal product,
i
ε
[
h, a ◦ Φ˜t−t
′
]
♯˜
=
{
hcl, a ◦ Φ˜
t−t′
}
+O(ε2) .
In order to obtain the Egorov theorem for the physical observables, we need
to undo the transform to the reference space and the Zak transform. We start
with the simpler observation on how the Zak transform maps semiclassical ob-
servables.
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Proposition 13. Let a ∈ S1(ε,C) be Γ∗-periodic, i.e. a(r, k+ γ∗) = a(r, k) for
all γ∗ ∈ Γ∗. Let b(k, r) = a(r, k) then b ∈ S1τ (ε,C) and
â = U∗ b̂U ,
where the Weyl quantization is in the sense of â = a(εx,−i∇x) acting on L
2(Rd)
and b̂ = b(k, εi∇k) acting on Hτ .
Remark 14. An analogous statement cannot be true for general operator-
valued τ -equivariant symbols. For example, the symbol b(k, r) := Hper(k −
A(r)) is τ -equivariant and in particular a semiclassical observable. However,
the corresponding operator in the original representation is
U∗ b̂U = −
1
2
(
− i∇x −A(εx)
)2
+ VΓ(x)
which cannot be written as a ε-pseudodifferential operator with scalar symbol.
♦
Proof. We give the proof for a(·, k) ∈ S(Rd). The general result follows from
standard density arguments, see [DiSj]. For ψ ∈ S(Rd) we have according to
(64) the explicit formula(
a(εx,−i∇x)ψ
)
(x) =
1
(2π)d/2
∑
γ∈Γ
∫
Rd
dη
(
Fa
)
(η, γ) eiε(η·γ)/2eiεη·xψ(x+ γ) .
(51)
On the other hand for (Uψ)(k, r) =: ϕ(k, r) by definition it holds that(
b(k, iε∇k)ϕ
)
(k, r) =
∑
γ∈Γ
∫
Rd
dη
(
Fb
)
(γ, η) e−iε(η·γ)/2eiγ·kϕ(k − εη, r) . (52)
The assumptions on a and ψ guarantee that all the integrals and sums in the
following expressions are absolutely convergent and thus that interchanges in
the order of integration are justified by Fubini’s theorem.
We compute the inverse Zak transform of (52) using (11),(
U−1b̂ ϕ
)
(x) = (53)
=
∑
γ∈Γ
∫
B
dk
∫
Rd
dη
(
Fb
)
(γ, η) eik·xe−iε(η·γ)/2eiγ·kϕ(k − εη, [x])
=
∑
γ∈Γ
∫
Rd
dη
(
Fb
)
(γ, η)eiε(η·γ)/2eiεη·x
∫
M∗
dk ei(k−εη)·(x+γ)ϕ(k − εη, [x]) .
The τ -equivariance of ϕ implies that the function f(k, y) := eik·yϕ(k, [y]) is
exactly periodic in the first variable. Then the integral in dk can be shifted by
an arbitrary amount, so that∫
M∗
dk ei(k−εη)·(x+γ)ϕ(k − εη, [x]) =
∫
M∗
dk eik·(x+γ)ϕ(k, [x+ γ]) = ψ(x+ γ) .
Inserting this expression in the last line of (53) and comparing with (51) con-
cludes the proof.
23
Before we arrive at the proof of Theorem 11, one has to study how the unitary
map constructed in Section 3.2 maps observables in the Zak representation to
observables in the reference representation.
Proposition 15. Let b̂ = b0(k, εi∇k) + ε b1(k, εi∇k) with symbol b ∈ S
1(ε,C)
which is Γ∗-periodic in the first argument. Let Uε : ΠεHτ → K be the unitary
map constructed in Section 3.2. Then
UεΠε b̂Πε Uε ∗ = ĉ+O(ε2) ,
where c(ε, k, r) =
(
b ◦ T
)
(k, r) with
T : R2d → R2d , (k, r) 7→
(
k + εAm
(
k −A(r)
)
∇Am(r), r + εA
(
k −A(r)
))
.
Here and in the following, summation over indices appearing twice is implicit.
Proof. In order to compute c = u ♯ π ♯ b ♯ π ♯ u∗, observe that, since b is scalar-
valued, the principal symbol remains unchanged, i.e. c0 = u0 π0 b0 π0 u
∗
0 = b0.
For the subprincipal symbol we use the general transformation formula (48)
obtained for the Hamiltonian, which applies to all operators whose principal
symbol commutes with π0. In this case the eigenvalueE in (48) must be replaced
by the corresponding principal symbol and a term for the subprincipal symbol
b1 must be added. Hence we find that
c1(k, r) = −i
〈
ψ(k −A(r)), {b0(k, r), ψ(k −A(r))}
〉
+ 〈ψ(k −A(r)), b1(k, r)ψ(k −A(r))〉
= ∂knb0(k, r) i
〈
ψ(k −A(r)), ∂mψ(k −A(r))
〉
∂nAm(r)
+ ∂rnb0(k, r) i
〈
ψ(k −A(r)), ∂nψ(k −A(r))
〉
+ b1(k, r)
= ∂knb0(k, r)Am(k −A(r)) ∂nAm(r)
+ ∂rnb0(k, r)An(k −A(r)) + b1(k, r) ,
where summation over indices appearing twice is implicit. Now a comparison
with the Taylor expansion of
(
b ◦ T
)
(k, r) in powers of ε proves the claim.
We have now all the ingredients needed for the
Proof of Theorem 11. Let a ∈ C∞b (R
2d) be Γ∗-periodic in the second argument,
then according to Proposition 13 we have
Πεn e
iHεt/ε â e−iH
εt/εΠεn = U
∗ Πε eiH
ε
Zt/ε b̂ e−iH
ε
Zt/εΠε U (54)
with b(k, r) = a(r, k). With Theorem 3 and Proposition 15 we find that
Πε eiH
ε
Zt/ε b̂ e−iH
ε
Zt/εΠε = Uε ∗ eiĥt/ε ĉ e−iĥt/ε Uε +O(ε2) , (55)
where c(ε, k, r) =
(
b ◦ T
)
(k, r). Now we can apply Proposition 12 to conclude
that
eiĥt/ε ĉ e−iĥt/ε =
̂(
c ◦ Φ˜t
)
+O(ε2).
Since, for ε sufficiently small, T is a diffeomorphism, one can write
c ◦ Φ˜t = c ◦ T−1 ◦ T ◦ Φ˜t ◦ T−1 ◦ T =: c ◦ T−1 ◦ Φ
t
◦ T = b ◦ Φ
t
◦ T ,
where the flow Φ
t
ε in the new coordinates will be computed explicitly below.
Inserting the results into (55), one obtains
Πε eiH
ε
Zt/ε b̂ e−iH
ε
Zt/εΠε = Uε ∗
̂(
b ◦ Φ
t
◦ T
)
Uε +O(ε2)
= Πε
̂(
b ◦ Φ
t)
Πε +O(ε2) ,
where we used Proposition 15 for the second equality. Inserting into (54) we
finally find that
Πεn e
iHεt/ε â e−iH
εt/εΠεn = Π
ε
n
̂(
a ◦ Φ
t)
Πεn +O(ε
2) , (56)
where we did not make the exchange of the order of the arguments in a explicit.
Since the flow is determined only in approximation and only through its
vector field, we make use of the following lemma.
Lemma 16. Let Φi : R
2d×R→ R2d be the flow associated with the vector field
vi ∈ C
∞
b (R
2d,R2d), i = 1, 2.
(i) If for all α ∈ N2d there is a cα <∞ such that
sup
x∈R2d
| ∂α (v1 − v2)(x)| ≤ cα ε
2 ,
then for each bounded interval I ⊂ R there are constants CI,α < ∞ such
that
sup
t∈I,x∈R2d
| ∂α (Φt1 − Φ
t
2)(x)| ≤ CI,α ε
2 . (57)
(ii) Let a ∈ S1(ε,C). If (57) holds for the flows Φ1,Φ2, then there is a constant
C <∞, such that for all t ∈ I∥∥ â ◦ Φt1 − â ◦ Φt2 ∥∥B(L2(Rd)) ≤ C ε2 .
Proof. Assertion (i) is a simple application of Gronwall’s lemma. Assertion (ii)
follows from the fact that the norm of the quantization of a symbol in S1 is
bounded by a constant times the sup-norm of finitely many derivatives of the
symbol, which are O(ε2) according to (57).
According to assertion (ii) of the lemma it suffices to show that
Φ
t
ε(r, k) =
(
Φtε r(r, k −A(r)), Φ
t
ε κ(r, k − A(r)) +A(r)
)
+O(ε2)
in the above sense, where Φtn is the flow of (5). And from assertion (i) we infer
that it suffices to prove the analogous properties on the level of the vector fields.
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Through a subsequent change of coordinates we aim at computing the vector
field of Φtε up to an error of order O(ε
2). We start with the vector field of Φ˜t.
The effective Hamiltonian on the reference space including first order terms
reads
h(r, k) = E(k −A(r)) + φ(r) (58)
− ε
(
FLor(r,∇E(k −A(r))) · A(k −A(r)) +B(r) ·M(k −A(r))
)
,
with the Lorentz force
FLor(r,∇E(k −A(r))) = −∇φ(r) +∇E(k −A(r)) ×B(r) .
Componentwise, the canonical equations of motion are
r˙j = ∂kjh(r, k) = ∂kjE(k −A(r))
−ε ∂kj
(
FLor(r, k −A(r)) · A(k −A(r)) +B(r) ·M(k −A(r))
)
,
k˙j = −∂rjh(r, k) = −∂jφ(r) + ∂lE(k −A(r))∂jAl(r)
− ε ∂kl
(
A(k −A(r)) · FLor(r, k −A(r)) +B(r) ·M(k −A(r))
)
∂jAl(r)
− εAl(k −A(r))
(
∂j∂lφ(r) −
(
∇E(k −A(r)) × ∂jB(r)
)
l
)
+ ε ∂jB(r) ·M(k −A(r)) ,
with the convention to sum over repeated indices. Substituting k˜ = k − A(r)
one obtains
r˙j = ∂jE(k˜)− ε ∂k˜j
(
FLor(r, k˜) · A(k˜) +B(r) ·M(k˜)
)
and
˙˜
kj = k˙j − ∂lAj(r) r˙l
= − ∂jφ(r) + ∂lE(k˜) ∂jAl(r)
− ε ∂kl
(
A(k˜) · FLor(r, k˜) +M(k˜) · B(r)
)
∂jAl(r)
+ εAl(k˜) ∂rjFLor l(r, k˜) + ε ∂jB(r) ·M(k − A(r)) − ∂lAj(r) r˙l
= − ∂jφ(r) + r˙l
(
∂jAl(r) − ∂lAj(r)
)
+ εAl(k˜) ∂rjFLor l(r, k˜) + ε ∂jB(r) ·M(k˜)
= − ∂jφ(r) +
(
r˙ ×B(r)
)
j
+ εAl(k˜) ∂rjFLor l(r, k˜) + ε ∂jB(r) ·M(k˜) ,
which, in more compact form, read
r˙ = ∇E(k˜)− ε∇k˜
(
A(k˜) · FLor(r, k˜) +B(r) ·M(k˜)
)
,
(59)
˙˜
k = −∇φ(r) + r˙ ×B(r) + ε∇r
(
A(k˜) · FLor(r, k˜) +B(r) ·M(k˜)
)
.
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As the next step we perform the change of coordinates induced by T ,
q = r + εA(k˜) , p = k˜ −A(r) + ε∇r
(
A(k˜) · A(r)
)
, (60)
and then switch to the kinetic momentum
v = p−A(q)
= k˜ + εAl(k˜)∇Al(r) − εAl(k˜)∂lA(r) +O(ε
2)
= k˜ + εA(k˜)×B(r) +O(ε2) , (61)
where we used Taylor expansion. The inverse transformations are
r = q − εA(v) +O(ε2) ,
k˜ = v − εA(v)×B(q) +O(ε2) .
Recall that we want to show that (q, v) satisfy the semiclassical equations of
motion (5), where q is identified with r and v with κ. The new notation is
introduced here, only to make a clear distinction between the canonical variables
(r, k) in the reference representation and the canonical variables (q, p) in the
original representation.
We now substitute (60) and (61). In the following computations we use
several times Taylor expansion to first order and drop terms of order ε2. In
particular in the terms of order ε one can replace r by q and k˜ by v. We find
q˙j = r˙j + ε A˙j(v)
= ∂jE(v)− ε
(
A(v) ×B(q)
)
l
∂l∂jE(v)
− ε ∂vj
((
−∇φ(q) +∇E(v) ×B(q)
)
l
Al(v) +B(q) ·M(v)
)
+ ε∂lAj v˙l
= ∂jE(v)− εv˙l
(
∂jAl − ∂lAj
)
− εB(q) · ∂jM(v)
= ∂jE(v)− ε
(
v˙ × Ω(v)
)
j
− εB(q) · ∂jM(v) ,
where it is used that v˙ = FLor +O(ε). Thus we obtained the first equation of
(5). For the second equation we find
v˙j =
˙˜
kj + ε
d
dt
(
A(v) ×B(q)
)
= − ∂jφ(q) + εAl(v)∂l∂jφ(q)
+
(
q˙ ×B(q)
)
j
− ε
(
A˙(v)×B(q)
)
j
− ε
(
q˙ ×
(
Al(v)∂lB(q)
))
j
+ εAl(v)∂qjFLor l(q, v) + ε ∂jB(q) ·M(v)
+ ε
(
A˙(v)×B(q)
)
j
+ ε
(
A(v) ×
(
q˙l∂lB(q)
))
j
= − ∂jφ(q) +
(
q˙ ×B(q)
)
j
+ ε ∂jB(q) ·M(v) ,
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where the term
εA(v)
(
∂qjFLor l(q, v) + ∂l∂jφ(q)
)
= εAl(v)
(
q˙ × ∂jB(q)
)
l
+O(ε2)
cancels the remaining two terms. Changing back notation from (q, v) to (r, κ),
this concludes the proof of Theorem 11.
A Operator-valued Weyl calculus for τ-equiva-
riant symbols
The pseudodifferential calculus for scalar-valued symbols defined on the phase
space T ∗Rd = R2d can be translated to the phase space T ∗Td = Td × Rd, Td
a flat torus, by restricting to periodic functions and symbols. This approach is
used by Ge´rard and Nier [GeNi] in the context of scattering theory in periodic
media.
In this appendix we present a similar approach to Weyl quantization of
operator-valued symbols which are not exactly periodic, but τ -equivariant with
respect to some nontrivial representation τ of the group of lattice translations.
We obtain a pseudodifferential and semiclassical calculus which can be applied to
τ -equivariant symbols like the Schro¨dinger Hamiltonian with periodic potential
in the Zak representation. In particular, the full computational power of the
usual Weyl calculus is retained. The strategy is to use the strong results available
for phase space R2d by restricting to functions which are τ -equivariant in the
configurational variable.
Let Γ ⊂ Rd be a regular lattice generated through the basis {γ1, . . . , γd},
γj ∈ R
d, i.e.
Γ =
{
x ∈ Rd : x =
∑d
j=1αj γj for some α ∈ Z
d
}
.
Clearly the translations onRd by elements of Γ form an abelian group isomorphic
to Zd. The centered fundamental cell of Γ is denoted as
M =
{
x ∈ Rd : x =
∑d
j=1αj γj for αj ∈ [−
1
2 ,
1
2 ]
}
.
Let H be a separable Hilbert space and let τ be a representation of Γ in
B∗(H), the group of invertible elements of B(H) , i.e. a group homomorphism
τ : Γ→ B∗(H), γ 7→ τ(γ) .
If more than one Hilbert space appears, then τ denotes a collection of such
representations, i.e. one on each Hilbert space.
Warning: In the application of the results of this appendix to Bloch electrons
the lattice Γ corresponds to the dual lattice Γ∗ in momentum space Rd.
Let Lγ be the operator of translation by γ ∈ Γ on S(R
d,H), i.e. (Lγϕ)(x) =
ϕ(x − γ), and extend it by duality to distributions, i.e. for T ∈ S′(Rd,H) let
(LγT )(ϕ) = T (L−γϕ).
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Definition 17. A tempered distribution T ∈ S′(Rd,H) is said to be τ-equivari-
ant if
LγT = τ(γ)T for all γ ∈ Γ ,
where
(
τ(γ)T
)
(ϕ) = T
(
τ(γ)−1ϕ
)
for ϕ ∈ S(Rd,H). The subspace of τ -equivari-
ant distributions is denoted as S′τ . Analogously we define
Hτ =
{
ψ ∈ L2loc(R
d,H) : ψ(x− γ) = τ(γ)ψ(x) for all γ ∈ Γ
}
,
which, equipped with the inner product
〈ϕ, ψ〉Hτ =
∫
M
dx 〈ϕ(x), ψ(x)〉H ,
is a Hilbert space. Clearly
C∞τ =
{
ψ ∈ C∞(Rd,H) : ψ(x− γ) = τ(γ)ψ(x) for all γ ∈ Γ
}
,
is a dense subspace of Hτ . ♦
Notice that if τ is a unitary representation, then for any ϕ, ψ ∈ Hτ the map
x 7→ 〈ϕ(x), ψ(x)〉H is periodic, since
〈ϕ(x − γ), ψ(x− γ)〉H = 〈τ(γ)ϕ(x), τ(γ)ψ(x)〉H = 〈ϕ(x), ψ(x)〉H .
Now that we have τ -equivariant functions, we define τ -equivariant symbols. To
this end we first recall the definition of the standard symbol classes.
Definition 18. A function w : R2d → [0,+∞) is said to be an order function,
if there exist constants C0 > 0 and N0 > 0 such that
w(x) ≤ C0 〈x− y〉
N0 w(y)
for every x, y ∈ R2d. ♦
It is obvious and will be used implicitly that the product of two order func-
tions is again an order function.
Definition 19. A function A ∈ C∞(R2d,B(H1,H2)) belongs to the symbol
class Sw(B(H1,H2)) with order function w, if for every α, β ∈ N
d there exists a
positive constant Cα,β such that∥∥(∂αq ∂βpA)(q, p)∥∥B(H1,H2) ≤ Cα,β w(q, p) (62)
for every q, p ∈ Rd. ♦
Definition 20. A map A : [0, ε0) → Sw(B(H1,H2)), ε 7→ Aε is a semiclassical
symbol of order w, if there exists a sequence {Aj}j∈N ⊂ Aj ∈ S
w(B(H1,H2))
such that
A ≍
∞∑
j=0
εj Aj in S
w(B(H1,H2)) ,
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which means that for every n ∈ N and for all α, β ∈ Nd there exists a constant
Cα,β,n such that for any ε ∈ [0, ε0) one has
∥∥∥∂αq ∂βp(Aε(q, p)− n−1∑
j=0
εjAj(q, p)
)∥∥∥
B(H1,H2)
≤ εn Cα,β,n w(q, p) . (63)
The space of semiclassical symbols of order w is denoted as Sw(ε,B(H1,H2))
or, if clear from the context or if no specification is required, as Sw(ε). The
space of formal power series with coefficients in Sw(B(H1,H2)) is denoted as
Mw(ε,B(H1,H2)). ♦
Definition 21. A symbol Aε ∈ S
w(ε,B(H1,H2)) is τ-equivariant (more pre-
cisely (τ1, τ2)-equivariant), if
Aε(q − γ, p) = τ2(γ)Aε(q, p) τ1(γ)
−1 for all γ ∈ Γ .
The space of τ -equivariant symbols is denoted as Swτ (ε,B(H1,H2)). ♦
Notice that the coefficients in the asymptotic expansion of a τ -equivariant
semiclassical symbol must be as well τ -equivariant, i.e. if Aε ≍
∑∞
j=0 ε
jAj ,
Aε ∈ S
w
τ (ε,B(H1,H2)), then Aj ∈ S
w
τ (B(H1,H2)).
Given any τ -equivariant symbol A ∈ Swτ (B(H1,H2)), one can consider the
usual Weyl quantization Â, regarded as an operator acting on S′(Rd,H1) with
distributional integral kernel
KA(x, y) =
1
(2πε)d
∫
Rd
dξ A
(
1
2 (x+ y), ξ
)
eiξ·(x−y)/ε . (64)
Notice that integral kernel associated to a τ -equivariant symbol A is τ -equivari-
ant in the following sense:
KA(x− γ, y − γ) = τ2(γ)KA(x, y) τ1(γ)
−1 for all γ ∈ Γ . (65)
The simple but important observation is that the space of τ -equivariant
distributions is invariant under the action of pseudodifferential operators with
τ -equivariant symbols.
Proposition 22. Let A ∈ Swτ (B(H1,H2)), then
ÂS′τ1(R
d,H1) ⊂ S
′
τ2(R
d,H2) .
Proof. Since Â maps S′(Rd,H1) continuously into S
′(Rd,H2), we only need
to show that (LγÂT )(ϕ) = (τ2(γ)ÂT )(ϕ) for all T ∈ S
′
τ1(R
d,H1) and ϕ ∈
S(Rd,H2).
To this end notice that as acting on S(Rd,H2) one finds by direct com-
putation using (64) that Â∗ Lγ = Lγ (τ1(γ)
−1)∗ Â∗ τ2(γ)
∗. Indeed, let ψ ∈
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S(Rd,H2), then
(
Â∗ Lγ ψ
)
(x) =
∫
Rd
dy KA∗(x, y)ψ(y − γ) =
∫
Rd
dyKA∗(x, y + γ)ψ(y)
=
∫
Rd
dy (τ1(γ)
−1)∗KA∗(x− γ, y) τ2(γ)
∗ ψ(y)
=
(
Lγ (τ1(γ)
−1)∗ Â∗ τ2(γ)
∗ ψ
)
(x)
Hence, using the fact that τ is a representation and that LγT = τ1(γ)T ,
(LγÂT )(ϕ) = T (Â
∗ L−γ ϕ) = T (L−γ τ1(γ)
∗ Â∗ (τ2(γ)
−1)∗ ϕ)
= (τ2(γ) Â τ1(γ)
−1 Lγ T )(ϕ) = (τ2(γ) Â T )(ϕ) .
For the convenience of the reader we also recall the definition and the basic
result about the Weyl product of semiclassical symbols. For a proof see e.g.
[DiSj].
Proposition 23. Let A ∈ Sw1(ε,B(H2,H3)) and B ∈ S
w2(ε,B(H1,H2)), then
ÂB̂ = Ĉ, with C ∈ Sw1w2(ε,B(H1,H3)) given through
C(ε, q, p) = exp
(
i ε
2
(∇p · ∇x −∇ξ · ∇q)
)
A(ε, q, p)B(ε, x, ξ)
∣∣∣
x=q,ξ=p
=: A ♯˜B .
(66)
The corresponding product on the level of the formal power series is called
Moyal product and denoted as
♯ :Mw1(ε,B(H2,H3))×M
w2(ε,B(H1,H2))→M
w1w2(ε,B(H1,H3)) .
The τ -equivariance of symbols is preserved under the pointwise product, the
Weyl product and the Moyal product.
Proposition 24. Let Aε ∈ S
w1
τ (ε,B(H2,H3)) and Bε ∈ S
w2
τ (ε,B(H1,H2)),
then AεBε ∈ S
w1w2
τ (ε,B(H1,H3)) and Aε ♯˜ Bε ∈ S
w1w2
τ (ε,B(H1,H3)).
Proof. One has
Aε(q − γ, p)Bε(q − γ, p) = τ3(γ)Aε(q, p)τ2(γ)
−1τ2(γ)Bε(q, p)τ1(γ)
−1
= τ3(γ)Aε(q, p)Bε(q, p)τ1(γ)
−1 ,
which shows AεBε ∈ S
w1w2
τ (ε,B(H1,H3)) and inserted into (66) yields immedi-
ately also Aε ♯˜ Bε ∈ S
w1w2
τ (ε,B(H1,H3)).
An analogous statement holds for the Moyal product of formal symbols.
A not completely obvious fact is the following variant of the Calderon-
Vaillancourt theorem.
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Theorem 25. Let A ∈ S1τ (B(H)) and τ1, τ2 unitary representations of Γ in
B(H), then Â ∈ B(Hτ1,Hτ2) and for Aε ∈ S
1
τ (ε,B(H)) we have that
sup
ε∈[0,ε0)
‖Âε‖B(Hτ1 ,Hτ2 ) <∞ .
Proof. Fix n > d/2 and let w(x) = 〈x〉−n. We consider the weighted L2-space
L2w =
{
ψ ∈ L2loc(R
d,H) :
∫
Rd
dxw(x)2 |ψ(x)|2 <∞
}
.
Let j = 1, 2, then Hτj ⊂ L
2
w and for any ψ ∈ Hτj one has the norm equivalence
C1 ‖ψ‖Hτj ≤ ‖ψ‖L2w ≤ C2 ‖ψ‖Hτj (67)
for appropriate constants 0 < C1, C2 <∞. The first inequality in (67) is obvious
and the second one follows by exploiting τj-equivariance of ψ and unitarity of
τj :
‖ψ‖2L2w =
∑
γ∈Γ
∫
M+γ
dxw(x)2 ‖τj(γ)
−1ψ(x)‖2H =
∑
γ∈Γ
∫
M+γ
dxw(x)2 ‖ψ(x)‖2H
≤
∑
γ∈Γ
sup
x∈M+γ
{
w(x)2
} ∫
M
dx ‖ψ(x)‖2H ≤ C2 ‖ψ‖Hτj .
According to (67) it suffices to show that Â ∈ B(L2w) and to estimate the norm
of Âε in this space.
Let ψ ∈ C∞τ1 (R
d,H), then by the general theory Âψ is smooth as well (see
[Fo], Corollary 2.62) and thus, according to Proposition 22, Âψ ∈ C∞τ2 (R
d,H).
Hence we can use (67) and find∥∥Âψ∥∥
L2w
=
∥∥wÂψ∥∥
L2
≤
∥∥wÂw−1∥∥
B(L2)
∥∥wψ∥∥
L2
=
∥∥wÂw−1∥∥
B(L2)
∥∥ψ∥∥
L2w
.
However, by Proposition 23, we have that w ♯˜A ♯˜ w−1 ∈ S1(ε,B(H)). Thus from
the usual Calderon-Vaillancourt theorem it follows that∥∥w Â w−1∥∥
B(L2)
≤ Cd
∥∥w ♯˜A ♯˜ w−1∥∥
C2d+1
b
(R2d)
.
This shows that forA ∈ S1τ (B(H)) we have Â ∈ B(Hτ1 ,Hτ2). With w ♯˜Aε ♯˜ w
−1 ∈
S1(ε,B(H)) for Aε ∈ S
1
τ (ε,B(H)), we conclude that
sup
ε∈[0,ε0)
‖Âε‖B(Hτ1 ,Hτ2) <∞
by the same argument.
Remark 26. It is clear from the proof that the previous result still holds true
under the weaker assumption that τ1 and τ2 are uniformly bounded, i.e. that
sup
γ∈Γ
‖τj(γ)‖B(H) ≤ C , j = 1, 2 .
♦
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Finally we would also like to show that for A ∈ S1τ (B(H)) the adjoint of
Â as an operator in B(Hτ ), denoted by Â
†, is given through the quantization
of the pointwise adjoint, i.e. through Â∗. Here it is crucial that τ is a unitary
representation.
Proposition 27. Let S1τ (B(H)) with a unitary representation τ (with τ1 = τ2 =
τ) and let Â† be the adjoint of Â ∈ B(Hτ ), then Â
† = Â∗.
Proof. Let ψ ∈ Hτ and ϕ ∈ C
∞
τ such that ϕ˜ := 1M ϕ ∈ C
∞
0 (R
d,H), where 1M
denotes the characteristic function of the set M . Such ϕ are dense in Hτ and
the corresponding ϕ˜ can be used as a test function:
〈
ϕ, Âψ
〉
Hτ
=
∫
M
dx
〈
ϕ(x), (Âψ)(x)
〉
H
=
∫
Rd
dx
〈
ϕ˜(x), (Âψ)(x)
〉
H
=
∫
Rd
dx
〈
(Â∗ϕ˜)(x), ψ(x)
〉
H
=
∫
Rd
dx
〈∫
Rd
dy KA∗(x, y)ϕ˜(y), ψ(x)
〉
H
=
∫
Rd
dx
〈∫
M
dy K∗A(x, y)ϕ˜(y), ψ(x)
〉
H
=
∫
M
dx
∑
γ∈Γ
〈∫
M
dyK∗A(x+ γ, y)ϕ˜(y), ψ(x+ γ)
〉
H
=
∫
M
dx
∑
γ∈Γ
〈∫
M
dy τ−1(γ)K∗A(x, y − γ)τ(γ)ϕ˜(y), τ
−1(γ)ψ(x)
〉
H
=
∫
M
dx
∑
γ∈Γ
〈∫
M
dyK∗A(x, y − γ)ϕ(y − γ), ψ(x)
〉
H
=
∫
M
dx
〈∫
Rd
dy K∗A(x, y)ϕ(y), ψ(x)
〉
H
=
∫
M
dx
〈
(Â∗ϕ)(x), ψ(x)
〉
H
=
〈
Â∗ϕ, ψ
〉
Hτ
In particular, we used the τ -equivariance of the kernel (65) and of the functions
in Hτ and the unitarity of τ . By density we have Â∗ = Â
†.
B Hamiltonian formulation for the refined semi-
classical model
The dynamical equations (5), which define the ε-corrected semiclassical model,
can be written as
r˙ = ∇κHsc(r, κ)− ε κ˙× Ωn(κ) ,
κ˙ = −∇rHsc(r, κ) + r˙ ×B(r)
(68)
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with
Hsc(r, κ) := En(κ) + φ(r) − εMn(κ) ·B(r) .
Recall that we are using the notation introduced in Remark 5 and that B and
Ωn are the 2-forms corresponding to the magnetic field and to the curvature of
the Berry connection, i.e. in components
B(r)ij =
(
∂iAj − ∂jAi
)
(r)
for i, j ∈ {1, . . . , d}, and
Ωn(κ)ij =
(
∂iAj − ∂jAi
)
(κ) .
We fix the system of coordinates z = (r, κ) in R2d. The standard symplectic
form Θ0 = Θ0(z)lm dzm ∧ dzl, where l,m ∈ {1, . . . , 2d}, has coefficients given
by the constant matrix
Θ0(z) =
(
0 −I
I 0
)
,
where I is the identity matrix in Mat(d,R). The symplectic form, which turns
(68) into Hamilton’s equation of motion for Hsc, is given by the 2-form ΘB, ε =
ΘB, ε(z)lm dzm ∧ dzl with coefficients
ΘB, ε(r, κ) =
(
B(r) −I
I ε Ωn(κ)
)
. (69)
For ε = 0 the 2-form ΘB, ε coincides with the magnetic symplectic form ΘB
usually employed to describe in a gauge-invariant way the motion of a particle
in a magnetic field ([MaRa], Section 6.6). For ε small enough, the matrix (69)
defines a symplectic form, i.e. a closed non-degenerate 2-form. Indeed, since
detΘB = 1 it follows that, for ε small enough, ΘB, ε is not degenerate. In
particular it is sufficient to choose
ε < sup
r,κ∈Rd
(
‖B(r)Ωn(κ)‖+ ‖Ωn(κ)‖
)
.
The closedness of ΘB, ε follows from the fact that B and Ωn correspond to closed
2-forms over Rd.
With these definitions the corresponding Hamiltonian equations are
ΘB, ε(z) z˙ = dHsc(z) ,
or equivalently (
B(r) −I
I ε Ωn(κ)
)(
r˙
κ˙
)
=
(
∇rH(r, κ)
∇κH(r, κ)
)
,
which agrees with (68). We notice that this discussion remains valid if Ωn admits
a potential only locally, as it happens generically for magnetic Bloch bands.
Acknowledgements. G. P. is grateful for financial support by the Research
Training Network HYKE of the European Union and by the Priority Program
“Analysis, Modeling and Simulation of Multiscale Problems” of the Deutsche
Forschungsgemeinschaft.
34
References
[AsKn] J. Asch and A. Knauf. Motion in periodic potentials, Nonlinearity 11,
175–200 (1998).
[AsMe] N. W. Ashcroft and N. D. Mermin. Solid State Physics, Saunders, New
York, 1976.
[ABL] J. E. Avron, J. Berger and Y. Last. Piezoelectricity: Quantized charge
transport driven by adiabatic deformations, Phys. Rev. Lett. 78, 511–514
(1997).
[BMP] P. Bechouche, N. J. Mauser and F. Poupaud. Semiclassical limit for the
Schro¨dinger-Poisson equation in a crystal, Comm. Pure Appl. Math. 54,
851–890 (2001).
[BeRa] J. Bellissard and R. Rammal. An algebraic semi-classical approach to
Bloch electrons in a magnetic field, J. Physique France 51, 1803 (1990).
[Bl1] E. I. Blount. Formalisms of band theory, Solid State Physics 13, Academic
Press, New York, 305–373 (1962).
[Bl2] E. I. Blount. Bloch electrons in a magnetic field, Phys. Rev. 126, 1636-
1653 (1962).
[Bu] V. Buslaev. Semiclassical approximation for equations with periodic coef-
ficients, Russ. Math. Surveys 42, 97–125 (1987).
[ChNi] M. C. Chang and Q. Niu. Berry phase, hyperorbits and the Hofstadter
spectrum: Semiclassical dynamics and magnetic Bloch bands, Phys. Rev. B
53, 7010-7023 (1996).
[DGR] M. Dimassi, J.-C. Guillot and J. Ralston. Semiclassical asymptotics in
magnetic Bloch bands, J. Phys. A 35, 7597–7605 (2002).
[DiSj] M. Dimassi and J. Sjo¨strand. Spectral Asymptotics in the Semi-Classical
Limit, London Mathematical Society Lecture Note Series 268, Cambridge
University Press 1999.
[Fo] G. B. Folland. Harmonic analysis in phase space, Princeton University
Press, Princeton 1989.
[GaAv] O. Gat and J.E. Avron. Magnetic fingerprints of fractal spectra and the
duality of Hofstadter models, New J. Phys. 5, 44.1–44.8 (2003).
[GMMP] P. Ge´rard, P. A. Markowich, N. J. Mauser and F. Poupaud. Homog-
enization limits and Wigner transforms, Commun. Pure Appl. Math. 50,
323–380 (1997).
[GMS] C. Ge´rard, A. Martinez and J. Sjo¨strand. A mathematical approach to
the effective Hamiltonian in perturbed periodic problems, Commun. Math.
Phys. 142, 217–244 (1991).
35
[GeNi] C. Ge´rard and F. Nier. Scattering theory for the perturbations of periodic
Schro¨dinger operators, J. Math. Kyoto Univ. 38, 595–634 (1998).
[GRT] J. C. Guillot, J. Ralston and E. Trubowitz. Semi-classical asymptotics
in solid state physics, Commun. Math. Phys. 116, 401–415 (1988).
[HeSj] B. Helffer and J. Sjo¨strand. On diamagnetism and de Haas-Van Alphen
effect, Annales I.H.P. (physique the´orique) 52, 303-375 (1990).
[HST] F. Ho¨vermann, H. Spohn and S. Teufel. Semiclassical limit for the Schro¨-
dinger equation with a short scale periodic potential, Commun. Math. Phys.
215, 609–629 (2001).
[JNM] T. Jungwirth, Q. Niu and A.H. MacDonald. Anomalous Hall effect in
ferromagnetic semiconductors, Phys. Rev. Lett. 88, 207208 (2002).
[Ko] W. Kohn. Theory of Bloch electrons in a magnetic field: the effective
Hamiltonian, Phys. Rev. 115, 1460–1478 (1959).
[Lu] J.M. Luttinger. The effect of a magnetic field on electrons in a periodic
potential, Phys. Rev. 84, 814–817 (1951).
[MaNo] A. Ya. Maltsev and S. P. Novikov. Topological phenomena in normal
metals, Physics - Uspekhi 41, 231–239 (1998).
[MaRa] J. E. Marsden and T. S. Ratiu. Introduction to Mechanics and Symme-
try, Texts in Applied Mathematics 17, Springer Verlag, 1999.
[MaSo] A. Martinez and V. Sordoni. On the time-dependent Born-Oppenheimer
approximation with smooth potential, C. R. Math. Acad. Sci. Paris 334,
185–188 (2002).
[Ne] G. Nenciu. Dynamics of band electrons in electric and magnetic fields:
rigorous justification of the effective Hamiltonians, Rev. Mod. Phys. 63,
91–127 (1991).
[NeSo] G. Nenciu and V. Sordoni. Semiclassical limit for multistate Klein-
Gordon systems: almost invariant subspaces and scattering theory, Math.
Phys. Preprint Archive mp arc 01-36 (2001).
[Pa] G. Panati. On the existence of smooth and periodic Bloch functions, in
preparation.
[PST1] G. Panati, H. Spohn and S. Teufel. Space-adiabatic perturbation theory,
Math. Phys. Preprint Archive mp arc 02-34 (2002).
[PST2] G. Panati, H. Spohn and S. Teufel. Space-adiabatic perturbation theory
in quantum dynamics, Phys. Rev. Lett. 88, 250405 (2002).
[PST3] G. Panati, H. Spohn and S. Teufel. Effective dynamics in magnetic Bloch
bands, in preparation (2002).
36
[Ro] D. Robert. Autour de l’Approximation Semi-Classique, Progress in Math-
ematics, Volume 68, Birkha¨user (1987).
[Si] B. Simon. Holonomy, the quantum adiabatic theorem, and Berry’s phase,
Phys. Rev. Lett. 51, 2167–2170 (1983).
[SuNi] G. Sundaram and Q. Niu. Wave-packet dynamics in slowly perturbed
crystals: Gradient corrections and Berry-phase effects, Phys. Rev. B 59,
14915–14925 (1999).
[Te1] S. Teufel. Adiabatic perturbation theory in quantum dynamics, to appear
in Springer Lecture Notes in Mathematics (2003).
[Te2] S. Teufel. Propagation of Wigner functions for the Schro¨dinger equation
with a slowly perturbed periodic potential, to appear in the proceedings of
the conference Multiscale Methods in Quantum Mechanics in Rome, De-
cember 16–20, 2002.
[TKNN] D. J. Thouless, M. Kohomoto, M. P. Nightingale and M. den Nijs.
Quantized Hall conductance in a two-dimensional periodic potential, Phys.
Rev. Lett. 49, 405–408 (1982).
[Wa] G. H. Wannier. Dynamics of band electrons in electric and magnetic fields,
Rev. Mod. Phys. 34, 645–656 (1962).
[Wi] C. H. Wilcox. Theory of bloch waves, J. Anal. Math. 33, 146–167 (1978).
[Za] J. Zak. Dynamics of electrons in solids in external fields, Phys. Rev. 168,
686–695 (1968).
37
