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We use effective field theory (EFT) formalism to forecast the constraint on Horndeski class of dark
energy models with future supernova and galaxy surveys. Previously (Gleyzes et al.) computed
unmarginalized constraints (68% CL error ∼ 10−3–10−2) on EFT dark energy parameters by fixing
all other parameters. We extend the previous work by allowing all cosmological parameters and
nuisance parameters to vary and marginalizing over them. We find that (i) the constraints on EFT
dark energy parameters are typically worsen by a factor of few after marginalization, and (ii) the
constraint on the dark energy equation of state w is not significantly affected by the inclusion of
EFT dark energy parameters.
I. INTRODUCTION
Following the discovery of cosmic acceleration two
decades ago, a flurry of theoretical work has culminated
in what is now known as the ΛCDM model, or the con-
cordance model. By introducing a cosmological constant
term (Λ) in addition to the presence of cold dark matter
(CDM), it is able to broadly account for a large number
of cosmological observations: galaxy power spectra, weak
gravitational lensing, cluster counting, Lyman-alpha for-
est, type Ia supernova light-curves, and the cosmic mi-
crowave background (CMB) anisotropy. The refinement
of its six parameters is the subject of numerous present
and future scientific experiments.
The most recent data from the Planck satellite shows
broad consistency with the ΛCDM predictions [1]. How-
ever, detailed analysis of the observed CMB temperature
and polarization anisotropies reveals hints of deviations
from these predictions: a temperature power spectrum
deficit at large angular scales (multipole ` . 30) and a
lensing potential power spectrum excess at small angu-
lar scales [2]. Furthermore, local measurements suggest
a higher Hubble constant H0 and a lower amplitude of
r.m.s. matter density fluctuations σ8 compared to those
suggested by Planck [1, 3–5].
While the anomalies each only lie at the ∼ 2σ level
and hence are not of great statistical significance, [6]
found them “persistent.” One possible explanation for
this is that general relativity breaks down at cosmologi-
cal scales, requiring modifications to the theory of gravity
to account for the deviations observed. This hypothesis
is attractive not only because it circumvents the need
for post-hoc constructs such as the cosmological con-
stant, but also because the discovery of a single model
accounting for all of the anomalies would open up the
possibility of “new physics” beyond the standard ΛCDM
model. Much ink has already been spent in pursuit of
such “modified gravity” models, but the continuing ab-
sence of strong theoretical priors has left the search for a
“real” theory of gravity largely fruitless.
In order to make sense of the plethora of models exist-
ing in the literature, it would be worthwhile to devise a
common language to express them. This would facilitate
the comparison of different models against one another,
as well as provide a generic framework around which new
models could be built. To this end, effective field theory
(EFT) has emerged as a prime contender in providing a
unifying description of dark energy [7–13].
Linear perturbations upon a spatially flat Friedmann–
Lemaˆıtre–Robertson–Walker (FLRW) background can
be described in the EFT language using five functions
dependent only on time: the dark energy equation of
state w, the effective Planck mass run rate αM , the tensor
speed excess αT , the kineticity αK , and the scalar–tensor
braiding αB [9, 12]. In theories beyond Horndeski grav-
ity, a sixth function representing these deviations, αH ,
also appears [14, 15]. The full forms of the αX (X = B,
M, T, K) functions can be found in Table 1 of Ref. [12],
while their physical interpretations are described in §2.1
of Ref. [6]. In the ΛCDM model, w ≡ −1 while αX ≡ 0.
Constraints on these parameters based on current cos-
mological data were calculated by Ref. [6], while Fisher
matrices were calculated by Ref. [16]. Due to the highly
degenerate nature of the EFT parameters (w, αX) with
other cosmological parameters, Ref. [16] completed their
Fisher matrix analysis by fixing all cosmological and
nuisance parameters to their fiducial values. Without
marginalization, 68% confidence level (CL) errors were
found to be on the order of σ ∼ 10−3–10−2. In this pa-
per, we extend their work by allowing all cosmological
and nuisance parameters to vary and then marginalizing
over them.
II. METHOD
For a set of parameters
Θ = (θ1, θ2, . . . , θm) (1)
and a set of observables
O(Θ) = (O1(Θ) , O2(Θ) , . . . , On(Θ)) , (2)
ar
X
iv
:1
60
4.
07
33
0v
2 
 [a
str
o-
ph
.C
O]
  2
7 A
pr
 20
16
2knowing the Fisher matrix for O allows one to write the
Fisher matrix for Θ as
Fθi,θj =
∑
k,l
∂Ok
∂θi
FOk,Ol
∂Ol
∂θj
. (3)
In cosmology, the observables O are the CMB multiples
CTTl , C
TE
l , C
EE
l , the galaxy power spectrum in redshift
space [17–19], and the magnitude of type Ia supernovae.
The foreground-cleaned CMB power spectrum is mod-
eled as
Cˆ` = b
2
`C
CMB
` +AnoiseC
noise
l , (4)
where the beam window function is assumed to be Gaus-
sian, such that b` = exp
[−θ2b` (`+ 1)/2]. The beam reso-
lution is often specified by its full width at half maximum
(FWHM), which equals to
√
8 ln 2 θb. The noise is as-
sumed to be Gaussian and white. The overall scaling pa-
rameterAnoise accounts for the uncertainty of noise power
estimation. We assume a 1% level accuracy of noise es-
timation and use a Gaussian prior Anoise = 1± 0.01.
For the CMB Fisher matrix, we use Planck ’s 70 GHz,
100 GHz and 143 GHz channels. The specification of
noise level and beam size of each channel are specified
in, for instance, Table I of Ref. [20]. But while Planck
data has been partially released and a likelihood is pub-
licly available [21], the current Planck low-` polarization
data is still being analyzed and the final constraint on
cosmology is not yet known. Thus, we use a simplified
Fisher matrix analysis here as an ideal case simulating a
future (improved) constraint of the Planck CMB.
The observed galaxy power spectrum is modeled as
Pg(k, µ; z) =
(
b+ fµ2
)2
D2(z)Pm(k) e
−k2µ2σ2r +
1
n¯
, (5)
where z is the redshift, µ is the cosine of the angle
between the wavenumber k and the line of sight, b is
the galaxy bias, D(z) is the linear growth factor, f ≡
−d lnD/d ln (1 + z) is the linear growth rate, Pm(k) is
the matter power spectrum today (at redshift z = 0)
and σr is the parameterization of the effect of small-scale
velocity dispersion and redshift errors:
σ2r =
(1 + z)
2
H2(z)
(
σ2z + σ
2
g/2
)
, (6)
where H(z) is the Hubble parameter as a function of red-
shift. Following Ref. [20], we consider a future galaxy sur-
vey with spectroscopic σz = 0.001. The galaxy pairwise
velocity dispersion σg is treated as a nuisance parameter
with Gaussian prior σg = 400 ± 200 km s−1Mpc−1. We
use 8 redshift bins from z = 0.5 to z = 2.1 with uni-
form bin size δz = 0.2. In each redshift bin we apply
an IR cut k > kmin to account for the band limit due
to a finite survey volume, and a UV cut k < kmax to
guarantee that only linear scales are used. Bias in each
redshift bin is considered as a nuisance parameter with
flat prior 0 < b < ∞. The mean galaxy number density
n¯ which gives the poisson noise term 1/n¯ is assumed to
be known. For all redshift bins, we assume a sky cover-
age fsky = 0.5. More details about the specifications are
provided in Ref. [20].
The type Ia supernova apparent magnitude is
Mobs = 25 +Mabs + 5 log10(dL/Mpc) , (7)
where Mabs is the absolute magnitude for which we as-
sume a Gaussian prior Mabs = 19± 0.09 mags.
We assume a WFIRST -like observation with 2725 su-
pernovae up to redshift 1.7 [22]. The overall statistical
error in a ∆z = 0.1 redshift bin is modeled as:
σ2stat = σ
2
measure + σ
2
intrinsic + σ
2
lensing + σ
2
pec , (8)
where the photometric measurement error σmeasure =
0.08 mags, the intrinsic dispersion in type Ia super-
nova absolute magnitude σintrinsic = 0.09 mags, the sta-
tistical error due to gravitational lensing magnification
σlensing = 0.07z mags, and the uncertainty due to super-
nova peculiar velocity σpec = 5 log10[v/(cz)] with a typi-
cal velocity v = 400 km s−1. Finally, we add a systematic
uncertainty σsys = 0.0055 (1 + z) to each redshift bin to
account for calibration errors between different bins [22].
Within modified gravity models, there are several ways
to define the “equation of state” w of dark energy. We use
a definition based on the background expansion history
in the Jordan frame:
H2(z) = H20
[
Ωm0 (1 + z)
3
+ Ωr0 (1 + z)
4
+(1− Ωm0 − Ωr0)e−3
∫
(1+w)dz/(1+z)
]
,
(9)
where Ωm0 (Ωr0) is the ratio between matter (rela-
tivistic) energy density and the critical density ρcrit ≡
3H20/(8piGN ), GN being Newton’s gravitational constant
and H0 the Hubble constant (i.e., the Hubble parameter
today). In general, a subscript “0” denotes a quantity
measured at redshift zero.
We take three benchmark examples to show the effect
of marginalization: (A) fixing all other cosmological pa-
rameters and nuisance parameters; (B) fixing other cos-
mological parameters and only marginalizing over nui-
sance parameters; (C) marginalizing over all other cos-
mological parameters and nuisance parameters. Model A
corresponds to an unmarginalized constraint and can be
directly compared to Ref. [16]. Model B is an ideal case
assuming that additional experiments (e.g., CMB stage
IV [23]) will measure other cosmological parameters to a
much better accuracy. Model C is a fully marginalized
forecast using the aforementioned datasets.
We follow Ref. [16] in parameterizing EFT dark energy:
The equation of state w is assumed to be a constant,
3while the other EFT functions are parameterized as
αK(z) = αK0
ρDE(z)
ρDE,0
,
αM (z) = αM0
ρDE(z)
ρDE,0
,
αB(z) = αB0
ρDE(z)
ρDE,0
,
αT (z) = αT0
ρDE(z)
ρDE,0
.
(10)
Finally, we take αH(z) ≡ 0 in accordance with Horndeski
gravity models. For simplicity, the dark energy fraction
density ratio ρDE(z)/ρDE,0 is defined for a fixed ΛCDM
model with Ωm0 = 0.3. Note that each αX0 may be
fixed to fiducial values or allowed to vary. We therefore
consider two cases: (I), where we vary each αX0 and
w individually and keep the remaining fixed, and (II),
where we vary all αX0 and w simultaneously. The stan-
dard deviation σ, representing the 68% CL error, is then
used as a measure of the constraint upon each parameter
(or equivalently, its uncertainty). Standard deviations in
case II are determined by marginalizing over all other
αX0 and w. Consequently, any dependencies or corre-
lations amongst the EFT parameters can be revealed by
simply comparing the constraints upon them between the
two cases.
We use the Cosmology Object Oriented Package
(COOP) [24] to compute the Fisher matrices. The list of
parameters is given in Table I.
III. RESULTS
For a dynamic model, the kineticity αK usually does
not vanish. We find that (i) the constraint on αK0 is very
weak (uncertainty > O(1)), and (ii) the forecast of other
parameters is not sensitive to the fiducial value of αK0
(for αK0  1). For small αB0, the constraint on αT0 is
also very weak (see also §6.2.1 of Ref. [16]). Thus, we fix
these two parameters to their fiducial values αK0 = 0.1
and αT0 = 0, and only discuss the constraints on αM0,
αB0, and w. The standard deviations upon these three
EFT parameters are summarized in Table II.
In all cases, we observe a worsening of the constraints
(i.e., σ increases) as we progress from model A through
C by marginalizing over an increasing number of param-
eters. Notice that the standard deviations increase by
half an order of magnitude for every parameter in case
I and for w in case II. By contrast, the increase in un-
certainty for αM0 and αB0 in case II appears much less
pronounced.
This is not unexpected, for w is in principle degen-
erate with all background and perturbative parameters,
whereas the αX are only degenerate with the latter. As
a result, much of the uncertainty associated with w is
contained in the cosmological and nuisance parameters.
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FIG. 1. Constraints on the effective Planck mass run rate
αM0 and dark energy equation of state w in case II, calcu-
lated with all parameters unmarginalized (Model A), nuisance
parameters marginalized (Model B), and all parameters fully
marginalized (Model C). Each inner ellipse corresponds to the
68% confidence level error and the outer to the 95%.
Having already marginalized over these parameters in
case I of model C, we therefore expect that marginalizing
over the remaining EFT parameters (w in particular) in
case II should not increase the uncertainties on αX0 much
further – as if they have reached a “saturation” point.
Finally, introducing additional degrees of freedom can
change the correlations between parameters. An exam-
ple can be seen in the contour plot of αM0 against w
(Figure 1): In addition to projecting much larger error
ellipses, the sign of the correlation also flips from negative
to positive after allowing all parameters to vary (model
C).
IV. CONCLUSIONS
By considering three cases with different levels of
marginalization, we have shown that marginalization can
weaken the constraints on the EFT parameters by a fac-
tor of a few. Results for the first case of model A can
be directly compared with Ref. [16], which also projected
σ ∼ 10−3–10−2 for unmarginalized 68% CL errors using
a different dataset. This value worsened by a few fac-
tors after we marginalized over the nuisance parameters
(model B), and worsened more so after marginalizing over
all cosmological and nuisance parameters (model C).
Our constraint on the dark energy equation of state w
is on par with the level of uncertainty achievable with the
most advanced upcoming probes (σw ∼ 10−2 in a wCDM
model). Critically, allowing the αX0 to vary weakens the
constraint on w by less than 10−3 – well within experi-
mental error – meaning that wCDM forecasts for future
experiments remain valid. Since these upcoming probes
4TABLE I. Fisher Forecast Parameters
Parameter Genre Physical interpretation Fiducial Prior
Ωbh
2 cosmological Baryon physical density 0.02222 flat
Ωch
2 cosmological CDM physical density 0.1199 flat
θ cosmological Angular extension of sound horizon at recombination 0.010486 flat
τ cosmological Reionization optical depth 0.078 flat
ln(1010As) cosmological Logarithmic amplitude of primordial power spectrum 3.09 flat
ns cosmological Spectral index of primordial power spectrum 0.9655 flat
w cosmological Dark energy equation of state −1 flat
αM0 cosmological Effective Planck mass run rate 0 flat
αB0 cosmological Tensor-scalar braiding 0 flat
αK0 cosmological Kineticity 0.1 flat
αT0 cosmological Tensor speed excess 0 flat
M∗ nuisance Type Ia supernova absolute magnitude 19 ±0.09
Anoise nuisance Amplitude of CMB noise power spectrum 1 ±0.01
σg nuisance Galaxy pairwise velocity dispersion 400 km s
−1 ±200 km s−1
b1 nuisance Galaxy bias in redshift bin 0.5 < z < 0.7 1.053 flat
b2 nuisance Galaxy bias in redshift bin 0.7 < z < 0.9 1.125 flat
b3 nuisance Galaxy bias in redshift bin 0.9 < z < 1.1 1.126 flat
b4 nuisance Galaxy bias in redshift bin 1.1 < z < 1.3 1.243 flat
b5 nuisance Galaxy bias in redshift bin 1.3 < z < 1.5 1.292 flat
b6 nuisance Galaxy bias in redshift bin 1.5 < z < 1.7 1.497 flat
b7 nuisance Galaxy bias in redshift bin 1.7 < z < 1.9 1.491 flat
b8 nuisance Galaxy bias in redshift bin 1.9 < z < 2.1 1.568 flat
TABLE II. Constraints on αM0, αB0, and w for two cases of
the three models considered. Shown are the standard devia-
tions, representing the 68% CL errors on each parameter.
Case Parameter Model A Model B Model C
αM0 0.022 0.080 0.101
I αB0 0.016 0.049 0.059
w 0.0008 0.0031 0.0069
αM0 0.12 0.13 0.15
II αB0 0.081 0.082 0.084
w 0.0014 0.0031 0.0076
already edge on the cosmic variance limit for w, we must
also constrain αX0 to distinguish between a wCDM and
a modified gravity universe. To that end, we obtain un-
certainties of σαM0 ∼ 10−1 and σαB0 ∼ 10−2. For com-
parison, Planck currently achieves an uncertainty on the
order σ ∼ 1 [25].
That the forthcoming generation of dark energy probes
is approaching the cosmic variance limit is important for
another reason: As we approach that limit, cosmic vari-
ance itself becomes a significant part of the uncertainties.
The standard approach for reducing these uncertainties
and breaking degeneracies is to combine different cos-
mological observations such as galaxy and weak lensing
power spectra and the ISW–galaxy-distribution correla-
tion. Since these experiments all observe the same sky,
the cosmic variance overlaps and so their Fisher matri-
ces are correlated. In other words, these Fisher matrices
cannot be added trivially, and proper treatment requires
significant analysis of the relevant datasets to remove the
correlations. We leave this analysis to future work.
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