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Spin-charge split pairing in underdoped cuprate superconductors: support from low-T
specific heat
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We calculate the specific heat of a weakly interacting dilute system of bosons on a lattice and
show that it is consistent with the measured electronic specific heat in the superconducting state of
underdoped cuprates with boson concentration ρ ∼ x/2, where x is the hole (dopant) concentration.
As usual, the T 3 term is due to Goldstone phonons. The zero-point energy, through its dependence
on the condensate density ρ0(T ), accounts for the anomalous T -linear term. These results sup-
port the split-pairing mechanism, in which spinons (pure spin) are paired at T ∗ and holons (pure
charge) form real-space pairs at Tp < T
∗, creating a gauge-coupled physical pair of charge +2e and
concentration x/2 which Bose condenses below Tc, accounting for the observed phases.
PACS numbers: 74.20.Mn, 74.72.-h, 71.27.+a, 74.20.-z.
Introduction.—In conventional superconductors elec-
trons form spatially overlapping Cooper pairs below a
temperature Tc. In contrast, the metallic phase of an
underdoped cuprate superconductor with a small con-
centration x of holes is not characterized by electron-
like quasiparticles [1]. Instead, spin and charge appear
to be carried by separate excitations, consistent with
Anderson’s proposal of spin-charge separation [2]. For
example, with decreasing T the paramagnetic suscepti-
bility decreases rapidly below a pseudogap temperature
T ∗ > Tc, consistent with gapping of spin excitations,
even as charge propagation becomes more metallic, as
evidenced by the appearance of a Drude peak [3]. Never-
theless, the superconducting state is widely believed to be
conventional, that is, a condensate of Cooper pairs with
d-wave symmetry, primarily because of observations of
electron-like peaks in the photoemission spectrum below
Tc [4, 5].
The conventional model, however, has serious incon-
sistencies. It cannot explain why pairs continue to exist
up to Tp far above Tc, but below T
∗ [6]. Since a Cooper
pair has zero momentum a macroscopic condensate of
such pairs is superconducting and hence should not exist
above Tc. The problem is partly circumvented if elec-
trons form nonoverlapping (real-space) pairs at a high
temperature, with superconductivity occuring by Bose-
Einstein condensation (BEC) [7]. However, cuprates are
basically doped Mott insulators in which occupancy of a
lattice site by two electrons is effectively forbidden due
to large on-site repulsion U . Then, given the high elec-
tron concentration (1 − x), there is little room for cre-
ating nonoverlapping pairs. More importantly, it will
be almost impossible for two electrons to avoid double
occupancy and propagate as a well-defined bound pair
when even a single electron has a hard time propagat-
ing with a well-defined momentum k. Indeed, electron
pairing cannot explain why electrons are not seen when
pairs break in the metal. Or, why Tc decreases with de-
creasing x, and superfluid density ρs ∼ x [8], (and not
1−x), consistent with the carrier density (x) of the metal.
It seems, therefore, that despite the appearance of the
electron peaks below Tc, neither electrons nor electron
pairs are the true low-energy excitations in the metallic
or the superconducting phase. Not suprisingly, a plausi-
ble microscopic theory connecting electron pairing with
the actual excitations is yet to emerge.
Recently a different, logically consistent, pairing mech-
anism has been found in the spin-charge separated state
of a renormalized t-J model in which the spin and the
charge of the electrons are paired separately [9, 10]. As an
electron hops on the lattice with an amplitude t avoiding
double occupancy, its spin behaves like a localized mo-
ment, coupled with neighbors with an antiferromagnetic
interaction J , as in the Mott insulator (x = 0). In the
quantum antiferromagnet, spins are known to be paired
into singlets which form a BCS-like, spin RVB state of
paired spinons [11]. The charge (+e) is carried by a holon
(concentration x), which is coupled to the spinon via a
gauge field. The preformed pairs, Anderson argued [2],
could lead to superconductivity for x > 0. But, (1) nu-
merous attempts to construct an useful metallic state
based on the bare t-J model failed, and (2) the model
does not have a mechanism to convert the chargeless RVB
singlets into electron pairs. However, one-hole calcula-
tions [12] have shown that for x > 0, competition from
AF correlation renormalizes the model with t≫ J to one
with teff < Jeff . This allows one to decouple the spinons
perturbatively and obtain a reduced Hamiltonian [9], in
which sublattice-mixing bare hopping t is renormalized
away and is replaced by sublattice-preserving one-holon
and holon-pair hopping terms accompanied by spinon
singlet backflows, which cures both problems. The in-
plane amplitudes for both one-hole and the pair hopping
are the same: ts ∼ 4t2eff/Jeff ∝ J , and ≪ t. The
new Hamiltonian is short-range RVB type [13], with the
pair hopping term supplying the missing superconducting
2mechanism.
By requiring that the spin phases are the same (by
symmetry) as those in the insulator (x = 0), one obtains
a qualitatively correct phase diagram for underdoped
cuprates, as detailed in [9, 10]. Briefly, the phase above
T ∗ - the strange metal - has no quasiparticles of any kind.
The spinon singlets condense below T ∗ in the spin RVB
state, accounting for the observed suppression of para-
magnetic susceptibility. The RVB order allows holons
to propagate coherently and create a spinless Fermi liq-
uid of concentration x via the one holon hopping term,
which is consistent with the observed transport proper-
ties [3, 14, 15] and quantum oscillation in a magnetic field
[16].
The smallness of x causes holons to form real-space
pairs below Tp < T
∗ via the strong coupling term [10].
As it propagates, the phase of the bound (holon) pair is
locked to that of the spin RVB ordered state, creating
a physical (gauge invariant) pair with a split character.
It behaves like a mobile hole pair of charge +2e with
concentration x/2, which lives in a d-wave band; its spin
part is an RVB singlet (concentration 1 − x), already
ordered at T ∗. This is seen in the calculated electron
pair Green’s function [10]
Gel−pair(k, ω) = − A
2Z(−k)
iω + ǫb(−k) .
where A is the spin RVB order parameter, Z is the pole
strength, and ǫb(−k) ≥ 0 is the energy of the bound
holons. Thus the mobile part of the electron pair actu-
ally has negative energy and opposite momentum, i.e., it
behaves like a hole pair. Superconducivity appears via
BEC of these pairs below Tc, which accounts for the de-
cline of Tc with decreasing x (for a noninteracting Bose
gas Tc ∼ x2/3) and the fact that ρs ∼ x.
Specific heat.—In this Letter we calculate the low-T
specific heat c(T ), a bulk property which directly re-
flects the dominant low-energy excitations in the super-
conductor, and thus provides a serious test of the the-
ory. In cuprates, the background, including the lattice
phonon contribution, is removed, e.g., by subtracting
specific heat measured in a modest magnetic field [17, 18].
Since T ∗ ≫ Tc the field does not break the singlets, but
removes contributions from the (chargeless) spin (zero)
sector. Then, at low T , we can model the system with
weakly interacting bosons of concentration ρ = x/2≪ 1
hopping on a lattice, and interacting via a weak short-
ranged repulsion. Although cuprates are layered, low-T
physics for small ρ can be described by scaling the wave
vectors and using an isotropic 3D bosonic band of energy
ǫb(k) = tbk
2, with tb = (t
2
iptop)
1/3, where tip and top < tip
are the in-plane and out-of-plane boson hopping parame-
ters which can be calculated from the renormalized model
[10].
Above Tc the measured c(T ) does not agree with the
BCS theory. Instead, it declines slowly from a maximum
as in a Bose gas, with an eventual crossover to metal-
lic (T -linear) behavior above Tp [17], as expected in our
model. Moreover, the maximum (and the overall scale)
increases with x, not 1 − x [19]. For T ≪ Tc, the mea-
sured c(T ) in many cuprates behaves like [18]
c(T ) = AT +BT 3. (1)
If density of states of the relevant excitations behaves
like D(ǫ) ∝ ǫp, for small excitation energy ǫ(q), then
c(T ) ∝ T p+1. For the d-wave BCS state, the excita-
tions are the nodal electrons with p = 1, and the absence
of a T 2 term in c(T) implies that the electron peaks in
the photoemission spectrum do not behave like long-lived
quasiparticles, effectively ruling out this state.
For phonons ǫ(q) ∝ q, giving p = 2, and c(T ) ∝ T 3.
However, a definite curvature in γ = c/T remains even af-
ter lattice phonons are removed, indicating that T 3 term
in (1) is of electronic origin. For a dilute Bose gas, Bo-
goliubov has shown that [20], coupling of bosons with the
condensate leads to a depleted condensate density ρ0(T ),
and Goldstone phonons, which yields a T 3 specific heat
[21]. While this agreement with Eq. (1) is encouraging,
the T -linear term poses a fundamental challenge, since
it dominates at small T , and it has become increasingly
clear that it cannot be attributed to disorder [18].
Weakly interacting bosons, low T .—This leads us to
re-examine the Bogoliubov theory at low T . The point
is, in addition to the direct (∼ T 4) contribution to the
energy from Bogoliubov phonons, there is also a zero-
point energy which depends on T through its dependence
on ρ0(T ), and thus contributes a T -linear term to the
specific heat. To see this, consider the Hamiltonian
H =
∑
k
ǫ(k)a†kak +
1
2N
∑
q,k1,k2
V (q)a†k1+qa
†
k2−q
ak2ak1 ,
(2)
where ǫb(k) = tbk
2, V (q) is a weak repulsive interaction,
and ak destroys a boson of momentum k. For uniform ρ,
the Hartree (V (0)) term is a constant and is subtracted
out. We also approximate V (q) by a constant which does
not change the results qualitatively. Symmetry is broken
below Tc, so that 〈a0〉 = (Nρ0) 12 6= 0. Replacing a0 by
its average and retaining quadratic terms we obtain the
Boguliobov Hamiltonian
HB(ρ0) =
∑
k 6=0
[(ǫ(k) + Σ− µ)a†kak +
1
2
Λ(a†ka
†
−k + h.c.)],
(3)
where Σ = ρ0V and Λ(k) = ρ0V are self energies, µ is the
chemical potential. The partition function is calculated
by usingHB , which depends on ρ0 via Λ. Diagonalization
leads to
HB(ρ0) = U0(ρ0) +
∑
k 6=0
E(k)α†kαk.
where U0 is the zero point or “vacuum” energy, which
arises due to the anomalous coupling, and α†k creates an
excitation (out of this vacuum) of energy E(k), which
depends on ρ0. In the Bogoliubov theory [20, 22] the
3spectrum is taken to be gapless which gives µ = Σ−Λ = 0
and E(k) = [2Λǫ(k) + ǫ2(k)]1/2.
For a given ρ0 and T , the average energy (kB = 1) is
then
U = U0(ρ0) +
∑
k 6=0
E(k)
(eE/T − 1) = U0(ρ0) +U1(ρ0, T ), (4)
where U1 is excitation contribution which vanishes as
T 4, yielding a T 3 term in c. U0(ρ0) is the ground-state
energy, which is usually taken to be a constant. How-
ever, since ρ0 represents the condensate it is a thermo-
dynamic variable, and thus depends on T , as emphasized
by Yukalov [23]. It is obtained from the thermodynamic
relation
ρ0 = ρ− ρ1, (5)
where ρ1 =
∑
k 6=0 nk/N is the density of noncondensate
bosons, with nk = 〈a†kak〉, calculated as a function of T
and ρ0 by usingHB(ρ0). Solving Eq. (5) self-consistently
one obtains ρ0(T ) and hence thermodynamic properties
as a function of T and ρ. The true ground state energy
is given by U(ρ0(0)). However, the behavior for T > 0
is not determined by the excitations about this (T = 0)
vacuum, but by the true many-body states in the ensem-
ble characterized by ρ0 at this T (i.e, approximately by
those ofHB(ρ0(T )); U0(ρ0(T )) is the ground state energy
for this ensemble and hence will contribute to c(T ). This
is a general result which would apply to other systems
since it is a consequence of thermodynamics. In particu-
lar, using Bogoliubov low-T result ρ0(T ) ≈ ρ0(0) − aT 2
(where a is positive constant) in Eq. (4) one immediately
obtains a T -linear term for c(T ). It arises from a nonper-
turbative change in phonon speed (not its q dependence)
in the presence of the condensate. The self-consistent
procedure has been used in earlier T > 0 studies of a
dilute Bose gas [23, 24], but the effect on U0 apparently
has not been recognized.
Hartee-Fock corrections.—Although the Bogoliubov
approximation agrees qualitatively with c(T ) at low T ,
it has well-known problems [25], particularly at higher-
T , predicting a spurious first-order transition. This is
corrected if the remaining interactions are treated by a
self-consistent Hartree-Fock approximation. Our treat-
ment is similar to earlier ones [23, 24], except that we
calculate c(T ) and in our lattice problem the bandwidth
W acts as a natural cutoff. We also solve the HF prob-
lem analytically at low T which allows as to obtain the
crossover scale as a function of ρ below which the linear
term becomes important.
The HF decomposition leads to the same quadratic
Hamiltonian (3) except now, Σ = V (ρ0 + ρ1) = V ρ, and
Λ = V (ρ0 + σ) = V (ρ− ρ1 + σ), (6)
where σ =
∑
k σk/N is the anomalous density. It arises
as a response to ρ0, i.e., vanishes if ρ0 does. Once µ is
fixed by requiring gaplessness, the Hamiltonian depends
on ρ0 through Λ. These are determined as functions of ρ
and T by solving Eqs. (5) and (6) self consistently.
As before, each of ρ1, σ, and the energy per site u =
〈H〉/N splits into vacuum and excitation terms; the lat-
ter depends on T . For example, ρ1 = ρ10(Λ)+ ρ11(Λ, T ).
For small ρ, the relevant energy scales (Λ, T ) ≪ W .
The integrals are evaluated to leading orders in (Λ/W )
etc. We set
∫W
0 dǫD(ǫ) = 1, where D(ǫ) = ǫ
1/2/τ3/2
is the density of states, with τ = (4π2)2/3tb, which gives
W = (3/2)2/3τ . At low-T , HF theory provides a screened
interaction g = V/[1 + VW 1/2/τ3/2]. Then the solution
at T = 0 is
Λ(T = 0) = Λ0 ≈ ρg(1 + η/3), (7)
where η = (2Λ0/τ)
3/2/ρ ≈ (2g/τ)3/2ρ 12 , emerges as the
small parameter with the same ρ
1
2 dependence as in the
Bogoliubov theory. For V ∼ t and ρ < 0.1, η < 0.023 is
very small. The fractional depletion of the condensate is
given by ρ1/ρ ≈ η/6.
The characteristic energy scale at low-T is Λ0. The
energy per site is u = u1+u2, where u1 =
∑
k ǫ(k)nk/N ,
and the average interaction energy u2 is given by
u2 =
V ρ2
2
+
Λ2
2V
− V ρ20. (8)
At low-T , we have solved the consistency equations by
expanding in powers of (T/2Λ0)
2, and obtaining u up to
(T/2Λ0)
4. This gives
c = ρη
π2
3g
T
2Λ0
[(V −g)+2π
2
5
(5g−V )( T
2Λ0
)2+O(T 4)], (9)
which is valid for Λ0 ≈ ρg ≫ T , and has the observed
form (Eq. (1)). Thus the coefficient of the linear term
A ∝ ρ1/2, and of the cubic term B ∝ ρ−3/2.
The crossover scale Tcr above which the T
3 becomes
larger than the linear term is Tcr = Λ0[(10/π
2)(V −
g)/(5g− V )]1/2. It is useful to compare Λ0 and Tcr with
Tc. Above Tc, the Hartree and exchange terms are con-
stant and ρ0 = 0 = σ. Hence, Tc is given by the non-
interacting expression Tc/τ = [2ρ/(
√
πζ(3/2))]2/3, where
ζ(z) is the Riemann zeta function. Then, for small ρ,
Λ0/Tc ≈ 0.151(g/tb)ρ1/3, which is rather small. And for
V ∼ tb or less, Tcr/Tc ≈ 0.024(V/tb)3/2ρ1/3, where 0.024
is a geometrical factor. Since Tcr/Tc is so small find-
ing the linear term experimentally in very low Tc Bose
systems such as atomic gases would require considerable
care. The result for Tcr will be different for a strongly
interacting, high density system like liquid He4, in which
phonons exist even above Tc, but the effect should exist.
Near T−c .—As T → Tc from below, the densities show
a square root singularity as Λ→ 0, e.g.,
ρ11(Λ, T ) = ρ(T/Tc)
3/2+(
1
τ
)
3
2 [−a1Λ 12T+a2ΛT 12 ], (10)
where a1 = π/
√
2 and a2 = −
√
πζ(1/2)/2 with ζ(1/2) =
−1.4604. The zero-point term ρ10 = (Λ/τ)3/2/6 is of
4higher order. Without the HF correction Λ = V ρ0, then
the dominant Λ1/2 term ensures that Eq. (5) has no
real solution for ρ0 close to T
−
c , resulting in a first-order
transition. This is corrected in the HF theory since the
anomalous self-energy σ has the same square-root term
which cancels the one of ρ1 in Eq. (6). This follows
from the identity (∂ρ11/∂Λ)T = σ1/2Λ satisfied by the T -
dependent parts ρ11 and σ1. )Solving Eq. (6) we obtain
Λ ≈ g2ρ(1− (T/Tc)3/2) ∼ (g2/Tc)(Tc − T ),
where g2 ≈ g/[1− ga2T
1
2
c /τ
3
2 ]. Then
ρ0 = ρ− ρ1 ≈ ρ(1− (T/Tc)3/2) + a1Λ
1
2 T
τ3/2
∝ (Tc − T ) 12 .
Thus the transition is second order and with the
usual mean-field exponent (12 ). Using another identity
(∂u11/∂Λ)T = − 32 (ρ11 + σ11), we obtain the energy
u =
1
2
V ρ2 − V a21
T 2Λ
τ3
+
3
2
ρ(T/Tc)
3
2 [
ζ(5/2)
ζ(3/2)
T − Λ],
to order Λ, from which we obtain the specific heat c =
du/dT ,
c ≈ cB−(2V a
2
1T
τ3
+
9ρ
4Tc
(
T
Tc
)
1
2 )Λ−(V a
2
1T
2
τ3
+
3ρ
2
(
T
Tc
)
3
2 )
dΛ
dT
,
where cB =
15
4
ζ(5/2)
ζ(3/2)ρ(T/Tc)
3
2 is the specific heat per
site of nointeracting bosons. As is usual in a mean-field
theory, c(T ) has a jump discontinuity at Tc
c− cB
cB
=
2
5
ζ(3/2)
ζ(5/2)
g2
τ
[
3
2
ν2/3ρ1/3 +
V a21
τ
(ρ/ν)2/3],
where ν = Γ(3/2)ζ(3/2). Thus the fractional jump is
nonuniversal and vanishes as ρ1/3. At Tc, c(Tc) ∝ ρ4/3.
An increase with ρ has been observed, although the power
is unknown. The HF results are a major improvement,
but obtaining the true critical behavior would require an
RG treatment, and additionally gauge fluctuations may
have to be included.
Conclusions.—Split pairing with real-space pairing of
holons, as described in [9, 10] is thus consistent with the
observed specific heat, superfluid density, decline of Tc
with decreasing x, and the existence of pairs above Tc as
inferred from the observed Nernst effect, diamagnetism,
and specific heat. The crossover to a spinless Fermi liq-
uid of carrier charge +e and concentration x is consistent
with the observed properties in the pseudogap metal, in-
cluding quantum oscillations. Pairing of spinons (concen-
tration 1− x) below T ∗ describes the Mott physics, and
gauge coupling with holons accounts for the existence of
two metallic phases and connects the spin sector to the
insulator through RVB ordering.
Why does the nodal BCS theory based on the electron
peaks observed below Tc fail to describe the low-T prop-
erties such as specific heat? The plausible answer is that
these are not long lived, but break up into true long-lived
spin and charge excitations. The calculation of the elec-
tron Green’s function is difficult, and is not attempted
here. Instead, we discuss the behavior qualitatively. In
a spin-charge separated state an electron of momentum
k decays into a spinon and an (anti)holon, subject to en-
ergy and momentum conservation. The spectral weight
is distributed over all such pair states in the spinon-holon
continuum. Hence, while there is a weak peak, there is no
pole (Z = 0) and the width is of order of bare bandwidths
∼ t [26], as seen. About T ∗ and below, the low-energy re-
gion is described by the renormalized Hamiltonian, char-
acterized by a smaller bandwidth ∼ ts, the renormalized
hopping parameter which is ∼ Jeff ≪ t. Once spinons
are paired and then holons, it costs energy to free them,
making some decay channels less probable, allowing elec-
trons to propagate longer. This is accentuated below Tc,
as a macroscopic fraction of spinons and holons remain in
the corresponding condensates, so that electrons propa-
gate even longer. It is not surprising that electron peaks
appear, but these additional structures are also broad,
with width ∼ ts, the low-energy bandwidth.
This is borne out by the observed photoemission spec-
tra [4, 5] which show that the width of a single electron
peak (at k) is as large as ∼ 20 meV at half maximum,
and at the base it is ∼ 0.1 eV, i.e., of order the smaller
bandwidth. In other words, the spectral weight of each
electron is spread over the entire bandwidth of the renor-
malized particles. The electron excitations are thus short
lived resonances even in the superconducting state, not
true quasiparticles.
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