Abstract-The block diagonalization (BD) scheme is a low-complexity suboptimal precoding technique for multiuser multiple input-multiple output (MIMO) downlink channels, which completely precancels the multiuser interference. Accordingly, the precoder of each user lies in the null space of other users' channel matrices. In this paper, we propose an iterative algorithm using QR decompositions (QRDs) to compute the precoders. Specifically, to avoid dealing with a large concatenated matrix, we apply the QRD to a sequence of matrices of lower dimensions. One problem of BD schemes is that the number of users that can be simultaneously supported is limited due to zero interference constraints. When the number of users is large, a set of users must be selected, and selection algorithms should be designed to exploit the multiuser diversity gain. Finding the optimal set of users requires an exhaustive search, which has too high computational complexity to be practically useful. Based on the iterative precoder design, this paper proposes a low-complexity user selection algorithm using a greedy method, in which the precoders of selected users are recursively updated after each selection step. The selection metric of the proposed scheduling algorithm relies on the product of the squared row norms of the effective channel matrices, which is related to the eigenvalues by the Hadamard and Schur inequalities. An asymptotic analysis is provided to show that the proposed algorithm can achieve the optimal sum rate scaling of the MIMO broadcast channel. The numerical results show that the proposed algorithm achieves a good trade-off between sum rate performance and computational complexity. When users suffer different channel conditions, providing fairness among users is of critical importance. To address this problem, we also propose two fair scheduling (FS) algorithms, one imposing fairness in the approximation of the data rate, and another directly imposing fairness in the product of the squared row norms of the effective channel matrices.
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M
ULTIPLE input multiple output (MIMO) systems have drawn a lot of attention over the last decade thanks to their capability of boosting the channel capacity without the need of additional bandwidth or power [1] , [2] . MIMO systems exploit spatial degrees of freedom provided by multiple antennas at both ends of a communication link to support simultaneous multiple data streams. The pioneering work in the area focused on point-to-point transmission, but more recently, investigations on MIMO communication have shifted from single-user to multiuser contexts [3] . In this paper, we consider the downlink of a single cell, where a multiantenna base station (BS) wants to send data to multiple multiantenna receivers simultaneously. Recent information theoretic studies have proved that dirty paper coding (DPC) is the capacity-achieving transmission technique for MIMO downlink channels [4] - [6] . However, implementing DPC is still a challenging task because of its successive nature of encodings and decodings, especially when the number of users is large. Furthermore, DPC is very sensitive to channel errors.
To avoid the complexity of DPC, there is a large interest in developing low-complexity precoding methods. In [7] , a zeroforcing beamforming (ZFBF) for the case where all receivers have a single antenna was proposed, which is also known as channel inversion in [8] . Block diagonalization, introduced in [9] , can be considered as an extension of ZFBF to cope with the case where receivers employ multiple antennas. Unlike DPC, BD completely presubtracts the multiuser interference, and thus decomposes a multiuser MIMO (MU-MIMO) channel into a set of parallel single-user MIMO (SU-MIMO) channels. This is accomplished by designing the precoding matrix of each user to lie in the null space of the remaining users' channel matrices. The traditional precoder design is based on the singular value decomposition (SVD) of a concatenated matrix, which requires high complexity [9] . In this paper, we assume perfect channel knowledge at the transmitter. First, we propose a lowcomplexity iterative precoder design based on the QRD. The idea behind the proposed method is that the precoding matrix of each user is designed to sequentially suppress the interference caused by other users. In this way, the precoders can be found by recursively applying the QRD to a sequence of matrices of lower dimensions. The computational analysis shows that our proposed method has lower complexity than the SVD-based method in [9] .
The condition for the existence of the null space requires that the number of users is limited by the number of transmit antennas [9] - [12] . Suppose that the maximum number of supportable users is . When , the number of users, is larger than , the BS should select a set of users that maximizes a utility function. The best solution to this problem is to search over all possible subsets of users which is of size . When becomes large, the size of the search space is of the order , and thus the resulting complexity grows exponentially with . To reduce the complexity, greedy algorithms are commonly employed in a large number of existing low-complexity user selection approaches [10] - [15] . In contrast to full search methods where a set of users are considered together, the general concept of greedy algorithms is to select one user, at each iteration, that best fits a selection criterion. For example, the c-algorithm proposed in [10] iteratively selects from the set of unselected users the user that provides the highest total throughput together with the previously selected users. It can be easily understood that this algorithm exhibits a good performance as the selection criterion is based directly on the sum rate. However, the frequent use of the SVD to obtain the singular values of efficient channel matrices and the water-filling process at each iteration is highly complex. In [10] , the n-algorithm, which is based on the Frobenius norm of the effective channel matrix, was also introduced. The n-algorithm can greatly reduce the complexity but has a worse performance because the Frobenius norm is generally not a reliable quantity to reflect the true capacity of a wireless channel. Further improvements of the n-algorithm have been proposed in [11] , [16] . In [12] , a low-complexity user selection algorithm based on an upper bound on the capacity was proposed. The idea is that the sum rate of a MU-MIMO downlink channel is upper bounded by that of a SU-MIMO channel, which is formed by letting users cooperate. However, the gap between the sum rate of the BD scheme and this bound is large since the BD scheme is a suboptimal precoding technique. Other works in the area use a volume based-algorithm which requires the computation of the determinant of matrices [14] , [15] . Also these algorithms suffer from a high computational burden.
Considering the problem of choosing a set of users that provides the maximal sum rate, we propose a greedy low-complexity scheduling algorithm, in which the product of squared row norms of the effective channels is used as the selection metric. This idea arises from the fact that there is a close relation between eigenvalues and row norms of a Hermitian matrix by the Hadamard and Schur inequalities [17] . In each selection step, the proposed algorithm seeks a user, from the set of users that are not selected yet, that provides the maximum product of squared row norms of effective channels. In this way, we avoid using any SVD, and the resulting user selection and precoder design rely only on QR decompositions. When adding one user to the set of selected users, the precoders of these selected users must be redesigned since the precoders of already selected users should eliminate the interference caused by the newly added user. This problem applies to any user selection algorithms for the BD approach based on a greedy method. Instead of finding the null space of a temporary aggregate channel matrix of high dimensions as in existing algorithms [10] , [11] , [15] , we apply a QR decomposition to matrices of lower dimensions. This is an extension of the proposed iterative QRD-based precoder design to solve the scheduling problem. Particularly, this recursive design can be utilized to further reduce the complexity of existing greedy user selection algorithms. Note that the precoders of selected users in the n-algorithm in [10] are redesigned by applying SVD to the aggregate channel matrix without referring to the precoders in the previous step. We show by an asymptotic analysis that, when the number of users is large, the proposed user selection algorithm can achieve a sum rate that has the same scaling law as that of DPC.
One practical matter that any scheduling algorithm should take into account is how to maintain fairness among all users. This problem is important for the case, where users have different fading conditions. A scheduling algorithm that maximizes the sum rate is more likely to select users with favorable channel conditions, and thus leaves users with poor conditions starved. The difficulty in addressing the fairness issue with a greedy method is that the data rate of each user in unknown until the whole selection process terminates. Thus, a quantity that approximates the data rate in each selection step should be defined [11] , [18] . In this paper, two FS algorithms are proposed. In the first FS algorithm, we approximate the data rate of each user in each selection step by summing the logarithms of the squared row norms of the corresponding effective channels. To further lower the complexity, in the second FS algorithm, we directly employ the fairness in the product of the squared row norms. In other words, the second FS algorithm aims at maintaining fairness among the products of the squared row norms, rather than fairness among the actual rates of users.
The rest of the paper is organized as follows. Section II overviews MU-MIMO downlink channels with block diagonalization, and presents a novel precoder design for the BD method based on QRD. This section also discusses the dimensionality constraint and problem of user selection for the BD scheme. Section III presents the proposed greedy user scheduling algorithm for sum rate maximization based on product of squared row norms of effective channels. The computational complexity analysis of the proposed scheduling algorithm is also provided in this section. Two FS algorithms are described in Section IV to cope with the problem of how to maintain fairness among users. An asymptotic analysis for a large number of users is presented in Section V, and numerical results through various simulation setups and insights are given in Section VI. Section VII concludes the paper with some remarks.
Notation: Standard notations in the literature are used in this paper. Bold lower and upper case letters represent vectors and matrices, respectively; and are Hermitian and normal transpose of , respectively; is the Frobenius norm of . For an matrix , we denote by the product of the squared row norms of , i.e., ; denotes the cardinality of a set ; denotes the null space of ; .
II. MU-MIMO DOWNLINK CHANNELS WITH BLOCK DIAGONALIZATION

A. System Model
Consider a single cell MU-MIMO downlink channel with a BS and users. The number of antennas at the BS and the th user is denoted by and , respectively. We denote this downlink channel by the notation . In our work, data from the BS to each user is transmitted by using all available antennas at both ends. In other words, the transmit and/or receive antenna selection are not considered. Accordingly, the channel matrix between the BS and the th user is represented by , which is assumed to be perfectly known at the transmitter.
Let denote a set of users to whom the BS simultaneously transmits data over the same radio resources (time, frequency). For the th user, let be the vector of transmitted symbols. In linear precoding methods, is multiplied with a precoder . We assume that and the power allocation pattern for user is absorbed in the covariance matrix . The received signal at the th user is given by (1) where is the white complex-Gaussian noise vector with zero mean and covariance matrix . The summations of the right-hand side (RHS) of (1) represent the multiuser interference.
Transmission strategies for MU-MIMO downlink channels are characterized by how we treat the interference between users in (1). For example, in DPC schemes, the data transmitted to each user is sequentially encoded in such a way that the th user only sees the signals intended for users through as interference. That is, the encoding process completely cancels the noncausal interference caused by users 1 through . Although DPC was proved to be the capacity achieving transmission strategy for MIMO downlink channels, the actual algorithm of DPC, which is based on nonlinear precoding, may be too complex for practical applications [19] . Hence, it is desirable to develop a low-complexity precoding scheme.
B. Iterative Precoder Design for BD
Block diagonalization, proposed in [9] , is a suboptimal lowcomplexity solution that completely cancels the multiuser interference in (1) . The precoder is a cascade of two precoding matrices and , i.e., , where is designed to remove the interference, and is used for power allocation to optimize a performance measure, such as the sum rate under a total power constraint, or the total transmit power under individual rate constraints [9] . First, is designed such that for all . In [9] , an approach based on SVD was introduced to find . Specifically, given a set of users , let us consider the matrix (2) Then the precoding matrix for user lies in . Denote the SVD of as (3) where consists of the right singular vectors of , and , where
, forms a basis of . To satisfy the zero-interference constraint, we can simply choose , and BD schemes decompose a MU-MIMO channel into a set of parallel SU-MIMO channels.
The method to design precoders mentioned above employs SVD to find the null space of a complex matrix of size for each , which is computationally costly. In this paper, we propose an iterative method based on QRD to design the precoding matrices for the BD systems. Comparing the two decomposition methods, the complexity of the QRD is lower and deterministic, whereas that of the SVD is data dependent. Other related works often use Gram-Schmidt orthogonalization (GSO) procedure to find the null space [10] , [11] . However, we note that the best algorithms for QRD are not based on GSO but rather on Givens rotations or Householder transformations. As a result of applying the QRD to a matrix with , we can write as (4) where is an upper triangular matrix, contains the orthonormal basis of the row space of , and forms an orthonormal basis of , i.e., , and
. For brevity, we denote by an orthonormal basis of . To be specific, let us illustrate the proposed iterative design based on the QRD of the precoding matrix for user 1, which is denoted by at the th iteration. In the first step, we initially set . In the second step, let . 1 Suppose that we have obtained after the th iteration such that for all . In the th step, we should find that for all . The following lemma demonstrates how to obtain from . The idea of this iterative design is based on the algorithm to find the intersection of two null spaces, introduced in [20] . We notice that the same concept was also used in [16] for user selection. Herein, we elaborate the algorithm to design the preocoders for BD without user selection first, i.e., assuming the BS can support all users, and then extend this idea to address the problem of user scheduling with a new selection metric.
Lemma 1: Let be the precoding matrix of user 1 after iterations, then can be found as (5) where the columns of span . Moreover, will be orthonormal if and are orthonormal. Proof: After steps, we already have for all . Thus, we only need to find such that it suppresses the interference caused by . Thus, the condition for is written as (6) Eq. (6) holds if lies in , which completes the proof.
In our work, we choose . Note that of size , and thus . Thus, the number of columns of is reduced by after every iteration. Unlike the precoder design in [9] where the precoding matrix of a user is achieved by finding a basis for the null space of a concatenated matrix, the iterative method proposed in this paper designs the precoding matrix by applying the QRD to a sequence of matrices of lower dimensions. In particular, the precoder design of all other users in can be carried out in parallel to get rid of redundant computations. For completeness, we summarize the procedure to design precoding matrices for all users in in Algorithm 1. In the initialization step, we set the precoding matrix of the first user to be , i.e., . In the second step, the precoding matrix of user 2 is simply found by setting , and the precoding matrix of user 1 is updated by , following Lemma 1, to cancel the interference induced by . Assume that we already obtained , the precoding matrices of users 1 through , after steps. Consequently, it holds that for all . In the th step, the precoding matrix for the th is designed such that for all , i.e., must lie in the intersection of , . Since has already belonged to the intersection of , for , we can compute as , which is shown in line 4. The precoding matrices for already-added users are updated as shown in line 6, according to Lemma 1. This process continues until all precoders are found. 
2: .
Main loop
3: repeat 4: .
5: for to do 6: Update .
7: end for 8: .
9: until
Algorithm 1 outputs the precoding matrix that forms an orthonormal basis of given in (2) for the th user. Since columns of and both span , i.e.,
, it is easy to see that the proposed iterative precoder design and the SVD-based method in [9] yield the same results. As will be shown later in Section III-B, the computational complexity of the iterative design presented above is lower than that of the SVD-based method introduced in [9] . Moreover, this iterative method allows for a low-complexity user scheduling algorithm for BD schemes, which is described in Section III.
Next, the precoder design for BD schemes is completed by finding to optimize a performance metric under some constraints. For example, the achievable sum rate of the BD scheme with a total power constraint is given by (7) where , and is the effective channel matrix of the th user. The maximization in (7) is a convex optimization problem, which is equivalent to finding the capacity of a SU-MIMO channel with channel given by . . .
Due to the block diagonal structure of , the sum rate and the resulting power allocation matrix can be easily found by applying the water-filling algorithm to the eigenvalues of . More specifically, let be the vector of eigenvalues of . Then the sum rate of BD is expressed as (9) where is the data rate of user , and is the water-level which is determined by the power constraint (10) In the sequel, we mainly focus on the problem of sum rate maximization. However, we note that other problems such as the power control problem, i.e., total power minimization under individual rate constraints, can be easily solved as well (see [9] for more details).
C. User Selection
In the iterative design above, we have assumed that in (2) exists for every user . The dimensionality constraint for the existence of puts a limit on the number of simultaneously supportable users. Recall that is of dimension , and the BS is able to transmit data to user if has a dimension greater than zero. Assuming all the rows of are independent, this condition is equivalent to because . For all users, the condition is given by (11) Equation (11) does not imply that , and, in fact, there are many cases that . As an example, the BD scheme can support all users of the downlink channel . For such cases, the generalized channel inversion method proposed in [21] , [22] is not applicable since the right inverse of does not exist. Suppose for all , BS can send data to at most users at a time, where is the ceiling function, i.e., the smallest integer not less than . When is large, there are possibly many supportable sets that satisfy the dimensionality constraint, i.e.,
. Consider the sum rate problem, the multiuser diversity gain is achieved by selecting an optimal set of users that maximizes the sum rate in (9) . Mathematically, the sum rate of the BD scheme with multiuser diversity is given by (12) We easily see that the optimal set of users is found by searching over all possible sets. However, the complexity of an exhaustive search grows exponentially with the number of users. Thus, significant research efforts have been made to find suboptimal low-complexity algorithms that can achieve a significant fraction of the best performance provided by a full search method. In this paper, we propose a low-complexity user selection for BD, based on a greedy method.
III. PROPOSED GREEDY USER SELECTION ALGORITHMS
The problem of user selection for BD schemes has been studied extensively in the literature, for single-antenna receivers in [13] , [18] , [23] - [25] , and for multiple-antenna receivers in [10] - [12] , [14] . A general approach to deal with multiple-antenna receivers is to treat each antenna as a separate user as in [18] . In this regard, user scheduling is investigated in connection with receive antenna selection (RAS) [11] , or with eigenmode selection [23] , [24] . On the one hand such approaches efficiently exploit spatial multiplexing gains, but on the other hand they require more feedback information to be exchanged. Herein, we consider user scheduling for MIMO downlink channel without receive antenna or eigenmode selection.
The performance of a greedy user selection algorithm mainly depends on the selection metric. It can be easily understood that the c-algorithm proposed in [10] exhibits a good performance as the selection criterion is based directly on the sum rate. Note that, when is relatively small, we have . Accordingly, in the low SNR regime, the sum rate of the BD method in (9) is closely related to the sum of eigenvalues of , which is identical to the sum of the Frobenius norm of , and thus the Frobenius norm can be a reliable indicator for the sum rate of the BD scheme in this situation.
In this section, we propose a greedy low-complexity scheduling algorithm for the sum-rate maximization, in which the product of squared row norms of the effective channels is used as the selection metric in each user selection step. The motivation of the proposed scheduling algorithm is as follows. We can see that the data rate of the th user in the BD scheme is related to eigenvalues of , where is the effective channel matrix. If the total transmit power is high enough, the data rate of an individual user is a monotonically increasing function of the determinant (i.e., product of eigenvalues) of the effective channel matrix. This is also true even for a low or moderate transmit power, since only the dominant eigenvalues will be used. Naturally, we can use the determinant as a criterion for user selection [14] , [15] . Nevertheless, computing the determinant of a matrix requires high complexity. For a Hermitian matrix, the determinant is smaller than or equal to the product of the diagonal elements (Hadamard inequality [17] ). Moreover, the vector of diagonal entries is majorized by the vector of eigenvalues (Schur inequality [17] ). The strong connection between eigenvalues and diagonal elements is also used in [26] . Note that the th diagonal element of , i.e., is actually the th squared row norm of .
A. Proposed Algorithm
At each iteration in the selection process of a greedy method, the precoders of previously selected users must be redesigned to eliminate the interference induced by the newly added user. This procedure is computationally costly. Motivated by the iterative QRD-based design presented in Section II-B, we introduce a recursive method that can efficiently compute the precoders of selected users, thereby significantly reducing the complexity.
The main operations of the proposed algorithm are summarized in Algorithm 2, where and store the set of remaining and selected users, respectively, denotes the precoding matrix of the th user in the set of selected users, and constitutes the null space of the rows of selected users at the th selection step. In the initialization step, the proposed algorithm finds a user that yields the maximum product of squared row norms of the channel matrix. Then, the precoding matrix of this selected user is initially set to be the identity matrix, and is an orthonormal basis for the null space of the selected channel matrix. At the th selection step, for each unselected user, the proposed algorithm
• immediately finds the temporary precoding matrix, and effective channel matrix for that user, because the precoding matrix is actually an orthonormal basis for the null space of the rows of all selected channel matrices, which is already stored in (line 7 in Algorithm 2); • calculates the resulting effective channel matrices for the previously selected users to cancel the interference induced by the currently considered user (line 11 in Algorithm 2); and • finds the user that produces the maximum product of squared row norms of effective channels together with those selected users. After one user is added to the set of selected users, we update the null space of all selected channel matrices (line 14 in Algorithm 2) and the precoding matrices for the previously selected users (line 16 in Algorithm 2). This process repeats until the maximum number of users that the BS can support is reached. Specifically, after step 2, users are selected because the proposed algorithm first aims at maximizing the multiplexing gain, i.e., attempting to serve as many users as possible. In fact, the selection process should terminate when the total throughput starts to drop if more users are added. This is true for the case where users' channel matrices are highly correlated. In such cases, it is better to schedule a number of users less than . Thus, in the finalization step, we apply the c-algorithm in [10] to find the final set of selected users and the corresponding sum rate. In this regard, steps 1 and 2 can be viewed as a coarse selection process where the algorithm attempts to search for a set of good candidates, and step 3 is a fine selection process.
Algorithm 2:
Product of squared row norms-based user selection algorithm for sum rate maximization.
Step [10] to find the final set of selected users and the corresponding sum rate.
Remark 1:
As a matter of fact, the effective channels of selected users are not necessary to be stored after each iteration since we can write . However, this computation involves multiplication an matrix and an matrix as mentioned in Section II-B, which approximately needs flops [10] . 2 How-ever, according to the proposed iterative precoder design, the dimensions of , , and are reduced after every iteration. Thus, in Algorithm 2, the effective channel matrices are updated recursively as , and this computation only requires flops which needs lower complexity. Recall that the n-algorithm in [10] finds a null space of an matrix at the th selection step.
It is commonly known that the sum rate of the BD approach depends on the orthogonality of users. The multiuser diversity gain comes from the fact that, for a large number of users, we can find a set of users which are nearly orthogonal to each other. The complexity of the proposed algorithm can be further reduced by dropping the users who have large correlation with the set of selected users. In fact, this idea was used to develop the ZFBF-SUS algorithm in [18] for single-antenna receivers, where the channel matrix becomes a vector, and the orthogonality between vectors is well defined in the literature. In our work, we deal with MIMO channels, and a quantity needs to be defined to measure the degree of the orthogonality between two matrices. For this purpose, we simply define the orthogonality between two matrices and as (13) This quantity is called the spatial correlation coefficient in [11] . Suppose is an orthonormal basis for all rows of the channel matrices of selected users after steps. In the th step, we constrain the search for a user in the reduction set (14) where is a predetermined correlation threshold. The physical meaning is that when the channel matrix of a user in the set of remaining users is highly correlated with the null space of the space spanned by the rows of selected users' channel matrices, that user will be kept in future selection steps. The choice of affects both the complexity and sum rate performance of the proposed algorithm. When is high, many users are ignored after each iteration, and much computational complexity can be saved. However, the achievable throughput is degraded since we may accidentally remove some potential users. Conversely, when is small, very few users are excluded, and the sum rate converges to that with , where no additional user is excluded after every iteration. We discuss the optimal range for with numerical results in Section V.
B. Complexity Analysis
In this subsection, we analyze the complexity of Algorithms 1 and 2. The complexity is measured by the number of flops as in [10] , [12] , denoted as . Although flop counting is a crude measurement of the true computational complexity, it captures the order of the computation load. The number of flops for typical operations is given as follows. One complex addition and multiplication take 2 and 6 flops, respectively. Multiplication of a matrix and a matrix requires flops ( complex multiplications and complex additions). The number of flops needed to compute QRD of a real matrix of size , with fast Given transformations is [20]. For a complex matrix of the same size, we approximate the number of flops for a QRD by , i.e., treating every operation as complex multiplication.
For simplicity, we show the complexity for the case where all users have the same number of antennas, i.e., for all , and the maximum number of users that BS can support simultaneously is . First, we compare the complexity of Algorithm 1 to that of the SVD-based method when and are fixed, and there are users, which are all scheduled by the BS. For the SVD-based method, it takes flops to design the precoder of each user [10] . Thus, the total number of flops required for the SVD-based method is easily computed as (15) Since is initialized with the identity matrix, we only need to perform the QRD to and to find and , respectively. For , to compute , we need flops for , flops for , and flops for . The same number of flops is needed to update for . Thus, the complexity of Algorithm 1 is given by (16) In Fig. 1 , we plot the number of flops of the SVD-based method and Algorithm 1 with the number of transmit antennas, where for all . As we can see, a substantial complexity reduction can be obtained by Algorithm 1, compared to the SVD-based method.
Next, we analyze the complexity of Algorithm 2, where the number of users is larger than . In fact, the proposed algorithm may terminate with the number of selected users less than if adding more users reduces the sum rate. Thus, it is difficult to provide an exact expression for the complexity. Here, we consider the complexity for the case where BS selects users. As mentioned above, the complexity of the proposed algorithm is a function of the correlation threshold . However, an analytical (or closed-form) expression that characterizes the dependency between the complexity and the correlation threshold is hard to find, because we do not know exactly how many users are dropped after every selection step for a given value of .
In what follows, we analyze the complexity when , i.e., the set of remaining users is not further reduced.
In Algorithm 2, selecting the first user requires flops, and computing the row basis for the rows of via QRD needs flops. For each , , we need flops for ; flops for ; and for . The calculation of the objective function takes flops. Updating the null space takes , and takes for each . Therefore, the total number of flops of Algorithm 2 is (17) The number of flops of the c-algorithm, n-algorithm and Algorithm 2 is compared in Fig. 2 . The complexity of all three scheduling algorithms grows linearly with the number of users. Algorithm 2 shows the lowest complexity.
IV. FAIR SCHEDULING Algorithm 2 presented in the previous section aims at maximizing the total throughput. Thus, the algorithm will favor users with high SNR. In a cellular network, user fairness is of particular concern since users at the cell edge may not receive any throughput due to severe intercell interference. Fair scheduling attempts to provide a certain degree of fairness among users. In this section, we modify the proposed algorithm in the previous section to address this problem. The problem of user selection with fairness is usually obtained by optimizing a suitably weighted sum rate expression (18) where, for proportional fairness (PF), and are the weighting factor and the instant rate of the th user during the th scheduling interval, respectively. Note that when , the maximization problem in (18) is identical to maximizing the sum rate in (9) . The PF algorithm serves the users with sufficiently high . Consequently, the PF algorithm is able to achieve high throughput and maintain proportional fairness among all users by giving priority to users with a high-quality channel rate and a low current average service rate . If a user receives less throughput in previous slots, its average service rate is low, the possibility of being scheduled in subsequent slots increases. The average service rate of the th user at time is recursively updated as if selected if not selected (19) where is the forgetting factor. If the data rate of each user is averaged over a window of slots, then [18] . Since the selection metric of the c-algorithm in [10] is directly based on the data rate of each user of the BD scheme, it is straightforward to modify this algorithm to incorporate fairness among users. Specifically, at the th selection step, we choose a user such that (20) where , and are the sets of remaining users and selected users at the th and th selection step, respectively. The temporary data rates and can be attained by water-filling to the corresponding eigenvalues. This modification of the c-algorithm is referred to as 'PF c-algorithm' in this paper. The main problem with Algorithm 2 (and other existing selection algorithms, of which the selection criterion is not directly based on the sum rate) is that the exact data rate in each selection step is unknown until the whole user selection process completes. To solve this problem, we approximate the data rate of the th user at the th iteration step as (21) where , is the total of data streams at the th iteration, and is the th squared row norm of . The rate approximation in (21) is inspired by the equal power allocation scheme with eigenvalues being replaced by the squared row norms. In fact, the true sum rate of the th user is obtained from water-filling a total power to eigenvalues of the corresponding effective channels. However, we cannot express the sum rate of the th user with water-filling in a closed-form. If equal power allocation is used and eigenvalues of are replaced by the squared row norms of , we obtain an approximation of data rate shown in (21) . With this approximation of the data rate, the proposed PF scheduling is described in Algorithm 3. After steps 1 and 2, the true rates of selected users are still unknown. Thus, in step 3, we apply the PF c-algorithm to find the true sum rate which is needed to update the average data rate, and accordingly the weighting factor. In this way, the weighting factor is updated with the actual rate, while the instant rate is approximated by (21) .
Algorithm 3: PF scheduling with
Step 1: Initialization 1: All steps are analogous to those in Algorithm 2, except for 2: Select the first user as (22) Step 2: Main loop 3: All steps are analogous to those in Algorithm 2, except for 4: Select the user that maximizes (23) Step 3: Finalization 5: Apply the PF c-algorithm to find the final set and actual rate of selected users. Update the average data rate as (19) .
We can further simplify Algorithm 3 by directly employing fairness in the product of squared row norms of the effective channels, which is shown in Algorithm 4. Unlike Algorithm 3, Algorithm 4 provides fairness to the product of squared row norms of the effective channels, rather than to the actual rate or approximation of the actual rate. This follows from the approximation in (21) , since (24) The selection criterion in (23) can be written as (25) We note that, in [11] , a FS algorithm was proposed which maintains fairness among the Frobenius norm of the effective channel. Eq. (25) shows that we can impose the user fairness through the product of squared row norms of the effective channels. Herein, to yield a different degree of fairness, we let , i.e., is the inverse of the average of in previous time slots, and consider the weighted product of the squared row norms given in (29) of Algorithm 4. In fact, Algorithm 4 is a greedy method to find a suboptimal set of users of the following scheduling problem (26) Assuming , we have inequality . Thus, (26) is bounded above by (27) The scheduling problem described in (27) is actually a scheduler that yields proportional fairness to . As a result, Algorithm 4 is less fair than Algorithm 3, as numerically shown in Fig. 7 .
Algorithm 4: Fair scheduling with
Step 1: Initialization 1: All steps are analogous to those in Algorithm 2, except for 2: Select the first user (28) where .
Step 2: Main loop 3: All steps are analogous to those in Algorithm 2, except for 4: Select the user that maximizes (29) where .
Step 3: Finalization
5:
The average value of is updated as if selected if not selected (30) and .
V. ASYMPTOTIC ANALYSIS
In this section, we analyze the asymptotic sum rate of Algorithm 2 presented in Section III when and are fixed and the number of users, , is going to infinity. To simplify notations, we assume that for all , and , where is consequently the supportable number of users. In the case of single-antenna receivers, significant research efforts have been made to prove the asymptotic optimality of ZFBF in terms of multiuser diversity gain. An asymptotic analysis of a greedy selection method for the BD scheme seems to be intractable due to several reasons. First, the data rate of the selected users is reduced after each selection step since the precoders of already selected users must be redesigned to deal with the interference induced when a new user is added. Second, the data rate of each selected user is determined by the vector of eigenvalues of the corresponding effective channel matrix, and thus the joint distribution of the eigenvalues is needed to study the sum rate. To simplify the analysis, current works often consider single-antenna receivers, or treat each receive antenna as an independent user, or assign at most one data stream to each user [18] , [23] - [25] . In this paper, a user is assigned either all possible data streams or no data stream at all. To facilitate the analysis, we make the following assumptions.
(i) The BS is always able to find a set of users to communicate.
(ii) Transmit power is equally allocated to all selected users.
In fact, the optimal power allocation strategy can be found through the water-filling process which adapts allocated power according to the instantaneous channel gains. This will make the analysis intractable. It is well known that the gain difference between equal power and water-filling allocation schemes is minimal in the high SNR regime. The following theorem presents the asymptotic result of the sum rate of Algorithm 2.
Theorem 1: In the limit of large and high SNR regime, the sum rate of the proposed algorithm is bounded by (31) Proof: Please refer to the Appendix. For large , Theorem 1 shows that the achievable sum rate of Algorithm 2 scales as , which is the scaling law of the sum rate of DPC for a MIMO broadcast channel with an -antenna BS and single-antenna receivers. If we treat each antenna of a receiver as if it were a separate user, the resulting scaling law is . However, as mentioned earlier, a large amount of feedback information has to be exchanged to exploit the RAS, which is not considered in this paper. Theorem 1 indicates that, when , , and are fixed, increasing the number of receive antennas reduces the achievable sum rate, which is the penalty for not exploiting RAS. Further discussions are given with numerical results in Section VI.
VI. NUMERICAL RESULTS
In this section, the sum rate performance of the BD with the proposed scheduling algorithms is numerically evaluated and compared with that of the following greedy algorithms:
• The c-algorithm and n-algorithm proposed in [10] . The c-algorithm is claimed to obtain a sum rate very close to the exhaustive search method. • The algorithm based on the capacity upper bound proposed in [12] . A quasi-static fading model is used in our simulation, where independent realizations of are generated for each scheduling interval. We consider a MU-MIMO downlink channel with antennas at the BS and antennas at each user. The numerical study considers both uncorrelated and correlated channels. We note that the performance of most existing user scheduling algorithms for BD schemes have been numerically evaluated for uncorrelated channels [10] - [12] , [14] , [15] , [23] , [27] . Thus, how these algorithms work in the correlated channels is still a question. Here, the MIMO channel matrix is simply modeled as (i.e., the Kronecker model without receive correlation), where is a matrix of i.i.d. complex Gaussian distribution with zero mean and unit variance and is an transmit covariance matrix [28] , [29] . In our simulation setup, the exponential correlation model is used, i.e., , where the correlation coefficient for the th user with being i.i.d. uniformly distributed over [30] - [32] . Fig. 3 plots the average sum rate versus the number of users for (uncorrelated channels) and (highly correlated channels), and the total power is dB. We can see that the c-algorithm outperforms the other methods, because the selection criterion is directly based on the sum rate of the BD scheme. Algorithm 2 achieves a higher sum rate than the n-algorithm and the upper bound-based algorithm. When the correlation is high, the n-algorithm and Algorithm 2 yields a similar throughput, while the method based on an upper bound on the channel capacity is dramatically inferior. In addition, the numerical results for the case , which are not shown in Fig. 3 , indicate that the sum rate of the n-algorithm is dramatically lower than that of Algorithm 2. The reason is that the Frobenius norm is not a reliable indicator of the channel capacity in the high SNR region.
In Fig. 4 , we investigate the impact of transmit-side channel correlation on the multiuser diversity gain by varying the value of . The sum rate of the proposed algorithm versus the number of users is drawn for three cases when , , and . Our numerical results indicate that antenna correlation may be beneficial in exploiting the multiuser diversity gain. Specifically, for a given total transmit power budget, we observe a crossing point between the sum rate curves for systems with and without transmit correlation. Above this point, channel correlation improves the sum rate performances and vice versa. This observation also applies to other greedy scheduling algorithms in comparison. In fact, as the channel correlation increases, the rate of a single user MIMO channel is mostly determined by the dominant eigenmodes. From a physical perspective, the mainlobe of the beam for the BS to a user becomes narrower. As a result, when the number of users is large, we can select a group of users whose dominant eigenmodes are nearly orthogonal. In the absence of channel correlation, the transmission strategy is to distribute power to all eigenmodes. Thus, the beams of selected users become more correlated, and thereby degrading the sum rate performance of BD approach. In the case of a small number of users, channel correlation reduces the sum rate since it reduces the spatial degrees of freedom, and multiuser diversity gain is not available. Fig. 5 illustrates how the average sum rate and complexity reduction of Algorithm 2 depends on the choice of the correlation threshold . If is too large, the total throughput dramatically deteriorates due to the loss of multiuser diversity gain, i.e., a lot of potential users are dropped after every selection step [ Fig. 5(a) ]. In turn, the complexity is reduced when is large [ Fig. 5(b) ]. Decreasing improves the system throughput, at the expense of an increased computational complexity. It is of particular interest to find an optimal value for such that the acquired sum rate is close to that without further dropping users after each step, i.e., when . Unfortunately, this optimal choice of is difficult to find analytically. Our numerical results reveal that the good choices for for the spatially uncorrelated multiuser channels are from 0.87 to 0.92, depending on the number of users in the systems. For the case of , setting can reduce 80% the computational complexity, and still achieve 96% of the sum rate for . For a fixed , too many users may be neglected after every iteration if the correlation among users' channels is high, e.g., when users lie in a narrow beam seen from the base station. This can lead to a severe degradation on the sum rate of Algorithm 2. Thus, in practice, a good setting of would require some mechanism that adaptively adjusts the correlation threshold based on the channel conditions of the users that happen to be active and scheduled for the moment. However, this problem is beyond scope of the paper, and probably needs more extensive studies. Note that, the optimal range for does not change with the total power transmit because only measures the correlation between the subspaces, not the actual magnitudes of users' channel matrices. Same observations were also reported in [11] for the Frobenius norm based scheduling algorithm. For illustration purpose, we denote a MU-MIMO downlink channel with transmit antennas at the BS, and users, each with receive antennas by the notation , and its achievable sum rate by . When is small (e.g., ), users are spatially separated with high probability. Thus, increasing offers more spatial degrees of freedom, and we are still able to find a set of users whose channels are highly uncorrelated, leading to an improvement in the sum rate. The effect is opposite for large , i.e., the sum rate is reduced as increases. The asymptotic analysis in Section V indicates that this situation also holds true for the upper bounds on the sum rate. Moreover, the experimental results with other greedy scheduling algorithms such as the c-algorithm and n-algorithm in [10] reveal the same properties. This problem is due to the fact that RAS diversity gain is not exploited. Specifically, consider the (8, 40, 2) downlink channel. Treating each antenna of a receiver as if it were a separate user results in the (8, 80, 1) downlink channel. By the RAS diversity gain, it follows that . Since the multiuser diversity gain scales as , we can approximate , and thus . By the same arguments, we have . We plot the data rates for individual users for the case of asymmetric SNRs in Fig. 7 . In this simulation, a set of users is considered with the received SNRs varying according to the loglinear scale [11] , [18] . Specifically, the channel matrix for the th user is expressed as where is a matrix of i.i.d. complex Gaussian distribution with zero mean and unit variance. The weighing factor of user is on the loglinear scale from to , i.e., , for . Furthermore, the values of are normalized such that . From Fig. 7 , we can see that the maximum sum rate algorithm (i.e., Algorithm 2) favors the the users with high SNR. More explicitly, users 1 through 20 do not receive any data at all, while users 30 through 40 occupy most of the system throughput. The PF c-algorithm and Algorithm 3 can maintain a similar degree of fairness among users since Algorithm 3 is a low-complexity approximation of the PF c-algorithm. In particular, Algorithm 4 achieves a higher throughput than Algorithm 3, but results in a worse fairness level. Recall that Algorithm 4 attempts to maintain the fairness index of the product of the row norms of users' effective channels. Accordingly, Algorithm 4 pays more attention to users with high instantaneous data rate than users with low average serviced rate, due to the nonlinear relation between the product of row norms and the true capacity of a MIMO channel.
VII. CONCLUSION
We are concerned with the precoder design and user scheduling problem for MU-MIMO downlink channels using BD. First, an iterative precoder design based on QR decompositions is proposed. The idea of this iterative approach is then used to solve the scheduling problem, where a low-complexity user selection algorithm for sum rate maximization is proposed. The decision metric at each selection step of the proposed scheduling algorithm is based on the product of squared row norms of the effective channel matrices. Our algorithm requires lower complexity than other greedy selection methods because the use of SVD is completely avoided, and the precoders of previously selected users at each iteration are efficiently updated in a recursive way, using QR decompositions. The numerical results evaluated with and without channel correlation demonstrate that the proposed algorithm can achieve a better sum rate than other greedy scheduling algorithms of similar complexity. We conclude that product of squared row norms is probably a more reliable indicator of channel capacity for a MIMO channel than the Frobenius norm. We also consider the problem of maintaining fairness among users which plays a crucial role in many environments such as cellular networks, where users usually experience different channel conditions. In this regard, two FS algorithms are proposed, one based upon an approximation of the data rate, another imposing fairness into the product of squared row norms. The proposed methods show a good trade-off between performance and computational complexity to other techniques.
APPENDIX PROOF OF THEOREM 1
In this appendix, we prove the asymptotic result stated in Theorem 1. Let be the vector of eigenvalues of the effective channels resulting from the set of selected users for a channel realization. The average data rate is given by (32a) (32b) (32c) where is the th squared row norm of the matrix . The approximation (32a) is due to the assumptions (i) and (ii). Inequality (32b) follows from the fact that is concave and is majorized by [17] . The approximation in (32c) is due to the assumption of high SNR. In (32c), is the product of squared row norms of the effective channel of the selected users at the th iteration of the proposed algorithm, which can be further bounded by (33a) (33b) (33c) where (33b) is true by noting that , and (33c) follows from the inequality between arithmetic and geometric mean values. From (33c), we can bound the average sum rate by (34) where is the maximum of i.i.d Chi-squared random variables with degrees of freedom, according to (33c). Denote by where is the lower incomplete Gamma function, and the cdf and pdf of a Chi-squared random variable with degrees of freedom. From order statistics [33] , we obtain the cdf and pdf of as
Applying an asymptotic result as (see [34] and references therein), we have (37) where is found as 
