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ABSTRACT
This study examined the performance of various model fit indices in the context
of multilevel confirmatory factor analysis (MCFA) to determine their robustness in this
framework. As the interest in using MCFA techniques recently increased, applied
researchers continue to face the challenge of evaluating model fit in this framework as no
specific guidelines currently exist.
Using a simulation study with a two-level CFA model, characteristics of the
model were varied to reflect a broad range of conditions commonly found in applied
studies. Five factors were manipulated, including item-level ICC, level-1 sample size,
level-2 sample size, model size, and model misspecification. Average values of the fit
indices obtained for the MCFA model were compared to traditional criteria for evaluation
commonly used in the regular CFA framework.
Findings showed that some fit indices (i.e., RMSEA, SRMR-W, AIC, BIC)
performed well in the MCFA models under various conditions studied and could be
trustworthy to use in this context to evaluate model fit under various conditions found in
applied settings. However, the performance of other fit indices (i.e., CFI, TLI, SRMR-B,
chi-square) varied by the factors included in this study and should be used with caution
for evaluating model fit in the MCFA framework. The use of these fit indices appears to
be particularly problematic when dealing with higher levels of ICC and small sample
sizes. Recommendations for the use of model fit indices in the MCFA context were
provided for applied researchers interested in this framework.
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CHAPTER 1
INTRODUCTION
Confirmatory factor analysis (CFA) is frequently used in social sciences to
evaluate the underlying latent structure of a set of observed variables. Applied
researchers routinely use confirmatory factor analysis as a primary tool for scale
development (e.g., Choi, Koo, & Choi, 2007), construct validation (e.g., Bradshaw,
Waasdorp, Debnam, & Lindstrom Johnson, 2014; Cockshott, Marsh, & Hine, 2006;
Zullig et al., 2014), or assessment of measurement invariance (e.g., del Barrio, Carrasco,
& Holgado, 2006; DiStefano, Mîndrilă, & Monrad, 2013; Wu, 2010). In many situations,
studies that use CFA may collect data that are nested (e.g., students contained within
classrooms; classrooms contained within schools) for investigating the measurement
structure. In addition, most large-scale datasets involve complex sampling designs (e.g.,
cluster sampling; Lee & Forthofer, 2006), leading to hierarchical data structures (e.g.,
students nested within schools in a certain geographic region). However, most CFA
studies ignore the multilevel nature of the data and use traditional single-level analyses
instead of multilevel analyses. This approach is potentially problematic and could lead to
inaccurate results and conclusions as the dependencies in the nested data are ignored; in
multilevel contexts, individual responses within a group are related and likely influenced
by other group characteristics, violating the independence of observations assumption
required in traditional single-level analyses (Hox, 2010; Luke, 2004; O’Connell &
McCoach, 2008; Raudenbush & Bryk, 2002; Stapleton, 2013).
1

There are, however, appropriate procedures to use to accommodate multilevel
data. Previous research has highlighted the importance of using appropriate multilevel
modeling techniques when dealing with nested data and has identified consequences of
using analytic methods designed for single-level data in this context. Properly accounting
for dependencies in clustered data is essential. Ignoring a level of nesting may
underestimate the variance components of the outcome variable and their corresponding
standard errors, reduce the statistical power to detect significant effects, and inflate Type
I error rates (Hox, 2010; Moerbeek, 2004; O’Connell & McCoach, 2008). In addition,
research has shown that ignoring a level of nesting when conducting CFA can increase
model misfit and affect parameter estimates and their corresponding standard errors
(Julian, 2001; Pornprasertmanit, Lee, & Preacher, 2014). The magnitude of the bias
depends on factors of the study such as the proportion of variability explained at the
contextual level (i.e., intraclass correlation coefficient; ICC) and sample size
(Pornprasertmanit et al., 2014). Aside from the statistical issues, the single-level CFA
does not recognize that constructs may have different interpretations and different factor
structures depending on the level of analysis in a multilevel context (D’Haenens, Van
Damme, & Onghena, 2010; Huang & Cornell, 2016).
As an alternative to single-level CFA, multilevel confirmatory factor analysis
(MCFA) may be used. This multilevel analysis technique has several advantages
compared to the traditional single-level CFA employed in hierarchical settings. First,
compared to the typical single-level CFA that relies on the assumption that observations
are independent, multilevel CFA techniques offer the advantage of treating clustered data
appropriately (Pornprasertmanit et al., 2014). By taking into account the dependencies
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present with nested data, multilevel techniques provide appropriate adjustment for the
standard errors, leading to valid statistical inferences of model parameters (Ryu, 2014).
Second, this approach allows researchers to consider both the individual level (e.g.,
students) and contextual level (e.g., schools) while accounting for the nested structure of
the data. This way, researchers use the information at both levels naturally occurring in
that setting, without overlooking potentially interesting findings at either level. Third,
MCFA decomposes the total sample variance into within-group (i.e., individual level)
and between-group (i.e., contextual level) variance, allowing for different latent factor
structures at each level of analysis (Dunn, Masyn, Johnston, & Subramanian, 2015). For
example, considering students nested within schools, MCFA can identify the variability
in the construct of interest (e.g., school climate) due to both differences among students
within schools (e.g., differences in school climate ratings among students within the same
school) and differences across schools (e.g., differences in school climate ratings between
schools). Further, if warranted by theoretical backgrounds or previous research, this
approach allows the flexibility of operationalizing the construct of interest differently at
the student and school level and ultimately, estimating different factor structures at each
level (e.g., school climate could be represented by four factors at the student level and
only one factor at the school level).
The use of multilevel factor analysis (MFA) in applied settings has recently
increased, with the number of applications in this area growing over the past few years
(Kim, Dedrick, Cao, & Ferron, 2016). Specifically, in a review study conducted on
multilevel factor analysis applications across a wide range of disciplines during 19942014, Kim et al. (2016) noted that 80% of the articles reviewed were conducted in the last
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10 years, with over 44% of the articles conducted in the last five years. This increase in
the use of multilevel factor analytic models could be related to greater awareness
regarding the consequences of ignoring the hierarchical nature of the data often found in
various settings (e.g., Marino, 2014; Pornprasertmanit et al., 2014; Stapleton, 2013) and
the advances in available statistical software dealing with this type of data (e.g., Mplus,
Muthén & Muthén, 1998-2017).
Although MCFA is recommended when dealing with nested data to obtain more
accurate results, this method can be difficult for applied researchers to use in practice.
One of the issues encountered by researchers in this area is the lack of guidelines for
assessing model fit. Model fit indicates how well the proposed model fits a set of data
(i.e., how plausible is the estimated model), and thus, is an essential part of a
confirmatory factor analysis investigation. Several studies have shown that commonly
used indices for assessing model fit should be interpreted with caution for multilevel
models as the cutoff criteria for these indices were determined in a single-level
framework, not in a multilevel context (Kline, 2011; Stapleton, 2013).
Recent simulation studies (e.g., Boulton, 2011; Hsu, Kwok, Lin, & Acosta, 2015)
aimed to address this issue by investigating the sensitivity of commonly used fit indices
in evaluating model fit in MCFA to determine the best performing fit indices to be used
in the multilevel framework. However, these studies were limited to conditions not often
encountered in practice (e.g., small models tested, fairly high ICCs, fairly large samples),
therefore their results cannot be generalized to a wider range of models frequently found
in empirical situations. Also, these studies focused on fit indices that are commonly used
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in single-level CFA, without considering other fit indices that could be useful in model fit
comparisons in a multilevel framework.
As there are many potential multilevel situations present in the social sciences,
this study uses school climate as a motivating factor. School climate is usually
investigated through surveys administered to individuals (e.g., students, teachers, parents)
nested within schools. In this context, individual responses within a school are related
and likely influenced by other characteristics of that school. Several applied studies using
statewide school climate data in a multilevel framework (Ene et al., 2016, 2017; Ene,
Leighton, McGrath, DiStefano, & Monrad, 2018) represented a starting point and a
motivation for the current study. Overall, these studies suggested that using a multilevel
factor analysis instead of a single-level factor analysis not only impacted the parameter
estimates of interest but also changed the magnitude and interpretation of the
relationships between school climate and several report card indicators related to student
performance on standardized tests. In addition, these studies used the flexibility of the
MCFA techniques to estimate different school climate factor structures at each level of
analysis, with a simpler factor structure at the school level (e.g., six factors at the teacher
level and only one factor at the school level). Although these studies emphasized the
importance of using multilevel analysis with nested data, the process of comparing
models and choosing the best fitting model was quite cumbersome, as guidelines for
assessing model fit in the MCFA framework do not yet exist.
The purpose of this study is to continue the line of research on the performance of
model fit indices in the context of multilevel confirmatory factor analysis. This study
extends previous research in the area and targets a gap in the literature by investigating
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additional fit indices, under a broader range of conditions, where studied conditions are
reflective of data found in applied studies. Specifically, this study aims to investigate the
performance of the least researched fit indices (i.e., Akaike information criterion (AIC),
Bayes information criterion (BIC)) in addition to commonly used/researched fit indices
(i.e., chi-square (χ2), Comparative fit index (CFI), Tucker-Lewis index (TLI), Root mean
square error of approximation (RMSEA), Standardized root mean square residual
(SRMR)) to determine the fit indices that are robust to MCFA and those which should be
interpreted with caution. Furthermore, this study plans to include factors rarely
considered in the context of model fit in MCFA framework (i.e., model size), as well as
values that are similar to those found in applied studies. Ultimately, this study aims to
provide applied researchers with a comprehensive set of recommendations for evaluating
model fit in the framework of MCFA. Considering the need of using multilevel factor
analysis techniques when dealing with nested data and the increased use of these
techniques in social sciences, is essential not only to provide applied researchers with
recommendations for evaluating model fit in this framework but also, that these
recommendations pertain to a wider range of models frequently found in applied studies.
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CHAPTER 2
LITERATURE REVIEW
Use of multilevel factor analysis techniques allow researchers to take into
consideration both the individual and contextual level while accounting for the nested
structure of the data, leading to accurate results and conclusions (Ryu, 2014). However,
there has not yet been much methodological research conducted in this area, thus, there is
a need for providing specific guidelines for applied researchers interested to use this
framework. One of the areas lacking specific guidelines appropriate for use in a MCFA
framework is assessing model fit.
Chapter 2 will include information related to MCFA models, the consequences of
ignoring a level a nesting, and the need of using these models with multilevel data. In
addition, this chapter will describe the model fit indices used in this framework and the
relevant research regarding the accuracy of these fit indices in MCFA.
Multilevel Confirmatory Factor Analysis (MCFA)
MCFA is a factor analytic method that seeks to evaluate the underlying latent
structure of a set of observed variables while taking into account the hierarchical
structure of the data (e.g., students nested within schools). This method takes into account
both the individual and contextual level, allowing for different latent factor structures at
each level of analysis (Dunn et al., 2015; Klein & Kozlowski, 2000). Based on the
assumption that an underlying construct may have a component that varies across
individuals within an organization and a collective component that varies across
7

organizations, MCFA decomposes the total sample variance into within-group (i.e.,
individual level) and between-group (i.e., contextual level) variance while simultaneously
modeling different latent factor structures at each level (Dunn et al., 2015; Hox, 2010;
Kamata, Bauer, & Miyazaki, 2008; Kline, 2011). This way, MCFA identifies the
variability in the construct of interest and separates the variance into sources related to
both differences among individuals and differences across groups; further, this approach
allows the flexibility of conceptualizing the construct of interest differently at the
individual and group level.
Essentially, MCFA is an extension of the single-level CFA that incorporates
elements and benefits of the multilevel modeling framework. Compared to the singlelevel CFA that relies on the independence of observations assumption, MCFA offers the
advantage of treating clustered data appropriately and is recommended when dealing with
nested data to obtain more accurate results (Julian, 2001; Pornprasertmanit et al., 2014).
By taking into account the dependencies between clustered data, MCFA leads to correct
calculations of standard errors in hierarchical datasets, leading to valid statistical
inferences (Kline, 2011; Ryu, 2014).
Multilevel CFA model. This section will outline a two-level CFA random
intercept model with continuous indicators to illustrate the most common MCFA model
found in applied studies as well as the type of models used for analysis in this study. This
is the simplest structure of a multilevel model. Specifically, a two-level model includes
the individual level (i.e., level-1 or micro level) and the contextual level (i.e., level-2 or
macro level). For example, in a context where students are nested within schools, the
students are considered the individual units (i.e., level-1) whereas the schools are
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considered the higher-level units (i.e., level-2). MCFA estimates a separate model for
each of these levels, the student-level (i.e., within-group) and school-level (i.e., betweengroup) model, respectively. This way, the information at both student and school levels
can be investigated, different factor structures could be considered at each level if
warranted, and it helps identify how much of the variability in the outcome of interest is
due to differences among students as well as differences across schools. In addition, to
account for the dependency of observations within groups, this model assumes that the
intercepts (i.e., means) of measured variables vary randomly across groups (Kamata et
al., 2008). For example, if the construct of interest is measured through survey items, the
item means are allowed to vary across schools. The additional component of variability
due to the random intercepts is the key difference between the two-level and single-level
CFA (Kamata et al., 2008). Notations used for the depiction of the models in this section
are similar to those used by Dunn et al. (2015), Hsu, Lin, Kwok, Acosta, and Willson
(2016), Kamata et al. (2008), and Muthén (1991, 1994).
Equations 1-3 outline a typical two-level CFA model, including the within-level
model (Equation 1), between-level model (Equation 2), and the complete model
(Equation 3). To make the connection with applied studies in educational research, the
models will be explained using a hierarchical data structure commonly found in
educational settings (e.g., students nested within schools). In this context, MCFA is used
to model the responses for student i in school j to a set of M items. The response to each
item or the observed score (yij) is modeled as a function of both individual level (i.e.,
student) and contextual level (i.e., school), representing the within-group (ηW) and
between-group (ηB) latent factors, respectively. This formulation of MCFA models
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represents an extension of the single-level CFA to accommodate the nested structure of
the data and shows that a score in a hierarchical data structure can be influenced by two
latent variables, the latent individual score and the latent cluster score (Lüdtke et al.,
2008). Similar to single-level CFA, both latent individual scores and latent cluster scores
can be explained by two sources of variation: common factors (ηW and ηB) and unique
factors (εij and ζj) (Pornprasertmanit et al., 2014). For both within- and between-group
models, the common factors and unique factors are specified to be normally distributed
and assumed to be uncorrelated with each other (Dunn et al., 2015; Kamata et al., 2008).
Equation 1 represents the within-group measurement model as
yij = νj + ΛWηWij + εij .

(1)

In this model, yij is the observed score of student i in school j for each of the M items, νj
represents the vector of average responses across students within school j for each item,
ηWij is a vector of individual-level factor scores for student i in school j, ΛW is a matrix of
factor loadings describing the relationship between the individual-level factors (ηW) and
the indicator variables (yij), and εij represents the residual for student i in school j. The
subscript of the intercept vector (νj) indicates that intercepts (i.e., item means) vary
randomly over groups (i.e., schools).
Equation 2 represents the between-group measurement model as
νj = γ + ΛBηBj + ζj .

(2)

In this model, γ is a vector of grand means for the M items, ηBj is a vector of group-level
factor scores for school j, ΛB is a matrix of factor loadings describing the relationships
between the group-level factors (ηB) and the group-level random intercept indicators (νj),
and ζj is the residual for school j.
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By substituting Equation 2 in Equation 1, we obtain the MCFA combined model
as
yij = γ + ΛWηWij + ΛBηBj + εij + ζj .

(3)

As outlined in this combined model (Equation 3), the observed score is decomposed into
means, within-, and between-level components. Specifically, student i in school j
response to each item (yij) is a function of the overall average response across all students
and all schools (γ), within-school variation (ΛWηWij and εij), and across-schools variation
(ΛBηBj and ζj).
To estimate both within- and between-cluster effects, MCFA decomposes the
covariance structure of yij (or the total covariance matrix; ΣT) into two components: the
within-level covariance matrix (ΣW) and the between-level covariance matrix (ΣB)
(Equation 4; Hox, 2010; Hsu et al., 2016; Muthén, 1991, 1994). These two components
represent the within-school (student-level) variation and across-school variation,
respectively (Muthén, 1994). These two components are orthogonal and additive (Hox,
2010), which means that they are independent of each other and the relationships among
variables between groups do not have to be the same as the relationships present within
groups (Huang, 2017).
Cov(yij) = ΣT = ΣW + ΣB

(4)

Further, the within- and between-level covariance matrices can be written as in
Equation 5, and 6, respectively (Hsu et al., 2016; Kamata et al., 2008; Muthén, 1994).
ΣW = ΛWΨWΛ'W + ΘW

(5)

ΣB = ΛBΨBΛ'B + ΘB

(6)
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In these equations, ΛW and ΛB represent the factor matrices at the within- and betweenlevel, ΨW and ΨB are the factor covariance matrices at each of these levels, and ΘW and
ΘB represent the covariance matrices of residuals for the within- and between-level,
respectively. The different subscripts of the matrices (i.e., W or B) indicate that the
parameter estimates and the factor structure of the model considered at each level can
differ (Kamata et al., 2008).
Estimating these two variance components separately and further estimating the
size of the between-level factor variance relative to the total factor variation is of interest
in applied studies using hierarchical data sets (Muthén, 1994). One of the first steps
when considering a multilevel analysis is to evaluate the proportion of variability in the
outcome explained at the between-level or the degree of dependency among responses
clustered within higher-level units (Kline, 2011; Luke, 2004; Stapleton, Yang, &
Hancock, 2016). In other words, researchers using data from students nested within
schools are interested to know how much of the variance in student responses might be
attributable to school differences instead of individual differences. This information
provides empirical evidence to support the need of multilevel modeling and is provided
through the intraclass correlation coefficient (ICC; Hox, 2010; Luke, 2004).
In the MCFA framework, item-level ICC can be calculated as shown in Equation
7.
ICC = σ2

σ2η𝐵

(7)

2
η𝐵 +ση𝑊

Based on this equation, item-level ICC is the proportion of variability at the cluster level
(σ2η𝐵 ) compared to the total variability (i.e., between- and within-level variability; σ2η𝐵 +
σ2η𝑊 ). Therefore, item-level ICC is interpreted as the proportion of variance in an
12

observed variable that is found at the cluster level (Stapleton et al., 2016). The larger this
is, the further the deviation from the assumption of observations being independent
(Muthén, 1991). Generally, ICC values of at least .05 are considered nontrivial and
provide practical justification for the need of multilevel modeling techniques (Dyer,
Hanges, & Hall, 2005; Geldhof, Preacher, & Zyphur, 2014; Julian, 2001;
Pornprasertmanit et al., 2014). However, research shows that even an ICC of .01 could
have an impact with large clusters (Stapleton, 2013). ICC values of zero suggest no
variability in the mean item response across groups, therefore providing little support for
performing multilevel modeling techniques (Muthén, 1994; Stapleton et al., 2016).
A two-level CFA model is represented in Figure 2.1. Specifically, this figure
shows a two-level CFA model with the same factor structure at both levels of analysis
(i.e., two factors and 10 indicators, with five indicators per factor). This represents the
model with the simplest structure used in this study and resembles the structure most
commonly used in applied studies conducted in a multilevel CFA framework (Kim et al.,
2016). In Figure 1, the within-group structure of the model, corresponding to a traditional
single-level CFA, is shown at the bottom with a subscript of W; the between-group
structure of the model is shown at the top, with B as a subscript. In this figure, each
observed variable (represented by squares) is decomposed into within-group and
between-group components (represented by dashed circles). These components represent
the estimated deviation score from the group mean (within-group) and the estimated
group mean (between-group), showing the variance due to differences in individuals and
the variance due to differences in groups, respectively. These components are predicted
by the corresponding latent factors (represented by circles) at each level. Similar
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Figure 2.1 Two-level CFA model with two factors and 10 indicators, same structure at
both within- and between-level. Square = observed variable; circle = latent factor; dashed
circle = latent factor due to the decomposition of the observed variable into within- and
between-group components. Factor and residual variances are not shown for simplicity.
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diagrams were illustrated by Hsu et al. (2015, 2016), Kim et al. (2016), Stapleton (2013),
and Stapleton et al. (2016).
The model described in this section is a two-level random intercept CFA model,
meaning that the intercepts of measured variables (i.e., item means) vary randomly across
groups (Kamata et al., 2008). However, researchers can use the MCFA framework to
estimate more complex models to reflect the hierarchical structure of the context and the
complexity of the construct. For example, adding another level of analysis (e.g., students
nested within schools nested within districts) would lead to a three-level model. Also,
adding random slopes (e.g., allow the factor loadings to vary among groups) would lead
to a random effect model (Asparouhov & Muthén, 2016). However, these models are
much more complex, difficult to estimate, and rarely found in applied studies.
Importance of using MCFA in multilevel contexts. Properly accounting for the
clustered nature of the data in multilevel contexts is essential for the accuracy of the
results and conclusions made by researchers. However, ignoring a level of nesting and
using traditional methods designed for single-level data when dealing with multilevel
data is fairly common. Specifically, many researchers either focus on the lowest level of
data ignoring the higher-level units (i.e., disaggregation) or combine the data values from
individuals into higher-level units while ignoring information at the individual level (i.e.,
aggregation) (Hox, 2010; Luke, 2004). In the context of MCFA, this translates to
performing traditional, single-level CFA analysis on either the scores obtained from
individuals ignoring their group membership or on the average scores at the group level.
The consequences of ignoring a level of nesting in multilevel contexts depend on the
approach (i.e., disaggregation or aggregation) as well as other factors such as the
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intraclass correlation coefficient, level-2 sample size, or the factor structure considered at
each level (Chen, 2012; Julian, 2001; Marino, 2014; Moerbeek, 2004; O’Connell &
McCoach, 2008; Pornprasertmanit et al., 2014; Van den Noortgate, Opdenakker, &
Onghena, 2005; Wu & Kwok, 2012).
Consequences of ignoring a level of nesting in multilevel data. When data are
aggregated (i.e., only the average of individual scores within groups is considered;
analyses performed only at the group level), much information is lost and statistical
analyses performed lack power to detect statistically significant effects (Hox, 2010). On
the other hand, when data are disaggregated (i.e., the nesting of individuals within groups
is ignored; analyses performed only at the individual level), single-level analyses treat
these data values as independent observations from larger samples of individuals; this
approach leads to lower variance estimates and corresponding standard errors, as well as
increased likelihood of Type I error and incorrect statistical inference decisions (Hox,
2010; Kline, 2011; Luke, 2004; O’Connell & McCoach, 2008; Stapleton, 2002, 2006).
With this approach, researchers may identify spurious effects that are not actually present
in the population (Hox, 2010). The amount of variance inflation (i.e., the degree to which
the variance of an estimate tends to increase when clustering is taken into account) is
directly related to the ICC value and the average cluster size (Chen, 2012; Julian, 2001;
O’Connell & McCoach, 2008). As the ICC increases and the size of the average cluster
increases, the amount of variance inflation also increases (O’Connell & McCoach, 2008).
In the context of MCFA, both disaggregation and aggregation were found to
impact parameter estimates and their standard errors, as well as model fit. The
disaggregation method appears to increase model misfit, leading to inflated Type I error
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(Julian, 2001; Pornprasertmanit et al., 2014). Although the increase in model misfit is
more notable when the ICC is high, the model fit obtained under this approach
deteriorates even when the ICC is fairly low (e.g., .05) (Pornprasertmanit et al., 2014). In
addition, this approach affects the unstandardized parameter estimates and their
corresponding standard errors by overestimating the first and underestimating the latter
(Julian, 2001). When the micro-level (i.e., individual level) and macro-level (i.e.,
contextual level) standardized parameters have different values, the disaggregated
approach also affects the standardized parameter estimates by deviating them towards the
values of the macro-level estimates; however, the standard errors of the standardized
parameter estimates could be under- or overestimated depending on the macro-level
communalities (Pornprasertmanit et al., 2014). The differences in both parameter
estimates and their standard errors were found to be larger under higher ICC levels
(Julian, 2001; Pornprasertmanit et al., 2014) as well as under different factor structure
considered at each level of analysis (Julian, 2001; Wu & Kwok, 2012).
Based on the study conducted by Pornprasertmanit and colleagues (2014), the
aggregation approach resulted in more accurate detection of model misfit at the macro
level, especially for high levels of ICCs; however, this approach resulted in worse fit
when compared to the full MCFA model. In addition, similar to disaggregation, the
aggregated standardized parameter estimates were affected when the micro- and macrolevel standardized parameter estimates had different values; in this situation, the
aggregated estimates were deviated towards the values of the micro-level estimates
(Pornprasertmanit et al., 2014). However, unlike the disaggregation approach, the
aggregated single-level CFA approach underestimated the standard errors of standardized
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parameter estimates, especially when the ICC values were low (Pornprasertmanit et al.,
2014).
Need for using MCFA with nested data. As the consequences of ignoring the
nested structure of the data within multilevel contexts cannot be dismissed, using
multilevel models appears to be the best strategy when dealing with hierarchical data
(Wu & Kwok, 2012). The only situation when the consequences of disaggregation appear
to be negligible is when the ICC values are less than .05 and the group size is small (e.g.,
50 groups with 10 members each) (Julian, 2001; Pornprasertmanit et al., 2014). However,
using the disaggregated single-level CFA approach may still inflate the model misfit
under such situations as this violates the assumption of independent observations;
therefore, applied researchers using this approach could reject or modify models that may
actually be acceptable (Pornprasertmanit et al., 2014). On the other hand, analysts
adopting the aggregation approach may obtain accurate standardized parameter estimates
and corresponding standard errors only when the ICC is greater than .75, with such a high
value rarely found in practice (Pornprasertmanit et al., 2014). Based on these findings,
the use of MCFA is recommended with any multilevel data in order to account for the
nested structure of the data and obtain accurate results (Pornprasertmanit et al., 2014).
For situations when MCFA is not a viable option (e.g., the model does not converge),
Pornprasertmanit et al. (2014) recommended the use of the segregation approach for
MCFA (Yuan & Bentler, 2007) that proposes separating the multilevel model into singlelevel models estimated at each level.
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Evaluating Model Fit in MCFA
Evaluating model fit is an essential part of CFA, illustrating how well a model fits
the data or represents a theory. To identify appropriate ways to measure a latent
construct, researchers hypothesize a model of relationships among variables and then,
collect empirical data to test the fit between the model and data (DiStefano, 2016). For
example, researchers interested in measuring school climate may create a survey using
items that are measurable indicators of various aspects of school climate and then,
administer the survey in schools to gather data and test how well the proposed model is
measuring school climate. Typically, researchers examine alternative conceptualizations
of a theory and use various statistical indices and substantive knowledge about the theory
to choose an optimal model (DiStefano, 2016). Various model fit indices (e.g., global fit
indices) and other information indicative of model fit (e.g., local fit measures) help
researchers evaluate these different models and ultimately choose the model that best
represents the theory (Hayduk, Cummings, Boadu, Pazderka-Robinson, & Boulianne,
2007; Kline, 2011; West, Taylor, & Wu, 2012).
Model fit has been widely investigated in the context of traditional CFA and
specific guidelines were proposed for assessing model fit in this framework (e.g., Hu &
Bentler, 1999). However, model fit has not been the subject of extensive research in the
MCFA framework and currently there are no specific guidelines to be used (Neubauer &
Voss, 2016; Stapleton, 2013). Therefore, researchers using MCFA techniques still rely on
the commonly used fit indices along with the traditionally recommended cut-off values
based on the single-level framework (Hu & Bentler, 1999) for determining the fit of their
models. This may lead to inaccurate interpretations of their models (Hsu et al., 2015).
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This section presents commonly used fit indices and criteria for evaluation used in
practice in the traditional CFA framework as well as a review of research conducted on
model fit in MCFA.
Model fit indices. A crucial part of the assessment of model-data fit is the
interpretation of the various fit indices used in decision making regarding the models
being tested (DiStefano, 2016). As there is no single index that can be used to make
definite decisions regarding model fit, examining a variety of fit indices (as well as other
information) is recommended when evaluating model-data fit (Kline, 2011; SchermellehEngel, Moosbrugger, & Müller, 2003). In addition to the overall model χ2 value which is
used as a global fit index to evaluate exact model fit (DiStefano, 2016; Kline, 2011;
McCoach, 2003), many other fit indices were developed. These fit indices provide
estimates of model-data fit or misfit, focusing on information on certain aspects of
model-data fit. Although there are many ways to categorize these fit indices as a function
of their focus, they are commonly thought of as absolute or comparative (incremental) fit
indices (DiStefano, 2016; Hu & Bentler, 1998; McCoach, 2003; McDonald & Ho, 2002;
West, et al., 2012). A brief description of the different categories of model fit indices is
followed by a more detailed discussion of the specific fit indices used in this study.
Absolute fit indices (e.g., RMSEA, SRMR) describe the approximate fit of the
tested model, evaluating the degree to which the specified model reproduces the sample
data (McCoach, 2003). As there is no explicit baseline used in calculations of these
indices, they are considered as stand-alone indices (DiStefano, 2016; Marsh, Balla, &
McDonald, 1988). In contrast, comparative or incremental fit indices (e.g., CFI, TLI)
measure the improvement in fit when the specified model is compared to a baseline
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model (Hu & Bentler, 1998; Widaman & Thompson, 2003). The most common baseline
model is the independence (or null) model, which is a model with no relationships among
variables (Bentler & Bonett, 1980; DiStefano, 2016). As the baseline model is nested
within the tested model, model fit is assessed through comparison of the χ2 fit statistic of
the two models to determine the improvement in fit when adding certain paths to the
baseline model (Bentler & Bonett, 1980; DiStefano, 2016; Kline, 2011).
Research has shown that some of the most popular fit indices used in evaluating
model fit and reported in applied studies are RMSEA, SRMR, CFI, and TLI (Jackson,
Gillaspy, & Purc-Stephenson, 2009; Kim et al., 2016; McCoach, 2003; McDonald & Ho,
2002). In addition to the model χ2 value that is recommended to be reported as part of the
model fit evaluation (Kline, 2011), this section presents these commonly used fit indices
(i.e., RMSEA, SRMR, CFI, TLI), that are also used in this study. Further, this section
includes information related to AIC and BIC, two other absolute fit indices (DiStefano,
2016). Although not commonly used in traditional single-level CFA, these fit indices
could provide useful information in the multilevel context. A summary of the fit indices
used in this study (Table 2.1) is followed by a description of each of the fit indices
considered and their corresponding criteria for evaluation.
Chi-square (χ2). The chi-square statistic is a model test statistic also known as
model chi-square (Kline, 2011). This test statistic assesses the overall fit between the data
and the model and can be expressed as the product (N – 1) F, where N is the sample size
and F is the fitting function (DiStefano, 2016; Hu & Bentler, 1999; Kline, 2011).
Although this test statistic can be derived from various estimation methods, the maximum
likelihood (ML) fitting function is the most widely used (Hu & Bentler, 1999).
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Table 2.1 Summary of Fit Indices Evaluated
Fit index

Description

Evaluation criteria
for acceptable fit
Non-significant
values (p ≥ .05)

Chi-square statistic (χ2)

Model test statistic; measure of
overall model fit

Root mean square error of
approximation (RMSEA)

Absolute fit index; measure of
closeness of fit

≤ .06

Standardized root mean
square residual (SRMR)

Absolute fit index; measure of
the discrepancy between the
observed and predicted
covariance matrices

≤ .08

Akaike information criterion
(AIC)
Bayes information criterion
(BIC)

Absolute fit indices; measures
of the improvement of the
overall fit in comparison to a
competing model

Lower values
indicate better fit

Comparative fit indices;
≥ .95
measures of the improvement
of the overall fit relative to the
baseline model
Note. Description of fit indices and evaluation criteria are based on recommendations
provided in the model fit literature (e.g., DiStefano, 2016; Hu & Bentler, 1999; Hox,
2010; Kline, 2011; McCoach & Black, 2008).
Comparative fit index (CFI)
Tucker-Lewis index (TLI)

Under the assumptions of large samples and multivariate normality, the χ2 statistic
associated with the ML fitting function follows a central χ2 distribution with degrees of
freedom equal to those of the proposed model (Kline, 2011). When the model is correctly
specified, the expected value of the χ2 statistic is equal to the model’s degrees of freedom
(Finney & DiStefano, 2013; Kline, 2011).
In situations where the assumptions are not met, the model test statistic for exact
fit follows a noncentral χ2 distribution (DiStefano, 2016). A key assumption is that the
model is correctly specified; however, researchers noted that most models have some
degree of misspecification (e.g., Cudeck & Henly, 1991) and even in the typical case of a
misspecified model, the test statistic does not follow a central chi-square distribution
(Curran, Bollen, Paxton, Kirby, & Chen, 2002). In this situation, the test statistic follows
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a noncentral χ2 distribution, defined by the degrees of freedom and a noncentrality
parameter that shows how discrepant the noncentral distribution is from the central χ2
distribution (DiStefano, 2016; Steiger, Shapiro, & Browne, 1985). In other words, the
noncentrality parameter reflects the degree of model misspecification and considering
how often model misspecification is encountered, the noncentral chi-square distribution
plays an important role in evaluating model fit (Curran et al., 2002).
Other situations that need to be considered when using the chi-square statistic to
evaluate model fit is for example, when the normality assumption is violated. Even if the
model is correctly specified, if data are non-normal, the ML-based χ2 may be biased
(Finney & DiStefano, 2013; Kline, 2011). One way to deal with such cases would be to
calculate and report a corrected chi-square such as Satorra-Bentler scaled χ2 test statistic,
which includes a scaling factor that takes into consideration the degree of multivariate
kurtosis or the amount of non-normality in the data (Finney & DiStefano, 2013). Higher
levels of multivariate non-normality result in larger discrepancies between the S-B χ2 and
the ML-based χ2 (Finney & DiStefano, 2013).
The chi-square test is known as an exact fit test because its purpose is to assess if
the hypothesized model reproduces the population covariance matrix exactly or in other
words, that there are no discrepancies between the tested model and the model
reproduced by the data (DiStefano, 2016; Kline, 2011). To evaluate exact model fit, the
χ2 of the specified model can be compared to the χ2 critical value for its degrees of
freedom (McCoach, 2003). In this situation, failure to reject the null hypothesis (e.g., p ≥
.05; χ2specified model < χ2critical value) is desirable, meaning that the hypothesized model fits the
empirical data; on the other hand, rejecting the null hypothesis (e.g., p < .05; χ2specified model
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> χ2critical value) indicates problematic model-data correspondence (Kline, 2011). However,
even if the results indicate model-data fit, that does not imply that the identified model is
the correct model; based on the failure to reject the null hypothesis it can only be
concluded that the model is consistent with the data, therefore being one possible
representation of the observed data (DiStefano, 2016; Kline, 2011).
The model chi-square test, commonly used in evaluating model fit and also used
in calculation of other fit indices, has several limitations. One of the issues frequently
mentioned in the literature is that the χ2 test is sensitive to sample size (e.g., Bentler &
Bonett, 1980; Gerbing & Anderson, 1992; Hu & Bentler, 1998). This is a reason of
concern because with large samples, even trivial differences between the observed and
predicted covariances could result in a significant test of fit, suggesting potential model
misfit. Therefore, many researchers tend to dismiss the information from a significant χ2
test even though in some situations this may be indicative of actual model misfit (Hayduk
et al., 2007). Another issue frequently mentioned by researchers is related to the exact fit
hypothesis (e.g., Miles & Shevlin, 2007; Steiger, 2007). Researchers argue that striving
for perfect fit may not be plausible in practical applications and instead, we should expect
that a model would closely approximate the data (Kline, 2011). Therefore, researchers
developed many other fit indices that provide an estimate of model-data fit or misfit and
can be used, in addition to the model χ2, to evaluate the fit of a model.
Root mean squared error of approximation (RMSEA). As opposed to the model
chi-square, the RMSEA takes into account that most hypothesized models represent only
approximations of the population models, focusing on closeness of fit instead of exact fit
(Browne & Cudeck, 1993; DiStefano, 2016). The RMSEA, first developed by Steiger and
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Lind (as cited in Steiger, 1990), is an absolute fit index that estimates the discrepancy
between the hypothesized model and the population model (Browne & Cudeck, 1993).
Theoretically, RMSEA follows a noncentral chi-square distribution, including a
noncentrality parameter that reflects the degree of misspecification of the hypothesized
model (Curran et al., 2002; Kline, 2011). As shown in Equation 8, this index is calculated
as a function of model χ2 (χ2model), the degrees of freedom in the model (dfmodel), and
sample size (N).
2
[𝜒𝑚𝑜𝑑𝑒𝑙
− 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 ]

RMSEA = √

(8)

[(𝑁−1)𝑑𝑓𝑚𝑜𝑑𝑒𝑙 ]

Reflecting the degree of misfit in the tested model, the RMSEA is considered a
badness-of-fit index, with higher values suggesting poorer fit (DiStefano, 2016; Kline,
2011). This fit index has a lower bound of 0, with values equal to or less than 0.06
suggesting good fitting models (Hu & Bentler, 1999). As values below 0.08 are usually
acceptable as indicative of adequate fit, values above 0.10 suggest poor model fit
(Browne & Cudeck, 1993; MacCallum, Browne, & Sugawara, 1996).
In addition to considering approximate fit instead of exact fit, the RMSEA has
several other important advantages compared to the model chi-square. First, RMSEA is
one of the fit indices that are affected the least by sample size (Marsh, Hau, & Wen,
2004; Schermelleh-Engel et al., 2003). Second, RMSEA takes into account model
complexity; specifically, this fit index is sensitive to the number of model parameters,
favoring parsimonious models (Browne & Cudeck, 1993; DiStefano, 2016). Third,
RMSEA appears to not be very sensitive to non-normal distributions of the observed
variables and the estimation method used for analysis (DiStefano, 2016; Hu & Bentler,
1998). Fourth, a notable advantage of the RMSEA is the calculation of confidence
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intervals around its value (Curran et al., 2002; MacCallum et al., 1996; Sun, 2005).
Usually, the RMSEA and its corresponding 90% confidence interval are part of the
computer output and should be reported by researchers (DiStefano, 2016).
Standardized root mean square residual (SRMR). The SRMR is an absolute fit
index defined as a measure of the average of standardized residuals between the observed
and the hypothesized covariance matrices (Chen, 2007). Because covariances are based
upon the different scales of the observed variables and can be difficult to interpret,
SRMR transforms the sample and predicted covariance matrices into correlation matrices
(DiStefano, 2016; Kline, 2011; Zhao, 2015). Therefore, this index is a measure of the
average of correlation residual estimates, showing the overall difference between the
observed and predicted correlations (DiStefano, 2016; Kline, 2011).
Similar to RMSEA, SRMR is a badness-of-fit index, with higher values indicating
worse fit (Kline, 2011). Specifically, SRMR values range from 0 to 1, with 0 representing
perfect model fit or no discrepancy and higher values suggesting a higher discrepancy
between the observed and predicted covariances (DiStefano, 2016; Kline, 2011). The
recommended cutoff for acceptable model fit is a SRMR value of 0.08 or less (Hu &
Bentler, 1999).
For multilevel CFA models, the covariance matrices for the within-group model
and the between-group model are computed separately; therefore, the SRMR is computed
separately for each level. Currently, computer output (e.g., Mplus) for two-level CFA
models provides two SRMR values: the value for the within-group model (SRMR-W)
and the value for the between-group model (SRMR-B). As there are no specific
guidelines in interpreting the SRMR-B, researchers usually use the same cutoff criteria
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recommended for SRMR in a single-level traditional CFA framework (i.e., equal to or
less than 0.08; Hu & Bentler, 1999).
Akaike information criterion (AIC). As no baseline is used in its calculations, the
AIC is considered an absolute index that allows comparisons between competing nonnested models based on the same data (DiStefano, 2016; Kline, 2011; McCoach & Black,
2008; Schermelleh-Engel et al., 2003). However, an AIC value does not provide useful
information about model fit when used by itself and needs to be compared with the AIC
value of a competing model to be interpreted. Therefore, the AIC is a model fit index that
indicates the degree of improvement of a given model over comparison models
(McCoach & Black, 2008). The model with the lowest AIC value is considered to be the
best fitting model amongst the models considered for evaluation (DiStefano, 2016; Hox,
2010; Kline, 2011; McCoach & Black, 2008; Schermelleh-Engel et al., 2003).
The AIC, originally introduced by Akaike (1974), is calculated as a function of
negative log-likelihood (i.e., the maximized value of the log likelihood function for that
model) and a penalty term that increases with the number of parameters in the model
(Lin, Huang, & Weng, 2017; Schermelleh-Engel et al., 2003). Equation 9 presents the
original formula for calculating AIC, with -2logL representing the degree of inaccuracy
or badness-of-fit of the model and k representing the number of free parameters estimated
in the model. Although various versions of this original formula exist, these are
equivalent as long as the version used is not changed during the comparisons and all
calculations are based on the same covariance matrix (Schermelleh-Engel et al., 2003).
AIC = -2logL + 2k

(9)
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Regardless of the formula used, the key in calculating the AIC is that the change
in its value is a function of model complexity (Kline, 2011). The AIC is a parsimonyadjusted index, favoring simpler models (Kline, 2011; Schermelleh-Engel et al., 2003).
Therefore, the AIC has the advantage of reflecting both model-data fit and parsimony
(DiStefano, 2016), with a lower AIC value indicating better fit and fewer free parameters
for a model as compared to the competing models (Kline, 2011).
Bayesian information criterion (BIC). Similar to AIC, the BIC (Schwarz, 1978)
can be used to test the improvement of a given model as compared to competing models,
with the lowest BIC value indicating the best fitting model (DiStefano, 2016; Hox, 2010;
McCoach & Black, 2008). The BIC also adjusts for model complexity, therefore, similar
to AIC, the model with the lowest BIC value represents an optimal balance between
model fit and model complexity (Lin et al., 2017). However, in addition to the penalty for
model complexity, the BIC also includes a correction for sample size (DiStefano, 2016;
McCoach & Black, 2008).
As shown in Equation 10, the BIC is a function of -2logL, the number of free
model parameters (k), and sample size (N). The penalty imposed by BIC on the number
of estimated parameters is directly impacted by sample size, therefore the penalty
increases as the sample size increases (McCoach & Black, 2008). However, even with
small sample sizes, the BIC places a larger penalty on complex models, therefore
favoring more parsimonious models than the AIC (Hox, 2010; McCoach & Black, 2008).
BIC = -2logL + ln(N)*k

(10)

One disadvantage of the BIC is the lack of clarity regarding which sample size
(i.e., level-one, level-two, or a weighted average of the two) should be used in its
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calculations (Hox, 2010; McCoach & Black, 2008). Currently, the sample size used in
calculating the BIC differs across various programs (e.g., Mplus uses level-one sample
size, SAS uses level-2 sample size), therefore the BIC values may differ across programs
(McCoach & Black, 2008). However, the BIC has the advantage of explicitly taking the
sample size into consideration and therefore, favoring the most parsimonious models
regardless of the sample size (McCoach & Black, 2008). In addition, more specific
guidelines were established for interpreting the change in BIC between the models
compared. Although a lower BIC value indicates a more optimal model, Raftery (1995)
suggested that the magnitude of the BIC difference between the models is important to
consider. Specifically, BIC differences of 0-2 provide weak evidence favoring one model
over the other, BIC differences of 2-6 provide positive evidence, differences of 6-10
show strong evidence, and BIC differences above 10 provide very strong evidence of
model improvement as compared to a competing model (Raftery, 1995).
Comparative fit index (CFI). The CFI is an incremental fit index that measures
the relative improvement in the fit of a hypothesized model compared to a baseline model
(Bentler, 1990; Hsu et al., 2015; Kline, 2011). Typically, researchers use the
independence model (i.e., null model) with no relationships among variables as their
baseline model (Bentler, 1990). As shown in Equation 11, the CFI is calculated as a
function of the hypothesized model χ2 (χ2model), the degrees of freedom in the
hypothesized model (dfmodel), as well as the independence model χ2 (χ2independence) and its
corresponding degrees of freedom (dfindependence).
CFI = 1- [

2
(𝜒𝑚𝑜𝑑𝑒𝑙
− 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 )
2
(𝜒𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 − 𝑑𝑓𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 )
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]

(11)

Like RMSEA, the CFI is also based on the noncentral chi-square distribution;
however, the CFI takes into consideration the noncentrality parameter for both the
hypothesized model and the baseline model (Zhao, 2015). Therefore, the CFI can be
interpreted as the relative reduction of the noncentrality parameter between the
hypothesized model and the independence model (DiStefano, 2016; Sun, 2005).
The CFI ranges between 0 and 1, with larger values indicating a better fit of the
model to the data (Bentler, 1990; Hsu et al., 2015; Schermelleh-Engel et al., 2003). Based
on recommendations made by Hu and Bentler (1999), CFI values equal to or greater than
0.95 are indicative of good model-data fit. This fit index is commonly reported by
researchers and has the advantage of not being very sensitive to small sample size
(Bentler, 1990; Hu & Bentler, 1998).
Tucker-Lewis index (TLI). The TLI is an incremental fit index initially developed
by Tucker and Lewis in 1973 for use in exploratory factor analysis (Hoelter, 1983) and
later extended to the structural modeling context by Bentler and Bonett (1980). The TLI
(also known as Nonnormed Fit Index; NNFI) indicates the relative improvement of fit per
degree of freedom of the hypothesized model compared to the independence model
(DiStefano, 2016; Widaman & Thompson, 2003). As shown in Equation 12, this fit index
can be computed as a function of the independence model χ2 (χ2independence) and its
corresponding degrees of freedom (dfindependence) as well as the hypothesized model χ2
(χ2model) and its degrees of freedom (dfmodel).
[

TLI =

𝜒2
𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒

𝑑𝑓𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒

2

𝜒
− 𝑚𝑜𝑑𝑒𝑙 ]

𝑑𝑓𝑚𝑜𝑑𝑒𝑙
2
𝜒𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒
[
−1]
𝑑𝑓𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒

(12)
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The TLI values usually fall within the 0-1 range, although this fit index is not
bounded by these values (DiStefano, 2016; Schermelleh-Engel et al., 2003). Higher TLI
values suggest better model fit (Hsu et al., 2015; Schermelleh-Engel et al., 2003), with a
value of .95 or above being recommended for acceptable fit (Hu & Bentler, 1999).
Advantages of the TLI include rewarding the more parsimonious models and not being
overly impacted by sample size (Bentler, 1990; DiStefano, 2016; Hu & Bentler, 1998;
Schermelleh-Engel et al., 2003).
Review of research related to evaluating model fit in MCFA. In addition to
criteria for evaluation and cutoff values used for index comparisons, research on model
fit in the context of traditional single-level CFA revealed various factors that could
impact the performance of model fit measures. Many researchers investigated the impact
of factors such as sample size (e.g., Chen, Curran, Bollen, Kirby, & Paxton, 2008; Fan &
Sivo, 2005; Fan, Thompson, & Wang, 1999; Sivo, Fan, Witta, & Willse, 2006), model
size (e.g., Kenny & McCoach, 2003; Shi, Lee, & Maydeu-Olivares, 2019), loading size
(e.g., Beauducel & Wittmann, 2005; Sharma, Mukherjee, Kumar, & Dillon, 2005),
estimator (e.g., Bandalos, 2008; Lei, 2009), and model misspecification (e.g., Heene,
Hilbert, Draxler, Ziegler, & Bühner, 2011; Marsh et al., 2004; Sivo et al., 2006) in the
traditional CFA framework. However, model fit indices were not subject of extensive
research in the MCFA framework (Kim et al., 2016; Stapleton, 2013). Considering the
topic of this study, the literature review presented in this section will be limited to studies
evaluating model fit in the context of MCFA.
Although model fit indices developed for model fit evaluation in traditional
single-level CFA are also commonly used to evaluate model fit in MCFA, only a few
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studies investigated their performance in this framework. Based on these studies,
researchers recommended interpreting the goodness-of-fit with caution in the MCFA
context. For example, Hsu (2009) investigated the sensitivity of commonly used fit
indices (i.e., CFI, RMSEA, SRMR, WRMR) in detecting model misspecifications in
MCFA models with both normally distributed and dichotomous outcomes. Results of this
study suggested that whereas some fit indices (i.e., CFI, RMSEA, SRMR-W) appear to
only be sensitive to within-model misspecifications and should only be used to evaluate
the within-model, other indices (i.e., SRMR-B, WRMR) can be used for detecting
between-model misspecifications and for evaluating the between-model fit under certain
conditions (e.g., high ICC level, simple misspecification). In addition, results suggested
that although the traditional recommended cutoff values appeared to perform reasonably
well for most fit indices investigated (except RMSEA) with dichotomous data, they did
not perform well with normally distributed data under the study conditions (i.e., low
statistical power for rejecting the misspecified models).
In a later study conducted under similar conditions, Hsu et al. (2015) confirmed
that the sensitivity of common fit indices in detecting misspecifications in MCFA models
was influenced by the type of misspecification (simple versus complex), but the influence
of ICC on the performance of fit indices was found to be trivial. Also, this study
confirmed that whereas most fit indices appear to be better for evaluating within-model
fit, SRMR-B could be used for evaluating between-model fit. However, except the
overall model chi-square test, none of the fit indices investigated were recommended as a
global fit index for evaluating overall model fit in MCFA.
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Results from Hsu (2009) and Hsu and colleagues (2015) were consistent with
findings from other studies (Ryu & West, 2009; Stapleton, 2013) noting that most fit
indices available in SEM software programs (except SRMR-B in Mplus) assess overall
model fit. As the information does not consider the hierarchical structure, the indices
confound information about the between-level and within-level relations. As some fit
indices include sample size as part of the calculations and the sample size for the withingroup is generally larger than the sample for the between-group, the overall model fit in
this context is dominated by within-level fit information; therefore, assessing the fit for
each level separately could be considered as an alternative (Hox, 2010; Rappaport,
Amstadter, & Neale, 2019; Ryu, 2014; Ryu & West, 2009). This approach of assessing
model fit allows researchers to calculate level-specific fit indices based on information
obtained from a separate analysis of the between-group and within-group models. The
separate analysis of the models found at different levels could be performed by using a
partially-saturated model method (Hox, 2010; Ryu & West, 2009) or a segregating
approach (Yuan & Bentler, 2007). As described by Ryu (2014) and Ryu and West
(2009), the partially-saturated approach uses partially-saturated models (e.g., two-level
models with saturated or perfect-fitting models at one of the levels) to obtain test
statistics and fit indices for each level separately (e.g., a two-level model with the level-1
model saturated is used to assess the model fit at level-2, whereas a two-level model with
the level-2 model saturated is used to assess the model fit at level-1). The segregating
approach separates a multilevel model into multiple single-level models, produces
estimates of saturated covariance matrices at each level, and uses these as input for
single-level analysis at each level (Ryu, 2014; Yuan & Bentler, 2007). Both methods

33

require additional steps compared to the traditional approach of evaluating the overall
model fit (Boulton, 2011), including estimating more models and additional calculations
for obtaining the level-specific fit indices.
Focusing on level-specific model fit, Boulton (2011) investigated the performance
of fit indices in MCFA under three fit evaluation methods (i.e., simultaneous estimation,
segregating approach, partially-saturated approach). Results of this study suggested that
fit indices were affected by ICC levels and sample size configuration. Specifically, with
the exception of SRMR, all fit indices investigated (i.e., chi-square, RMSEA, TLI, CFI,
GFI, AGFI) were less sensitive to cluster-level model misspecification at low ICC levels,
large overall sample sizes, and small number of clusters. Also, discrepancies in fit
information between evaluation methods were observed at low levels of ICC. The impact
of ICC level on model fit indices was also noted in a simulation study conducted by Hsu
et al. (2016). Results showed that the performance of all fit indices investigated (i.e.,
RMSEA, SRMR, CFI, TLI) was influenced by low levels of ICC, with between-level fit
indices being less promising in detecting misspecifications in between-level models when
the ICC decreased; however, the performance of TLI and RMSEA appeared to be more
influenced by ICC than CFI and SRMR.
The impact of the number of groups on detecting model misfit was noted by
Schermelleh-Engel, Kerwer, and Klein (2014). Results of this study suggested that more
than 200 groups are needed for detecting model misfit reliably in nonlinear multilevel
structural equation models. Zhang (2015) continued the line of research on different
evaluation methods of fit (i.e., level-specific versus overall model fit evaluation),
concluding that the segregating approach performs better than the simultaneous
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estimation approach in detecting model misspecifications at both levels in a multilevel
latent growth curve model. Results of this study suggested that all fit indices investigated
were more sensitive to misspecifications at the within-level than those at the betweenlevel and all fit indices except SRMR were influenced by group size. Similar results were
obtained in a recent study (Sessoms, 2019) that compared the performance of levelspecific fit indices and aggregated fit indices. Results of this study showed that although
aggregate fit indices performed similarly with level-1 fit indices under most conditions,
they were not sensitive to model misspecifications at level-2 and therefore, were
outperformed by level-2 fit indices. In addition, the Sessoms (2019) study is one of the
first studies to consider model size when investigating model fit in the MCFA
framework. Results showed that model size was one of the factors with the largest and
most consistent effects on fit index performance, with the rejection rates increasing as the
model size decreased.
In conclusion, most of the studies evaluating model fit in the MCFA framework
have focused on level-specific alternatives of evaluating model fit and suggested a
potential benefit of using these methods as compared to the overall model fit evaluation.
However, although level-specific fit indices could provide some information that may be
missed using simultaneous estimation, additional steps are required to implement these
methods (Boulton, 2011). As these indices are not provided by SEM software, additional
software/programs (e.g., SAS macro; Yuan & Bentler, 2007) or computations by hand
(Hox, 2010; Ryu & West, 2009) are needed. As level-specific fit indices were found to be
influenced by factors such as ICC and sample size, these indices are not recommended
for use under low ICC levels and small number of groups (Hsu et al., 2016; Zhang,
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2015). This could be problematic for applied studies in areas such as educational studies
where ICCs are typically low (i.e., average ICC of 0.22; Hedges & Hedberg, 2007).
Further, level-specific assessment of the model fit was evaluated under the assumption
that the model has the same factor structure at both within- and between- level of
analysis, therefore using this method with models that have a different structure at each
level should be done with caution (Hsu et al., 2016).
Overall, studies performed in the MCFA framework investigated the influence of
several factors similar to those studied in the traditional single-level CFA (i.e., sample
size, type of misspecification, type of data) as well as factors that are specific for the
multilevel framework (i.e., ICC, number of groups). However, given the limited number
of research studies performed in this area, only a few conditions/levels of these factors
were investigated. For example, most of these studies focused on investigating small
models (i.e., two factors with six or 10 indicators), fairly high levels of ICC (i.e., most
minimum ICC values above .10), and large sample sizes (e.g., most level-2 sample sizes
above 100). In addition, other factors that were found to have an impact on the
performance of model fit indices in the traditional single-level CFA framework were
rarely considered in the multilevel framework (e.g., model size, factor loadings).
Purpose of the Study
The interest in the MCFA framework has dramatically increased over the past
decade, with more applied researchers using multilevel factor analysis techniques and
more methodological research being conducted in this area. However, the research
conducted on model fit in MCFA has noted limitations. First, most methodological
studies conducted in this framework focused on level-specific assessment of model fit.
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Although this method may provide some methodological benefits over the traditional
overall assessment of model fit, it involves a cumbersome process in obtaining the levelspecific fit indices, therefore is not usually employed by applied researchers. Based on a
review of 72 applied studies using MFA, Kim et al. (2016) noted that no study reported
level-specific fit indices other than SRMR within and between values provided by Mplus.
Applied researchers usually use the most commonly used fit indices (also provided by
their software) and because of lack of guidelines in MCFA, they use the guidelines
established in the context of single-level CFA. In addition, level-specific assessment of
the model fit is recommended only for models with same factor structure at both withinand between-level of analysis; therefore, is not useful for researchers conceptualizing
their models as having a different structure at each level.
Second, most studies conducted in the multilevel framework have focused only on
a few factors and certain conditions/models not often encountered in the real-world
applications (e.g., small models, high levels of ICC, large sample sizes). For example,
most studies have only used a small model, without consideration of the potential impact
of model size on model fit indices. Further, a small model is rarely found in practice, with
most applied studies using larger models (e.g., Kim et al., 2016; Zhao, 2015).
Third, previous studies focused only on the commonly used fit indices in
traditional CFA, without including fit indices that could provide useful information in the
multilevel framework (e.g., AIC, BIC). Given the need of using MCFA techniques in
multilevel contexts and the increased use of these methods in applied research, it is
important to have an understanding of the model fit indices that may be used to assess
model fit and model selection criteria to be used in this framework.
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In conclusion, there is a need for guidelines to be used by applied researchers in
evaluating, interpreting, and using information regarding model fit to support their
decision making based on studies conducted in the multilevel factor analysis framework.
This study will address the gaps found in the literature by using a traditional, commonly
used overall approach of assessing model fit to study the performance of various model
fit indices under a broader range of conditions reflective of the real-world applications in
the MCFA framework. Specifically, this study will investigate additional factors that
could impact model fit (i.e., model size) and will focus on a variety of conditions typical
of applied studies (including medium and large models, low levels of ICC, and small
samples). In addition, this study will move beyond the commonly used/researched fit
indices to also investigate the performance of two fit indices (i.e., AIC, BIC) that could
provide useful information in the multilevel framework. Ultimately, this study aims to
provide applied researchers interested in using multilevel factor analysis techniques with
a comprehensive set of insights and guidelines for evaluating model fit in this framework,
using situations similar to those they encounter in practice.
Chapter 3 will present the methods that were used. Specifically, Chapter 3 will
describe the population model, factors manipulated in this study and their corresponding
levels, as well as the resulting study conditions. In addition, Chapter 3 also describes the
data analysis methods, including the model fit indices to be evaluated and their
corresponding criteria for evaluation.
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CHAPTER 3
METHOD
A simulation study was conducted to examine the performance of various model
fit indices in the context of multilevel confirmatory factor analysis (MCFA). A MCFA
model was selected for the investigations as this is the most commonly used SEM model
in empirical studies that account for the nested structure of the data (Kim et al., 2016).
Data were generated and analyzed in separate steps, using the Mplus software package
(v. 8.4; Muthén & Muthén, 1998-2017). Examples of code used for generating and
analyzing data in this study are included in Appendix A.
The population MCFA model proposed for this study resembles the typical model
found in applied research (Kim et al., 2016). Specifically, the population MCFA model
used in this study is a two-level random intercept only model based on categorical data
(i.e., 5-category data), with the same factor structure at both levels. All item loading
values were held constant at a standardized value of .70 and also, the correlation between
factors were held at a value of .50. The intraclass correlation coefficient, sample size at
both levels, and model size were varied to examine their impact on the performance of
various model fit indices in both correctly specified and misspecified models.
Data were analyzed using robust maximum likelihood (MLR) estimation, method
that provides robust standard errors and adjusted fit statistics used to correct for the loss
of efficiency in parameters due to non-normality (Li, 2015; Wang et al., 2015). This
estimation method was selected to be used in this study as most applied studies treat
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categorical data as continuous (Kim et al., 2016) and this estimator is frequently used in
CFA studies with categorical data that represent underlying continuous constructs when
at least four ordered categories are present (Finney & DiStefano, 2013). Based on the
review study conducted by Kim and colleagues (2016), 84% of the articles in the
multilevel factor analysis framework used questionnaires, with ordered categorical
indicators. The authors noted that five-point scales were the most frequently used, with
43% of these studies using this response format. Initially proposed by Likert (1932), the
five-point scales were found to have some advantages when compared to scales with
fewer categories (e.g., better reliability and validity; Preston & Colman, 2000) or to
scales with more categories (e.g., yield better quality data; Revilla, Saris, & Krosnick,
2014). The majority of these articles (88%) treated the ordered categorical variables as
continuous. Similarly, a series of more recent applied studies (Ene et al., 2016, 2017,
2018) treated school climate survey data as continuous using MLR estimation.
A Monte Carlo simulation study was conducted to examine the performance of
various model fit indices for MCFA models under a variety of conditions typical to
applied studies. Monte Carlo simulation studies are commonly used for methodological
investigations of various issues such as the performance of parameter estimates, standard
errors, and model fit indices under various conditions that typically violate one or more
assumptions underlying these statistics (Bandalos & Leite, 2013). These outcomes of
interest are often investigated by manipulating various independent variables, such as
model type, model size, model complexity, parameter values, sample size, level of
nonnormality, or estimation method (Bandalos & Leite, 2013). Researchers are often
interested in the accuracy of obtained estimates under these conditions and the impact of
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these factors on the validity of the conclusions based on the results. The benefit of using a
simulation study is that the true models and parameters in the population are known and a
large number of samples with different characteristics can be generated and analyzed to
investigate the issue of interest (Lee, 2015). Parameters of interest are estimated in each
random sample generated based on known population parameter values and the results
are summarized across replications to obtain empirical sampling distributions of the
statistic of interest (Lee, 2015; Myers, Ahn, & Jin, 2011). With a large number of
replications, the empirical results obtained through simulation studies should approach
the theoretical results (Fan, Felsővályi, Sivo, & Keenan, 2002). However, the usefulness
of these studies depends on the similarity between the conditions studied and those found
in real data (Bandalos & Leite, 2013).
Five factors were manipulated for this study, including the item-level ICC, level-1
sample size, level-2 sample size, model size, and model misspecifications. These factors
were chosen based on findings from methodological studies showing their possible
impact on model fit indices (Boulton, 2011; Marino, 2014; Pornprasertmanit et al., 2014;
Sharma et al., 2005; Yu, 2002; Zhang, 2015) and reflect values commonly found in
applied studies. Table 3.1 presents a summary of the simulation design, including the
factors manipulated in this study and their corresponding levels.
Design Factors
Intraclass correlation coefficient (ICC). The item-level ICC values considered
for this study include four levels: .05, .10, .20, and .30. These values are based on
recommendations from methodological studies and typical values found in applied
studies. Although even an ICC of .01 could have an impact with large clusters (Stapleton,
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Table 3.1 Summary of the Simulation Design
Design factors
Intraclass correlation
coefficient (ICC)

Levels
.05, .10, .20, .30

Sample size level-1

10, 30, 50

Sample size level-2

50, 100, 200

Model size

Small (2 factors/10 indicators), medium (4
factors/20 indicators), large (8 factors/40 indicators)

Model misspecification

Correctly specified (level-1 and level-2 model),
misspecified (ignoring level-2)

2013), a value of at least .05 is generally recommended as the lower limit of values
reasonable to support a multilevel model in practice (Dyer et al., 2005). Also, several
studies suggested that a minimum ICC value of .05 was needed for noticeable changes in
parameter estimates, standard errors, and model fit indices when ignoring a level of
nesting in a multilevel context (Julian, 2001; Pornprasertmanit et al., 2014). This
minimum required ICC value was found in previous applied studies (Ene et al., 2017,
2018; Kim et al., 2016) and used in a few previous simulation studies (Li, 2011;
Schweigh, 2014). The other three levels of ICC (.10, .20, .30) are based on
recommendations made by Hox (2010) for situations where higher levels of ICC seem
reasonable based on previous experience. As the maximum value of ICC rarely exceeds
.30 in practice (Lüdtke et al., 2008), the average ICC value found in educational studies
was .22 (Hedges & Hedberg, 2007), granting the use of these levels.
The item-level ICC for this study was manipulated by varying the following
variance components: within-level factor variance, between-level factor variance, and
between-level item unique variance. This approach was recommended by several
researchers for manipulating the ICC using Mplus (Asparouhov, 2011; Muthén, 2015;
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Muthén, 2005). As the ICC is the ratio of between-level variability to total variability, the
ICC increases as the total variance increases (Asparouhov, 2011). Researchers using this
method could vary any of the three variance components and check the obtained ICC
level for each set of parameters until the desired ICC level is obtained (guess and check
approach; Asparouhov, 2011). All three variance components were varied to obtain the
lowest ICC value of .05 (with values of 4.00, 0.55, and 0.00, respectively). For obtaining
the other ICC values (i.e., .10, .20, .30), only the within-level factor variance (with values
of 2.00, 0.60, and 0.80, respectively) and between-level item uniqueness (with values of
0.00, 0.45, and 1.20, respectively) needed to be varied; the between-level factor variance
was set to 1.0 for these conditions. Table 3.2 includes all combinations of factor variance
and unique variance that were used to yield the four ICC levels considered for this study
(i.e., .05, .10, .20, .30).
Table 3.2 Factor Variances and Unique Variances Values for Tested ICC Levels
Within-level
factor variance
4.00

Between-level
factor variance
0.55

Between-level
item uniqueness
0.00

ICC level

2.00

1.00

0.00

.10

0.60

1.00

0.45

.20

0.80

1.00

1.20

.30

.05

Sample size level-1 (SSL1). Three level-1 sample sizes were considered: 10, 30,
and 50 individuals per group. These values are within the range of within-cluster sample
sizes most commonly found in educational research (Kim et al., 2016; Stapleton, 2002)
and used in previous simulation studies (e.g., Boulton, 2011; Hsu, 2009; Kim, Yoon,
Wen, Luo, & Kwok, 2015; Li, 2011; Schweigh, 2014; Zhang, 2015). Specifically,
Stapleton (2002) found that within-cluster sample sizes in large-scale samples in
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educational research (e.g., Early Childhood Longitudinal Study, National Study of the
Postsecondary Faculty) fell within the range of 10-50. In addition, research on the
minimum number of within-cluster observations in MCFA (Hox & Maas, 2001)
supported a value of 10 individuals per cluster, suggesting that 10 individuals paired with
50 clusters yielded accurate within-cluster parameter estimates. Lastly, based on a review
of 72 multilevel factor analysis applications in various areas including education and
psychology, Kim and colleagues (2016) found an average level-1 sample size of 27.
Sample size level-2 (SSL2). Many researchers have investigated the optimal
number of clusters for estimating multilevel models, as this issue appears to be the most
important sample size criterion (Maas & Hox, 2005; Meuleman & Billiet, 2009; Muthén,
1991). Previous research suggested that in general, at least 50 to 100 clusters should be
sampled (Hox & Maas, 2001; Muthén, 1991). In the context of MCFA, Hox and Maas
(2001) found that although the use of 50 groups yielded accurate within-cluster parameter
estimates, at least 100 groups may be needed for obtaining unbiased between-cluster
parameter estimates. Other studies supported the need of a minimum of 100 clusters,
suggesting that using a smaller number of clusters yielded various issues such as
convergence issues (Hsu et al., 2015). However, many applications use smaller number
of clusters (Hox & Maas, 2001). Based on a review of applied studies completed by Kim
and colleagues (2016), the median level-2 sample size in MCFA research is 84 clusters.
In addition, a study conducted by Meuleman and Billiet (2009) suggested that required
cluster sample sizes depend on various factors (i.e., interests of the researcher, expected
effect sizes, complexity of the model), with sample sizes as small as 40 clusters being
sufficient for certain models.
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Therefore, to reflect the conditions commonly found in real data and to emphasize
possible limitations and challenges, this study used a minimum level-2 sample size of 50
clusters. Results obtained for this condition were compared to those obtained when
having 100 or 200 clusters, conditions more commonly found in previous MSEM
simulation studies (e.g., Boulton, 2011; Hsu, 2009; Hsu et al., 2015; Zhang, 2015). In
summary, three level-2 sample sizes were considered for this study: 50, 100, and 200
clusters.
Model size (MS). Three model sizes were considered: small (i.e., 2 factors/10
indicators), medium (i.e., 4 factors/20 indicators), and large (i.e., 8 factors/40 indicators).
These models reflect common sizes used in studies conducted in a single-level CFA
framework. Previous simulation studies in CFA used various model sizes, ranging from
small to relatively large models. For example, Bandalos and Leite (2013) used models
with 8 to 24 indicators, Sharma et al. (2005) used 8 to 32 indicators, and Zhao (2015)
used models with 8 to 40 indicators. Also, Bandalos and Leite (2013) noted that previous
Monte Carlo studies in CFA commonly used various model sizes, ranging from 4 to 33
observed variables. These models were consistent with the models used in applied studies
conducted in this framework. Based on a review of 50 CFA applied studies, Zhao (2015)
noted that researchers used various model sizes, with 15% of the studies using models
with 10 or less variables, 64% of the studies using models with 11 to 40 variables, and
21% of the studies using models with more than 40 items. In addition, DiStefano and
Hess (2005) found based on a comprehensive review of applied CFA studies that the
medium model size is 16 observed variables loading on 4 factors, with an average of 4-7
indicators per factor.

45

Consistent with the single-level CFA studies, Kim and colleagues (2016) found
that applied studies in MCFA used an average of 20 items, 4 factors, and 4-7 indicators
per factor. However, previous simulation studies in MCFA commonly used only a
relatively small model. For example, Boulton (2011) used a model with 2 factors and 6
indicators and Hsu (2009) used a model with 2 factors and 10 indicators for all study
conditions. To extend research in MCFA, this study added a medium and large model.
The medium model size was consistent with the average model found in applied studies,
with 20 items and 4 factors (Kim et al., 2016). The small model (i.e., 2 factors and 10
indicators) and large model (i.e., 8 factors and 40 indicators) were consistent with
previous simulation studies in MCFA (Hsu, 2009; Hsu et al., 2015) and single-level CFA
(Zhao, 2015), respectively. The larger model size more closely reflects models commonly
used in applied studies.
The number of items per factor were kept constant for all models (i.e., 5 items per
factor). As the medium model is the most commonly used model in applied research
(Zhao, 2015), this model was used for all combinations of factors/levels in this study.
Considering the complexity of the study and the ratio of respondents per indicator
recommended for CFA techniques (N:parameters ratio of a minimum of 10:1; Hoogland
& Boomsma, 1998; Kline, 2011), the small and large models were used only for the
largest sample size (i.e., 200 groups with 50 individuals per group).
Model misspecification (MM). To investigate the impact of ignoring the nested
structure of the data (i.e., ignoring the between-group level) on the performance of model
fit indices, both correctly specified and misspecified models were considered in this
study. This was particularly useful in investigating fit indices that are not commonly used
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in the single-level CFA framework but could be useful for model comparison in MCFA
(i.e., AIC, BIC). For this purpose, the correctly specified models considered both level-1
(individual level) and level-2 (group level) data, whereas misspecified models ignored
level-2 data. This approach (i.e., disaggregation) is commonly used in educational
settings, where the data structure is typically multilevel (e.g., students nested within
classrooms or schools) but the higher level of the nesting structure (e.g., classrooms or
schools) is ignored (Chen, 2012; Hox, 2010; Luke, 2004). Consequences of
disaggregation of multilevel data were subject of extensive research (Hox, 2010; Kline,
2011; Luke, 2004; O’Connell & McCoach, 2008; Stapleton, 2002) and include correlated
errors between individuals within the same context, negatively biased variance estimates
and standard errors, as well as increased likelihood of Type I errors. Therefore, ignoring
the clustering of the data could lead to inaccurate conclusions of statistically significant
results (Hox, 2010; Stapleton, 2002). In addition, using the disaggregation approach in a
CFA context could increase model misfit and lead to biased parameter estimates and their
corresponding standard errors (Julian, 2001; Pornprasertmanit et al., 2014). A critical
factor that could impact the magnitude of the bias with this approach is the proportion of
variability explained at the macro level; the higher the ICC, the more detrimental will be
to ignore the higher level of data in a multilevel context (Julian, 2001; Pornprasertmanit
et al., 2014).
In summary, this simulation study consisted of a partially-crossed design with a
total of 88 cells. Seventy-two of these were fully-crossed conditions: 4 levels of ICC (i.e.,
.05, .10, .20, .30) x 3 level-1 sample sizes (i.e., 10, 30, 50 individuals per group) x 3
level-2 sample sizes (i.e., 50, 100, 200 groups) x 2 tested models (i.e., correctly specified,
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misspecified). Also, two additional model sizes (i.e., small – 10 items, large – 40 items)
were considered for the largest total sample size (i.e., 50 individuals per group x 200
groups) for correctly specified and misspecified models at all ICC levels (a total of 16
partially-crossed conditions).
All data were generated as multilevel data and then analyzed using both
multilevel and single-level confirmatory factor analyses (following the example of
Pornprasertmanit et al., 2014). One thousand replications were run for each design cell
related to correctly specified models (i.e., two-level CFA models; 44 cells). Data
generated for each of these cells were then analyzed as correctly specified models (i.e.,
MCFA) as well as their corresponding misspecified models (i.e., CFA). Replications that
exhibited non-convergence or improper solutions were removed from these analyses.
Data Analysis
To determine the impact of the simulation conditions on the performance of
model fit indices in MCFA, this study examined model fit indices commonly used in the
traditional CFA framework (i.e., chi-square, CFI, TLI, RMSEA, SRMR), as well as fit
indices that could be useful in MCFA (i.e., AIC, BIC). All fit indices were investigated in
both correctly specified (i.e., two-level CFA) and misspecified (i.e., single-level CFA)
models. This was particularly useful for examining model AIC and BIC, as their values
were compared between the two types of models, with correctly specified models
considered as a baseline for model fit comparisons. The misspecified models reflect
realistic applied research situations where data collected are nested but treated as
independent by ignoring the higher level of nesting (i.e., disaggregation).
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To examine the performance of model fit indices in MCFA, descriptive statistics
(i.e., M, SD) were computed by study conditions and average estimates of the fit values
of interest were evaluated through comparison with the traditional recommended cutoff
values. Based on commonly used criteria in the single-level CFA framework, values of
.95 or higher for CFI and TLI, .06 or lower for RMSEA, and .08 or lower for SRMR are
considered indicative of acceptable model fit (Hu & Bentler, 1999). Although these
guidelines recommended by Hu and Bentler (1999) were based on single-level
continuous data, these cutoff criteria are commonly used for both continuous and
categorical data (Yu, 2002) as well as multilevel data (Kline, 2011; Stapleton, 2013). For
AIC and BIC, lower values represent better fit (e.g., Nylund, Asparouhov, & Muthén,
2007; Pastor & Gagné, 2013). Based on additional recommendations provided by Raftery
(1995) for interpreting the BIC change between models, a BIC difference of less than 2
suggests weak evidence of improvement in model fit, a difference of 2-6 shows positive
evidence, 6-10 suggests strong evidence, and a difference greater than 10 provides very
strong evidence of differences in model fit. In addition to the average estimates of the fit
values, model chi-square rejection rates were computed by study conditions and average
rejection rates were compared to the desirable level (e.g., 5% rejection rate for correctly
specified models; Type I error rate).
In summary, this simulation study investigated the performance of model fit
indices in the context of MCFA under various conditions commonly found in applied
studies. The population model reflected the typical MCFA model used in applied studies
(i.e., two-level model based on categorical data, same factor structure at both levels, with
fairly high factor loadings and moderate factor correlations). Five factors were
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manipulated: item-level ICC, level-1 sample size, level-2 sample size, model size, and
model misspecification. Average estimates of the fit parameters were computed for all
study conditions to investigate the impact of the design factors on their performance.
These estimates were evaluated against the traditional recommended cutoff values for
model fit indices used in a single-level framework to determine the robustness of model
fit indices in a MCFA framework.
Chapter 4 will present the results of this study. Specifically, Chapter 4 will
describe model convergence and the performance of all model fit indices considered
under all conditions for both correctly specified and misspecified models. Comparisons
with the traditional recommended guidelines for model fit indices and trends in their
performance by factors manipulated in this study will be discussed throughout this
chapter.
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CHAPTER 4
RESULTS
The purpose of this study was to investigate the performance of model fit indices
in the context of MCFA under various conditions commonly found in applied studies.
Specifically, this study aimed to determine the model fit indices that are robust to the
MCFA framework and those that should be interpreted with caution in this framework.
For an extensive review of model fit indices, this study investigated the performance of
commonly used fit indices in evaluating model fit in CFA (i.e., chi-square, CFI, TLI,
RMSEA, SRMR), as well as other model fit indices that could be useful in the multilevel
framework (i.e., AIC, BIC).
The population model used in this study reflected the typical MCFA model used
in applied studies (i.e., two-level model based on categorical data, same factor structure
at both levels, with fairly high factor loadings and moderate factor correlations). To
reflect a broad range of conditions found in applied studies, five factors were
manipulated: item-level ICC (i.e., .05, .10, .20, .30), level-1 sample size (i.e., 10, 30, 50),
level-2 sample size (i.e., 50, 100, 200), model size (i.e., small, medium, large), and model
misspecification (i.e., two-level CFA, single-level CFA). The study design resulted in a
total of 88 conditions (i.e., cells).
All data to be analyzed were generated as two-level data. Therefore, one thousand
replications were run for each design cell related to correctly specified models (i.e., twolevel CFA; 44 conditions), resulting in a total of 44,000 datasets generated in Mplus v.
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8.4 (Muthén & Muthén, 1998-2017). These datasets were used for analysis using both
MCFA and single-level CFA techniques (i.e., disaggregation; ignoring the higher level of
nesting).
Convergence Rates
Overall, convergence rates (i.e., the proportion of replications that successfully
converged for each condition) were high across study conditions and model convergence
was not considered a problem for this study. All analyses were performed using an
increased number of iterations (i.e., 5,000 H1 iterations) as this increase was necessary
for model convergence in previous applied studies in this framework (Ene et al., 2016,
2017, 2018) and is likely to occur in practice.
Specifically, 94.3% of study conditions had convergence rates of 100%. The
conditions showing slight convergence issues were those limited to the lowest level-2
sample size (i.e., 50 groups) and/or lowest level-1 sample size (i.e., 10 individuals per
group). For example, the condition with the lowest convergence rate in this study (i.e.,
961 out of 1000 replications converged), had the smallest overall sample size (i.e., 50
groups, with 10 individuals per group). As the sample size at either level increased, the
number of replications that converged increased. Specifically, the number of replications
that converged increased to 994 when the level-1 sample size increased to 30, and to 999
when the level-2 sample size increased to 100. This is consistent with prior research in
this framework suggesting that a small sample size could lead to convergence issues (Hsu
et al., 2015).
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Performance of Model Fit Indices
The performance of model fit indices was evaluated using both correctly specified
(i.e., two-level CFA) and misspecified (i.e., single-level CFA) models. Although the
focus of this study was on the performance of model fit indices in the multilevel
framework, the comparison with the single-level framework was particularly important in
evaluating the performance of fit indices such as AIC and BIC. Average estimates of the
fit parameters were evaluated against the traditional recommended cutoff values for
model fit indices used in a single-level framework to determine the robustness of model
fit indices in a MCFA framework.
This section will first present the performance of commonly used model fit
indices (i.e., chi-square, CFI, TLI, RMSEA, SRMR) in correctly specified models,
followed by their performance in misspecified models. Lastly, this section will describe
the performance of AIC and BIC in both correctly specified and misspecified models,
with the correctly specified models considered as baseline for model comparison.
Comparisons with the traditional recommended cutoff values for model fit indices and
trends in their performance by factors manipulated in this study will be discussed
throughout this section.
Commonly used model fit indices in correctly specified models. Table 4.1
displays the means, standard deviations, and rejection rates for the chi-square test statistic
obtained under each condition considered for a medium model (i.e., 4 factors, 20
indicators). Specifically, results suggested that the average of the χ2 test statistic closer
approximated the expected value for the medium model (i.e., the degrees of freedom for
this model; df = 348) for the conditions with lower levels of ICC (i.e., .05 and .10).
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Table 4.1 Chi-square Descriptive Statistics and Rejection Rate
by Study Condition - Medium Model, Correctly Specified
Chi-square
L1SS/L2SS
M
(SD)
Rejection Rate
10/50
422.024
(94.157)
67.7
10/100
381.942
(37.344)
36.7
10/200
366.486
(32.259)
21.1
30/50
391.290
(38.082)
48.2
30/100
373.039
(33.422)
27.0
30/200
363.398
(35.127)
18.3
50/50
387.994
(36.679)
44.6
50/100
371.864
(34.160)
26.6
50/200
362.603
(31.679)
15.8
.10
10/50
396.752
(37.122)
53.9
10/100
374.877
(33.176)
29.5
10/200
361.865
(30.941)
16.3
30/50
392.425
(36.169)
47.9
30/100
372.984
(33.518)
27.7
30/200
360.534
(32.319)
15.0
50/50
388.864
(35.331)
43.4
50/100
370.806
(33.128)
25.8
50/200
361.178
(30.567)
15.5
.20
10/50
537.791
(44.617)
100.0
10/100
572.061
(40.471)
100.0
10/200
733.198
(41.292)
100.0
30/50
556.934
(39.670)
100.0
30/100
667.285
(37.636)
100.0
30/200
949.175
(44.512)
100.0
50/50
567.115
(36.829)
100.0
50/100
701.983
(39.604)
100.0
50/200
1016.377
(46.744)
100.0
.30
10/50
618.228
(40.257)
100.0
10/100
766.573
(39.401)
100.0
10/200
1139.272
(47.565)
100.0
30/50
643.647
(37.772)
100.0
30/100
848.283
(40.469)
100.0
30/200
1305.335
(48.612)
100.0
50/50
652.518
(37.560)
100.0
50/100
869.615
(41.630)
100.0
50/200
1345.691
(50.846)
100.0
Note. ICC = intraclass correlation coefficient; L1SS/L2SS = level-1
sample size/level-2 sample size
ICC
.05

54

However, the average χ2 values were still inflated, ranging from approximately 363 to
422 for an ICC of .05 and from nearly 361 to 397 for an ICC of .10. For these ICC
levels, the average χ2 values appeared to decrease and more closely approximate the
expected value as the sample size at either level of analysis increased. The level-2 sample
size appeared to have a greater impact on these values, as the lowest average χ2 values
(around 360) were obtained for the conditions with 200 groups. The highest average χ2
values for these ICC levels were obtained for conditions with the lowest total sample size
(i.e., 50 groups, with 10 individuals per group). These conditions also had the highest
rejection rates (i.e., Type I error rates) for these ICC levels, with 67.7% and 53.9% of the
correctly specified models, being rejected for an ICC of .05 and .10, respectively. The
lowest rejection rates (around 15% - 20%), closest to the desirable 5% rejection rate,
were obtained for the conditions with the largest level-2 sample size (i.e., 200 groups).
The pattern of rejection rates changed at the higher ICC levels (i.e., .20 and .30),
where the average χ2 values were inflated and values increased as the sample size at either
level increased. However, similar to the conditions with lower ICC levels, level-2 sample
size appeared to have a greater impact on these values. Specifically, the conditions with
200 groups reported the highest average χ2 values. For these levels of ICC, the conditions
with the lowest total sample size had the lowest average χ2 values. However, all models
for these ICC levels were incorrectly rejected (i.e., 100% rejection rate for all correctly
specified models with ICC levels of .20 and .30). Figure 4.1 shows the average rejection
rates for the chi-square test statistic for all conditions considered with the medium model.
As shown in this figure, whereas the rejection rates were fairly high in general, they were
lower for lower levels of ICC and larger sample sizes. Whereas 100% of the correctly
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Chi-square Average Rejection Rate

90.0

0.30

Sample Size by ICC

Figure 4.1 Chi-square average rejection rates by ICC and sample size in the correctly specified medium models. Sample size =
level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.

specified models were incorrectly rejected for higher levels of ICC, lower percentages of
correctly specified models were rejected for lower levels of ICC, particularly for models
with larger sample sizes. The lowest average rejection rates were observed for models
with the largest level-2 sample size (i.e., 200 groups) for both ICC levels of .05 and .10.
Similar results were obtained for the small model (i.e., 2 factors, 10 indicators)
and large model (i.e., 8 factors, 40 indicators) considered in this study. Results for these
models, only considered with the largest total sample size (i.e., 200 groups, with 50
individuals per group), are presented in Table 4.2. Specifically, the average χ2 values
were inflated and all models were incorrectly rejected for the conditions with ICC levels
of .20 and .30. However, the average χ2 values were closer to the expected values (i.e., 78
for the small model and 1,464 for the large model) for conditions with lower ICC levels
(i.e., .05 and .10). These values were close approximations of the expected values
particularly for the small model, with an average χ2 value of approximately 80 for both
ICC levels of .05 and .10. Also, rejection rates were closer to 5% for conditions with
these ICC levels, particularly for the small model. Specifically, 11.1% of the small
models were incorrectly rejected for an ICC of .05 and 9% of these models were
incorrectly rejected for an ICC of .10. In comparison, 42.7% of the large models and
15.8% of the medium models were incorrectly rejected for an ICC of .05. Similarly,
41.4% of the large models and 15.5% of the medium models were rejected for an ICC of
.10. Figure 4.2 shows the average rejection rates for the chi-square test statistic for all
model sizes by ICC level. As shown in this figure, whereas the average rejection rates
were consistent across model sizes for higher levels of ICC (i.e., 100% of models were
rejected for ICC of .20 and .30 regardless of model size), they varied by model size for
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Table 4.2 Chi-square Descriptive Statistics and Rejection Rate by Study Condition Small and Large Models, Correctly Specified
Chi-square
Small Model
ICC
M
(SD)
Rejection
Rate
.05
80.009 (15.459)
11.1
.10
79.508 (14.659)
9.0
.20
393.591 (27.903) 100.0
.30
535.197 (29.687) 100.0
Note. ICC = intraclass correlation coefficient.
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M
1543.246
1540.859
2883.397
3604.083

Chi-square
Large Model
(SD)
Rejection
Rate
(66.401)
42.7
(66.155)
41.4
(79.576)
100.0
(85.015)
100.0

100.0
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Figure 4.2 Chi-square average rejection rates by ICC level for all correctly specified model sizes. ICC = intraclass correlation
coefficient.

lower levels of ICC. Although all models had lower average rejection rates for the lower
levels of ICC, the small model had the lowest rejection rates and the large model had the
highest rejection rates for these ICC levels.
The descriptive statistics (M, SD) for the other commonly used model fit indices
(i.e., CFI, TLI, RMSEA, SRMR-W, SRMR-B) are presented in Table 4.3 (medium
model), Table 4.4 (small model), and Table 4.5 (large model). The average CFI and TLI
values were very similar and suggested good model-data fit for all conditions with lower
ICC levels (i.e., .05 and .10), regardless of model size. Specifically, the average CFI and
TLI values for these conditions were above the recommended cutoff value of .95 (with
trivial SDs) for all models. For the medium model, considered under various sample
sizes, these values approached 1.00 as the sample size increased. Specifically, CFI and
TLI average values for the lower ICC levels (i.e., .05 and .10) increased as both level-1
and level-2 sample size increased; however, level-2 sample size appeared to have a
greater impact on these values as the highest average values for both indices were
obtained for the conditions with the largest level-2 sample size (i.e., 200 groups),
regardless of the level-1 sample size. For the higher ICC levels (i.e., .20 and .30), the
average CFI and TLI values continued to increase as the sample size (particularly level-1
sample size) increased, however they remained below the recommended cutoff value of
.95 for all conditions. Specifically, the average CFI values for the medium model ranged
from .70 to .90 for an ICC of .20 and from .40 to .83 for an ICC of .30. Similarly, the
average TLI values for the medium model ranged from .67 to .89 for an ICC of .20 and
from .36 to .82 for an ICC of .30. Whereas the lowest average values for both indices
were obtained for conditions with the smallest total sample size (i.e., 50 groups, 10
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Table 4.3 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study Condition
- Medium Model, Correctly Specified

ICC
.05

.10

61
.20

L1SS/L2SS
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100

CFI
M
(SD)
0.976 (0.029)
0.994 (0.006)
0.998 (0.002)
0.995 (0.004)
0.998 (0.002)
0.999 (0.001)
0.997 (0.002)
0.999 (0.001)
1.000 (0.000)
0.974 (0.018)
0.992 (0.008)
0.997 (0.003)
0.991 (0.007)
0.997 (0.003)
0.999 (0.001)
0.995 (0.004)
0.998 (0.002)
0.999 (0.001)
0.700 (0.059)
0.782 (0.033)
0.802 (0.019)
0.823 (0.029)
0.855 (0.016)
0.862 (0.010)
0.872 (0.019)
0.893 (0.011)

TLI
M
(SD)
0.974 (0.033)
0.994 (0.007)
0.998 (0.003)
0.995 (0.005)
0.998 (0.002)
0.999 (0.001)
0.997 (0.003)
0.999 (0.001)
1.000 (0.001)
0.973 (0.021)
0.992 (0.010)
0.998 (0.005)
0.990 (0.008)
0.997 (0.004)
0.999 (0.002)
0.994 (0.005)
0.998 (0.002)
0.999 (0.001)
0.672 (0.069)
0.762 (0.036)
0.783 (0.021)
0.807 (0.031)
0.842 (0.017)
0.849 (0.011)
0.861 (0.021)
0.883 (0.012)

RMSEA
M
(SD)
0.019 (0.010)
0.009 (0.005)
0.005 (0.004)
0.008 (0.004)
0.004 (0.003)
0.002 (0.002)
0.006 (0.003)
0.003 (0.002)
0.002 (0.002)
0.015 (0.007)
0.008 (0.005)
0.004 (0.004)
0.008 (0.004)
0.004 (0.003)
0.002 (0.002)
0.006 (0.003)
0.003 (0.002)
0.002 (0.002)
0.033 (0.004)
0.025 (0.002)
0.023 (0.001)
0.020 (0.002)
0.017 (0.001)
0.017 (0.001)
0.016 (0.001)
0.014 (0.001)

SRMR-W
M
(SD)
0.036 (0.002)
0.025 (0.002)
0.018 (0.001)
0.020 (0.001)
0.014 (0.001)
0.010 (0.001)
0.015 (0.001)
0.011 (0.001)
0.008 (0.000)
0.038 (0.002)
0.027 (0.002)
0.019 (0.001)
0.021 (0.001)
0.015 (0.001)
0.011 (0.001)
0.016 (0.001)
0.012 (0.001)
0.008 (0.000)
0.038 (0.002)
0.027 (0.001)
0.020 (0.001)
0.022 (0.001)
0.015 (0.001)
0.011 (0.001)
0.017 (0.001)
0.012 (0.001)

SRMR-B
M
(SD)
0.300 (0.061)
0.235 (0.040)
0.179 (0.027)
0.132 (0.028)
0.094 (0.016)
0.066 (0.009)
0.085 (0.018)
0.058 (0.010)
0.040 (0.006)
0.166 (0.028)
0.117 (0.015)
0.084 (0.009)
0.076 (0.011)
0.053 (0.006)
0.037 (0.004)
0.055 (0.008)
0.038 (0.005)
0.027 (0.003)
0.253 (0.023)
0.231 (0.016)
0.212 (0.011)
0.242 (0.016)
0.215 (0.010)
0.203 (0.007)
0.236 (0.015)
0.213 (0.010)

50/200
0.898 (0.007)
0.888 (0.007)
0.014 (0.000)
0.008 (0.000)
0.201 (0.007)
10/50
0.399 (0.080)
0.355 (0.086)
0.039 (0.003)
0.039 (0.002)
0.395 (0.031)
10/100
0.454 (0.054)
0.414 (0.057)
0.034 (0.002)
0.028 (0.002)
0.353 (0.019)
10/200
0.466 (0.037)
0.427 (0.040)
0.033 (0.001)
0.020 (0.001)
0.331 (0.012)
30/50
0.710 (0.034)
0.689 (0.037)
0.023 (0.002)
0.022 (0.001)
0.377 (0.024)
30/100
0.739 (0.021)
0.720 (0.023)
0.022 (0.001)
0.015 (0.001)
0.342 (0.014)
30/200
0.745 (0.014)
0.727 (0.015)
0.021 (0.001)
0.011 (0.001)
0.326 (0.010)
50/50
0.810 (0.022)
0.796 (0.024)
0.018 (0.001)
0.017 (0.001)
0.371 (0.023)
50/100
0.829 (0.013)
0.816 (0.014)
0.017 (0.001)
0.012 (0.001)
0.340 (0.015)
50/200
0.834 (0.009)
0.822 (0.009)
0.017 (0.000)
0.008 (0.000)
0.325 (0.010)
Note. ICC = intraclass correlation coefficient; L1SS/L2SS = level-1 sample size/level-2 sample size; CFI = comparative
fit index; TLI = Tucker-Lewis index; RMSEA = root mean square error of approximation; SRMR-W = standardized
root mean square residual-within; SRMR-B = standardized root mean square residual-between; Values in bold are not
within the recommended cut-off values (Hu & Bentler, 1999).
.30
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Table 4.4 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study Condition
– Small Model, Correctly Specified (SS =50/200)
CFI
TLI
RMSEA
SRMR-W
SRMR-B
ICC
M
(SD)
M
(SD)
M
(SD)
M
(SD)
M
(SD)
.05
1.000 (0.000)
1.000 (0.001)
0.002 (0.002)
0.007 (0.001)
0.029 (0.006)
.10
1.000 (0.001)
1.000 (0.001)
0.002 (0.002)
0.007 (0.001)
0.021 (0.005)
.20
0.866 (0.011)
0.846 (0.013)
0.020 (0.001)
0.007 (0.001)
0.253 (0.012)
.30
0.800 (0.014)
0.772 (0.016)
0.024 (0.001)
0.007 (0.001)
0.412 (0.018)
Note. ICC = intraclass correlation coefficient; CFI = comparative fit index; TLI = Tucker-Lewis index;
RMSEA = root mean square error of approximation; SRMR-W = standardized root mean square residual-within;
SRMR-B = standardized root mean square residual-between; Values in bold are not within the recommended
cut-off values (Hu & Bentler, 1999).
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Table 4.5 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study Condition
- Large Model, Correctly Specified (SS =50/200)
CFI
TLI
RMSEA
SRMR-W
SRMR-B
ICC
M
(SD)
M
(SD)
M
(SD)
M
(SD)
M
(SD)
.05
0.999 (0.001)
0.999 (0.001)
0.002 (0.001)
0.008 (0.000)
0.054 (0.005)
.10
0.999 (0.001)
0.999 (0.001)
0.002 (0.001)
0.009 (0.000)
0.031 (0.002)
.20
0.917 (0.005)
0.912 (0.005)
0.010 (0.000)
0.009 (0.000)
0.163 (0.004)
.30
0.862 (0.006)
0.856 (0.006)
0.012 (0.000)
0.009 (0.000)
0.255 (0.006)
Note. ICC = intraclass correlation coefficient; CFI = comparative fit index; TLI = Tucker-Lewis index;
RMSEA = root mean square error of approximation; SRMR-W = standardized root mean square residual-within;
SRMR-B = standardized root mean square residual-between; Values in bold are not within the recommended
cut-off values (Hu & Bentler, 1999).

individuals per group), the largest values were obtained for conditions with the largest
total sample size (i.e., 200 groups, 50 individuals per group).
These results were consistent across model sizes, with average CFI and TLI
values below the recommended cutoff values for the conditions with higher ICC levels in
both small and large models. However, these values increased as the model size
increased, with the highest average values obtained for the large model. Specifically, the
average CFI and TLI values for this model were .92 and .91, respectively, for an ICC of
.20. For an ICC of .30, the average CFI and TLI values for this model were around .86.
The average RMSEA and SRMR-W values suggested good model-data fit for all
conditions considered in this study. Specifically, the average RMSEA and SRMR-W
values were below the cutoff value of .06 and .08, respectively, regardless of the ICC
level, sample size, and model size. Although the RMSEA values appeared to increase for
higher levels of ICC (i.e., .20 and .30), they remained below .06, with trivial SDs. For the
medium model, the highest average RMSEA value (i.e., .04) was obtained for the highest
level of ICC (.30) and the smallest total sample size (i.e., 50 groups, with 10 individuals
per group). Similarly, the highest average SRMR-W values (i.e., .04) were obtained for
the smallest total sample size; however, these values were similar for different levels of
ICC.
Similar results were obtained for the small and large models, with average
RMSEA and SRMR-W values below the cutoff values for all levels of ICC. Similar to
the medium model, whereas the RMSEA values slightly increased for higher levels of
ICC, the SRMR-W values remained fairly consistent across the various ICC levels
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considered in the study. However, unlike CFI and TLI, average values for both RMSEA
and SRMR-W remained fairly consistent across model sizes.
To summarize the performance of these commonly used model fit indices in the
MCFA framework, Figures 4.3 – 4.6 show the performance of combinations of fit indices
(i.e., CFI and RMSEA, TLI and SRMR-W) for all models considered in this study.
Specifically, Figures 4.3 and 4.4 show the performance of these combinations of fit
indices for all conditions considered for the medium model, by ICC and sample size. As
shown in Figure 4.3, both CFI and RMSEA performed well (with average values
approaching 1 and 0, respectively) for lower levels of ICC (i.e., .05 and .10), regardless
of sample size. However, whereas CFI average values decreased below recommended
cut-off values (i.e., .95) for higher levels of ICC (i.e., .20 and .30), RMSEA average
values remained within recommended guidelines (i.e., less than or equal to .06) for all
ICC levels. Also, sample size appeared to have a stronger impact on the performance of
CFI, with the highest decrease in average CFI values registered for models with the
smallest sample sizes, compared to only a slight increase of RMSEA average values for
these conditions.
Similarly, Figure 4.4 shows similar trends of TLI and SRMR-W across various
levels of ICC and sample size. Specifically, both TLI and SRMR-W performed well for
lower levels of ICC, regardless of sample size. However, whereas SRMR-W continued to
perform within recommended guidelines (i.e., average values less than or equal to .08)
for higher levels of ICC, TLI average values decreased below recommended cut-off
values (i.e., .95) for these ICC levels. The decrease in average TLI values varied by
sample size, with the lowest average TLI values shown for models with the smallest
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Figure 4.3 CFI and RMSEA average values by ICC and sample size in the correctly specified medium model. CFI =
comparative fit index; RMSEA = root mean square error of approximation; Sample size = level-1 sample size_level-2
sample size; ICC = intraclass correlation coefficient.
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Figure 4.4 TLI and SRMR-W average values by ICC and sample size in the correctly specified medium model. TLI =
Tucker-Lewis index; SRMR-W = standardized root mean square residual-within; Sample size = level-1 sample size_level-2
sample size; ICC = intraclass correlation coefficient.
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Figure 4.5 CFI and RMSEA average values by ICC level for all correctly specified model sizes. CFI = comparative fit index;
RMSEA = root mean square error of approximation; ICC = intraclass correlation coefficient.
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Figure 4.6 TLI and SRMR-W average values by ICC level for all correctly specified model sizes. TLI = Tucker-Lewis index;
SRMR-W = standardized root mean square residual-within; ICC = intraclass correlation coefficient.

sample size. Although the SRMR-W average values slightly increased for these
conditions, the impact of sample size on the performance of SRMR-W was trivial.
Figures 4.5 and 4.6 show the performance of these combinations of fit indices for
all model sizes, by ICC level. As shown in these figures, the performance of all fit indices
was consistent across various model sizes. Figure 4.5 shows that average values for both
CFI and RMSEA were almost identical across model sizes for lower levels of ICC (i.e.,
.05 and .10). Also, whereas the CFI average values decreased for higher levels of ICC
(i.e., .20 and .30) for all models, the RMSEA average values slightly increased across
models for these higher ICC levels. Although the trend was similar across models, the
magnitude of the decrease in CFI average values varied by model size. Specifically,
whereas the highest decrease in CFI average values was obtained for the small models
(i.e., 2 factors, 10 indicators), the lowest decrease in these values was obtained for the
large models (i.e., 8 factors, 40 indicators). Similarly, whereas the highest increase in
RMSEA average values was obtained for the small models, the lowest increase in these
values was obtained for the large models; however, these values were still very close
across model sizes. Figure 4.6 shows similar trends in the performance of TLI and
SRMR-W across model sizes. As shown in this figure, average values for both fit indices
were almost identical across model sizes for lower levels of ICC. However, whereas the
performance of SRMR-W remained fairly consistent across models for higher levels of
ICC, the performance of TLI in these conditions varied by model. Although the TLI
average values decreased across models for higher levels of ICC, the magnitude of the
decrease varied by model size (i.e., the small model had the highest decrease and the
large model had the lowest decrease).
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Unlike the other model fit indices, the average SRMR-B values suggested poor
model-data fit for most conditions considered in this study. Specifically, most average
SRMR-B values were greater than the suggested cutoff value of .08, currently considered
as indicative of acceptable model fit based on the traditional SRMR-W guidelines
established in the single-level framework. For the medium model, the only conditions
with average SRMR-B values below .08 were conditions with lower ICC levels (i.e., .05
and .10) and larger sample sizes (i.e., at least 50 groups with 30 individuals per group).
The lowest average SRMR-B values within each ICC level were obtained for the largest
total sample size (i.e., 200 groups, with 50 individuals per group). Specifically, these
lowest average values were below .08 for ICC levels of .05 and .10 (i.e., .04 and .03,
respectively), and above .08 for ICC levels of .20 and .30 (i.e., .20 and .32, respectively).
Figure 4.7 shows the average SRMR-B values for the medium model, by ICC levels and
sample size. As shown in this figure, whereas SRMR-B performed within recommended
guidelines (i.e., average values less than or equal to .08) for lower ICC levels and larger
sample sizes, the average SRMR-B values drastically increased as the ICC level
increased and/or the sample size decreased.
Similar results were obtained for the other model sizes (i.e., small and large
models) considered in this study. Whereas the average SRMR-B values were below .08
for conditions with lower ICC levels (i.e., .05 and .10) for both models, the average
values were above the cutoff values for the higher ICC levels (i.e., .20 and .30). Also,
results slightly varied by the size of the model. Whereas the average SRMR-B values for
lower ICC levels increased as the model size increased, the average values for the higher
ICC levels decreased as the model size increased. For example, whereas the average
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Figure 4.7 SRMR-B average values by ICC and sample size in the correctly specified medium model. SRMR-B = standardized
root mean square residual-between; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.

SRMR-B values for an ICC of .05 ranged between .03 for a small model and .05 for a
large model, the average values for an ICC of .30 ranged between .41 for a small model
and .25 for a large model. Figure 4.8 shows the average SRMR-B values for all model
sizes, by ICC level. As shown in this figure, whereas the performance of SRMR-B was
within recommended guidelines (i.e., average values less than or equal to .08) for lower
levels of ICC across models, the average SRMR-B values increased for higher levels of
ICC across models. Although following the same trend across models, the magnitude of
the increase in SRMR-B average values varied by model size (i.e., the small model had
the highest increase and the large model had the lowest increase).
Commonly used model fit indices in misspecified models. Tables 4.6 and 4.7
show the means, standard deviations, and rejection rates for the chi-square test statistic
obtained under each condition considered with each model size (i.e., medium, small and
large model, respectively). The average χ2 values suggested lack of model-data fit for all
conditions, regardless of model size. Specifically, the average χ2 values for each condition
were highly inflated, far above the expected χ2 values for each model (i.e., 89 for the
small model, 374 for the medium model, and 1,532 for the large model). The closest
approximation to the expected χ2 value was obtained for the medium model (i.e., 4
factors, 20 indicators) considered under the lowest level of ICC (i.e., .05) and the smallest
total sample size (i.e., 50 groups, with 10 individuals per group). Under this combination
of factors, the average χ2 value of 507 was still much higher than the expected value for
this model of 374. This was also the only condition across models with a rejection rate
lower than 100%, having 96.2% of the misspecified models being correctly rejected.
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Figure 4.8 SRMR-B average values by ICC level for all correctly specified model sizes. SRMR-B = standardized root
mean square residual-between; ICC = intraclass correlation coefficient.

Table 4.6 Chi-square Descriptive Statistics and Rejection Rate
by Study Condition - Medium Model, Misspecified
Chi-square
L1SS/L2SS
M
(SD)
Rejection Rate
10/50
507.090
(50.456)
96.2
10/100
575.372
(57.583)
99.9
10/200
727.414
(69.386)
100.0
30/50
861.137
(115.305)
100.0
30/100
1230.036
(150.333)
100.0
30/200
1972.213
(200.461)
100.0
50/50
1268.527
(200.694)
100.0
50/100
1977.157
(251.937)
100.0
50/200
3368.098
(349.449)
100.0
.10 10/50
735.251
(73.639)
100.0
10/100
984.834
(88.331)
100.0
10/200
1494.805
(116.654)
100.0
30/50
1965.568
(235.972)
100.0
30/100
3267.564
(315.824)
100.0
30/200
5837.044
(420.147)
100.0
50/50
3587.148
(490.427)
100.0
50/100
6230.804
(608.245)
100.0
50/200
11430.386
(833.747)
100.0
.20 10/50
1515.449
(121.084)
100.0
10/100
2269.305
(141.218)
100.0
10/200
3983.987
(200.158)
100.0
30/50
6473.376
(614.268)
100.0
30/100
12108.862
(802.332)
100.0
30/200
23647.232
(1173.970)
100.0
50/50
19225.32
(2957.646)
100.0
50/100
37422.502
(4141.366)
100.0
50/200
74239.673
(5846.960)
100.0
.30 10/50
2653.877
(188.213)
100.0
10/100
4603.663
(247.877)
100.0
10/200
8728.611
(357.991)
100.0
30/50
20464.031
(2788.226)
100.0
30/100
39728.082
(3694.110)
100.0
30/200
78170.436
(5104.776)
100.0
50/50
229165.534 (1944335.775)
100.0
50/100
251391.063 (1598122.541)
100.0
50/200
93474.997 (699900.971)
100.0
Note. ICC = intraclass correlation coefficient; L1SS/L2SS = level-1
sample size/level-2 sample size
ICC
.05
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Table 4.7 Chi-square Descriptive Statistics and Rejection Rate by Study Condition Small and Large Models, Misspecified
Chi-square
Small Model
ICC
M
(SD)
Rejection
Rate
.05
1920.645 (270.008)
100.0
.10
8175.024 (1105.822)
100.0
.20
14060.697 (575.172)
100.0
.30
26443.611 (854.306)
100.0
Note. ICC = intraclass correlation coefficient.
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M

Chi-square
Large Model
(SD)

6229.700
(477.000)
19801.432
(922.605)
84904.144 (2800.787)
255867.234 (11103.944)

Rejection
Rate
100.0
100.0
100.0
100.0

The means and standard deviations for the other commonly used model fit indices
(i.e., CFI, TLI, RMSEA, SRMR-W) are presented in Table 4.8 (medium model), Table
4.9 (small model), and Table 4.10 (large model). For the most part, the average CFI and
TLI values showed poor model-data fit for all conditions considered in this study, with
most values below the recommended cutoff value of .95. However, the average values
were acceptable (i.e., close to or higher than .95) for the conditions with the lowest ICC
level (i.e., .05), regardless of sample size and/or model size. For the medium model, both
CFI and TLI average values for these conditions ranged from .94 to .97. Similarly, these
average values were .93 for the small model and .96 for the large model. The average CFI
and TLI values decreased for higher ICC levels (i.e., .10, .20, .30), with values far below
.95 regardless of model size. The lowest average values were obtained for the ICC levels
of .20 and .30, where both CFI and TLI had values of 0 regardless of sample size and/or
model size. To be specific, the initial average TLI values for these ICC levels were
negative, but truncated to the 0-1 range and transformed in 0. Truncating out of range
TLI values (common particularly for small sample sizes) and reporting the truncated
values is a reasonable approach, corresponding to the way CFI is truncated by definition
(“Unusual TLI Values,” 2017). Figures 4.9 – 4.12 show the average CFI and TLI values
for all conditions considered in this study in both correctly specified and misspecified
models. Overall, the average CFI and TLI values showed worse fit for the misspecified
models, with very poor model fit for higher levels of ICC (i.e., .20 and .30) regardless of
sample size (Figures 4.9 and 4.11) or model size (Figures 4.10 and 4.12). However, the
model fit of misspecified models for an ICC of .05 was acceptable and fairly close to the
correctly specified models. As shown in Figures 4.9 and 4.10, the average CFI values for
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Table 4.8 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study Condition
– Medium Model, Misspecified

ICC
.05

.10
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.20

L1SS/ L2SS
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100

CFI
M
(SD)
0.958 (0.015)
0.966 (0.009)
0.969 (0.006)
0.947 (0.012)
0.950 (0.008)
0.951 (0.006)
0.940 (0.013)
0.942 (0.009)
0.943 (0.006)
0.815 (0.034)
0.830 (0.022)
0.836 (0.016)
0.686 (0.043)
0.692 (0.031)
0.696 (0.022)
0.590 (0.060)
0.598 (0.039)
0.603 (0.027)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)
0.000 (0.000)

TLI
M
0.957
0.966
0.968
0.946
0.949
0.950
0.939
0.941
0.942
0.812
0.827
0.833
0.681
0.687
0.691
0.584
0.592
0.597
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

(SD)
(0.016)
(0.009)
(0.006)
(0.012)
(0.009)
(0.006)
(0.013)
(0.009)
(0.007)
(0.035)
(0.023)
(0.016)
(0.044)
(0.031)
(0.022)
(0.061)
(0.039)
(0.028)
(0.000)
(0.000)
(0.000)
(0.000)
(0.000)
(0.000)
(0.000)
(0.000)

RMSEA
M
(SD)
0.026 (0.005)
0.023 (0.003)
0.022 (0.002)
0.029 (0.004)
0.028 (0.002)
0.027 (0.002)
0.031 (0.003)
0.029 (0.002)
0.028 (0.002)
0.044 (0.005)
0.040 (0.003)
0.039 (0.002)
0.053 (0.004)
0.051 (0.003)
0.049 (0.002)
0.058 (0.004)
0.056 (0.003)
0.054 (0.002)
0.078 (0.004)
0.071 (0.003)
0.069 (0.002)
0.104 (0.005)
0.102 (0.003)
0.102 (0.003)
0.142 (0.011)
0.141 (0.008)

SRMR-W
M
(SD)
0.054 (0.007)
0.046 (0.006)
0.042 (0.004)
0.043 (0.007)
0.041 (0.005)
0.040 (0.004)
0.041 (0.007)
0.040 (0.005)
0.039 (0.004)
0.075 (0.010)
0.068 (0.008)
0.064 (0.006)
0.064 (0.010)
0.062 (0.007)
0.061 (0.005)
0.062 (0.010)
0.061 (0.007)
0.061 (0.005)
0.106 (0.011)
0.099 (0.008)
0.096 (0.006)
0.097 (0.010)
0.095 (0.007)
0.094 (0.005)
0.095 (0.010)
0.094 (0.007)

50/200
0.000 (0.000)
0.000 (0.000)
0.140 (0.006)
0.093 (0.005)
10/50
0.000 (0.000)
0.000 (0.000)
0.110 (0.005)
0.144 (0.010)
10/100
0.000 (0.000)
0.000 (0.000)
0.106 (0.003)
0.139 (0.007)
10/200
0.000 (0.000)
0.000 (0.000)
0.106 (0.002)
0.136 (0.005)
30/50
0.000 (0.000)
0.000 (0.000)
0.189 (0.013)
0.138 (0.009)
30/100
0.000 (0.000)
0.000 (0.000)
0.187 (0.009)
0.135 (0.006)
30/200
0.000 (0.000)
0.000 (0.000)
0.186 (0.006)
0.134 (0.004)
50/50
0.000 (0.000)
0.000 (0.000)
0.224 (0.441)
0.136 (0.009)
50/100
0.000 (0.000)
0.000 (0.000)
0.179 (0.320)
0.134 (0.006)
50/200
0.000 (0.000)
0.000 (0.000)
0.124 (0.097)
0.134 (0.004)
Note. ICC = intraclass correlation coefficient; L1SS/L2SS = level-1 sample size/level-2 sample size; CFI =
comparative fit index; TLI = Tucker-Lewis index; RMSEA = root mean square error of approximation;
SRMR-W = standardized root mean square residual-within; TLI values for ICC levels of .20 and .30 were
truncated (initial negative values were transformed in 0; “Unusual TLI Values,” 2017). Values in bold are not
within the recommended cut-off values (Hu & Bentler, 1999).
.30
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Table 4.9 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study
Condition – Small Model, Misspecified (SS =50/200)
CFI
TLI
RMSEA
SRMR-W
ICC
M
(SD)
M
(SD)
M
(SD)
M
(SD)
.05
0.928 (0.010)
0.927 (0.010)
0.045 (0.003)
0.038 (0.004)
.10
0.403 (0.069)
0.397 (0.070)
0.095 (0.006)
0.072 (0.006)
.20
0.000 (0.000)
0.000 (0.000)
0.125 (0.003)
0.122 (0.007)
.30
0.000 (0.000)
0.000 (0.000)
0.172 (0.003)
0.182 (0.008)
Note. ICC = intraclass correlation coefficient; CFI = comparative fit index; TLI = Tucker-Lewis index;
RMSEA = root mean square error of approximation; SRMR-W = standardized root mean square
residual-within; TLI values for ICC levels of .20 and .30 were truncated (initial negative values were
transformed in 0; “Unusual TLI Values,” 2017). Values in bold are not within the recommended cut-off
values (Hu & Bentler, 1999).
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Table 4.10 Means and Standard Deviations for Other Commonly Used Model Fit Indices by Study
Condition – Large Model, Misspecified (SS =50/200)
CFI
TLI
RMSEA
SRMR-W
ICC
M
(SD)
M
(SD)
M
(SD)
M
(SD)
.05
0.957 (0.004)
0.956 (0.004)
0.017 (0.001)
0.039 (0.004)
.10
0.692 (0.015)
0.687 (0.015)
0.035 (0.001)
0.054 (0.005)
.20
0.000 (0.000)
0.000 (0.000)
0.074 (0.001)
0.072 (0.004)
.30
0.000 (0.000)
0.000 (0.000)
0.129 (0.003)
0.098 (0.003)
Note. ICC = intraclass correlation coefficient; CFI = comparative fit index; TLI = Tucker-Lewis index;
RMSEA = root mean square error of approximation; SRMR-W = standardized root mean square
residual-within; TLI values for ICC levels of .20 and .30 were truncated (initial negative values were
transformed in 0; “Unusual TLI Values,” 2017). Values in bold are not within the recommended cut-off
values (Hu & Bentler, 1999).
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Figure 4.9 CFI average values by ICC and sample size in the correctly specified and misspecified medium models. CFI =
comparative fit index; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.
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Figure 4.10 CFI average values by ICC level for all correctly specified and misspecified model sizes. CFI = comparative fit index;
ICC = intraclass correlation coefficient.
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Figure 4.11 TLI average values by ICC and sample size in the correctly specified and misspecified medium models. TLI =
Tucker-Lewis index; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.
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Figure 4.12 TLI average values by ICC level for all correctly specified and misspecified model sizes. TLI = Tucker-Lewis index;
ICC = intraclass correlation coefficient.

the misspecified models were very similar to the average values in the correctly specified
models for conditions with an ICC of .05, particularly for lower sample size (Figure 4.9)
or a large model (Figure 4.10). Similarly, the average TLI values for conditions with an
ICC of .05 were very similar in the misspecified and correctly specified models,
particularly for lower sample size (Figure 4.11) or a large model (Figure 4.12). For an
ICC of .10, the closest average values for both CFI and TLI were also obtained for
smaller sample size (Figures 4.9 and 4.11) or a large model (Figures 4.10 and 4.12).
The average RMSEA and SRMR-W values suggested poor model-data fit for
conditions with higher levels of ICC (i.e., .20 and .30) across model sizes, but were
acceptable for most conditions with lower levels of ICC (i.e., .05 and .10). Whereas all
average RMSEA and SRMR-W values for higher ICC levels were above the cutoff
values of .06 and .08, respectively, most of these average values obtained for lower ICC
levels were below these cutoff values. For the medium model, average RMSEA values
ranged from .02 to .03 for an ICC of .05 and from .04 to .06 for an ICC of .10. Similarly,
SRMR-W values ranged from .04 to .05 for an ICC of .05 and from .06 to .07 for an ICC
of .10.
Similar results were obtained for the other model sizes, particularly for the
SRMR-W. Average SRMR-W values were about .04 for both small and large models
with an ICC of .05. For an ICC of .10, the small model had an average SRMR-W value of
.07, whereas the large model had an average value of .05. Also, when compared to the
medium model, the small model had slightly higher RMSEA values (i.e., .04 and .09 for
an ICC of .05 and .10, respectively) and the large model had slightly lower RMSEA
values (i.e., .02 and .03 for an ICC of .05 and .10, respectively) for these conditions. The
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only RMSEA value above the cutoff value for a condition with low ICC (i.e., .10) was
obtained for the small model. Figures 4.13 - 4.16 show the average RMSEA and SRMRW values for all conditions studied with both correctly specified and misspecified
models. Overall, average RMSEA and SRMR-W values were higher for the misspecified
models, showing worse fit for these models as compared to the correctly specified models
regardless of sample size (Figures 4.13 and 4.15) or model size (Figures 4.14 and 4.16).
However, average values for both RMSEA and SRMR-W were closer in misspecified
and correctly specified models under lower levels of ICC (i.e., .05 and .10). As shown in
Figures 4.13 and 4.14, the closest average RMSEA values in misspecified and correctly
specified models were obtained for an ICC of .05, particularly for smaller sample size
(Figure 4.13) or a large model (Figure 4.14). The larger the sample size or the smaller the
model, the larger the difference between the average RMSEA values in misspecified and
correctly specified models. Also, as the ICC increased, the difference in the average
RMSEA values increased. Similarly, the closest average SRMR-W values in misspecified
and correctly specified models were obtained for an ICC of .05, with the difference in
average values increasing as the ICC level increased. The difference in average SRMRW values for an ICC of .05 did not appear to vary much by sample size (Figure 4.15) or
model size (Figure 4.16). However, as the ICC increased, the difference in average
SRMR-W values between misspecified and correctly specified models varied by model
size. As shown in Figure 4.16, the closest average SRMR-W values across ICC levels
were obtained for the large model.
AIC and BIC in correctly specified and misspecified models. Table 4.11 shows
the means and standard deviations for the AIC and BIC values obtained for all conditions
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Figure 4.13 RMSEA average values by ICC and sample size in the correctly specified and misspecified medium models.
RMSEA = root mean square error of approximation; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass
correlation coefficient.
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Figure 4.14 RMSEA average values by ICC level for all correctly specified and misspecified model sizes. RMSEA = root mean
square error of approximation; ICC = intraclass correlation coefficient.
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Figure 4.15 SRMR-W average values by ICC and sample size in the correctly specified and misspecified medium models.
SRMR-W = standardized root mean square residual-within; Sample size = level-1 sample size_level-2 sample size; ICC =
intraclass correlation coefficient.
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Figure 4.16 SRMR-W average values by ICC level for all correctly specified and misspecified model sizes. SRMR-W =
standardized root mean square residual-within; ICC = intraclass correlation coefficient.

Table 4.11 AIC and BIC Means and Standard Deviations by Study Condition – Medium Model, Correctly Specified and Misspecified
Correctly Specified
AIC
ICC
.05

.10

91
.20

L1SS/L2SS
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100
50/200
10/50
10/100
10/200
30/50
30/100
30/200
50/50
50/100

M
34499.368
68887.330
137684.037
103189.261
206277.885
412455.499
171865.188
343627.216
687163.217
34414.174
68723.599
137364.624
102738.170
205370.367
410648.269
171004.309
341890.387
683672.449
34400.288
68694.509
137292.177
101580.381
203053.446
406012.870
168388.750
336665.731

Misspecified
BIC

(SD)
(113.944)
(163.228)
(225.858)
(234.958)
(330.729)
(454.483)
(324.149)
(451.372)
(641.817)
(119.637)
(172.375)
(238.396)
(264.948)
(362.440)
(509.690)
(382.968)
(535.197)
(765.200)
(118.838)
(170.130)
(246.430)
(269.890)
(383.056)
(561.125)
(421.774)
(585.788)

M
34887.112
69338.843
138199.320
103678.077
206830.471
413071.855
172401.000
344226.798
687826.568
34801.918
69175.113
137879.907
103226.986
205922.953
411264.624
171540.122
342489.969
684335.800
34788.032
69146.023
137807.460
102069.198
203606.032
406629.225
168924.563
337265.312

AIC
(SD)
(113.944)
(163.228)
(225.858)
(234.958)
(330.729)
(454.483)
(324.149)
(451.372)
(641.817)
(119.637)
(172.375)
(238.396)
(264.948)
(362.440)
(509.690)
(382.968)
(535.197)
(765.200)
(118.838)
(170.130)
(246.430)
(269.890)
(383.056)
(561.125)
(421.774)
(585.788)

M
34527.193
68974.265
137889.209
103425.181
206787.113
413512.119
172334.573
344607.623
689158.342
34580.045
69089.230
138125.671
103584.479
207125.717
414219.344
172611.874
345190.133
690346.273
35022.613
70010.419
140001.656
104886.992
209868.042
419808.177
174789.422
349740.016

BIC
(SD)
(108.155)
(154.855)
(216.401)
(206.473)
(288.316)
(398.904)
(268.554)
(370.664)
(520.512)
(105.032)
(151.680)
(212.750)
(206.152)
(274.675)
(382.612)
(268.474)
(374.397)
(527.738)
(109.501)
(152.563)
(216.500)
(211.158)
(290.797)
(409.353)
(320.385)
(443.582)

M
34805.357
69298.177
138258.869
103775.853
207183.533
413954.287
172718.960
345037.758
689634.225
34858.209
69413.142
138495.331
103935.152
207522.137
414661.512
172996.261
345620.268
690822.155
35300.778
70334.331
140371.315
105237.665
210264.463
420250.345
175173.809
350170.151

(SD)
(108.155)
(154.855)
(216.401)
(206.473)
(288.316)
(398.904)
(268.554)
(370.664)
(520.512)
(105.032)
(151.680)
(212.750)
(206.152)
(274.675)
(382.612)
(268.474)
(374.397)
(527.738)
(109.501)
(152.563)
(216.500)
(211.158)
(290.797)
(409.353)
(320.385)
(443.582)

50/200
673186.315 (832.610) 673849.666 (832.610)
699628.962 (636.310) 700104.845 (636.310)
10/50
34492.742 (127.373) 34855.199 (127.373)
35854.711 (110.608) 36132.875 (110.608)
10/100
68865.745 (182.655) 69287.812 (182.655)
71706.619 (156.639) 72030.531 (156.639)
10/200
137632.330 (266.340) 138114.008 (266.340)
143422.075 (215.609) 143791.735 (215.609)
30/50
100710.496 (303.186) 101167.433 (303.186)
107368.037 (244.622) 107718.710 (244.622)
30/100
201310.503 (422.215) 201827.051 (422.215)
214944.776 (335.648) 215341.196 (335.648)
30/200
402532.177 (614.329) 403108.336 (614.329)
430061.725 (472.680) 430503.893 (472.680)
50/50
166454.631 (472.046) 166955.499 (472.046)
178916.765 (394.295) 179301.152 (394.295)
50/100
332804.564 (662.171) 333365.042 (662.171)
358177.525 (539.760) 358607.659 (539.760)
50/200
665475.883 (937.750) 666095.973 (937.750)
716679.074 (760.882) 717154.957 (760.882)
Note. ICC = intraclass correlation coefficient; L1SS/L2SS = level-1 sample size/level-2 sample size; AIC = Akaike information
criterion; BIC = Bayes information criterion; Values in bold indicate better fit for the misspecified models (e.g., Nylund, Asparouhov,
& Muthén, 2007; Pastor & Gagné, 2013).
.30
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considered for a medium model, in both correctly specified (i.e., MCFA) and
misspecified (i.e., single-level CFA) models. Overall, AIC and BIC results suggested
better fit for the correctly specified models than the misspecified models. Specifically, all
average AIC values were smaller for the correctly specified models (indicating better fit),
regardless of ICC and sample size. However, the difference between the average AIC
values obtained for the correctly specified and misspecified models appeared to increase
as the sample size (i.e., level-1 and/or level-2 sample size) increased. Also, the difference
between these values increased as the ICC level increased. For example, whereas the
difference between the average AIC values was about 28 and 166 for lower ICC levels
(i.e., .05 and .10, respectively), the difference was about 622 and 1,362 for higher ICC
levels (i.e., .20 and .30, respectively) under the same condition (i.e., lowest total sample
size; 50 groups, 10 individuals per group). Similarly, whereas the difference between the
average AIC values was about 28 for the lowest total sample size (i.e., 50 groups, 10
individuals per group), the difference was approximately 236 and 469 when the level-1
sample size increased (i.e., 30 and 50 individuals per group, respectively) and about 87
and 205 when the level-2 sample size increased (i.e., 100 and 200 groups, respectively)
for the same ICC level (i.e., lowest level of ICC; .05). The largest difference between the
average AIC values (i.e., 51,204) was obtained for the condition with the largest ICC
(i.e., .30) and the largest total sample size (i.e., 200 groups, 50 individuals per group).
Conversely, the lowest difference between these values (i.e., 28) was obtained for the
condition with the lowest ICC (i.e., .05) and the lowest total sample size (i.e., 50 groups,
10 individuals per group).
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Similar patterns were observed for the average BIC values. In general, BIC had
lower values for the correctly specified models, showing better fit for these models.
However, in a few instances, the average BIC values were lower and showed better fit for
the misspecified models instead of the correctly specified models. Specifically, lower
average BIC values for the misspecified models were obtained for the conditions with the
lowest level of ICC (i.e., .05) and the smallest levels of total sample size (i.e., 50 groups
and 100 groups, with 10 individuals per group). Other than these two exceptions, the rest
of the average BIC values were lower and showed better fit for the correctly specified
models, with a difference between the models larger than 10 (i.e., indicative of very
strong evidence of differences in model fit) for all conditions. Specifically, the average
BIC values for the rest of the conditions followed the same patterns as the AIC values,
with an increased difference between the correctly specified and misspecified models as
the ICC and sample size increased. Similar to AIC results, the largest difference between
the average BIC values (i.e., 51,059) was obtained for the condition with the largest ICC
(i.e., .30) and the largest total sample size (i.e., 200 groups, 50 individuals per group).
Figures 4.17 – 4.18 show the difference in average AIC and BIC values,
respectively, between misspecified and correctly specified models for all conditions
considered for the medium model. As shown in Figure 4.17, the difference in average
AIC values between the misspecified and correctly specified models increased as the ICC
level increased. Whereas the difference in average AIC values appeared to be very small
for the lower levels of ICC (i.e., .05 and .10), the difference in average values showed a
substantial increase for higher levels of ICC (i.e., .20 and .30). Also, the difference in
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Difference in AIC Average Values
(Misspecified Models - Correctly Specified Models)
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Figure 4.17 Difference in AIC average values between misspecified and correctly specified medium models by ICC and sample size.
AIC = Akaike information criterion; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.
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Figure 4.18 Difference in BIC average values between misspecified and correctly specified medium models by ICC and sample size.
BIC = Bayes information criterion; Sample size = level-1 sample size_level-2 sample size; ICC = intraclass correlation coefficient.

AIC values increased as the sample size increased within each level of ICC. Larger
differences between the misspecified and correctly specified models occurred in models
with larger sample sizes (i.e., at least 100 groups, with 30 individuals per group),
particularly as the ICC level increased. The largest difference in average AIC values
occurred for the highest level of ICC (i.e., .30) and the largest total sample size (i.e., 200
groups, with 50 individuals per group). Similarly, the difference in average BIC values
increased as the ICC level increased (Figure 4.18). In addition, the difference in average
BIC values increased as the sample size within each ICC level increased, particularly for
higher levels of ICC (i.e., .20 and .30). Similar to results obtained for AIC, the largest
difference in average BIC values occurred for the highest level of ICC (i.e., .30) and the
largest total sample size (i.e., 200 groups, with 50 individuals per group).
Similar results were obtained for the small (Table 4.12) and large (Table 4.13)
models. Specifically, the average AIC and BIC values for all conditions considered with
these models had lower values and showed better fit for the correctly specified models.
As the small and large models were only considered with the largest total sample size
(i.e., 200 groups, with 50 individuals per group), no variation in the average AIC and BIC
values by sample size could be examined for these models. However, similar to the
medium model, the difference in average AIC and BIC values between the correctly
specified and misspecified models increased as the ICC level increased. For example,
whereas the difference between the average values was over 1,000 for both AIC and BIC
for a small model with the lowest ICC level (i.e., .05), this difference was over 25, 500
for this model with the highest ICC level (i.e., .30). In addition, results showed that the
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Table 4.12 AIC and BIC Means and Standard Deviations by Study Condition – Small Model, Correctly Specified and Misspecified
Correctly Specified
AIC

Misspecified
BIC

AIC

BIC

ICC
M
(SD)
M
(SD)
M
(SD)
M
.05
343874.753 (405.789) 344177.588 (405.789)
345003.564 (350.177) 345227.084
.10
342229.787 (485.646) 342532.621 (485.646)
345908.180 (332.844) 346131.701
.20
337463.486 (551.300) 337766.320 (551.300)
351070.331 (366.127) 351293.851
.30
333424.703 (654.537) 333720.327 (654.537)
359250.850 (478.112) 359474.370
Note. ICC = intraclass correlation coefficient; AIC = Akaike information criterion; BIC = Bayes information criterion.

(SD)
(350.177)
(332.844)
(366.127)
(478.112)

Table 4.13 AIC and BIC Means and Standard Deviations by Study Condition – Large Model, Correctly Specified and Misspecified
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Correctly Specified
AIC

Misspecified
BIC

AIC

BIC

ICC
M
(SD)
M
(SD)
M
(SD)
M
(SD)
.05
1373093.121 (1147.372) 1374650.555 (1147.372)
1376184.124 (926.484) 1377251.255 (926.484)
.10
1365400.705 (1325.337) 1366958.138 (1325.337)
1377279.695 (981.351) 1378346.825 (981.351)
.20
1342328.430 (1371.845) 1343885.863 (1371.845)
1393776.493 (1116.689) 1394843.624 (1116.689)
.30
1327618.037 (1480.438) 1328973.581 (1480.438)
1429018.352 (1234.148) 1430085.483 (1234.148)
Note. ICC = intraclass correlation coefficient; AIC = Akaike information criterion; BIC = Bayes information criterion.

difference between the average AIC and BIC values increased as the model size
increased. For example, the difference in the average AIC values ranged from 25,826 for
the small model, 51,204 for the medium model, and 101,400 for the large model under
the same condition (i.e., highest level of ICC and largest total sample size). Similarly, the
difference in the average BIC values for this condition ranged from 25,754 for the small
model, 51,059 for the medium model, and 101,112 for the large model.
Figures 4.19 – 4.20 show the difference in average AIC and BIC values,
respectively, between misspecified and correctly specified models for all model sizes. As
shown in Figure 4.19, the difference in average AIC values increased as the ICC level
increased, regardless of model size. However, the magnitude of the increase varied by
model size. Whereas the difference in average AIC values was very similar across models
for the lowest level of ICC (i.e., .05), this started to increase with an ICC of .10 and
continued to increase for higher ICC levels (i.e., .20 and .30). Overall, whereas the small
model had the lowest difference in average AIC values between misspecified and
correctly specified models, the large model had the highest difference in average AIC
values. Similarly, the difference in average BIC values increased as the ICC level
increased, regardless of model size (Figure 4.20). Also, the magnitude of the increase
varied by model size. Similar to the results obtained for AIC, the small model had the
lowest difference in average BIC values between misspecified and correctly specified
models, whereas the large model had the highest difference in average BIC values.
Chapter 5 will present the discussion of findings, conclusions, and implications
for practice based on this study. Specifically, Chapter 5 summarizes the findings of this
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Figure 4.19 Difference in AIC average values between misspecified and correctly specified models by ICC and model size.
AIC = Akaike information criterion; ICC = intraclass correlation coefficient.

101

Difference in BIC Average Values
(Misspecified Models - Correctly Specified Models)

110000
100000
90000
80000
70000
60000

50000
40000
30000
20000
10000
0
0.05

0.10

0.20

0.30

ICC
Small model

Medium model

Large model

Figure 4.20 Difference in BIC average values between misspecified and correctly specified models by ICC and model size.
BIC = Bayes information criterion; ICC = intraclass correlation coefficient.

study and compares results with previous research on model fit in the MCFA framework.
The implications for the use of various model fit indices in this framework, guidelines for
applied researchers to use when assessing model fit in this context, and areas for future
research are discussed in this chapter.
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CHAPTER 5
DISCUSSION
This study examined the performance of various model fit indices in the context
of multilevel confirmatory factor analysis to determine their robustness in this
framework. As the interest in using multilevel factor analysis techniques recently
increased, applied researchers continue to face the challenge of assessing model fit to
support a plausible model. With the lack of specific guidelines regarding model fit
assessment in this framework, applied researchers currently rely on commonly used
criteria for evaluation established in the traditional single-level CFA framework.
For a comprehensive evaluation of model fit in the MCFA framework, this study
investigated the performance of commonly used model fit indices (i.e., chi-square, CFI,
TLI, RMSEA, SRMR), as well as of two other fit indices (i.e., AIC, BIC) that were not
commonly used or researched in this framework. Using a simulation study with a MCFA
(i.e., two-level) population model, characteristics of the model were varied to reflect a
broad range of conditions commonly found in applied studies. Five factors were
manipulated (i.e., item-level ICC, level-1 sample size, level-2 sample size, model size,
and model misspecification) to investigate the performance of model fit indices in this
context. Average values of the fit indices obtained for the MCFA model were compared
to traditional criteria for evaluation commonly used in the regular CFA framework.
As the research on assessing model fit in the MCFA framework is limited, this
study aimed to extend previous research in the area by not only investigating additional
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fit indices (i.e., AIC, BIC), but also including factors rarely considered in this framework
(i.e., model size) and conditions that are frequently encountered in applied studies.
Furthermore, this study focused on the overall model fit evaluation (i.e., assessing
aggregate model fit indices commonly provided by software), method that is usually
employed by applied researchers. These aspects were important to consider as the goal of
this study was to ultimately provide applied researchers with a comprehensive set of
guidelines for evaluating model fit in this framework under conditions they frequently
encounter in practice.
Performance of Model Fit Indices
Results of this study suggested that whereas some fit indices performed well in
the MCFA models under various conditions studied, the performance of other fit indices
varied by the factors included in this study. For example, results showed that the ICC
level was one of the most influential factors in this study, impacting the performance of
model fit indices, regardless of sample size and model size. Overall, as the ICC level
increased, the model fit decreased; however, the magnitude of the impact varied across fit
indices. The performance of several fit indices, including CFI, TLI, SRMR-B, and chisquare, varied greatly as a function of the ICC level. Both CFI and TLI performed well
for lower ICC levels (i.e., .05 and .10), but their average values decreased below
recommended cut-off values (i.e., .95) as the ICC level increased to .20 and .30.
Similarly, SRMR-B and χ2 performed better for ICCs of .05 and .10 compared to higher
ICC levels (i.e., .20 and .30), when their average values increased substantially above
recommended cut-off values (i.e., .08) or expected values, respectively. However, fit
indices as RMSEA and SRMR-W remained fairly consistent across the various levels of
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ICC. Although the average values of these fit indices slightly increased for ICCs of .20
and .30, they remained below the recommended cut-off values (i.e., .06 and .08,
respectively) for all conditions. These results were expected as the impact of the ICC
level on the performance of model fit indices in the MCFA framework was noted by
several researchers (Boulton, 2011; Hsu, 2009; Hsu et al., 2016). In addition, similar to
other studies (Boulton, 2011; Hsu et al., 2016), some fit indices were less influenced by
the ICC level than others. However, unlike other findings showing that the performance
of TLI and RMSEA appeared to be more influenced by ICC than CFI and SRMR (Hsu et
al., 2016), this study found that the performance of both SRMR-W and RMSEA were
less influenced by ICC when compared to CFI, TLI, and SRMR-B.
An important finding of this study suggested that for the lowest ICC level (i.e.,
.05), fit indices average values were similar and showed good model fit regardless of the
model (i.e., correctly specified/misspecified). In other words, for an ICC level of .05,
analyzing the multilevel model as a single-level CFA model did not appear to
substantially affect the model fit, particularly when dealing with smaller sample sizes. As
the ICC level increased, the difference in model fit between the correctly specified and
misspecified models increased. With the exception of RMSEA and SRMR-W (which still
suggested an acceptable model fit for the misspecified models for an ICC of .10), all
model fit indices suggested poor model fit of the misspecified models for ICC levels
higher than .05. The model fit was particularly poor for ICC levels of .20 and .30, where
all fit average values were substantially below/above the recommended guidelines (i.e.,
all CFI and TLI average values were zero, RMSEA average values were up to .22, and
SRMR-W values were up to .18). Average TLI values, in particular, showed extremely
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poor fit as the initial values obtained were out of range (i.e., negative). As previously
noted, this situation appears to be common when dealing with small sample sizes (e.g.,
“Unusual TLI Values,” 2017). However, these out of range values, indicative of very
poor fit, appear to also occur in situations when dealing with clustered data that have a
high degree of dependency (i.e., high ICC levels), but the nested structure of the data is
ignored. These results are consistent with previous research showing that ignoring a level
of nesting can increase model misfit, with the magnitude of the bias depending on factors
such as the ICC level and sample size (Pornprasertmanit et al., 2014). As shown in
previous studies, the consequences of disaggregation (i.e., ignoring the higher-level units)
may be negligible only for situations with low levels of ICC, particularly when associated
with small sample size (Julian, 2001; Pornprasertmanit et al., 2014).
Similar to the variation found in the performance of various fit indices by ICC
level, this study suggested variation in model fit indices performance by sample size in
the MCFA models. Overall, as the total sample size increased within each ICC level, the
model fit increased; however, level-2 sample size appeared to be particularly important
for the performance of certain fit indices. In general, model fit indices showed their
poorest performance for the conditions with the smallest total sample size (i.e., 50
groups, with 10 individuals per group); however, the performance of most fit indices
appeared to decrease for the conditions with the smallest level-2 sample size (i.e., 50
groups), regardless of the level-1 sample size. As with the ICC level, the impact of the
sample size varied across model fit indices. Whereas RMSEA and SRMR-W average
values only varied slightly by sample size, other fit indices such as CFI, TLI, SRMR-B,
and χ2 showed greater differences in their performance. For example, whereas CFI and
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TLI average values for higher ICC levels (i.e., .20 and .30) were below the recommended
value of .95, average values were closer to the recommended values as the sample size
increased. Similarly, the best performance of both SRMR-B and χ2 was noted for the
largest total sample size (i.e., 200 groups, with 50 individuals per group). However,
particularly for χ2, level-2 sample size appeared to be more influential as the closest to
expected average values and the lowest average rejection rates occurred for the largest
number of groups (i.e., 200 groups), regardless of the number of individuals per group.
Variation in the performance of model fit indices by sample size was expected as this was
previously noted in the MCFA framework (Boulton, 2011; Padgett & Morgan, 2020;
Schermelleh-Engel et al., 2014; Zhang, 2015). Similar to previous findings (Padgett &
Morgan, 2020; Schermelleh-Engel et al., 2014; Zhang, 2015), this study showed a greater
impact of the group size in the performance of model fit indices. However, in addition to
SRMR that was found to be less impacted by the group size (Zhang, 2015), this study
also found that RMSEA appears to only be minimally impacted by group size.
Furthermore, results of this study showed some variation in the performance of
model fit indices by model size in the MCFA models. Whereas similar trends in the
performance of model fit indices were found for all models (i.e., small, medium, large),
the magnitude of the differences in performance across conditions varied by model size.
Overall, most fit indices showed their best performance with the large model and their
poorest performance with the small model. These results were consistent with findings of
a recent study conducted by Sessoms (2019), one of the first studies to consider the
impact of model size on the performance of model fit indices in MCFA. In addition, the
current study found that whereas the differences noted by model size were minimal for
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RMSEA and SRMR-W, larger differences in performance were noted for fit indices such
as CFI, TLI, and SRMR-B. For example, both CFI and TLI decreased their performance
for ICCs of .20 and .30 for all models, but the smallest decrease in average values was
noted for the large model whereas the largest decrease was noted for the small model.
Similarly, SRMR-B average values increased (showing poor model fit) for higher levels
of ICC for all models; however, as the large model had the lowest increase in average
values, the small model had the highest increase. The only exception was χ2, which
showed optimal performance with the small model and its poorest performance with the
large model. Whereas the small model had the closest to expected χ2 average values and
the lowest average rejection rates, the large model had the highest rejection rates.
Differences by sample size and model size were also noted when comparing the
performance of fit indices in correctly specified and misspecified models. With the
exception of the lowest ICC level (i.e., .05), where fit indices performed similarly in both
correctly specified and misspecified models, fit indices showed better fit for the correctly
specified models for conditions with higher levels of ICC (i.e., .10, .20, .30). However,
the difference in the performance of fit indices in the two types of models varied by
sample size or model size. In general, the average values of the misspecified models were
closer to the average values of the correctly specified models for small sample sizes or
large models. For example, for an ICC of .10, the difference in the average values of the
commonly used fit indices (i.e., CFI, TLI, RMSEA, and SRMR-W) obtained for the two
types of models was smaller for conditions with the smallest level-1 sample size (i.e., 10
individuals) or the largest model (i.e., 8 factors and 40 indicators). However, for higher
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levels of ICC (i.e., .20 and .30), CFI and TLI had an average value of 0 in the
misspecified models, regardless of sample size and model size.
Although evaluated differently than the other model fit indices (i.e., through
comparison between correctly specified and misspecified models), AIC and BIC values
showed similar patterns. Similar to the other fit indices considered in this study, both AIC
and BIC showed better fit for the correctly specified models in most cases. Overall,
obtaining lower average values (indicative of better model fit) for the correctly specified
models was independent of ICC, sample size, and model size. However, the difference in
the average values obtained for the correctly specified and misspecified models varied by
all these factors. Specifically, the difference in the average AIC and BIC values obtained
for the two types of models increased as the ICC level increased. Also, this difference in
average values increased as the total sample size within each ICC level increased.
Further, the difference between the correctly specified and misspecified models increased
as the model size increased. The largest differences in average values between the
correctly specified and misspecified models were noted for conditions with the highest
level of ICC (i.e., .30), largest total sample size (i.e., 200 groups, with 50 individuals per
group), or largest model (i.e., 8 factors and 40 indicators).
It is important to note that even though the magnitude of the difference in the
average values obtained for the correctly specified and misspecified models varied by the
factors considered in this study, AIC and BIC performed well in the MCFA framework
under most conditions. Even for the lowest ICC level (i.e., .05), both AIC and BIC
showed better fit for the correctly specified model in most conditions. The only
exception, only found for BIC, was under a combination of small ICC (i.e., .05) and
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small sample size (i.e., 50 or 100 groups, with 10 individuals each). For the rest of the
conditions, not only that BIC showed better fit for the correctly specified models, but the
difference between average values obtained for the correctly specified and misspecified
models was larger than 10 (indicating very strong evidence of differences in model fit;
Raftery, 1995). Although not previously researched in the context of MCFA, AIC and
BIC appear to be promising in evaluating model fit and choosing the best fitting model in
this framework. Results of this study confirm decisions previously made in several
applied studies (Ene et al., 2016, 2017, 2018), where the MCFA model was chosen as the
best fitting model mostly based on AIC and BIC. Whereas these two indices showed a
clear difference in model fit between the single-level CFA model and the MCFA model,
favoring the multilevel model, the commonly used model fit indices suggested mixed
results.
In conclusion, fit indices such as RMSEA and SRMR-W performed well in the
MCFA framework under various conditions studied, suggesting good model fit of the
correctly specified models regardless of ICC level, sample size, or model size. SRMR-W
average values in particular were very similar across conditions studied, suggesting
minimal impact of the factors considered in this study. In addition, AIC and BIC showed
better fit for the correctly specified models in most conditions considered in this study.
Based on these results, fit indices such as RMSEA, SRMR-W, AIC, and BIC appear to be
robust in the MCFA framework and could be trustworthy to use in this context to
evaluate model fit under various conditions found in applied settings.
However, other fit indices such as CFI and TLI performed well only under certain
conditions (i.e., ICC levels of .05 and .10) and should be used with caution in this
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framework particularly for higher levels of ICC. Although a large sample size and large
model helped approach the recommended levels, CFI and TLI average values were still
below the recommended values for higher levels of ICC. Furthermore, based on the
traditional recommended cut-off values for SRMR in the regular CFA framework,
SRMR-B performed well only for a combination of small ICC (i.e., .05 and .10) and
fairly large sample size (i.e., at least 50 groups with 30 individuals per group) and should
be used with caution in the multilevel framework. Lastly, although model χ2 appeared to
perform better under certain conditions (i.e., low ICC levels, large sample size, or small
model), the results were not optimal in either condition, therefore should be used with
caution in the MCFA framework. Based on these results, fit indices such as CFI, TLI,
SRMR-B, and χ2 appear to be less robust to the MCFA framework and should be less
trustworthy to use in evaluating model fit in this context, particularly for situations with
higher levels of ICC or small samples. Furthermore, it is important to note that these
results were obtained for categorical data treated as continuous under optimal conditions
(e.g., approximately normally distributed data; estimated item means between 1.9912.012, with standard deviations between 0.321-0.812). As the performance of these fit
indices could be worse under less favorable conditions found in applied settings,
researchers should use them with caution.
In addition, comparisons of the multilevel models with misspecified single-level
models showed the difference in the performance of model fit indices under both
frameworks. Overall, model fit indices showed better fit for the correctly specified
models, highlighting the importance of using multilevel factor analyses techniques under
most conditions studied. The only exception was noted for the lowest ICC level (i.e., .05),
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where most fit indices suggested similar, acceptable model fit for both models, regardless
of sample size or model size. Based on these results, the ICC level is a key factor to
consider in the context of MCFA and although multilevel factor analyses are preferable
in most nested contexts, using a traditional, single-level framework may also provide
trustworthy model fit information in situations with low levels of ICC. This is particularly
true for situations with small samples or large models.
Recommendations for Applied Researchers
The findings of this study support the use of the following guidelines in the
MCFA context:
▪

When assessing model fit in the MCFA framework, researchers should focus
on a combination of fit indices, including RMSEA, SRMR-W, AIC, and BIC.
These fit indices performed well under various conditions studied in the
MCFA framework and were only minimally impacted by the various factors
considered in this study. Therefore, the traditional guidelines for these fit
indices (i.e., RMSEA ≤ .06, SRMR-W ≤ .08, lower values for AIC and BIC)
should be trustworthy to use in evaluating model fit for MCFA models with
various levels of ICC, sample size, and model size.

▪

For MCFA models with lower levels of ICC (i.e., .05 and .10), researchers
could also use CFI and TLI to evaluate model fit. Their recommended cutoff
values (i.e., ≥ .95) appear to be trustworthy to use in evaluating model fit for
MCFA models with these lower ICC levels, for various levels of sample size
and model size. However, CFI and TLI should be interpreted with caution for
higher levels of ICC (i.e., .20 and .30), as their values were below the
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recommended guidelines for these conditions. Even though having larger
samples or larger models could help approach the recommended cutoff values
under higher ICC levels, these fit indices should still be used with caution in
evaluating model fit in these conditions.
▪

In addition, SRMR-B could be used in evaluating model fit in MCFA
framework only under certain conditions. Specifically, the traditional
recommended cutoff values for SRMR-B (i.e., ≤ .08) appear to hold only for a
combination of lower ICC levels (i.e., .05 and .10) and a fairly large sample
size (i.e., at least 50 groups with 30 individuals per group). Therefore, SRMRB should be used with caution in evaluating fit of MCFA models under
various conditions such as small samples and higher levels of ICC.

▪

Model χ2 should be interpreted with caution in the MCFA framework under
various conditions found in applied settings. Although χ2 appeared to be more
trustworthy to use for MCFA models with lower levels of ICC, large samples,
and small models, its performance was not optimal in either one of the
conditions included in this study.

▪

When dealing with nested models that have a low ICC level (i.e., .05), using
either MCFA analyses or traditional single-level CFA analyses may be
reasonable, particularly for situations with small samples or large models.
Whereas all commonly used model fit indices showed better fit for the
correctly specified MCFA model, fit values obtained through single-level
CFA analyses were similar, indicative of good model fit. Further, although
AIC and BIC showed a clear difference in model fit favoring the MCFA in
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most cases, the results were mixed for the conditions with low ICC and small
sample sizes.
Limitations and Future Studies
As with any Monte Carlo studies, the results of the current study only generalize
to the conditions considered in this study. Although conditions of this study were selected
based on prior research and were intended to cover a variety of conditions found in
applied settings, these conditions are not exhaustive. Much more complicated models
(e.g., three-level models, models with random intercept and slope, models with different
factor structure at each level) could be tested in the MCFA framework to reflect more
complex situations found in applied studies. In addition, future studies should extend the
factors considered in this study to vary aspects such as the number of response categories,
number of items per factor, item loadings, item-level ICCs, factor correlations, level of
model misspecification, and consider unbalanced designs or different estimators. For
example, similar to a recent study conducted by Padgett and Morgan (2020), the
performance of model fit indices in the MCFA framework with categorical data
considered for the current study could be investigated under additional robust estimators
(e.g., WLSMV). In addition, similar studies using ordinal data with fewer categories
could be conducted in this framework.
Another limitation of this study is that we only used average fit values per each
condition studied and only investigated the absolute cutoff values and guidelines
established in the traditional single-level CFA, currently used in the MCFA framework.
The purpose of this study was not to determine new criteria for model fit evaluation in the
MCFA framework, but to evaluate the currently used criteria in this framework. Although
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the conclusions based on this study are somewhat limited in that respect, the findings are
informative and represent a first step in presenting recommendations for applied
researchers, assisting them evaluate model fit in the context of MCFA. Future studies
should further investigate commonly used model fit indices such as CFI and TLI to
determine more specific criteria for evaluation in the MCFA framework. In addition,
future studies should further investigate the performance of SRMR-B to determine an
alternative cutoff value or criteria for evaluation, as based on current guidelines for
SRMR in a traditional single-level context, SRMR-B performs well only in a very few
instances.
Finally, not all fit indices that are available and could be used in evaluating model
fit in MCFA context were investigated. This study focused on investigating the most
commonly used model fit indices (i.e., χ2, CFI, TLI, RMSEA, SRMR), plus AIC and
BIC. Future studies should continue this line of research, including other fit indices that
could be used in evaluating model fit such as GFI, AGFI, or WRMR.
In summary, this study represents one of the initial steps in evaluating the
robustness of various model fit indices in the MCFA framework. Given the need of using
MCFA techniques when dealing with nested data, the increased interest in using these
techniques in social sciences, and the lack of guidelines for evaluating model fit in this
framework, this study brings a contribution to the literature by providing applied
researchers with some recommended guidelines for evaluating model fit in this context.
Although findings of this study offer valuable information regarding model fit indices
that could be trustworthy to use in this framework under various conditions frequently
found in empirical studies as well as fit indices that should be used with caution in this
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framework, there is much more to learn in this area. More complicated models, additional
factors and fit indices, and more specific criteria for evaluation could be addressed by
future studies for a more complete picture of the model fit evaluation of MCFA models.
However, the initial recommended guidelines provided by this study can help applied
researchers to have a better understanding of model fit indices that can be trustworthy in
the MCFA framework, to evaluate model fit of MCFA models, and to make informed
decisions based on studies conducted in this framework.
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APPENDIX A
SAMPLE MPLUS DATA GENERATION AND DATA ANALYSIS CODE
! Data generation for two-level data, medium model (4 factors, 20 indicators), ICC = .10,
and the largest total sample size (200 groups, 50 individuals per group)
MONTECARLO:
NAMES = Y1 - Y20; !20 observed variables
GENERATE = Y1 - Y20 (4); !Need 4 thresholds for 5-category variables (number
of categories -1)
CATEGORICAL = Y1 - Y20; !Designate variables as ordinal
NOBSERVATIONS = 10000; !Total sample size 50*200=10000
NREPS = 1000; !Number of replications
SEED = 12345; !Just a random number
NCSIZES = 1; !Number of unique cluster sizes
CSIZES = 200(50); !Number of clusters and cluster size
repsave=all; !Save data files for all replications
save= c:\SimulationStudy\condition 18\sim*.dat; !Save file names sim1.dat,
sim2.dat, etc
ANALYSIS: TYPE = TWOLEVEL; ESTIMATOR = MLR;
MODEL POPULATION: !Population parameter values
%WITHIN% !Level-1
FW1 BY Y1@0.7 Y2@0.7 Y3@0.7 Y4@0.7 Y5@0.7; !Items by factor, with factor
loadings
FW2 BY Y6@0.7 Y7@0.7 Y8@0.7 Y9@0.7 Y10@0.7;
FW3 BY Y11@0.7 Y12@0.7 Y13@0.7 Y14@0.7 Y15@0.7;
FW4 BY Y16@0.7 Y17@0.7 Y18@0.7 Y19@0.7 Y20@0.7;
FW1-FW4@2.00; !Factor variance fixed at 2
FW1 WITH FW2@0.5; !Factor correlation
FW1 WITH FW3@0.5;
FW1 WITH FW4@0.5;
FW2 WITH FW3@0.5;
FW2 WITH FW4@0.5;
FW3 WITH FW4@0.5;
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%BETWEEN% !Level-2
FB1 BY Y1@0.7 Y2@0.7 Y3@0.7 Y4@0.7 Y5@0.7; !Items by factor, with factor
loadings
FB2 BY Y6@0.7 Y7@0.7 Y8@0.7 Y9@0.7 Y10@0.7;
FB3 BY Y11@0.7 Y12@0.7 Y13@0.7 Y14@0.7 Y15@0.7;
FB4 BY Y16@0.7 Y17@0.7 Y18@0.7 Y19@0.7 Y20@0.7;
FB1-FB4@1.00; !Factor variance fixed at 1
FB1 WITH FB2@0.5; !Factor correlation
FB1 WITH FB3@0.5;
FB1 WITH FB4@0.5;
FB2 WITH FB3@0.5;
FB2 WITH FB4@0.5;
FB3 WITH FB4@0.5;
!Thresholds - for normal data conditions
[
Y1$1-Y20$1*-1.55477
Y1$2-Y20$2*-0.643345
Y1$3-Y20$3* 0.643345
Y1$4-Y20$4* 1.55477
];
Y1-Y20@0.00; !Scaled unique variances fixed at 0

! MCFA analysis of the two-level data generated for a medium model, ICC = .10, and the
largest total sample size
DATA:
file=simlist.dat; !List of external data file names
type=montecarlo;
VARIABLE:
names=Y1 - Y20 cluster;
cluster=cluster;
MODEL: !Analysis model
%WITHIN%
FW1 BY Y1*0.7 Y2*0.7 Y3*0.7 Y4*0.7 Y5*0.7; !Items by factor, with factor
loadings
FW2 BY Y6*0.7 Y7*0.7 Y8*0.7 Y9*0.7 Y10*0.7;
FW3 BY Y11*0.7 Y12*0.7 Y13*0.7 Y14*0.7 Y15*0.7;
FW4 BY Y16*0.7 Y17*0.7 Y18*0.7 Y19*0.7 Y20*0.7;
FW1-FW4@2.00; !Factor variance
FW1 WITH FW2*0.5; !Factor correlation
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FW1 WITH FW3*0.5;
FW1 WITH FW4*0.5;
FW2 WITH FW3*0.5;
FW2 WITH FW4*0.5;
FW3 WITH FW4*0.5;
Y1-Y20*0.51; !Scaled unique variances

%BETWEEN%
FB1 BY Y1*0.7 Y2*0.7 Y3*0.7 Y4*0.7 Y5*0.7; !Items by factor, with factor loadings
FB2 BY Y6*0.7 Y7*0.7 Y8*0.7 Y9*0.7 Y10*0.7;
FB3 BY Y11*0.7 Y12*0.7 Y13*0.7 Y14*0.7 Y15*0.7;
FB4 BY Y16*0.7 Y17*0.7 Y18*0.7 Y19*0.7 Y20*0.7;
FB1-FB4@1.00; !Factor variance
FB1 WITH FB2*0.5; !Factor correlation
FB1 WITH FB3*0.5;
FB1 WITH FB4*0.5;
FB2 WITH FB3*0.5;
FB2 WITH FB4*0.5;
FB3 WITH FB4*0.5;
Y1-Y20@0.00; !Scaled unique variances
ANALYSIS: TYPE = TWOLEVEL; ESTIMATOR = MLR; H1ITERATIONS=5000;
SAVEDATA: results are c:\SimulationStudy\condition 18\results.DAT;

! Single-level CFA analysis by ignoring the higher level of the two-level data generated
for a medium model, ICC = .10, and the largest total sample size
DATA:
file= c:\SimulationStudy\condition 18\simlist.dat; !List of external data file names
type=montecarlo;
VARIABLE:
names=Y1 - Y20 cluster;
cluster=cluster;
MODEL: !Analysis model
%WITHIN%
FW1 BY Y1*0.7 Y2*0.7 Y3*0.7 Y4*0.7 Y5*0.7; !Items by factor, with factor
loadings
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FW2 BY Y6*0.7 Y7*0.7 Y8*0.7 Y9*0.7 Y10*0.7;
FW3 BY Y11*0.7 Y12*0.7 Y13*0.7 Y14*0.7 Y15*0.7;
FW4 BY Y16*0.7 Y17*0.7 Y18*0.7 Y19*0.7 Y20*0.7;
FW1-FW4@2.00; !Factor variance
FW1 WITH FW2*0.5; !Factor correlation
FW1 WITH FW3*0.5;
FW1 WITH FW4*0.5;
FW2 WITH FW3*0.5;
FW2 WITH FW4*0.5;
FW3 WITH FW4*0.5;
Y1-Y20*0.51; !Scaled unique variances

%BETWEEN%
Y1-Y20@0.00; !Scaled unique variances
ANALYSIS: TYPE = TWOLEVEL; ESTIMATOR = MLR; H1ITERATIONS=5000;
SAVEDATA: results are c:\SimulationStudy\condition 62\results.DAT;
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