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In order to combine the acceptance limitation due to a mechanical ob-
stacle at radius r
mech
with that due to magnetic imperfections present in
the lattice, a quantity 
da
to be called \dynamic acceptance" is introduced.
Using lowest order theory (with transfer matrices and no Hamiltonian) per-





). Being in analytic form, this acceptance reduction provides
a gure of merit that can be used to optimize the lattice tunes (thereby
rening the prescription \stay away from low order resonances"). Apart





) from the commonly employed \dynamic aperture" is its
dependence on r
mech
and the importance of this distinction fades as r
mech
becomes large. In this rst part the method is formulated and, to demon-
strate the method, optimal fractional tunes are found with only random
errors present|the loss of acceptance is dominated by sextupole errors.
But the intended application is for eld errors that are systematic over
sections of the lattice, but not necessarily over the whole lattice. Such
eld errors are unavoidable and are especially important in a high tune
accelerator like the LHC.
21. Introduction
The performance of a high energy superconducting accelerator such as the LHC is
limited at large particle amplitudes either by mechanical obstacles or by magnetic imper-
fections, with the latter having come to be expressed by the \dynamic aperture" of the





), to be called \dynamic acceptance",
y
which depends on the mechanical aperture
r
mech
. In this paper, when the dynamic limitation is expressed at a particular point P it
will be expressed as a radius r
da













appropriate beta function at P. Since most calculations will be referred to the point P at
which the limiting mechanical aperture is located, formulas will mainly be expressed in
terms of r
da
applicable at that point and converted to 
da
only at the end.
With the beam expected to be roughly Gaussian in transverse prole, it is customary




 1mm is a typical value
at a \typical" point where  = 
typ
. In order to make this introduction as informal as
possible while retaining at least semi-quantitative accuracy let us accept this value so that
the same unit can serve for both mechanical dimensions and beam sigma.
To make the discussion concrete let us dene some characteristic radii and assign them
plausible values. (Though they will be more reliable than their absolute values, their




= 6mm, the smallest dynamic aperture for which measureable luminosity can
be obtained assuming a perfectly centered closed orbit.
r
mech;
the radius of the smallest mechanical aperture or scraper, assumed to be at the
place in the lattice where r
da
applies. In the LHC the minimum beam screen
radius is 18mm but practical beam cleaning scrapers will probably be at about
10mm. In this paper r
mech
is treated as variable.
r
ref
= 17mm, the \reference" radius at which multipole coecients are expressed.
r
nl
 20mm radius at which particles are typically lost in a few turns according
to element-by-element tracking with conservative eld imperfections.
y
It was Kjell Johnsen who, in coee time conversation, objected to the term \dynamic aperture" and
expressed the opinion that \dynamic acceptance" would be a more traditional and more useful measure.
The recommendation was endorsed by the others present|Wolfgang Schnell and Albert Homan.
3r
conv
 24mm radius outside which the magnetic eld is essentially unknown because
of unknown convergence of the multipole series.
As amplitudes increase toward r
nl
analytic calculation becomes impossible, but the





becomes simpler and more accurate. This is the thesis on which this paper is based.
The theory just mentioned is rst order perturbation theory, in which each nonlinear
element is treated as independent of all others. Then the eect of all nonlinear elements
acting in concert is obtained by simple superposition. Since this superposition is just like
the superposition of waves in the diraction theory of physical optics, it can be performed
using phasor diagrams, and there is the possibility of constructive or destructive interfer-
ence.
y
The number of phasor contributions is equal to the number of nonlinear elements,
which in our case will usually be the number of half-cells N
1=2
|with the tune Q being
about 60 this is given approximately by N
1=2
e:g:
= 8Q  500. The maximum conceivable
coherent sum can therefore be about 500 times greater than a typical individual term, but
the sum will normally be much less constructive than this.
By performing this phasor summation we will obtain a \coherent" sum r
coh
which is
the maximum excursion away from a nominal, purely linear, betatron motion. The actual
motion will therefore ll a band r
coh






















. The basis for this formula is
that a particle with linear betatron amplitude r
da
passes every possible obstacle with every
possible phase of both its linear and nonlinear parts and hence will be lost if its amplitude
exceeds the value given by the expression on the right hand side of (1:1). If there is no




, and for suciently small values
of r
mech
(which can be varied arbitrarily in operations) Eq. (1:1) becomes arbitrarily more
reliable. The thesis of this paper is that values of r
mech
small enough to make Eq. (1:1)
reliable in this sense will at the same time be large enough for practical operations. Though
chaos makes it impossible to perform an accurate analytic calculation of the magnetic
y
In the current context \destructive" interference is good and \constructive" interference is bad since the
amplitudes being superimposed constitute undesirable distortion.
4aperture in the absence of mechanical apertures, this limitation is somewhat academic
since mechanical apertures are always present for operational reasons. We conjecture then,
that amplitudes that are practical operationally are small enough for analytic formulation
to be practical as well. It is very much in the spirit of the calculation to describe r
coh
as
the amount by which the mechanical aperture is \fuzzed out" by the nonlinear dynamics.
The calculations of Lasheras and Jeanneret
1
are based on similar ideas.
If all nonlinear elds were known perfectly the coherent sum r
coh
could be calculated
exactly within the model, but for now we can only estimate the magnitudes of the eld
errors, concentrating on the nonlinearities associated with the main arc dipoles since they
are expected to dominate, at least at injection. The formulas in this paper can be applied
to random errors using a \random phase approximation" but they are more intended for
systematic eld errors, or rather on \somewhat systematic" eld errors. Such errors are
systematic over an appreciable fraction of the lattice, but not necessarily over the whole
lattice. Because the arcs are themselves periodic structures, there is the likelihood of
appreciable constructive interference over, say, one arc, even if the interference over the
whole lattice is largely destructive. What is required therefore is a \somewhat random
phase approximation". Though the enhancement factor from this source cannot approach
the maximum possible value of 500 mentioned above, it can still be appreciably larger than
the value
p
500 that might be expected if the elements contribute randomly, or the even
smaller value that can be achieved if the errors are purely systematic and are intentionally
arranged to be self-compensating.
Before proceeding to an accurate calculation of r
coh
, I make the following semi-
quantitative estimate in order to provide guidance for the later formulation. As well as Q
and N
1=2




m,  = 2=N
1=2
which is the




= 72m which is a typical value for the beta function.











5When viewed at a particular point P in the lattice, the linear horizontal betatron displace-
























. Assume that there is a nonlinear




















































is measured in standard \units" at r
ref
and the two indices allow for Amer-
ican/European conventions. The eect of this nonlinear element at P is to \perturb" (1:3)
so that, specializing to n
x


































= 2 is given by 
 = 2
x





. The \denominator" factor is proportional to Q, the \tune distance to the




). \Avoiding the resonance" is done











































By this estimate, the fractional distortion caused by 1 \unit" of sextupole component in
the dipole in a single half-cell is approximately 0:3 percent.
y
The main problem to be faced later is the coherent summation over phases, but for now we assume that
the time origin has been chosen to make the phase vanish.
z
All formulas in this paper can be generalized to full three dimensional motion, but for simplicity the
discussion will mainly be restricted to two transverse dimensions
6When two or more nonlinearities are superimposed it is necessary to take account




. It is the
superposition of the resulting sinusoidal functions, appropriately performed using phasors,
that gives the theory its diraction-like character. The numerical factor quantifying this
superposition will be called the \phasor factor". If every dipole has the same imperfection
the estimate (1:7) has to be multiplied by a phasor factor that lies in the range from zero
to 500 but which may typically be about
p
500 = 22. The distortion caused by 1 unit of
sextupole component would then be about 0:3  22 = 7 percent. If 14 percent were the
largest tolerable acceptance reduction, this estimate suggests that the boundary between
acceptable and unacceptable random sextupole imperfection would be about 1 unit.
In spite of the presence of nonlinearity, Eq. (1:6) and its generalizations appearing later
in the paper, can be regarded as soundly based. What is problematical, because the actual
magnet errors are unknown, is the phasor superposition by which r
coh
is calculated. Also




Though I have emphasized the possible constructive interference of, say, the multipoles
in one arc, it is probably inappropriate to visualize amplitude growth as being localized
and occurring during any one passage through that particular arc. Note that Eq. (1:6)
accounts for all nonlinear deections from the distant past until the present. Also, the
coherent superposition yielding r
coh
can be performed at any point in the lattice, and
not necessarily within the oending arc.
The essence of multipole nonlinearity (unlike the beam-beam force) is that particle
orbits, though regular at \small amplitudes", say less than r
min
, \blow up" at large am-
plitudes such as r
nl
. Since this ratio of large to small is only a factor of two or three, it
might be thought \unreasonable" to devote much eort to adjusting the lattice parameters
in an attempt to recover a modest improvement, perhaps at most doubling the dynamic
aperture. This is wrong, however. If the phase space densities of the beams are limited,
then doubling the dynamic aperture in two transverse directions increases the potential
limiting current of each beam by a factor of 2
4








7Though one is accustomed to the mechanical aperture being \hard-edged" so that a
particle can only miss it, and be entirely unaected, or hit it, and be lost, the magnetic
limitation is usually visualized as being more ephemeral. But, based on the discussion
in the previous paragraph, my conjectured way of looking at the magnetic aperture gives
it somewhat the same character as a mechanical edge. The \edge" region is \reasonably
narrow", running from, say, 10mm to say, 20mm. From this, admittedly crude, point of
view, formula (1:1) can be modied to become independent of the mechanical aperture,
simply by taking r
mech
to be the \edge radius" r
edge
= 15mm. If the numbers have been




, this change has no eect on the predicted value of r
da
. Of




has been \put in by hand" and, as described, the
procedure is inconsistent in that the rst order formula is assumed to be valid out to
amplitudes where it has previously been accepted to be invalid. Nevertheless, the fact that
the mechanical aperture is comparable to the edge aperture can perhaps be regarded as
natural and one expects the fraction error in r
da
to be less than the fractional uncertainty
in r
edge
. In any case, comparisons of dynamic apertures calculated in this paper with values
calculated by tracking (with r
mech
=1) have to rely on the validity of this assumption.
The attitude just expressed may be a bit too optimistic but, even if it is, one hopes that
compensation schemes and choices of tunes that yield optimal performance at intermediate
amplitudes within the present model will yield near optimal performance in practice.
In practical accelerator operation the tunes are consciously chosen to avoid those reso-
nances that are expected to be important by delicately balancing the distances to nearby
resonances. (This will be called level 0 application of the theory; in this report the pro-
cedure to accomplish it is illustrated in Fig. 9.1 to Fig. 9.4.) From a theoreticians's point
of view this practice has the annoying eect of eliminating \the easy cases" in which the
dynamics is dominated by a single resonance. A kind of level 1 application of the theory
can then be attempted in which all the resonances are combined by simple superposi-
tion. An immediate complication that arises however is that the nonlinear elements cause
amplitude-dependent tune shifts. In lowest approximation it is only odd multipoles (U.S.)
that do this and a level 1a can be dened in which these tune shifts are accounted for.
Since these tune shifts almost surely disrupt the previously mentioned delicate balance, a
useful estimate of dynamic aperture may result from calculating the amplitude at which
8the tunes have been shifted onto a particular nearby resonance. To this point lowest order
theory is adequate. The theory can then be iterated to higher order. Probably the eect
not yet considered at level 1a that is most likely to be important is the tune shift due to
sextupoles. On the one hand they cause no tune shift in lowest order, but on the other hand
they are invariably the strongest nonlinear elements in the ring because they are present
for chromaticity compensation. It is relatively straightforward to complete by iteration a
level 2 of calculation that accounts for all nonlinear tune shifts that entered at level 1. But
in this iteration many new resonances that were not present in level 1 enter, making the
calculation complex and causing the intuitive benet of being able to concentrate on only
one or two resonances to be lost. Nevertheless level 2 can be completed by computer, and
higher levels of iteration as well.
For labeling resonances and where they come from it is necessary to use numerous
indices. In this report the letter n will be referred to as the magnetic order. It is the sum
of the powers appearing in the formula for the deection caused by a magnetic element.
It is therefore also the multipole index (American convention), n = 1 for quadrupole,
n = 2 for sextupole and so on. The letter m economically labels harmonic spectral lines
that would be observed for example after Fourier analysing turn-by-turn beam position


















= integer. (Since these indices are the coecients of lines in \resonance
diagrams" there is a certain mnemonic value in this choice of l as index.) By convention l
x
is positive, but l
y




j will be known as the resonance
order .
y
Another index k also appears but only as an intermediate quantity. Though all
these indices are related by simple formulas there are so many as to be rather confusing.
This is part I of a more extensive study of the eect of and correction of nonlinear
resonances. It describes a theory having the same motivation and making the same general
approximations as papers by Guignard.
2
The methodology is very dierent however since
dierence equations (obtained from transfer matrices) are used instead of Hamiltonian
y
Usually the resonance order of a resonance caused by a pure multipole is equal to the European conven-
tion index for that multipole|for example the prominent resonances caused by sextupoles have resonance
order 3. It is possible for a pure multipole to cause a resonance of lower resonance order than its European
convention multipole index, however.
9formalism. The most prominent eect of this is that the superposition over all time is
performed before the superposition over all elements in the ring. Then the \variable of
integration" (actually summation) for superimposing the eects of disjoint elements is the
betatron phase angle, call it , ranging from 0 to 2Q. This contrasts with Guignard's
treatment which has integrals (actually summations) over the range 0 <  < 2 where 
is the angle locating elements circumferentially in the ring. Integrals over  are especially
signicant when Q is equal to a rational fraction Q
r
, as is true for exact resonance, since
they can be used to dene \driving terms" for the corresponding resonance, and these
terms dominate nonlinear distortion of particle motion when the \actual" tune Q is su-
ciently close to Q
r
. In this paper it is shown that this condition is usually not satised in
practice, since one has choosen tunes to make it false by intentionally avoiding low order
resonances. On the other hand, integrals over  depend on the \actual" tune Q and hence
are appropriate for superimposing the eects of all resonances as this report accomplishes
(to lowest order.) This report greatly improves upon one of my ancient reports.
3
In parts of the report not yet written the formulas in this part will be applied to LHC
and to the Mobius-modied CESR accelerator. Though the same formulas apply to both
cases the important issues are very dierent. While many multipoles are important for
LHC only sextupoles are important for CESR. On the other hand the sextupole problem
in CESR is made dicult not only by the absence of any superperiodicity (or even any
periodicity) but also by the toggling between horizontal and vertical oscillations that makes
it necessary to suppress all third integer resonances and not just Q
x
= 1=3.
2. Dierence equation description of perturbed betatron motion





























































































where T is the \symplectic conjugate" of T dened by
T =  ST
T









0  1 0 0
1 0 0 0
0 0 0  1
























If A is given by a \once-around" transfer matrix T(; ; ; ;) then
trT = a+ d = 2 cos: (2:6)
Another combination that will be needed for T(; ; ; ;) is






Initially we will consider the eect of a single nonlinear element at some point P in the
lattice and describe the turn-by-turn motion at that point. This perturbed betatron motion
























































give positions and slopes at a particular point in the lattice on \turn" t. Calling the once-
around transfer matrix M, if the accelerator is weakly coupled, as we will eventually (but
not initially) assume, its o-diagonal block matricesB and C are small and the on-diagonal
blocks are given approximately by




























in Eq. (2:8) represent the deections occuring due to the
































This form presupposes that the perturbing element has length short enough to be neglected











) and not on the slopes. The kink is treated
as occuring half just before the point P, half just after. Since all linear terms, both erect and
skew, can be included in M we can assume without loss of generality that the perturbing




, the eect of skew quadrupoles is included in the o-diagonal blocks of M.

























E = C+B; with determinant E = det jEj: (2:14)













= trA trD  E : (2:15)

















) + exp ( i
A










) + exp ( i
D











are the eigenvalues of M itself. Using these relations one can






















































By eliminating the o-diagonal part of this equation using Eq. (2:13) and by liberal use of


















)1 = 0: (2:19)
This is a remarkable equation since it has to be satised by any 4  4 symplectic matrix
describing a stable accelerator lattice. (This equation can also be obtained starting from
the theorem that a matrix satises its own characteristic equation. This comment makes
it also straightforward to obtain the analogous equation for the 6-dimensional matrix with
longitudinal motion included.)
If the eigenfrequencies are known (as would be true if one were using Eq. (2:19) to
analyse beam position data measured on an accelerator) then Eq. (2:19) is appropriate as






  (trA+ trD)(M +M) + (2 + trA trD  E )1 = 0:
(2:20)
We wish next to manipulate Eq. (2:8) in such a way as to exploit this equation as far
as the linear terms are concerned, while at the same time keeping track of the nonlinear


































































































































































































































































































note that the explicitly linear terms are all in the rst line. Using Eqs. (2:22) and (2:17)



















































































































remain. But, guided by Eq. (2:20), one notes that terms corresponding to (trA+trD)(M+



































































































































This is the master equation on which everything else is based. In spite of the nonlinear de-
ections it is exact, but this is mainly academic since the deections themselves depend on
the displacements. Being nonlinear this equation is subject to the well-known phenomena
14
of chaos and dynamic aperture limitation. It will be greatly simplied in the remaining
sections of this paper.
3. Lowest order approximation of 
0
s
When viewed at point P in an arbitrarily coupled lattice, choosing t = 0 appropriately,
























































































































+ i; applicable to either











































































































Because these are normal modes the frequencies are the same in both planes, but in general
the phases are dierent for x and y and for the two modes and they depend on position
P and turn index i as well. (The strategy guiding the notation is to refer the turn index




, and to have t with unshifted t in
all arguments.) Other than the small amplitude assumption these formulas are completely
general|that is, when they are used to evaluate the 
0
s in Eqs. (2:25) the results are valid
for arbitrarily coupled lattices provided the coupled-lattice Twiss functions are used.
15
If the lattice is approximately uncoupled the normal modes oscillations can be distin-










































The deection terms 
0












































































































































































































where the motion has been approximated by Eq. (3:2) .
When the o-diagonal terms of this equation are neglected under the no-coupling
assumption it is curious that the resulting horizontal equation seems to depend on trD.



































































This is the same dierence equation one would have derived in the rst place for uncoupled
x motion; it can be obtained immediately from Eq. (2:22). Hence the coecient of trD
in the fourth order dierence equation vanishes identically in this uncoupled case. Our
problem has therefore been reduced to solving two second order dierence equations, (3:5)







































































This expressions gives x
0
t+
, the slope just after the nonlinear element.
Since the deections are nonlinear the Courant-Snyder invariant calculated just after







































is not conserved indenitely, but it is conserved until the next nonlinear element is encoun-
tered. Note that its value is independent of , meaning that the impulsive discontinuity
in Courant-Snyder invariant caused by a nonlinear element depends only on .
If the time variation of the deection varies proportional to cos
t it induces a response
x^ cos













































is called \the slope component" in \normalized phase space". In practice it will turn out
that \resonance" occurs only for cos
  cos, in which case the second term becomes
negligible, and the rst becomes approximately x^ sin
t. Eq. (3:10) therefore shows
that the phase shift relative to drive of the response in normalized phase space is small.
Furthermore, to the extent there is a phase shift, it depends only on 
 and . This greatly
simplies the superimposition of the eects of nonlinear elements at dierent locations in
the lattice, since phases simply add in normalized phase space and, to the extent there is
phase shift, it is common to all elements.
17
Later we will need to obtain the maximum value 
(nl)
max
from Eq. (3:9). In general this






















In practice the second term will be fractionally important only for non-resonant terms that
are themselves small; in other words the \correction factor" R

;
is approximately 1 for
resonant terms so simply setting R

;
= 1 constitutes a reasonably consistent approxima-
tion. This approximation will be made from here on in this report.
4. Lowest order solution of the perturbed betatron equations
Because the left hand side of Eq. (2:25) is completely uncoupled, in the absence of
perturbation all components of X
t
satisfy the same equation. Setting the right hand side




















Seeking a \homogeneous" solution of Eqs. (2:25) of the form
x
t
= cost; or x
t
= sint; (4:2)
to be known as the \zero'th order motion", the equation becomes








) (cost or sint) = 0; (4:3)
and these give the same condition for ;









The solutions to this equation can be seen to be cos = cos
A













































































































where the last step used partial fraction expansion. The conditions under which a denom-





































































=(2) is the synchrotron tune. As in Eq. (4:8) this expression can be expanded
into three separate terms by partial fraction expansion and much the same inferences could
be drawn concerning the resonances caused by vanishing denominator factors.
When the lattice is approximately uncoupled only the second order dierence equations




















































This and the corresponding equation for y lead to the same resonances we had already
come to expect.
19
In the context of this paper deections like (4:5) arise in the iterative solution of



















(1 + cos 2
x
t) ; (4:13)
so that (dropping the constant term) 
 = 2
x











































































































where symbols have been introduced that will be used for variable-form, standard-role
expressions through the paper: n

x
is the amplitude in units of beam sigmas,N = sin
x
=2,












P, P = 
3=2
x
M, and C(t) = cos 2
x
t. The factor a
x








to take advantage of the constancy of 
x
over
the lattice as in Eq. (3:3). The factors N , D, P or P
0
, and C(t) will be known respectively
as \numerator", \denominator", \phasor", and \time-varying" factors of the response.
(When there are more than one nonlinear elements in the ring, P will have to be replaced
by a summation over them, but the other factors will not change.)








































































































where the lower series is only required for the lower of Eqs. (3:5). There is a similar
expansions for odd n
x
; both are given in Table 4.1.
20










The rst entry is appropriate if n   2k ranges over non-negative possibil-
ities. The second entry is appropriate if n   2k ranges over non-positive
possibilities. For the latter case some elements are truncated.
n 0 1 2 3 4 5 6 7 8 9
k common 1 1 1/2 1/4 1/8 1/16 1/32 1/64 1/128 1/256



































For reasons that will only become clear when we discuss two dimensional motion this
table has been made \unnecessarily" complicated by allowing for two possible ranges for
the k index. The reason for this freedom is that the cosine is an even function. For one
dimensional motion one should simply use the rst entry so that n   2k remains non-
negative. (For the other choice n 2k remains non-positive.) For the one-dimensional case
presently under discussion, for temporary simplicity, we assume the rst choice.
y
Motivated by formulas in section 6 giving the deections caused by pure magnetic













































































This same notation also serves for n
x
= 1; 3; 5; : : :, though Eq. (4:17) is not valid in this




  1)=2 in Eq. (4:18). From now on the
y




t + )) (the top row




which is \atypically" small since the coecients are positive and have to add up to
one, so \typical" values of the remaining coecients are roughly the inverse of the number of terms. The
only reason this is mentioned is that the resonance caused by nonlinearity x
n
that is likely to spring to mind
rst come from the replacement cos
n
! cos(n) and this is the one that is atypically small.
21









































This factor contributes a potentially large factor to a solution much like Eq. (4:15). Before
writing this down one notes that the same Fourier term coming from the same, nominally
































Just as the x-mode motion drives both x and y response, there are corresponding



















































































































































































These formulas account (to terms of the same order n = n
x
or n = n
y
) for the nonlinear
element situated at point P. It would not be dicult to iterate this solution to get an
approximation to higher order, but there would be no point in doing that before rst
y








including the eects of all other nonlinear elements in the lattice. One substitution that



















We have now covered all the possibilities for pure-but-perturbed normal mode oscilla-
tions. But a typical particle is oscillating in both transverse normal modes simultaneously
(and longitudinally as well, but we skip consideration of this possibility.) It may happen,
especially in electron storage rings, that one or the other of the modes is negligibly small




, and in that case Eq. (4:22) (the upper pair) is all that
is required for a consistent calculation to order n = n
x






























































When the unperturbed normal mode motions are substituted into these expressions, the










































































































































The summation over k
y
is extended to include terms with m
y
both positive and negative.














































These coupled motion formulas will have to be replaced by more compact formulas later
on in order to correctly combine the terms coming from pure multipoles.
23





We anticipate that the perturbation terms that have been calculated will be unimportant
unless one of the denominator factors D, is small. After having made the conditions for
this to happen more explicit it will be necessary to superimpose the eects of all lattice
elements contributing to any particular \resonance".
y
In Eqs. (4:22) and (4:24) individual terms within the summations \distort" the linear
betatron motion. Since their frequencies are incommensurate (except for cases to be dis-



















It is the possible vanishing of one of the denominators that is the source of resonance.
This is the only possible source however, since the 
0
factors are nite and appear only
in numerators. In an iterative procedure the right hand side of Eq. (2:25) will be approx-
imated by substituting a previously-determined approximate formula for x
t
. When this
(necessarily periodic or multi-periodic) function is Fourier analysed it consists of a sum








 is formed from some or all of the




. The response to each of these \drive terms"
is given by Eq. (4:9).
z
But to the order of accuracy of the current calculation (after one
iteration, that is) it is only the resonances corresponding to Eqs. (4:22) and (4:24) that
enter.
It is possible for a tune combination not to cause a resonance in spite of the fact that
it causes a denominator to vanish. This would be because the corresponding numerator
term coming from the right hand side of Eq. (2:25) vanishes. This occurs either naturally,
y
To lowest order, which is to say Eqs. (4:22) and (4:24), there is no possibility of an exactly vanishing
denominator, and hence, strictly speaking, no resonance. However, when higher orders are included the
tunes can shift in such a way as to shift the tunes and cause true resonance.
z











) will in general appear. These terms reect the fact that the nonlinear
forces can shift the tunes and/or cause linear coupling. Since terms like this correspond to linear motion
they must be cancelled by subtracting appropriate terms from both sides of the equation. This amounts
to \renormalizing" the coecients on the left hand side of the equation. In the approximately-uncoupled











have the unfortunate ability to couple the linear motion. This forces one to revert from the simpler second
order dierence equations (3:6) to the fourth order equations (2:25).
24
because of some symmetry, or because some nonlinear compensation scheme has arranged










can be split into integer and fractional parts and both parts
inuence the resonant behavior of the accelerator. But it can be seen from the structure
of Eq. (4:10) that with only one nonlinear element in the ring we need only be concerned
with the fractional parts. For the time being, this will be taken for granted.
Supercially it might appear that all factors in the denominator of Eq. (4:9) are capable
of vanishing and hence will result in similar behavior and be subject to similar analysis.










close to an integer. For linear sum resonances, since the tunes \attract", exact resonance
is possible and accelerator operation is never attempted in that vicinity. The possibility
of linear sum resonances will therefore be ignored from now on in this report. On the
other hand, dierence resonances \repel" making it impossible for the dierence resonance




is small near the
dierence resonance, and hence amplies other response terms, it cannot vanish. The only












are exact and include all linear coupling eects. When operating close to a





(which might even be equal, for example.) Even more so, the
eigenmotions may be far from the nominal, uncoupled, pure horizontal or pure vertical,
motions that one tends to visualize. The eigenmotions might, for example, be at angles
comparable to 45

. If this happened to be the case, then the erect sextupoles in the ring
would be capable of causing resonances (for example Q
D
= 1=3) that would not have been
expected for uncoupled motion.
25
6. Deections caused by pure multipole elds
The deection terms 
0
have to be calculated for the particular magnet being tra-
versed, whose eld is expressed as a multipole series. In order to coalesce common factors,




























is the bend angle in radians of a particle of momentum p
0
passing through a dipole with
eld B
0
and arc length L. (If B
0
= 0 it is necessary to replace it by, say, @B=@xj
0
if it is
nominally a quadrupole.) The two indices correspond to American/European conventions.






































































are dimensionless and are to be interpreted
as fractional eld deviations at r
ref
(traditionally in parts per 10
4
). The coecients in
the multipole series are related to other conventional parameters as shown in Table 6.1.











































































Erect quadrupole 1 x y q = 1=f 0  qx qy







































































































































Table 6.1: Deections caused by standard magnets and notations for their strengths
The factors 1!, 2!, 3! entering the denitions of quad strength q, sextupole strength S,
octupole strength O, etc. are conventional. Formulas giving transverse momentum devia-

























































7. Fourier harmonics caused by low order multipole elds

































































































































































































































































































Because everything has been expressed in terms of cosines, which are even functions of
their argument, it is valid, without loss of generality, to assume m
x
 0.
When viewing the spectrum obtained by Fourier analysing turn-by-turn beam position
data taken in the presence of nonlinearity the observed lines can be labelled with the same









are presumably, in some sense, \small",
the dominant lines tend to be those having minimal powers of these factors. Furthermore,
if only one normal mode is excited, for example because the beam deection is purely
horizontal or purely vertical and the uncoupled approximation of Eq. (4:11) is adequate,
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are \fundamental" amplitudes. There are also numerical factors, of order one, not
shown.
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8. Simultaneous x and y motion
Because of the large number of factors to be kept track of, it is advisable to formulate
the solution as compactly as possible, and because the multipole coecients are originally
dened as coecients in a complex power series, it is appropriate to re-formulate the
calculation using complex algebra. Let h
t
be the value on turn t of a real or imaginary











































































both real, (x+ iy)
n
can be expanded by the
















































































































































The index n is determined by the particular multipole being analysed and the index n
x









. While calculating the other factors these















































































) = 1. When evaluating low order resonances most terms have
k
x





) = 1, and/or k
y











are coherent and must be summed before taking absolute values. Any one term in this




































































































































= 0, for which















= 0 possibility and from now on limit m
x
to be non-negative for














 0; otherwise m
y
can be either positive or negative. The typical drive term and







































































































The only complex numbers are now contained in the nal factor: one factor i enters
















advances 0; 1; 2; 3; : : : the factor advances i; 1; i; 1; i; : : :); and one factor i




; see Eq. (6:3).








, the conditions for resonance can be
























































































The content of Eqs. (8:7) and (4:24) is essentially the same but Eqs. (8:7) more explic-
itly includes the summation over n
y
of all the terms coming from a single multipole. The




had to be introduced is that there is yet another summation














and can insist that m
x





opposite signs, which forces m
y
to be negative, in turn forcing l
y
to be non-positive.
9. (Frustrated) attempt to identify dominant resonance(s)
Using formulas given earlier for the deections caused by pure low order multipole
elements, the conditions under which a denominator factor can vanish are exhibited graphi-
cally in the following pages, one each for sextupoles and octupoles, two for decapoles. Most,
but not all, nonlinear terms are shown. The straight lines are contours on which one of
the sine function factors of one of the D factors vanishes. In these gures the axes are
unlabelled and have no scales, but in every case the scales are 0  Q
x
< 1 and 0  Q
y
< 1.
The purpose of the circles is to give a rough visual representation of the \distance to near-




= 0:31. The lines, having























of inuence" have been chosen to be inversely proportional to the number of bands in






















Figure 9.1: Resonance lines caused by sextupoles. Horizontal responses
are in the two left columns, vertical responses are in the two right colums.
Erect sextupoles cause the lines in the upper left and lower right (very
lightly shaded.) Skew sextupoles are on the opposite diagonal. A possi-




= 0:31 is plotted, centered
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x^3-3xy^2
(3 0)x
(1 0) (2 0)+












Figure 9.2: Resonance lines caused by octupoles. Horizontal responses
are in the two left columns, vertical responses are in the two right colums.
Erect octupoles cause the lines in the upper left and lower right (very lightly
shaded.) Skew octupoles are on the opposite diagonal. A possible choice




= 0:31 is plotted, centered in \circles of






























(2; 1)(1; 0) that renormalize linear motion have been dropped. A row
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Figure 9.3: Resonance lines caused by decapoles (upper part of gure).
Horizontal/vertical responses are in the two left/right columns. Erect de-
capoles cause the lines on the left (faintly shaded) of this gure and the right










(3 0) (1 0)+
(3 0) (1 0)-
(3 1) (1 0)+
(3 1) (1 0)-
(1 0) (3 0)+
(1 0) (3 0)-
(1 0) (3 1)+













Figure 9.4: Resonance lines caused by decapoles (continued). Horizon-
tal/vertical responses are in the two left/right columns. Erect decapoles
cause the lines on the right of this gure (faintly shaded) and the left of
the previous gure.
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Accepting the circle radii as drawn in these gures as a guide, Table 9.1 shows cases





= 0:31. Table 9.2 shows the same thing for skew
multipoles. These are the cases that deserve most accurate treatment in predicting the
dynamic acceptance reductions they cause. The entry  indicates \distance to nearest res-
onance" more quantitatively. No case is extremely close to resonance since, for example,
1=(sin 0:1) = 3:2, which is not much greater than 1.







the formula for the deection caused by the particular multipole with index n. This can
result in \double counting" as for example with entries 25 and 26. Since all indices match





, but dierent values of other indices are \coherent" and their contributions
must be summed. This is the one exception, mentioned earlier, where it is necessary to
keep track of the signs. See entries 22, 23, and 24. In the table the factors in question
are listed in the column with heading i
n
y
. But since terms diering by the factor i are
never summed it is necessary only to keep track of the sign and not the i. These factors
have been included in the column with heading \factor" which combines all other integer
factors as well.
The nal columns in Table 9.1 and Table 9.2 contain values calculated using Eq. (11:1).
For the reasons just mentioned these numbers cannot simply be added. But their order of










appearing in Eq. (1:7).
Though the resonances included in Table 9.1 and Table 9.2 were intended to be the
\strong ones" it cannot be said that any particular one is dominant and there is no obvious
way to keep only one or two and reject the rest. There is a certain inevitableness to this
circumstance in that the nominal tunes were initially chosen to \stay away from low order
resonances". It is therefore not surprising that at least a few have comparable strengths.
We conclude therefore that the only consistent procedure is to keep all terms that appear
in lowest order.
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Table 9.1: Potentially important resonances due to erect multipoles, based













) are not shown because they are 1 in most cases. In cases with
k = 1 (marked by *) extra factors (
n
1



































1 sext. 1 1 a
2
x
=4 0 2 a
0
y






=1 0 0 a
2
y






=2 0 1 a
1
y
=2 0 1 1 2 0.10 1/2 -1.050
7 oct. 1 1 a
3
x
=8 0 3 a
0
y






=2 0 1 a
2
y






=4 0 2 a
1
y
=2 1 -1 2 -2 0.06 3/8 1.019
14 dec. 6 -1 a
2
x
=4 0 2 a
2
y






=4 1* 0 a
2
y
=4 0 2 1 2 0.10 -3/4 1.3848
16 1 1 a
0
x
=1 0 0 a
4
y
=16 4 -4 1 -4 -0.04 1/16 0.2498
17 1 1 a
0
x
=1 0 0 a
4
y






=8 1* 1 a
1
y
=2 0 1 1 2 0.10 3/4 -1.5750
19 4 -i a
1
x
=2 0 1 a
3
y
=8 0 3 1 2 0.10 -1/4 -0.4052
20 4 -i a
1
x
=2 0 1 a
3
y
=8 3 -3 1 -4 -0.04 -1/4 1.1382
21 4 -i a
1
x
=2 0 1 a
3
y
=8 1* 1 1 2 0.10 -3/4 1.5750
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Table 9.2: Potentially important resonances due to skew multipoles, based



























































4 sext. 1 1 a
2
x
=4 0 2 a
0
y






=1 0 0 a
2
y






=2 0 1 a
1
y
=2 0 1 2 1 0.13 1/2 -0.7610
10 oct. 1 1 a
3
x
=8 0 3 a
0
y






=2 0 1 a
2
y






=4 0 2 a
1
y
=2 0 1 3 1 -0.15 3/8 0.4300
13 3 i a
2
x
=4 0 2 a
1
y
=2 1 -1 1 -1 0.03 3/8 2.0020
22 dec. 6 -1 a
2
x
=4 1* 0 a
2
y






=1 0 0 a
4
y
=16 0 4 0 3 0.07 1/16 0.1450
24 1 1 a
0
x
=1 0 0 a
4
y






=2 0 1 a
3
y
=8 0 3 0 3 0.07 -1/4 -0.5734
26 4 -i a
1
x
=2 0 1 a
3
y
=8 0 3 0 3 0.07 -1/4 -0.5734
39
10. Coherent superposition of amplitudes
It is worth noting that the presence of a nonlinear element in a lattice causes a local
kink, whether or not all elements have been arranged to cancel the resonance drive globally.
This kink is fractionally unimportant only close to resonance. For example, referring to
Eq. (4:14), if one wishes to propagate solution (4:14) away from the point where it has
been evaluated it is necessary rst to add the small deection x
0
t
=2. If this term is
comparable with the other drive terms (because the resonance is not close) then it is not




In this sense then, the condition for a resonance to be a potential strong contributor
to nonlinear distortion is D << 1. This is the condition in which the discussion following
Eq. (3:10) applies and terms for which it does not apply, to have their eect included
correctly, require the inclusion of the correction factor R

;
. Even when the condition
D << 1 is not met the phasor construction to be described is applicable however.
To understand how to superimpose perturbed responses from disjoint sources it is im-















). Because t is a turn index rather than time, it has the same value for every element on
any one turn and advances discontinuously by 1 unit each time a reference particle passes
the origin. Hence the phase increases either as t increases or the longitudinal coordinate
increases.
Before beginning to combine the eects of more than one nonlinear element, one can
contemplate the source of the possible divergence exhibited with just one sextupole, say in












is an integer multiple of 2. If either of these conditions is met then subsequent passages
through the element induce responses that \interfere" constructively and cause divergence.
The rst of the resonance conditions can be understood as follows: the zero'th order time
dependence at P is cos
x
t which the sextupole converts to cos 2
x
t (and a constant term
that is being dropped.) This drive causes synchronous (though not necessarily in-phase)
perturbed response at the same frequency. Setting aside the out-of-phase deviation because
it is common, this response can be compared with the one-turn-later response after it has




). The condition for these to
40
be in-phase is that 
x
be an integral multiple of 2 which, as claimed, is the rst condition.
The second condition relies on the fact that the deection depends on the position x
t
but
not on the slope x
0
t
. This means that an \aliased" motion (through angle (2 
x
)/turn in
phase space) given by x
t
= cos (2   
x
)t induces the same cos 2
x
t response. Evaluating







this yields the condition that 3
x
be an integer multiple of 2. Another way of performing
the same process (which will simplify later calculations) is to take advantage of the fact
that, since the cosine function is an even function of its argument, one can reverse the
sign of the 
x
correction term instead of the sign of the 2
x
t drive term. This amounts to
pretending the particle is rotating counter-clockwise in phase space by the angle 
x
/turn;
it doesn't matter that the slope is wrong almost everywhere. Recapitulating the single
sextupole case, the harmonic frequency is 
 = 2
x




be multiples of 2 which conforms directly with the result (4:9) obtained using
trigonometric identities.
If there are multiple nonlinear elements their contributions can be compared only if they
are referred to a common origin. Whether they interfere constructively or destructively
depends on their lattice (betatron phase) locations and on the particular resonance.
Let us generalize solution (4:16), referring to Eq. (4:17) if necessary to keep track of







us perform the superposition at a location for which 
x
= 0. The perturbed responses,
















































A phasor diagram appropriate for \near third integer" horizontal motion with two erect














is calculated, and the response is shifted in phase by the same amount. Since it is the
horizontal deection being evaluated it is further necessary to shift one phase by 
(1;x)
and the other by 
(2;x)
to refer them both to the agreed upon origin. Altogether then,














performing the coherent summation. For Eq. (4:16), n
x
= 2 and k
x
= 0, and hence m
x
= 2,





) = (3; 0) or (1; 0). This extra generality is required to cover the
possibility that the vertical deection will later be evaluated and then the corrections to
common origin will be 
(i;y)













) = (2; 1) or (2; 1). The four examples given in this paragraph correspond to the















Figure 10.1: Phasor diagram appropriate for superimposing the contribu-
tions of two erect sextupoles to the resonance 3Q
x
= integer for a deecting
term l
x




= 0 to obtain phasor P. For the gen-


































In general the multipole strengths also depend on the position P and so also do the















































can be dropped since they do not depend on P. When
substituting into Eqs. (4:22) or (4:24) for x
t



















to go with the explicit factor 
x












. Similarly the y
t










. For our simple,



















t at point P, after correction

























= 1. The second row of Fig. 9.1 illustrates these possibilities with k
x
= 1. Before




























 0 but m
y
allowed to be either positive or negative. The



































 1. The condition for














of these equations are the same coecients that multiply the





from gures like Fig. 9.1 through Fig. 9.4 since the equations of the






















 0 but m
y
allowed to be either positive or negative.
y




are just the fractional parts of the tunes, they necessarily
lie in the range from 0 to 1, and at most a few of the integers on the right hand side of
Eq. (10:3) are actually required to include all the lines shown. Of course the equations as
written remain valid if the integer parts are included but there are then an innite number
of equations without bringing in anything new.













), along with the strengths c
n

















) determine their angles. For the general phasor calculation it is convenient






























































































































has been described previously; they depend on the (normally


















































which cancels the dimensions of 
(n 1)
.) Powers of r
ref
have
been introduced to make all factors separately dimensionless. A nal dimensional rational-




























due to all elements in the lattice, it is
necessary to multiply P
0
x










), they determine the numerator factor N that multiplies the overall resonance
strength. Also they control another complication that remains to be faced. Their values
determine the frequencies of turn-by-turn sinusoidal motion observed at a xed point in




) to come from
more than one source. Since these responses combine coherently it is necessary to add
them before taking the absolute value to obtain the maximum amplitude excursion due




) (in conjunction with betatron





(in conjunction with the lattice tunes) control the turn-by-turn coherency.
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random phasor contributions from erect multipole b
n;n+1





























11. Figure of merit
The nonlinear distortion that has been calculated can be used as a gure of merit
whose minimization leads to \optimal" lattice parameters. Though the distortion is likely
to be dominated by a few resonances it is convenient to be able to sum over all resonances
rather than selecting just the particular large contributors. As well as being small, the
contributions from non-resonant terms should be relatively insensitive to the lattice tunes
and should hence have little aect on the location of the minimum of a gure of merit.
To obtain the \worst case" it is appropriate to sum the absolute values of the responses
of individual resonances. But it is not legitimate to sum the absolute values of the terms
in Eq. (8:7) because some of them contribute to the same resonance coherently and with
opposite signs.








) of all terms that con-









) = (1; 0); (0; 1); (0; 1) will be excluded however since they correspond to linear
motion. (By keeping track of these terms the amplitude dependent detuning and coupling
can be obtained.) Initially we consider only the terms of Eq. (8:7), for which n
y
is even (i.e.
for erect multipoles). Still, more than one multipole order can contribute coherently to the





mula can then be embellished to include skew multipoles by introducing a quantity (E=S)
which is the integer 0=1 for erect/skew multipoles. Also symmetry is exploited to restrict












































































































































































































































have been dened previously (below Eq. (8:6)). Formally the
summations run over unphysical combinations but the Kronecker delta factors lter out
the correct contributions. Note that the two phasor factors P
x
shown explicitly in this
formula (as well as all the others implied by the summations) contribute coherently to
the same Fourier motion in spite of the fact that their rules for superimposing multiple
disjoint elements are dierent. This complicates the calculation seriously because it pre-
vents factorizing the equation into a lattice dependent part and a combinatorial part and
prevents completing one multipole at a time. In the end one will take absolute values, but
it is important that the appropriate coherent sums be evaluated before this is done. The










, dened in Eq. (3:11), will usually be approximated by 1. Its pur-
pose is to correct the maximum values attained by non-resonant amplitudes|notice the
cancellation of its second term with a denominator factor.
y
The importance of this cor-









correction is unlikely to eect
the location of the minimum value of the gure of merit to be introduced shortly, but it
may alter its absolute value noticeably because of the large number of non-resonant terms.
When reconciling Eq. (11:1) with the resonance diagrams Fig. 9.1 through Fig. 9.4, it






)   2 cos
x








+ 1 and the
same values for l
y
. This pairing occurs because two phasor superpositions (note the sum
of two P
0






deviates from 1 the phase of the response relative to the zero'th order betatron motion varies.
The shift is common for all elements of the same type. The correction also assumes the phase shift is the
same for any amplitudes that \interfere" coherently.
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)=2). The product of these linear
factors is unaected by which of the two is small and it is not consistent to keep one term
and drop the other. For x response the members of the pair dier by whether 
x
is added
or subtracted in the formula for the location of the \pole"; for y response whether 
y




the same and the
other dierent by two units.
y
For this reason the prescription determining what entries
were made in Table 9.1 and Table 9.2 was not really consistent, since the amplitude of the
unshown case is comparable with that shown in some cases. The factors other than the
denominator are not necessarily equal either in magnitude or in sign in these paired cases
and the phasor constructions for summing them over lattice elements are dierent. They
are nevertheless \coherent" and they must be added before absolute values are taken.
If Eq. (11:1) is simplied according to Eq. (10:5), as is appropriate for random multi-



















































































































































































































comes from combining quadratically the two phasor terms in Eq. (11:1), as is appro-
priate for the assumed random distribution of strengths. In spite of our approximations
y
A likely source of confusion concerning the pairing of resonances can be illustrated by noting (in the













) = ( 1; 2) except for our convention
of keeping l
x
positive. Except for this, paired poles would always be consistent with the rule that their l
x
values dier by 2 and their l
y
values are the same. (Unless they refer to y response, of course, in which case
their l
y
values dier by 2 and their l
x
values are the same.)
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the multipole strengths (b=a)
n;n+1
are still entangled inside the summation and it is not
possible to proceed without knowing how the strengths depend on n.




given by Eq. (11:1) we wish












as contributing additively to r
coh
in Eq. (1:1). From Eq. (11:1) \x-erect and x-skew
















































































































applicable to y response are dened similarly but starting from Eq. (11:4).
The phasor factors P account for the phasor summation over all elements of one multi-
pole type in the lattice. This is the only factor in the theory that depends on the detailed
lattice design or on whatever statistical assumptions are made concerning the distribution
of errors. Also, any inuence the integer parts of the tunes have on the gure of merit
is through this factor. The theory is completely deterministic only when the strength of
every nonlinear element is known so that P can be evaluated precisely.



































































































































































































































The order of evaluation of absolute values has treated skew and erect multipoles as uncorrelated. This
assumption is not necessarily valid. In fact it seems entirely likely that there are correlations among the
measured multipole strengths. Such correlations are routinely destroyed even in \reliable" tracking determi-
nations of dynamic aperture when Monte Carlo randomized errors are assigned. In the numerical example
below, since we keep only sextupole, octupole and decapole, the only possibility of interference (other than
that shown explicitly in the last factor of Eq. (11:1)) is between sextupole and decapole. If one or the other is
negligibly small the coherence eect will be unimportant and if they are comparable the statistical factor will




factors. But the calculation is shown in detail
primarily for pedagogical purposes. All these complications will be avoided when every nonlinear element is
treated individually.
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In the clumsy notation of this formula (S=E) is the integer 1=0 for erect/skew multipoles,















































































































. Since the relative





amplitudes have to be chosen \appropriately", perhaps iterating to obtain self-consistency.




are comparable one can dene more nearly

























are those that minimize FOM.
Some sort of tentatively optimal fractional tunes can be determined by minimizing





numerical example is given in the next section. Naturally the tunes found this way depend
on the assumed multipole strengths, and they do not in general remain optimal when more
realistic assumptions are made about the distribution of multipole strengths.
































































This equation has been manipulated starting with the assumption that the fractional
distortion is FOM  r
da
=2 which makes it self-consistent to lowest order, but in principle
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is illusory since increasing r
mech
also increases FOM. If the
lowest order formulation were valid to all amplitudes (which it is not) the value r
da
given
by Eq. (11:9) would approach the mechanical-aperture-independent \dynamic aperture",
as it is customarily dened, for example in element-by-element tracking calculations.










































































































































































































Eqs. (11:2) and its y-analog. The bottom row of tables contains sums of
the upper three rows. Entries aected by coherence are underlined.
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= 1 for the particular multipole and all others are set to zero.






= 1 and forming the
coherent sum is shown. Cases where more than one multipole order contributes to the
same coherent sum are underlined. These sums have been formed by simple addition
which corresponds to their phasors having been assumed to be parallel. For purely random
errors their orientations would be random and it would be appropriate to take the quadratic
sum instead. It can be seen that our scrupulous attention to forming these sums before
taking absolute values has been largely academic in that there are coherent contributions
to the same sum in only four cases, some of them exhibiting constructive interference,
some destructive. Nevertheless the eort has undoubtedly been justied because it has
illustrated the nature of the coherence.
As well as determining optimal tunes, FOM provides the eective reduction of ac-
ceptance below that implied by the mechanical aperture. According to Eq. (11:9), the
fractional acceptance reduction is given by FOM, but we will quote results as 100FOM
which is the acceptance reduction as a percentage. Incorporating also the remaining factors



























is expressed in \units" at r
ref





priate for purely random phases. For the LHC the anticipated r.m.s. dipole errors during











































corrects the values from the \old" reference radius of 1 cm to the \new"
value of 1:7 cm. The factor 1=
p
3 corrects for the fact that there are three dipoles per






values of 100FOM calculated from Eqs. (11:3)
through (11:7) are in the table shown next. The particle amplitude has been taken to be
7mm which is about 10. Since the numbers are small compared to 100 percent, it makes




. The table is calculated for a grid
y








Locating the minimum in this table yields the best gure of merit
and hence the best operating point (under the assumptions). According to these numbers
the loss of acceptance at the nominal tunes is 10 percent, and the acceptance could be
improved by only about 1:5 percent by more advantageous choice of fractional tunes since
the minimum is broad.
100*FOM = percentage acceptance reduction at 10 sigma due to randoms
--------------------------------------------------------------------
qy = 0.270 0.278 0.286 0.294 0.302 0.310 0.318 0.326 0.334 0.342 0.350
qx=
0.260 11.5 9.5 8.8 8.5 8.6 8.9 9.7 11.1 34.4 12.4 13.6
0.264 14.3 10.1 9.0 8.7 8.7 9.0 10.0 11.3 34.7 12.8 14.5
0.268 28.9 11.3 9.5 8.9 8.9 9.2 10.6 11.5 35.0 13.3 15.6
0.272 28.9 14.3 10.2 9.3 9.1 9.4 999.9 11.8 35.4 14.0 17.0
0.276 14.3 29.0 11.5 9.8 9.4 9.6 11.1 12.1 35.9 14.8 18.9
0.280 11.4 29.0 14.5 10.6 9.9 10.0 11.0 12.5 36.4 15.7 21.6
0.284 10.2 14.4 29.3 12.0 10.5 10.4 11.2 13.0 37.1 17.0 25.5
0.288 9.6 11.6 29.4 15.1 11.3 10.9 11.6 13.6 37.9 18.5 32.1
0.292 9.2 10.5 14.9 29.9 12.8 11.6 12.1 14.3 38.8 20.6 45.0
0.296 9.1 10.0 12.2 30.1 16.0 12.6 12.8 15.3 40.0 23.5 83.3
0.300 9.0 9.7 11.1 15.7 30.9 14.2 13.8 16.7 41.5 27.7 999.9
When the multipole coecients are turned on one at a time, the contributions to












are 5.1, 0.6, 0.4, 2.5, 1.3, and 0.1.
The fact that these numbers add to roughly the same value as when all multipoles are on
at once, implies that interference eects are unimportant, (except as regards the two terms
in Eq. (11:1).) They also indicate that the loss of dynamic acceptance is due primarily to
sextupoles.
It provides a handy rule of thumb, and is perhaps not entirely a coincidence, that the
percent reductions in acceptance are roughly proportional to the multipole strengths (in
\units" at 1 cm). If a particular resonance were dominant such a rule of thumb could not
work, but the optimal tunes presumably avoid such operating points. Setting a limit on
the simple sum of the (absolute values of) the multipole coecients is not so dierent from
designating a \good eld region" (in which the fractional eld error does not exceed some
tolerance) as was the \old fashioned" practice in accelerator magnet design. (Of course
this only makes sense if r
ref
is comparable with the good eld region.) The suggestion then
is that, in the absence of dominant resonance, it is not silly to characterize an accelerator
y
The 999.9 entry near the center of the table actually stands for innity; it corresponds exactly to the
resonance 1 0:272  4 0:318 =  1:0. The \narrowness" of this resonance and the granularity of the table
is such that the resonance does not show up as a line.
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magnet by its \good eld region". One can even conceive of this being more reliable than
the enumeration of all the multipole coecients in that the good eld region properly
accounts for correlations that are commonly lost in the eld representation by multipoles.
y




) for the LHC under
\realistic" assumptions concerning systematic eld errors, with the aim of nding the
optimal operating point with integer tunes permitted to deviate by as much as several
units from their nominal values. From the results obtained so far one anticipates that the
8 entries in the upper row of Fig. 12.1 will continue to be the most important contributors,
and that the optimal fractional tunes will always be situated more or less equidistant from
nearby low order resonances.
z
The calculations in this paper and the paper to follow were suggested originally by
Jacques Gareyte and Jean-Pierre Koutchouk, though none of us correctly estimated the
complexity of the task.
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y
Losing its correlations among multipole coecients is likely to make the quality of a magnet appear
worse than it actually is because a deviant term r
n
with positive coecient can, over a limited range of














= a. Under these conditions the dependence
on integer tunes is primarily through the phasor factors P appearing in the last line of Eq. (11:1) and these
factors, though dependent on n, do not depend explicitly on n
y
. See Eqs. (7:1).
