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Abstract Uncertainty quantication requires ecient summarization of high- or even
innite-dimensional (i.e., non-parametric) distributions based on, e.g., suitable point esti-
mates (modes) for posterior distributions arising from model-specic prior distributions. In
this work, we consider non-parametric modes and MAP estimates for priors that do not
admit continuous densities, for which previous approaches based on small ball probabilities
fail. We propose a novel denition of generalized modes based on the concept of approx-
imating sequences, which reduce to the classical mode in certain situations that include
Gaussian priors but also exist for a more general class of priors. The latter includes the
case of priors that impose strict bounds on the admissible parameters and in particular of
uniform priors. For uniform priors dened by random series with uniformly distributed
coecients, we show that generalized MAP estimates – but not classical MAP estimates –
can be characterized as minimizers of a suitable functional that plays the role of a gener-
alized Onsager–Machlup functional. This is then used to show consistency of nonlinear
Bayesian inverse problems with uniform priors and Gaussian noise.
1 introduction
Uncertainty quantication is concerned with the eects of random perturbations – characterized
by a prior distribution – on mathematical models of real-world situations such as solutions of
partial dierential equations or on parameter estimation problems (the latter being referred
to as Bayesian inverse problems). The full goal is a characterization of the posterior distribution
of the solution as a function of the random perturbation; however, this is in general infeasible
due to the high- or even innite-dimensionality of the posterior. It is therefore necessary to
summarize the distribution using, e.g., point estimates. One possibility is the conditional mean,
dened as the expected value of the posterior, which involves computing a high-dimensional
integral using, e.g., Markov Chain Monte Carlo (MCMC) algorithms. A popular alternative is
the maximum a posteriori (MAP) estimate, dened as the point maximizing – in an appropriate
∗Faculty of Mathematics, University Duisburg-Essen, Thea-Leymann-Strasse 9, 45127 Essen, Germany
(christian.clason@uni-due.de, remo.kretschmann@uni-due.de)
†School of Engineering Science, LUT University, P.O. box 20, FI-53851 Lappeenranta, Finland (tapio.helin@lut.fi),
previously Department of Mathematics and Statistics, University of Helsinki, Finland
‡Department of Mathematics and Statistics, University of Helsinki, Gustaf Hallströmin katu 2b, FI-00014 Helsinki,
Finland (peeri.piiroinen@helsinki.fi)
1
ar
X
iv
:1
80
6.
00
51
9v
2 
 [m
ath
.ST
]  
14
 Ja
n 2
01
9
sense – the posterior distribution. This alternative is attractive due to the fact that its variational
characterization in many cases allows its ecient computation as the solution of an optimization
problem. In some nite-dimensional settings, it can furthermore be justied from Bayesian
decision theory [6, 33]. It can also be used to compute Laplace approximations of the posterior
density [39], which have been used successfully to counteract numerical instabilities that often
occur due to the concentration eect of the posterior for highly informative data or small noise;
see [8, 35] and the references therein. In general, the acceleration of existing algorithms by
approximations based on the MAP estimate or on second-order information such as the Hessian
or Fisher information matrix is an active eld of research [2, 34].
Although the underlying model (e.g., a partial dierential equation) is often innite-dimension-
al, numerical computations of course have to rely on nite-dimensional approximations. How-
ever, there is a fundamental need to understand whether the problem scales well with increas-
ing dimensions required by increasing accuracy demands and whether the related estimates
have well-behaving limits. Such robustness is provided by studying the estimation problem
and deriving algorithms for the innite-dimensional setting that then apply to any (conform-
ing) discretization. However, this is much more involved than in nite dimensions, since the
posterior no longer has a natural density representation which signicantly complicates the
denition and study of the underlying conditional probabilities. In particular, it is not clear in
the innite-dimensional setting whether a MAP estimate exists and whether it has a variational
characterization that allows ecient computation. Such results have so far only been obtained
under strong assumptions on the prior distribution. Removing or relaxing these assumptions
would be of practical relevance since the prior models any information on the uncertainty
entering the problem and its correct choice is therefore of fundamental importance in uncer-
tainty quantication. In particular, innite-dimensional priors that allow for strict bounds on
the unknown parameters have so far not been studied.
The goal of this work is to address these issues specically in the context of Bayesian inverse
problems. To motivate our contribution, we recall that a Bayesian inverse problem is concerned
with quantifying the uncertainty in an unknown x given some prior distribution µ0 of the
probable values of x together with a (possibly indirect) noisy observation y = yδ subject to
random perturbations; see, e.g., the early work [15], the books [19, 38], and the more recent
works [13, 24, 37] as well as the references therein. It is well-known, e.g., from [37] that under
quite general conditions, the posterior distribution µpost is absolutely continuous with respect
to the prior and is given by the Bayes’ formula
(1.1)
dµpost
dµ0
(x |y) = exp(−Φ(x ;y)),
where Φ is the (scaled) negative log-likelihood. As in any uncertainty quantication problem, the
ecient summary of the information contained in µpost is challenging in high dimensions, even
if a more explicit characterization is available. In principle, MCMC algorithms can be applied to
approximate the conditional mean using (1.1), but the computational eort required by MCMC
algorithms in large-scale problems is signicant. Correspondingly, there has been interest in
how approximate Bayesian methods (see, e.g., [11, 28–30, 36]) can be used eectively in inverse
problems. As mentioned above, a central tool in this research eort is the MAP estimate, which
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can be formulated in a nite-dimensional setting as the solution to the optimization problem
(1.2) xMAP = arg min
x
{Φ(x ;y) + R(x)} ,
where R is the negative log-prior density. The study of innite-dimensional or non-parametric
MAP estimates – or more generally, non-parametric modes – was only recently initiated by
Dashti et al. in [12] in the context of nonlinear Bayesian inverse problems with Gaussian prior
and noise distribution. Due to the lack of a Lebesgue measure on innite-dimensional spaces
and, with it, a natural density of the posterior distribution, the denition of a mode had to be
generalized. Rather than looking for maxima of the density function, one considers points for
which small balls around this point have asymptotically maximal probability as their radius
tends to zero. Since the maximal probability is also dened with respect to the distribution,
this denition avoids the need for densities; see Denition 2.1 below. In the Gaussian case, one
can then show an explicit relation between the objective functional in (1.2) and the Onsager–
Machlup functional dened via the limit of small ball probabilities. This can be used to give a
statistical justication for the objective functional that is consistent with the nite-dimensional
denition [12]. More recently, there has been a series of results [1,14,16] that extend the denition
and scope of non-parametric MAP estimation. For example, weak MAP estimates were proposed
and studied in [16] in the context of linear Bayesian inverse problems with a general class
of priors. The authors used the tools from the dierentiation and quasi-invariance theory of
measures (developed by Fomin and Skorokhod and discussed in detail in [5]) to connect the zero
points of the logarithmic derivative of a measure to the minimizers of the Onsager–Machlup
functional.
This program of generalization is motivated by the fact that in inverse problems, the prior is
not only important for posterior modeling but also plays a key role in the successful stabilization
of the inherent ill-posedness of the problem [37]. The prior thus needs to be carefully designed to
reect the best possible subjective information available; here we only mention priors that reect
the sparsity [23, 25], hierarchical structure [7, 40], or anisotropic features [20] of the unknown.
However, in the non-parametric case, all results regarding MAP estimates known to the authors
require continuity of the prior; but even simple one-dimensional measures with discontinuous
density can fail to have a mode in terms of the denition given in [12]; see Example 2.2 below. This
is limiting, since suitable prior modeling may involve imposing strict bounds on the admissible
values of x emerging from some fundamental properties of the application. As a simple example,
consider the classical inverse problem of X-ray medical imaging [31]. Since it is reasonable to
assume that there are no radiation sources inside the patient, the attenuation of X-rays is positive
throughout the body. A related situation occurs in electrical impedance tomography – and more
generally, in parameter estimation problems for partial dierential equations – where pointwise
upper and lower bounds need to be imposed on the parameter to ensure well-posedness of
the forward problem; reasonable bounds are often available from a priori information on, e.g.,
the kinds of tissue or material expected in the region of interest. Furthermore, it is known
in the deterministic theory that restriction of the unknown to a compact set can stabilize an
inverse problem without additional (possibly undesired) regularization terms; this is sometimes
referred to as quasi-solution or Ivanov regularization [17, 18, 27, 32], and the use of pointwise
bounds for this purpose has recently been studied in [10, 21]. In the Bayesian approach, this
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would correspond to priors with densities whose mass is contained in a compact set. Together,
this motivates the study of imposing such hard bounds as part of the prior in Bayesian inverse
problems.
The main contribution of our work is therefore two-fold: First, we introduce a novel denition
of generalized modes for probability measures and characterize conditions under which our
denition coincides with the previous denition of modes given in [12] (called strong modes in
the following). More precisely, we show that if the Radon–Nikodym derivative dµ(· − h)/dµ of
the translated measure µ has certain equicontinuity properties (described in Section 3.1) over
a dense set of translations h, any generalized mode is also a strong mode. In particular, we
demonstrate that our denition for generalized modes does not introduce pathological modes
in the case of continuous densities and that strong and generalized modes coincide for Gaussian
measures. Second, we consider uniform priors dened via the random series
(1.3) ξ =
∞∑
k=1
γkξkϕk ,
where ξk ∼ U[−1, 1] are uniformly distributed and γk are suitable weights; such priors clearly
have a discontinuous (if any) density. We further show that the uniform prior (1.3) does not
have any strong mode that touches the bounds (i.e., where ξk ∈ {−1, 1} for some k ∈ N) and
that this implies that the posterior also does not have a strong mode in general. However, we
prove that such points are in fact generalized modes of the prior. Furthermore, we show that for
the uniform prior dened via (1.3), the corresponding generalized MAP estimates of (1.1) can be
characterized in a natural manner as minimizers of (1.2). We also provide a weak consistency
result regarding the generalized MAP estimates in line of the previous work [1, 12].
The paper is organized as follows. In Section 2, we give our denition of generalized modes
and illustrate the denition for the examples of a measure with discontinuous density (which
does not admit a strong mode) and of Gaussian measures (where generalized and strong modes
coincide). A general investigation of conditions for the generalized and strong modes to coincide
is carried out in Section 3. We next construct uniform priors on an innite-dimensional Banach
space and characterize its generalized modes in Section 4. In Section 5, we study Bayesian inverse
problems with such priors and derive a variational characterization of generalized modes that
plays the role of a generalized Onsager–Machlup functional. This is used in Section 6 to show
consistency of nonlinear Bayesian inverse problems with uniform priors and Gaussian noise.
2 generalized modes
LetX be a separable Banach space and µ a probability measure on X . Throughout, let Bδ (x) ⊂ X
denote the open ball around x ∈ X with radius δ and let
Mδ := sup
x ∈X
µ(Bδ (x))
for each δ > 0 denote the maximal probability of a ball of radius δ under µ. We rst recall the
denition of a mode introduced in [12].
4
Definition 2.1. A point xˆ ∈ X is called a (strong) mode of µ if
lim
δ→0
µ(Bδ (xˆ))
Mδ
= 1.
The modes of the posterior measure µy are called maximum a posteriori (MAP) estimates.
This denition compares the rate in which the probability of a small ball around the point
xˆ decreases to the rate achieved by choosing every ball to maximize its probability, which is
the lowest rate than can be achieved. If these rates agree asymptotically, then xˆ is a mode.
Intuitively, a mode maximizes the probability distribution in the sense that asymptotically, balls
of a xed radius around it contain maximal probability. Compared to the classical denition,
it avoids reference to both point evaluations and densities, which makes it appropriate in the
innite-dimensional setting. Also note that this is a global denition and hence disregards local
modes.
It is straightforward to construct a probability distribution with discontinuous Lebesgue
density which does not have a mode according to Denition 2.1.
Example 2.2. Let µ be a probability measure on R with density p with respect to the Lebesgue
measure, dened via
p˜(x) :=
{
1 − x if x ∈ [0, 1],
0 otherwise,
p(x) := p˜(x)∫
R
p˜(x)dx .
Clearly, xˆ = 0 maximizes p; however, it is not a strong mode. First, note that for every δ > 0,
µ(Bδ (δ )) = sup
x ∈R
µ(Bδ (x)) = Mδ .
Hence of all balls with radius δ , the one around xδ := δ has the highest probability. However,
although xδ → xˆ we have for δ small enough that
lim
δ→0
µ(Bδ (0))
µ(Bδ (δ )) = limδ→0
δ (1 − 12δ )
2δ (1 − δ ) =
1
2 < 1,
and thus Denition 2.1 is not satised.
The above example illustrates the problem with classical modes for discontinuous densities:
Since the point xˆ lies at the discontinuity of the density, any ball of radius δ around xˆ has a
mass of at most δ (as opposed to a maximal possible mass of roughly 2δ ), and this loss of mass
is conserved in the limit. We do, however, have a family {Bδ (δ )}δ>0 of balls that each have
maximal probability and whose center points converge toward xˆ . This gives rise to the idea of
replacing the xed center point zˆ in the denition of a mode by an “approximating sequence”
{wδ }δ>0 that converges to xˆ as δ → 0. (Similar limiting arguments also serve as the basis
of constructions of generalized derivatives for non-dierentiable functions such as Clarke’s
generalized directional derivative or Mordukhovich’s limiting subdierential.)
We are thus lead to the following denition.
5
Definition 2.3. A point xˆ ∈ X is called a generalized mode of µ if for every sequence {δn}n∈N ⊂
(0,∞) with δn → 0 there exists an approximating sequence {wn}n∈N ⊂ X with wn → xˆ in X
and
(2.1) lim
n→∞
µ(Bδn (wn))
Mδn
= 1.
We call generalized modes of the posterior measure µy generalized MAP estimates.
Note that by Denition 2.3, every strong mode xˆ ∈ X is also a generalized mode with the
approximating sequencewn := xˆ . Also note that it is not necessary for the balls Bδn (wn) to each
have maximal probability; their probabilities only need to have the same asymptotic behavior
as the maximal ball probabilities Mδn .
In Example 2.2, xˆ = 0 is a generalized mode with the approximating sequence wn := δn
for any positive sequence {δn}n∈N with δn → 0. In fact, we can use the following stronger
condition to show that a point is a generalized mode.
Lemma 2.4. Let xˆ ∈ X . If there is a family {wδ }δ>0 ⊂ X such thatwδ → xˆ in X as δ → 0 and
lim
δ→0
µ(Bδ (wδ ))
Mδ
= 1,
then xˆ is a generalized mode of µ.
In Example 2.2, this condition is obviously satised for xˆ = 0 and wδ := δ .
Remark 2.5. Denition 2.3 can be further generalized by allowing for weakly converging
approximating sequences. Conversely, we can restrict Denition 2.3 by coupling the convergence
of wn to that of δn (cf. Lemma 2.4). As we will show below, our denition has the advantage of
not introducing pathological modes in the case of continuous densities (such as Gaussian or
Besov distributions) while for the important case of a uniform prior, it introduces modes that
are natural in terms of the variational characterization (1.2).
We now illustrate some of the key ideas of the generalized mode by considering the case of a
Gaussian measure µ on X . We assume that µ is centered and note that the results below trivially
generalize to the non-centered case. We will require the following quantitative estimate for
Gaussian ball probabilities.
Lemma 2.6 ( [12, Lem. 3.6]). Let x ∈ X and δ > 0 be given. Then there exists a constant a1 > 0
independent of x and δ such that
µ(Bδ (x))
µ(Bδ (0)) ≤ e
a1
2 δ
2
e−
a1
2 ( ‖x ‖X−δ )2 .
Now we can show that for a centered Gaussian measure µ, Denitions 2.1 and 2.3 do indeed
coincide.
Theorem 2.7. The origin 0 ∈ X is both a strong mode and a generalized mode of µ, whereas all
x ∈ X \ {0} are neither a strong mode nor a generalized mode.
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Proof. First, by Anderson’s inequality (see, e.g., [4, Thm. 2.8.10]) we have that
µ(Bδ (x)) ≤ µ(Bδ (0))
for all x ∈ X and δ > 0 and hence that Mδ = µ(Bδ (0)) for all δ > 0. This immediately yields
that xˆ = 0 is a strong mode and hence also a generalized mode for µ.
Now assume that x ∈ X \ {0} is a generalized mode of µ. Let {δn}n∈N ⊂ (0,∞) with δ → 0
be arbitrary and let {wn}n∈N ⊂ X be the respective approximating sequence. Then, Lemma 2.6
yields
µ(Bδ (w))
µ(Bδ (0)) ≤ e
− a12 ‖w ‖X ( ‖w ‖X−2δ ) ≤ e− a12 ( 34 ‖x ‖X )( 14 ‖x ‖X ) = e− 3a132 ‖x ‖2X =: A < 1
for all δ ∈ (0,δ0] and w ∈ Bδ0(x) with δ0 := 14 ‖x ‖X . We choose n0 ∈ N large enough such that
‖wn − x ‖X < δ0 and δn < δ0 for all n ≥ n0. Now taking the limit in the above yields
lim
n→∞
µ(Bδn (wn))
Mδn
= lim
n→∞
µ(Bδn (wn))
µ(Bδn (0)) ≤ A < 1,
which is a contradiction. Hence, x is not a generalized mode and thus cannot be a strong mode,
either. 
The explicit bound in Lemma 2.6 plays an important role in Theorem 2.7. Compare this to the
alternative approach using the Onsager–Machlup functional I (x) = 12 ‖x ‖2E , dened as satisfying
lim
δ→0
µ(Bδ (x1))
µ(Bδ (x2))
= exp
(
1
2 ‖x2‖
2
E −
1
2 ‖x1‖
2
E
)
,
which holds for all x1,x2 from the Cameron–Martin space E ⊂ X of µ by [26, Prop. 18.3].
Although this relation can be used to show that 0 is the only generalized MAP estimate in E, it
does not yield any information regarding X \E. In the next section, we will for general measures
µ – under additional continuity assumptions – extend results from a dense space such as E to
the whole space X .
3 relation between generalized and strong modes
In this section, we derive conditions under which our denition of generalized modes coincides
with the standard notion of strong modes. We do this by based on further characterizations of
the convergence of the approximating sequence in the denition of generalized modes.
3.1 characterization by rate of convergence
Consider a general probability measure µ on X . Let us rst make the fundamental observation
that for δn > 0 and xˆ ,wn ∈ X , we have that
(3.1) µ(B
δn (xˆ))
supx ∈X µ(Bδn (x))
=
µ(Bδn (xˆ))
µ(Bδn (wn))
· µ(B
δn (wn))
supx ∈X µ(Bδn (x))
.
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Clearly, if xˆ is a generalized mode, we have control over the right-most ratio in (3.1). On the
other hand, convergence of the ratio on the left-hand side in (3.1) is related to the denition of a
strong mode. This leads to the following equivalence.
Theorem 3.1. Let xˆ ∈ X be a generalized mode of µ. Then xˆ is a strong mode if and only if for every
sequence {δn}n∈N ⊂ (0,∞) with δn → 0, there exists an approximating sequence {wn}n∈N ⊂ X
withwn → xˆ and
(3.2) lim
n→∞
µ(Bδn (xˆ))
µ(Bδn (wn))
= 1.
Proof. Let {δn}n∈N be a positive sequence with δn → 0 and let {wn}n∈N be the corresponding
approximating sequence that satises (3.2). Then
lim
n→∞
µ(Bδn (xˆ))
supx ∈X µ(Bδn (x))
= lim
n→∞
µ(Bδn (xˆ))
µ(Bδn (wn))
· lim
n→∞
µ(Bδn (wn))
supx ∈X µ(Bδn (x))
= 1
and hence xˆ is a strong mode.
Conversely, assume that xˆ is a strong mode. Let {δn}n∈N be a sequence such that δn → 0 and
let {wn}n∈N be any approximating sequence. Then
lim
n→∞
µ(Bδn (xˆ))
µ(Bδn (wn))
= lim
n→∞
µ(Bδn (xˆ))
supx ∈X µ(Bδn (x))
· lim
n→∞
supx ∈X µ(Bδn (x))
µ(Bδn (wn))
= 1.
Hence (3.2) holds. 
The following example shows that even in the nite-dimensional case, condition (3.2) can be
satised for probability measures with discontinuous densities at xˆ .
Example 3.2. Let λ be the distribution of the standard two-dimensional Gaussian random variable.
Let xˆ = (0, 0) be the origin and choose any β > 1, e.g., β = 2, and dene the cusp
C = {(x1,x2) : x1 > 0, |x2 | ≤ x β1 }.
Next we dene the probability measure µ as
µ(A) := λ(A \C)
λ(R2 \C) .
Note that µ has a density which is discontinuous at xˆ . However, we note two simple facts. First,
removing a cusp doesn’t change the scaled measure much:
µ(Bδ (xˆ)) = λ(B
δ (xˆ))
λ(R2 \C) +O(δ
β+1).
Secondly, we have the trivial estimate
Mδ = sup
x ∈X
µ(Bδ (x)) ≤ λ(B
δ (xˆ))
λ(R2 \C) .
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Therefore, for a certain constant c > 0 we have an estimate
µ(Bδ (xˆ))
Mδ
≥ 1 − cδ β−1,
since λ(Bδ (xˆ)) = 12δ 2 +O(δ 3). Taking δ → 0 thus implies that xˆ is a strong mode of µ. Hence
by Theorem 3.1, the condition (3.2) holds.
We remark that removing a cusp could not be replaced by removing a cone to obtain the
same example. By a similar calculation, it is straightforward to verify that when removing a
cone instead of a cusp, then regardless of the angle of the cone, xˆ is a generalized mode that is
not a strong mode for the resulting probability measure.
We can use Theorem 3.1 to restrict the sets over which the supremum in the denition of Mδ
is taken.
Corollary 3.3. Let xˆ ∈ X be a generalized mode of µ. If there exists an r > 0 such that
lim
δ→0
µ(Bδ (xˆ))
supw ∈Br (xˆ ) µ(Bδ (w))
= 1,
then xˆ is a strong mode.
Proof. Let {δn}n∈N be a positive sequence such that δn → 0, and let {wn}n∈N ⊂ X be the
corresponding approximating sequence. Then
lim
n→∞
µ(Bδn (xˆ))
µ(Bδn (wn))
≥ lim
n→∞
µ(Bδn (xˆ))
supw ∈Br (xˆ ) µ(Bδn (w))
≥ lim
δ→0
µ(Bδ (xˆ))
supw ∈Br (xˆ ) µ(Bδ (w))
= 1
since wn → xˆ . Hence, (3.2) holds, and xˆ is therefore a strong mode by Theorem 3.1. 
We illustrate the possibility of satisfying (3.2) with the following example.
Example 3.4. For a probability measure µ on R with continuous density p with respect to the
Lebesgue measure, (3.2) is satised in every point xˆ ∈ R with p(xˆ) > 0. To see this, let ε > 0.
Then there exists a δ0 > 0 such that for all x ∈ Bδ0(xˆ),
|p(x) − p(xˆ)| ≤ ε .
Therefore, for all δ ∈ (0, δ02 ) and w ∈ B
δ0
2 (xˆ), µ(Bδ (w))2δ − p(xˆ)  ≤ 12δ ∫ w+δw−δ |p(x) − p(xˆ)|dx ≤ ε .
So, for every positive sequence δn → 0 and every real sequence wn → xˆ ,
lim
n→∞
µ(Bδn (wn))
2δn
= p(xˆ) > 0.
This holds true in particular for the constant sequence wn = xˆ , so that
lim
n→∞
µ(Bδn (xˆ))
µ(Bδn (wn))
=
p(xˆ)
p(xˆ) = 1.
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The property (3.2) can be seen as the requirement to have suciently fast convergence of
the approximating sequences. In other words, we require that the balls Bδ (xˆ) and Bδn (wn) have
asymptotically the same measure. This idea can further quantied by the following theorem.
Theorem 3.5. Let xˆ ∈ X be a generalized mode of a Borel probability measure µ. If
(i) for every positive sequence {δn}n∈N with δ → 0, there exists an approximating sequence
{wn}n∈N such that
lim
n→∞
‖wn − xˆ ‖X
δn
= 0,
(ii) the family of functions { fn}n∈N on [0, 1] dened by
fn : [0, 1] → R, fn(r ) := µ(B
r (δn+‖wn−xˆ ‖X )(xˆ))
µ(Bδn+‖wn−xˆ ‖X (xˆ)) ,
is equicontinuous at r = 1,
then xˆ is a strong mode.
Proof. Notice rst that by monotonicity of probability, the function
ϕx,s (r ) := µ(B
r s (x))
µ(Bs (x))
is a left-continuous increasing function with right limits on [0, 1] for every x ∈ X and every
s > 0 and hence so is fn = ϕxˆ,δn+‖wn−xˆ ‖X . Let now {δn}n∈N be a positive sequence with δn → 0
and let {wn}n∈N be an approximating sequence satisfying assumption (i). Setting
rn := ‖wn − xˆ ‖X for all n ∈ N,
by the triangle inequality we have
|µ(Bδn (xˆ)) − µ(Bδn (wn))| ≤ µ(Bδn+rn (xˆ)) − µ(Bδn−rn (xˆ))
for n large enough. Furthermore, assumption (ii) implies that for every ε > 0,
fn(1) − fn
(
δn − rn
δn + rn
)
< ε
for every n large enough, since
δn − rn
δn + rn
=
1 − rnδn
1 + rnδn
→ 1 as n →∞.
We thus obtain that
lim sup
n→∞
|µ(Bδn (xˆ)) − µ(Bδn (wn))|
µ(Bδn+rn (xˆ)) ≤ ε
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which implies that
(3.3) lim
n→∞
µ(Bδn (xˆ)) − µ(Bδn (wn))
µ(Bδn+rn (xˆ)) = limn→∞
µ(Bδn (xˆ))
µ(Bδn+rn (xˆ))
(
1 − µ(B
δn (wn))
µ(Bδn (xˆ))
)
= 0.
Since for every ε > 0 the assumption (ii) yields fn(1) − fn(δn/(δn + rn)) < ε for every n large, it
also follows that
lim sup
n→∞
|µ(Bδn (xˆ)) − µ(Bδn+rn (xˆ))|
µ(Bδn+rn (xˆ)) ≤ ε
and in particular that
(3.4) lim
n→∞
µ(Bδn (xˆ))
µ(Bδn+rn (xˆ)) = 1.
The two limits (3.3) and (3.4) together yield that
lim
n→∞
µ(Bδn (wn))
µ(Bδn (xˆ)) = 1
and, therefore, xˆ is a strong mode by Theorem 3.1. 
Remark 3.6. The equicontinuity condition (ii) is implied by the η-annular decay property (η-AD)
for some η > 0 at the generalized mode point (see [3] for the denition). In the nite-dimensional
case, the 1-AD property at x is equivalent to f (r ) = µ(Br (x)) being locally absolutely continuous
on (0,∞) and f ′(r )r ≤ c f (r ) for some c > 0 and almost every r > 0. For example, it can be
seen by direct computation that the function f in Example 2.2 has the 1-AD property at the
generalized mode xˆ = 0.
3.2 characterization by convergence on a dense subspace
We next consider the case when the approximating sequences {wn}n∈N are restricted to a dense
subspace of X where a certain continuity of the ratios holds.
Proposition 3.7. Let xˆ ∈ X be a generalized mode of a Borel probability measure µ and let E
be a dense subset of X . Then for every {δn}n∈N ⊂ (0,∞) with δ → 0 there exists a sequence
{w˜n}n∈N ⊂ E with w˜n → xˆ in X such that
lim
n→∞
µ(Bδn (w˜n))
supx ∈X µ(Bδn (x))
= 1.
Proof. We rst show that for every δ > 0, the mapping x 7→ µ(Bδ (x)) is lower semi-continuous.
To this end, let {xn}n∈N ⊂ X be a sequence converging to x ∈ X and let
χA(x) =
{
1, if x ∈ A,
0, otherwise,
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denote the characteristic function of a set A ⊂ X . Then for every x ∈ X , we have
χBδ (x )(x) ≤ lim infn→∞ χBδ (xn )(x),
and Fatou’s Lemma yields
µ(Bδ (x)) =
∫
X
χBδ (x )(x)µ(dx) ≤
∫
X
lim inf
n→∞ χBδ (xn )(x)µ(dx)
≤ lim inf
n→∞
∫
X
χBδ (xn )(x)µ(dx) = lim infn→∞ µ(B
δ (xn)).
Now let {δn} ⊂ (0,∞) with δn → 0 and let {wn}n∈N ⊂ X be a corresponding approximating
sequence. Consider a xed n ∈ N. By the lower semi-continuity of x 7→ µ(Bδn (x)), we can
choose an R > 0 such that
µ(Bδn (v)) ≥ µ(Bδn (wn)) − 1
n
Mδn for all v ∈ BR(wn).
Set r = min{R, 1n }. Because E is dense in X , we can choose a w˜n ∈ Br (wn), which therefore
satises both
1 ≥ µ(B
δn (w˜n))
Mδn
≥ µ(B
δn (wn))
Mδn
− 1
n
and
‖w˜n − xˆ ‖X ≤ ‖w˜n −wn ‖X + ‖wn − xˆ ‖X ≤ 1
n
+ ‖wn − xˆ ‖X .
As n ∈ N was arbitrary, we obtain the desired sequence {w˜n}n∈N ⊂ E with w˜n → xˆ in X and
1 ≥ lim
n→∞
µ(Bδn (w˜n))
Mδn
≥ lim
n→∞
µ(Bδn (wn))
Mδn
− lim
n→∞
1
n
= 1. 
In order to give a sucient condition for the coincidence of generalized and strong modes, we
consider a more specic class of probability measures. In the following we consider admissible
shifts of µ, i.e., elements h ∈ X such that the shifted measure µh := µ(· − h) is equivalent to µ.
Theorem 3.8. Let µ be a Borel probability measure with a space of admissible shifts H . Suppose
that H possesses a dense continuously embedded subspace (E, ‖ · ‖E ) ⊂ H such that for every h ∈ E,
the density of µh with respect to µ has a continuous representative
dµh
dµ ∈ C(X ). Let xˆ ∈ X be a
generalized mode of µ. If
(i) for every {δn}n∈N ⊂ (0,∞) with δn → 0 there is an approximating sequence {wn}n∈N ⊂
xˆ + E with ‖wn − xˆ ‖E → 0,
(ii) there is an R > 0 such that
fR : (E, ‖ · ‖E ) → R, fR(h) := sup
x ∈BR (xˆ )
dµhdµ (x) − 1
is continuous at 0,
then xˆ is a strong mode.
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Proof. Choosing N large enough such that δn ≤ R for all n ≥ N , we have for all n ≥ N that µ(Bδn (wn))µ(Bδn (xˆ)) − 1  =  1µ(Bδn (xˆ)) ∫Bδn (xˆ )
(dµxˆ−wn
dµ (x) − 1
)
µ(dx)

≤ sup
x ∈Bδn (xˆ )
 dµxˆ−wndµ (x) − 1  1µ(Bδn (xˆ)) ∫Bδn (xˆ ) µ(dx) ≤ fR(wn).
However, fR(wn) → fR(xˆ) = 0 by the continuity of fR and the convergence wn → xˆ in E, so
that
lim
n→∞
µ(Bδn (wn))
µ(Bδn (xˆ)) = 1.
Hence, xˆ is a strong mode by Theorem 3.1. 
For a nondegenerate Gaussian measure µ = N(a,Q) on a separable Hilbert space X with
mean a ∈ X and covariance operatorQ ∈ L(X ), the assumptions of Theorem 3.8 are fullled for
E = Q(X ) and xˆ = wn := a for all n ∈ N as well as any R > 0. The required continuity properties
are also satised for, e.g., the Besov measures with p > 1 discussed in [16].
Corollary 3.9. Let xˆ ∈ X be a generalized mode of µ that satises condition (i) of Theorem 3.8. If
additionally
lim
w→E xˆ
dµxˆ−w
dµ (xˆ) = 1
and there is an r > 0 such that the family{
dµxˆ−w
dµ : w ∈ B
r
E (xˆ)
}
, BrE (xˆ) := {x ∈ xˆ + E : ‖x − xˆ ‖E < r } ⊂ xˆ + E,
is equicontinuous in xˆ , then xˆ is a strong mode
Proof. We show that condition (ii) of Theorem 3.8 is satised as well, from which the claim then
follows. For a given ε > 0 we choose 0 < r0 ≤ r small enough such that for all w ∈ Br0E (xˆ) we
have that  dµxˆ−wdµ (xˆ) − 1  ≤ ε2 .
If we also choose 0 < R ≤ r0 such that for all x ∈ BRX (xˆ) and all w ∈ BrE (w) we have that dµxˆ−wdµ (x) − dµxˆ−wdµ (xˆ)  ≤ ε2 ,
then the triangle inequality yields that
| fR(w) − fR(xˆ)| =
 supx ∈BR (xˆ )
 dµxˆ−wdµ (x) − 1  − 0
 ≤ ε
for all w ∈ Br0E (xˆ) and therefore the equicontinuity of f at xˆ . 
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4 modes of uniform priors
We now demonstrate the usefulness of the concept of generalized modes for a class of uniform
probability measures on innite-dimensional spaces that can serve as priors in Bayesian inverse
problems. We rst discuss the rigorous construction of the uniform probability measure and
then show that such measures admit generalized but in general not strong modes.
4.1 construction of the probability measure
We proceed similar as in [13], with the dierence that we dene a probability measure on a
subspace of `∞ rather than of L∞. Let us rst x some notation. For x := {xk }k ∈N ∈ `∞, we
write ‖x ‖∞ = supk ∈N |xk |. Furthermore, let ej ∈ `∞ for j ∈ N denote the standard unit vector in
`∞, i.e., [ek ]j = 1 for j = k and 0 else. We then dene
(4.1) X := span{ek }k ∈N ⊂ `∞
and note that X = {x ∈ `∞ : limk→∞ xk = 0} =: c0. We thus have that (X , ‖ · ‖∞) is a separable
Banach space.
We now construct a class of probability measures on X whose mass is concentrated on a set
of sequences with strictly bounded components. First, we dene a random variable ξ according
to the random series
(4.2) ξ :=
∞∑
k=1
γkξkek ,
where
(i) ξk ∼ U[−1, 1] (i.e., uniformly distributed on [−1, 1]) and
(ii) γk ≥ 0 for all k ∈ N with γk → 0.
Note that the partial sums ξn :=
∑n
k=1 γkξkek almost surely form a Cauchy sequence in X , since
for all N ,m,n ∈ N with N ≤ m ≤ n we have that
‖ξn − ξm ‖∞ = ‖∑nk=m+1 γkξkek ‖∞ = supm+1≤k≤n γk |ξk | ≤ supk≥N γk ,
and the right hand side tends to zero as N →∞. Since X is complete, the series (4.2) therefore
converges almost surely. We can thus dene the probability measure µγ on X by
(4.3) µγ (A) := P [ξ ∈ A] for every A ∈ B(X ),
The following sets will be important for our study of the generalized and strong modes of µγ .
We dene
Eγ := {x ∈ X : |xk | ≤ γk for all k ∈ N},
and for every δ > 0,
Eδγ := {x ∈ X : |xk | ≤ max{γk − δ , 0} for all k ∈ N} ⊂ Eγ
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as well as
E0γ :=
⋃
δ>0
Eδγ .
We rst collect some basic properties of Eγ and Eδγ .
Proposition 4.1. The sets Eγ and Eδγ are convex, compact, and have empty interior.
Proof. We only consider the case of Eγ ; the case of Eδγ follows analogously.
First, convexity follows directly from the denition since for every x ,y ∈ Eγ and λ ∈ [0, 1]
we have that
|{λx + (1 − λ)y}k | = |λxk + (1 − λ)yk | ≤ λ |xk | + (1 − λ)|yk | ≤ γk for all k ∈ N,
and hence that λx + (1 − λ)y ∈ Eγ .
For the compactness of Eγ , we rst show that X \ Eγ is open. Let x ∈ X \ Eγ be arbitrary.
Then there exists anm ∈ N with |xm | > γm , so that for ε := |xm | − γm we have Bε (x) ∈ X \ Eγ
as claimed. Hence as a closed subset of a complete space, Eγ is itself complete, which allows us
to show compactness by constructing a nite covering of Eγ by balls of radius ε . Let ε > 0. As
γk → 0, there is an N ∈ N such that for every x ∈ Eγ and all k ≥ N + 1,
|xk | ≤ γk < ε .
Now choose M ∈ N with Mε ≥ max{γk : k = 1, . . . ,N }. For every x ∈ Eγ and k ∈ {1, . . . ,N },
there is a λk ∈ {−M, . . . ,M} such that |xk−λkε | < ε . Hence, ‖x−zN ‖∞ < ε forzN := ∑Nk=1 λkεek ,
which implies that
Eγ ⊂
N⋃
k=1
Bε (zk )
is the desired nite covering.
Finally, to show that Eγ has empty interior, let x ∈ Eγ and ε > 0 be arbitrary. We choosem ∈ N
such that γm < ε3 . Then, y := x + 3γmϕm ∈ Bε (x), because ‖y − x ‖∞ = ‖3γmϕm ‖∞ = 3γm < ε ,
but y < Eγ . Consequently, x ∈ ∂Eγ and hence the interior of Eγ is empty. 
Of particular use for nding both generalized and strong modes will be the metric projections
onto Eδγ . For any δ > 0, let
Pδ : X → Eδγ , Pδ (x) := x¯ with ‖x¯ − x ‖∞ = inf
z∈Eδγ
‖z − x ‖∞,
which is well-dened because Eδγ is closed and convex by Proposition 4.1. It is straightforward
to show by case distinction that this projection can be characterized componentwise for every
k ∈ N via
(4.4) [Pδ (x)]k =

0 if γk < δ ,
γk − δ if xk > γk − δ > 0,
xk if xk ∈ [−γk + δ ,γk − δ ],
−γk + δ if xk < −γk + δ < 0.
The projection satises the following properties.
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Lemma 4.2. Let x ∈ Eγ . Then, limδ→0 Pδx = x in X .
Proof. This follows directly from the denition since
|{Pδx}k − xk | ≤ δ for all k ∈ N. 
Finally, we can give a more explicit characterization of E0γ .
Lemma 4.3. We have that
E0γ = {x ∈ X : |xk | < γk for all k ∈ N,xk , 0 for nitely many k ∈ N} .
Proof. By denition, for every x ∈ E0γ there exists a δ > 0 with x ∈ Eδγ This implies that
|xk | ≤ max{γk − δ , 0} < γk for all k ∈ N. Moreover, since γk → 0 there exists an N ∈ N with
|xk | ≤ max{γk − δ , 0} = 0 for all k ≥ N . This yields γk − δ ≤ 0 for all k ≥ N .
Now let x ∈ X be an element from the set on the right hand side. As |xk | < γk for all k ∈ N
and because there are only nitely many k ∈ N with xk , 0, we can choose
δ0 := min{γk − |xk | : k ∈ N with xk , 0} > 0
such that x ∈ Eδ0γ ⊂ E0γ . 
4.2 small ball probabilities
We next study the behavior of small balls under the probability measure µγ , which is crucial for
determining modes. For the sake of conciseness, let
(4.5) Jδγ (x) := µγ (Bδ (x)) for all x ∈ X ,
for which we have the following straightforward characterization.
Lemma 4.4. For every x ∈ X and δ > 0, it holds that
µγ (Bδ (x)) = Jδγ (x) =
∞∏
k=1
P [γkξk ∈ (xk − δ ,xk + δ )] ,
where A denotes the closure of a set A ⊂ X .
Proof. First of all, by denition
Jδγ (x) = µγ (Bδ (x)) = P
[
ξ ∈ Bδ (x)
]
= P [|γkξk − xk | < δ for all k ∈ N] .
As both γk → 0 and xk → 0, there exists an N ∈ N such that
γk + |xk | ≤ δ2 for all k ≥ N + 1.
This implies that
P [|γkξk − xk | < δ for all k ≥ N + 1] = 1
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since ξk ∈ [−1, 1] almost surely. Consequently,
µγ (Bδ (x)) = P [|γkξk − xk | < δ for k = 1, . . . ,N ] · P [|γkξk − xk | < δ for all k ≥ N + 1]
=
N∏
k=1
P [|γkξk − xk | < δ ]
by the independence of the ξk . This yields the second identity.
The rst identity now follows from
P [γkξk ∈ [xk − δ ,xk + δ ]] = P [γkξk ∈ (xk − δ ,xk + δ )] for all k ∈ N. 
We can use this characterization to show that for every δ > 0, the origin maximizes Jδγ .
Proposition 4.5. Let δ > 0. Then
Jδγ (0) = maxx ∈X J
δ
γ (x) > 0.
Proof. From the second equality in Lemma 4.4, we have that
µγ (Bδ (x)) =
∞∏
k=1
P [γkξk ∈ (xk − δ ,xk + δ )] ≤
∞∏
k=1
P [γkξk ∈ (−δ ,δ )] = µγ (Bδ (0))
for every x = {xk }k ∈N ∈ X . On the other hand, µγ (Bδ (0)) ≤ supx ∈X µγ (Bδ (x)), which shows
that x = 0 is a maximizer.
For the positivity, note that as γk → 0, there exists an N ∈ N such that
µγ (Bδ (0)) =
N∏
k=1
P [γkξk ∈ (−δ ,δ )] > 0
since P [γkξk ∈ (−δ ,δ )] > 0 for all k ≤ N . 
Crucially, Jδγ is constant on Eδγ .
Proposition 4.6. For every δ > 0,
Jδγ (x1) = Jδγ (x2) for all x1,x2 ∈ Eδγ .
Proof. Let x1,x2 ∈ Eδγ . For every k ∈ N, we distinguish between the following two cases:
(i) δ ≤ γk : In this case,
(x1,k − δ ,x1,k + δ ) ⊆ (−γk ,γk ) and (x2,k − δ ,x2,k + δ ) ⊆ (−γk ,γk ),
so that
P
[
γkξk ∈ (x1,k − δ ,x1,k + δ )
]
=
δ
γk
= P
[
γkξk ∈ (x2,k − δ ,x2,k + δ )
]
.
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(ii) δ > γk : In this case, x1,k = x2,k = 0 by denition of Eδγ , and hence
P
[
γkξk ∈ (x1,k − δ ,x1,k + δ )
]
= 1 = P
[
γkξk ∈ (x2,k − δ ,x2,k + δ )
]
.
Together we obtain that
Jδγ (x1) = P
[
ξ ∈ Bδ (x1)
]
=
∞∏
k=1
P
[
γkξk ∈ (x1,k − δ ,x1,k + δ )
]
=
∞∏
k=1
P
[
γkξk ∈ (x2,k − δ ,x2,k + δ )
]
= P
[
ξ ∈ Bδ (x2)
]
= Jδγ (x2))
as claimed. 
Since 0 ∈ Eδγ , combining Propositions 4.5 and 4.6 immediately yields that every x ∈ Eδγ
maximizes Jδγ .
Corollary 4.7. For δ > 0 and every x¯ ∈ Eδγ ,
Jδγ (x¯) = maxx ∈X J
δ
γ (x) > 0.
The following proposition and its corollary will be useful in computing and estimating ratios
Jδγ (x)/Jδγ (0) of small ball probabilities.
Proposition 4.8. Let x ∈ Eγ , k ∈ N and δ > 0. If γk > 0 we have
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] =

1, if δ ≤ γk − |xk |,
δ+γk−|xk |
2δ , if δ ∈ (γk − |xk |,γk ],
δ+γk−|xk |
2γk , if δ ∈ (γk ,γk + |xk |)
1, if δ ≥ γk + |xk |.
If γk = 0, on the other hand, we have
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] = 1.
Proof. First of all, |xk | ≤ γk by denition of Eγ . Hence, if γk = 0 then also xk = 0, so that
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] = 1
in this case. Now assume that γk > 0. If δ ≤ γk , then
P [γkξk ∈ (−δ ,δ )] = 2δ2γk =
δ
γk
,
whereas P [γkξk ∈ (−δ ,δ )] = 1 if δ > γk .
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In case δ ≤ γk − |xk | we nd that
P [γkξk ∈ (xk − δ ,xk + δ )] = 2δ2γk =
δ
γk
,
and in case δ ≥ γk + |xk | we nd that
P [γkξk ∈ (xk − δ ,xk + δ )] = 1.
In the remaining case γk − |xk | < δ ≤ γk + |xk | we compute
P [γkξk ∈ (xk − δ ,xk + δ )] = δ + (γk − |xk |)2γk .
The proposition now follows from combining these expressions. 
Proposition 4.8 yields a lower bound which is independent of δ .
Corollary 4.9. Let x ∈ Eγ , k ∈ N. If γk > 0 then the inequality
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] ≥ 1 −
|xk |
2γk
holds for all δ > 0, where we have equality for δ = γk .
Proof. We use Proposition 4.8. Clearly, P [γkξk ∈ (xk − δ ,xk + δ )] /P [γkξk ∈ (−δ ,δ )] attains its
minimum in δ = γk , in which case we have
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] =
2γk − |xk |
2γk
. 
4.3 modes of the probability measure
Finally, we characterize both the strong and the generalized modes of the uniform probability
measure and show that these do not coincide.
Theorem 4.10. Every point xˆ ∈ E0γ is a strong mode of µγ .
Proof. By denition of E0γ there is a δ > 0 such that xˆ ∈ Eδγ . Then
Mδ = max
x ∈X
µγ (Bδ (x)) = µγ (Bδ (xˆ))
by Corollary 4.7, and therefore
lim
δ→0
µγ (Bδ (xˆ))
Mδ
= lim
δ→0
µγ (Bδ (xˆ))
µγ (Bδ (xˆ))
= 1. 
The following example shows that there may also be strong modes outside of E0γ .
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Example 4.11. We choose γk , k ∈ N, and x ∈ Eγ in such a way that for any δ > 0,
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] = 1
for all components except for one. For this purpose, set γk := 1k (k+2) and xk :=
1
k+1γk for all
k ∈ N. Then, γk → 0,
|xk |
γk
=
1
k + 1 → 0 as k →∞,
and
γk+1 + |xk+1 | = γk+1
(
1 + 1
k + 2
)
=
1
(k + 1)(k + 3) ·
k + 3
k + 2
=
1
k(k + 2) ·
k
k + 1 = γk
(
1 − 1
k + 1
)
= γk − |xk |
for all k ∈ N. In particular, x < E0γ by Lemma 4.3 because all of its components are dierent
from zero.
Now for given δ > 0 we choosem =m(δ ) ∈ N such that γm − |xm | ≤ δ < γm + |xm |. Then
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] = 1
for all k ∈ N \ {m} by Proposition 4.8 and
µγ (Bδ (x))
µγ (Bδ (0))
=
P [γmξm ∈ (xm − δ ,xm + δ )]
P [γmξm ∈ (−δ ,δ )] ≥ 1 −
|xm |
2γm
= 1 − 12(m + 1)
by Lemma 4.4 and Corollary 4.9. Moreover,m =m(δ ) → ∞ as δ → 0. Consequently,
lim
δ→0
µγ (Bδ (x))
Mδ
= lim
δ→0
µγ (Bδ (x))
µγ (Bδ (0))
= 1
by Proposition 4.5. Hence x is a strong mode of µγ .
However, the following results show that Denition 2.1 is too restrictive in this case and in
fact can be unintuitive.
Proposition 4.12. The following claims hold:
(i) If for x ∈ Eγ there is anm ∈ N with |xm | = γm > 0, then x is not a strong mode of µγ .
(ii) There are γ ,x ∈ X with |xk | < γk for all k ∈ N such that x is not a strong mode of µγ .
Proof. Ad (i): First, note that for δ > 0 small enough,
P [γmξm ∈ (xm − δ ,xm + δ )] = 12P [γmξm ∈ (−δ ,δ )] .
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Moreover,
P [γkξk ∈ (xk − δ ,xk + δ )] ≤ P [γkξk ∈ (−δ ,δ )]
for all k ∈ N and δ > 0, so that
µγ (Bδ (x))
µγ (Bδ (0))
=
∞∏
k=1
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )] ≤
1
2
for δ > 0 small enough. But by Proposition 4.5, we also have that
lim sup
δ→0
µγ (Bδ (x))
Mδ
= lim sup
δ→0
µγ (Bδ (x))
µγ (Bδ (0))
≤ 12 < 1.
Hence, x cannot be a strong mode.
Ad (ii): We take γk = 1k and xk =
1
2γk =
1
2k for all k ∈ N. For given δ ∈ (0, 14 ) we also choose
n ∈ N such that 1n ≥ δ > 1n+1 , i.e., 12γn < δ ≤ γn . Hence,
P [γnξn ∈ (xn − δ ,xn + δ )] = γn − (xn − δ )2γn ≤
γn − (− 12γn)
2γn
=
3
4 ,
as well as
P [γnξn ∈ (−δ ,δ )] = δ
γn
>
n
n + 1 ≥
4
5
for n ≥ 4. In addition,
P [γkxk ∈ (xk − δ ,xk + δ )] ≤ P [γkxk ∈ (−δ ,δ )] for all k ∈ N.
Consequently,
µγ (Bδ (x))
µγ (Bδ (0))
=
∞∏
k=1
P [γkξk ∈ (xk − δ ,xk + δ )]
P [γkξk ∈ (−δ ,δ )]
≤ P [γnξn ∈ (xn − δ ,xn + δ )]
P [γnξn ∈ (−δ ,δ )] ≤
3
4 ·
5
4 =
15
16 .
Proposition 4.5 now yields that
lim sup
δ→0
µγ (Bδ (x))
Mδ
= lim sup
δ→0
µγ (Bδ (x))
µγ (Bδ (0))
≤ 1516 < 1.
and hence that x is not a strong mode. 
On the other hand, every point in Eγ is a generalized mode and vice versa.
Theorem 4.13. A point x ∈ X is a generalized mode of µγ if and only if x ∈ Eγ .
Proof. Assume rst that x ∈ Eγ and set wδ := Pδx ∈ Eδγ for all δ > 0. Then, wδ → x as δ → 0
by Lemma 4.2 and µγ (Bδ (wδ )) = µγ (Bδ (0)) by Proposition 4.6, so that
µγ (Bδ (wδ ))
µγ (Bδ (0))
= 1 for all δ > 0.
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Since Mδ := maxx ∈X µγ (Bδ (x)) = µγ (Bδ (0)) by Proposition 4.5, it follows from Lemma 2.4 that
x is a generalized mode.
Conversely, assume that x ∈ X \ Eγ . Then there exists anm ∈ N with |xm | > γm . Taking now
δ0 := |xm | − γm > 0, we have that
P [γmξm ∈ (xm − δ ,xm + δ )] = 0 for all δ ∈ (0,δ0)
and hence that
µγ (Bδ (x)) =
∞∏
k=1
P [γkξk ∈ (xk − δ ,xk + δ )] = 0 for all δ ∈ (0,δ0).
This implies that
µγ (Bδ (w))
Mδ
= 0 for all δ ∈
(
0, δ02
)
and w ∈ B δ02 (x),
and hence x cannot be a generalized mode. 
5 variational characterization of generalized map estimates
In this section, we consider Bayesian inverse problems with uniform priors and characterize
the corresponding generalized MAP estimates – i.e., the generalized modes of the posterior
distribution – as minimizers of an appropriate objective functional.
Let X be the separable Banach space dened by (4.1) and choose as prior µ0 the uniform
probability distribution µγ dened by (4.3) for some non-negative sequence of weights γk → 0.
We assume that for given data y from a Banach space Y the posterior distribution µy satises
µy  µ0 and can be expressed as
(5.1) µy (A) = 1
Z (y)
∫
A
exp(−Φ(x ;y))µ0(dx)
for all A ∈ B(X ), where
Z (y) :=
∫
X
exp(−Φ(x ;y))µ0(dx)
is a positive and nite normalization constant and Φ: X ×Y → R is the likelihood. This way, µy
constitutes a probability measure on X . Throughout this section, we x y ∈ Y and abbreviate
Φ(x ;y) by Φ(x). We make the following assumption on the likelihood.
Assumption 5.1. The function Φ : X → R is Lipschitz continuous on bounded sets, i.e., for every
r > 0, there exists L = Lr > 0 such that for all x1,x2 ∈ X with ‖x1‖X , ‖x2‖X ≤ r we have
|Φ(x1) − Φ(x2)| ≤ L‖x1 − x2‖X .
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In Theorem 4.13, we have seen that the indicator function ιEγ of Eγ in the sense of convex
analysis, i.e.,
ιEγ : X → R := R ∪ {∞}, ιEγ (x) :=
{
0, if x ∈ Eγ ,
∞, otherwise.
is the suitable functional to minimize in order to nd the generalized modes of the prior measure
µ0. In contrast, the common Onsager–Machlup functional is not dened for µ0, as µ0 is not
quasi-invariant with respect to shifts along any direction x ∈ X \ {0}. The goal of this section
is to relate a similar functional that characterizes generalized MAP estimates to a suitably
generalized limit of small ball probabilities. Specically, we dene the functional
(5.2) I : X → R, I (x) := Φ(x) + ιEγ (x) =
{
Φ(x), if x ∈ Eγ ,
∞, otherwise.
Furthermore, for δ > 0 we denote by
Jδ (x) := µy (Bδ (x)) for all x ∈ X
the small ball probabilities of the posterior measure. Let xδ denote a (not necessarily unique)
maximizer of Jδ in Eδγ , i.e.,
J (xδ ) = max
x ∈Eδγ
Jδ (x).
What we prove below (in Theorem 5.9) is the following:
(i) {xδ }δ>0 contains a convergent subsequence (because Eγ is compact), and the limit of the
convergent subsequence minimizes I .
(ii) Any minimizer of I is a generalized MAP estimate and vice versa.
We rst demonstrate the necessity to work with subsequences by an example which shows that
the sequence {xδ }δ>0 may not have a unique limit.
Example 5.2. Dene д(0) = 0,
д(x) = 34
1
2n , if
1
2n+1 < |x | ≤
(
1
2
)n
, n ∈ Z
and consider a probability measure µ onR with density f with respect to the Lebesgue measure,
dened via
f˜ (x) := max
{
1 − д(x − 1), 1 − √2д
(
x + 1√
2
)
, 0
}
, f (x) := f˜ (x)∫
R
f˜ (x)dx
.
To nd the set of points x for which the probability of Bδ (x) is maximal under µ for given
δ ∈ (0, 1), rst let n ∈ N be such that 12n+1 < δ ≤ 12n . By a case distinction, one can then verify
that
arg max
x ∈R
µ(Bδ (x)) =

[
−1 −
√
2
2n+1 + δ ,−1 +
√
2
2n+1 − δ
]
if δ ∈
(
1
2n+1 ,
√
2
2n+1
]
,[
1 − 12n + δ , 1 + 12n − δ
]
if δ ∈
( √
2
2n+1 ,
1
2n
]
,
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Figure 1: probability density f˜ constructed in Example 5.2 for which the family of maximizers
{xδ }δ>0 has two cluster points xˆ1 = −1 and xˆ2 = 1
Hence, any family {xδ }δ>0 of maximizers xδ ∈ arg maxx ∈R µ(Bδ (x)) has the two cluster points
−1 and 1; see Figure 1.
We begin our analysis by collecting some auxiliary results on Φ and I .
Lemma 5.3. If Assumption 5.1 holds, then there exists a constantM > 0 such that
(5.3) |Φ(x)| ≤ M for all x ∈ Eγ .
Proof. Since Eγ is compact and therefore bounded by Proposition 4.1, there exists some R ≥ 0
such that ‖x ‖∞ ≤ R for all x ∈ Eγ . The Lipschitz continuity of Φ on bounded sets then implies
that for any x ∈ Eγ ,
|Φ(x)| ≤ |Φ(x) − Φ(0)| + |Φ(0)| ≤ L‖x ‖∞ + |Φ(0)| ≤ LR + |Φ(0)| =: M . 
Lemma 5.4. If Assumption 5.1 holds, then there exists an x¯ ∈ Eγ such that
I (x¯) = min
x ∈X
I (x).
Proof. As I (x) = ∞ for all x ∈ X \ Eγ , we only need to consider I |Eγ = Φ|Eγ , which is Lipschitz
continuous on the bounded set Eγ by Assumption 5.1. Furthermore, the set Eγ is nonempty and
by Proposition 4.1 closed and compact. The Weierstrass Theorem therefore implies that I attains
its minimum in a point x¯ ∈ Eγ . 
We also need the following results on the small ball probabilities of the posterior.
Lemma 5.5. Assume that Assumption 5.1 holds. Then for every δ > 0 there exists a constant
c(δ ) > 0 such that
Jδ (x) ≥ c(δ ) > 0 for all x ∈ Eδγ .
Proof. First, µ0(Bδ (x)) = µ0(Bδ (0)) > 0 for all x ∈ Eδγ by Proposition 4.6 and Corollary 4.7.
Hence we can estimate using Lemma 5.3 that
Jδ (x) = 1
Z (y)
∫
Bδ (x )
exp(−Φ(x))µ0(dx) ≥ 1
Z (y)e
−M µ0(Bδ (0)) =: c(δ ) > 0,
because Z (y) is positive and nite by assumption. 
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We next show show that Jδ is maximized within Eδγ by making use of the metric projection
Pδ : X → Eδγ dened in (4.4).
Lemma 5.6. For all δ > 0, we have that
(5.4) Jδ (Pδx) ≥ Jδ (x) for all x ∈ X .
Proof. We note that Bδ (x) \ Bδ (Pδx) ⊂ X \ Eγ , so that µ0(Bδ (x) \ Bδ (Pδx)) = 0. Moreover,
µ0(Bδ (Pδx) \ Bδ (Pδx)) = 0 by Lemma 4.4, so that µ0(Bδ (x) \ Bδ (Pδx)) = 0 as well. With this
knowledge we estimate
Jδ (x) = 1
Z (y)
∫
Bδ (x )
exp(−Φ(x))µ0(dx)
≤ 1
Z (y)
∫
Bδ (x )∪Bδ (Pδ x )
exp(−Φ(x))µ0(dx)
=
1
Z (y)
∫
Bδ (Pδ x )
exp(−Φ(x))µ0(dx) = Jδ (Pδx). 
Corollary 5.7. For all δ > 0,
J (xδ ) := max
x ∈Eδγ
Jδ (x) = max
x ∈X
Jδ (x).
Proof. If x ∈ X is a maximizer of Jδ , then Pδx ∈ Eδγ is a maximizer as well. 
The following proposition indicates that the functional I plays the role of a generalized
Onsager–Machlup functional for the posterior distribution µy associated with the uniform prior
µ0 dened by (4.3).
Proposition 5.8. Suppose that Assumption 5.1 holds. Let x1,x2 ∈ Eγ and {wδ1 }δ>0, {wδ2 }δ>0 ⊂ Eγ
with
(i) wδ1 ,w
δ
2 ∈ Eδγ for all δ > 0,
(ii) wδ1 → x1 andwδ2 → x2 as δ → 0.
Then,
(5.5) lim
δ→0
Jδ (wδ1 )
Jδ (wδ2 )
= exp(I (x2) − I (x1)).
Proof. Let δ > 0. We consider
Jδ (wδ1 )
Jδ (wδ2 )
=
∫
Bδ (wδ1 )
exp(−Φ(x))µ0(dx)∫
Bδ (wδ2 )
exp(−Φ(x))µ0(dx)
= exp(Φ(x2) − Φ(x1))
∫
Bδ (wδ1 )
exp(Φ(x1) − Φ(x))µ0(dx)∫
Bδ (wδ2 )
exp(Φ(x2) − Φ(x))µ0(dx)
,
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which is well-dened by Lemma 5.5. By Assumption 5.1,
|Φ(x1) − Φ(x)| ≤ L‖x1 − x ‖∞ ≤ L
(
‖x1 −wδ1 ‖∞ + ‖wδ1 − x ‖∞
)
≤ L
(
‖x1 −wδ1 ‖∞ + δ
)
for all x ∈ Bδ (wδ1 ) and
|Φ(x2) − Φ(x)| ≤ L‖x2 − x ‖∞ ≤ L
(
‖x2 −wδ2 ‖∞ + δ
)
for all x ∈ Bδ (wδ2 ), where L is the Lipschitz constant of Φ on the bounded set
⋃
x ∈Eγ B
δ (x). It
follows that
exp(Φ(x2) − Φ(x1))e−L(‖x1−wδ1 ‖∞+‖x2−wδ2 ‖∞+2δ )
µ0(Bδ (wδ1 ))
µ0(Bδ (wδ2 ))
≤ J
δ (wδ1 )
Jδ (wδ2 )
≤ exp(Φ(x2) − Φ(x1))eL(‖x1−wδ1 ‖∞+‖x2−wδ2 ‖∞+2δ )
µ0(Bδ (wδ1 ))
µ0(Bδ (wδ2 ))
.
Now Proposition 4.6 implies that µ0(Bδ (wδ1 )) = µ0(Bδ (wδ2 )) for all δ > 0, and hence taking
the limit δ → 0 and using (ii) together with the fact that I (x) = Φ(x) for all x ∈ Eγ yields the
claim. 
Note that Lemma 4.2 immediately implies that (5.5) also holds true for the prior distribution
µ0 if I is replaced by ιEγ . However, it is an open question how Proposition 5.8 can be generalized
to cover a wider class of distributions while sustaining the connection to generalized MAP
estimates described in the following theorem, which is the main result of this section.
Theorem 5.9. Suppose Assumption 5.1 holds. Then the following hold:
(i) For every {δn}n∈N ⊂ (0,∞), the sequence {xδn }n∈N contains a subsequence that converges
strongly in X to some x¯ ∈ Eγ .
(ii) Any cluster point x¯ ∈ Eγ of {xδn }n∈N is a minimizer of I .
(iii) A point xˆ ∈ X is a minimizer of I if and only if it is a generalized MAP estimate for µy .
Proof. Ad (i): By denition, xδ ∈ Eδγ ⊂ Eγ for all δ > 0. Since Eγ is compact and closed by
Proposition 4.1, there exists a convergent subsequence, again denoted by {xδn }n∈N, with limit
x¯ ∈ Eγ .
Ad (ii): Let now x¯ ∈ Eγ be the limit of an arbitrary convergent subsequence – still denoted by
{xδn }n∈N – and assume that x¯ is not a minimizer of I . By Lemma 5.4, a minimizer x∗ ∈ Eγ of I
exists and by assumption satises I (x¯) > I (x∗). Moreover, Pδx∗ → x∗ as δ → 0 by Lemma 4.2.
Now the denition of xδ and Proposition 5.8 yield
1 ≤ lim
n→∞
µy (Bδn (xδn ))
µy (Bδn (Pδnx∗)) = exp(I (x
∗) − I (x¯)) < 1,
a contradiction. So x¯ is in fact a minimizer of I .
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Ad (iii): Now let x∗ ∈ X be a minimizer of I which by denition satises x∗ ∈ Eγ . To see that
x∗ is a generalized MAP estimate, we choose wδ := Pδx∗ ∈ Eδγ for every δ > 0, which implies
that ‖wδ − x∗‖∞ ≤ δ . Furthermore, by denition of xδ and Mδ ,
µy (Bδ (xδ )) = max
x ∈X
µy (Bδ (x)) = Mδ for all δ > 0.
By Assumption 5.1 and the boundedness of
⋃
x ∈Eγ B
δ (x), we can use the Lipschitz continuity of
Φ to obtain the estimate
Φ(x) ≤ Φ(x∗) + L
(
‖x −wδ ‖∞ + ‖wδ − x∗‖∞
)
≤ Φ(x∗) + 2Lδ for all x ∈ Bδ (wδ ).
On the other hand, a similar argument shows that
Φ(x) ≥ Φ(xδ ) − L‖x − xδ ‖∞ ≥ Φ(xδ ) − Lδ for all x ∈ Bδ (xδ ).
Consequently,
µy (Bδ (wδ )) = 1
Z (y)
∫
Bδ (wδ )
exp(−Φ(x))µ0(dx)
≥ exp(−Φ(x∗) − 2Lδ ) 1
Z (y)µ0(B
δ (wδ )),
and
Mδ = µy (Bδ (xδ )) = 1
Z (y)
∫
Bδ (xδ )
exp(−Φ(x))µ0(dx)
≤ exp(−Φ(xδ ) + Lδ ) 1
Z (y)µ0(B
δ (xδ )).
As µ0(Bδ (wδ ) = µ0(Bδ (xδ )) by Proposition 4.6, combining these two estimates yields
µy (Bδ (wδ ))
µy (Bδ (xδ )) ≥ exp(Φ(x
δ ) − Φ(x∗) − 3Lδ ).
Now the minimizing property of x∗ implies that
lim
δ→0
µy (Bδ (wδ ))
µy (Bδ (xδ )) ≥ limδ→0 exp(−3Lδ ) = 1
and hence that x∗ is a generalized MAP estimate.
Conversely, let xˆ be a generalized MAP estimate and {δn} ⊂ (0,∞) such that δn → 0 with
corresponding approximating sequence {wn}n∈N ⊂ X , i.e., wn → xˆ and
lim
n→∞
µy (Bδn (wn))
Mδn
= 1.
From Lemma 4.2, it follows that Pδnwn → xˆ as well. We then have xˆ ∈ Eγ , because otherwise
the closedness of Eγ by Proposition 4.1 would imply that µy (wn) = 0 for n large enough. Also,
by denition of xδ ,
µy (Bδ (xδ )) = max
x ∈X
µy (Bδ (x)) = Mδ
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for all δ > 0. Now by (i) and (ii), we may extract a subsequence, again denoted by {xδn }n∈N,
such that xδn → x¯ ∈ Eγ and x¯ is a minimizer of I . Proposition 5.8 and Lemma 5.6 then yield that
exp(I (x¯) − I (xˆ)) = lim
n→∞
µy (Bδn (Pδnwn))
µy (Bδn (xδn )) ≥ limn→∞
µy (Bδn (wn))
µy (Bδn (xδn )) = 1.
Hence, I (x¯) ≥ I (xˆ), i.e., xˆ is a minimizer of I . 
Remark 5.10. Theorem 5.9 shows that for inverse problems subject to Gaussian noise as in the
following section, the generalized MAP estimate coincides with Ivanov regularization with the
specic choice of the compact set Eγ ; compare (6.1) below with, e.g., [18, 27, 32]. Hence, Ivanov
regularization can be considered as a non-parametric MAP estimate for a suitable choice of the
compact set the solution is restricted to.
Furthermore, we point out that for linear inverse problems where the Ivanov functional is con-
vex, the minimizers generically lie on the boundary of the compact set; see, e.g., [32, Prop. 2.2 (iii)]
and [10, Cor. 2.6]. However, this is not possible for strong modes due to Proposition 4.12 (i),
which further indicates the need to consider generalized modes in this setting.
Remark 5.11. Following up on Remark 5.10, we briey remark on using the variational charac-
terization (6.1) for the computation of the generalized MAP estimate. Assume rst for simplicity
that Φ(x) = 12 ‖x − z‖22 for given z ∈ `2. Proceeding as in [10], one can then use classical tools
from convex analysis [9] to show that the generalized MAP estimate xˆ has the componentwise
representation
(5.6) xˆk = proj[−γk ,γk ](zk ) :=

γk if zk > γk ,
zk if |zk | ≤ γk ,
−γk if zk < −γk .
In particular, any nite-dimensional MAP estimate xˆN obtained by truncating the random series
(4.2) at k = N coincides with the innite-dimensional MAP estimate xˆ up to this index.
If Φ(x) = 12 ‖F (x) − z‖22 for some (possibly nonlinear but Fréchet-dierentiable) forward
operator F : `2 → `2, (5.6) becomes
xˆk = proj[−γk ,γk ] (xˆk − [F ′(xˆ)∗(F ′(xˆ) − z)]k ) ,
which is a Lipschitz continuous xed point equation from `2 to `2 for xˆ that can be solved by
either a xed point iteration (i.e., forward–backward splitting similar to (F)ISTA) or a semismooth
Newton method [9]. Again – assuming a suitable discretization for F – this componentwise
characterization can be used to show convergence of nite-dimensional MAP estimates xˆN → xˆ
as N →∞.
6 consistency in nonlinear inverse problems with gaussian noise
Finally, we show consistency in the small noise limit of the generalized MAP estimate from
Section 5. For the sake of presentation, we focus here on the special case of nite-dimensional
data and additive Gaussian noise.
28
Let Y = RK for a xed K ∈ N, endowed with the Euclidean norm, and F : X → Y be a closed
nonlinear operator. Assuming x ∼ µ0 for the prior measure µ0 dened via (4.3) and y ∈ Y is a
corresponding measurement of F (x) corrupted by additive Gaussian noise with mean 0 and
positive denite covariance operator Σ ∈ RK×K scaled by δ > 0, the corresponding posterior
measure µy is N(0, Σ)-almost surely given by
dµy
dµ0
(x) = 1
Z (y) exp(−Φ(x ;y)) for µ0-almost all x ∈ X ,
where
Φ(x ;y) := 12δ 2 ‖Σ
− 12 (F (x) − y)‖2Y
for all x ∈ X and y ∈ Y . Furthermore, we assume that for every R > 0, the restriction of F to
BR(0) is Lipschitz continuous, so that Assumption 5.1 is satised. Then Theorem 5.9 yields that
the generalized MAP estimates for µy are N(0, Σ)-almost surely given by the minimizers of the
functional
(6.1) I (x) = 12δ 2 ‖Σ
− 12 (F (x) − y)‖2Y + ιEγ (x).
Now let {δn}n∈N ⊂ (0,∞) with δn → 0 and consider a frequentist setup where we have a
true solution x† ∈ Eγ and a sequence {yn}n∈N ∈ Y of measurements given by
yn = F (x†) + δnηn ,
where ηn ∼ N(0, Σ) are independently and identically distributed. Moreover, dene
(6.2) In(x) := 12δ 2n
‖Σ− 12 (F (x) − yn)‖2Y + ιEγ (x)
for all n ∈ N and x ∈ X . Let xn ∈ Eγ denote a minimizer of In for all n ∈ N. Then we have the
following consistency result.
Theorem 6.1. Suppose that F : X → Y is closed and x† ∈ Eγ . Then any sequence {xn}n∈N of
minimizers of (6.2) contains a convergent subsequence whose limit x¯ ∈ Eγ satises F (x¯) = F (x†)
almost surely.
Proof. Let e∗k (x) := xk for all x ∈ X and k ∈ N. As xn ∈ Eγ for all n ∈ N, the sequence {xn}n∈N
is almost surely bounded with
|〈e∗k ,xn〉X | = |[xn]k | ≤ γk almost surely for all k ∈ N.
We can thus extract for every k ∈ N a subsequence with E [〈e∗k ,xn〉X ] → x¯k and |x¯k | ≤ γk . Here
and in the following, we pass to the subsequence without adapting the notation. By a diagonal
sequence argument, we can thus construct a sequence, again denoted by {xn}n∈N, satisfying
E
[〈e∗k ,xn〉X ] → x¯k for all k ∈ N
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and x¯ :=
∑
k ∈N x¯kek ∈ Eγ . We now write for every v ∈ X ∗  `1 and N ∈ N
| E [〈v,xn − x¯〉X ] | =
E [∑∞k=1〈v, ek 〉X 〈e∗k ,xn − x¯〉X ] 
≤
N∑
k=1
|〈v, ek 〉X |
E [〈e∗k ,xn − x¯〉X ]  + ∞∑
k=N+1
|〈v, ek 〉X |2γk
≤ ‖v ‖X ∗ sup
k ∈{1, ...,N }
E [〈e∗k ,xn − x¯〉X ]  + 2‖v ‖X ∗ sup
k≥N+1
γk .
Since γk →, we can for every ε > 0 choose N large enough such that
2‖v ‖X ∗ sup
k≥N+1
γk ≤ ε2 ,
and then choose n0 large enough such that also
‖v ‖X ∗
E [〈e∗k ,xn − x¯〉X ]  ≤ ε2 for all n ≥ n0 and k ∈ {1, . . . ,N }
since E
[〈e∗k ,xn〉X ] → 〈e∗k , x¯〉X . Consequently,
|E [〈v,xn − x¯〉X ] | ≤ ε for all n ≥ n0,
i.e., E [〈v,xn − x¯〉X ] → 0. From this we conclude that 〈v,xn − x¯〉X → 0 in probability as n →∞
for all v ∈ X ∗. This implies the existence of a subsequence that converges weakly to x¯ almost
surely. Therefore, by compactness of Eγ , a further subsequence converges strongly to x¯ almost
surely.
Furthermore, inserting the denition of yn yields that
In(x) = 12δ 2n
‖Σ− 12 (F (x†) − F (x) + δnηn)‖2Y
=
1
2δ 2n
‖Σ− 12 (F (x†) − F (x))‖2Y +
1
δn
〈Σ− 12 (F (x†) − F (x)), Σ− 12ηj 〉Y + 12
n∑
j=1
‖Σ− 12ηj ‖2Y
for all x ∈ Eγ . Note that the rst two terms vanish for x = x† ∈ Eγ and that In(xn) ≤ In(x†) by
denition of xn . Rearranging this inequality and using Cauchy’s and Young’s inequalities, we
thus obtain that
‖Σ− 12 (F (x†) − F (xn))‖2Y ≤ −2δn 〈Σ−
1
2 (F (x†) − F (xn)), Σ− 12ηj 〉Y
≤ 2δn ‖Σ− 12 (F (x†) − F (xn))‖Y ‖Σ− 12ηj ‖Y
≤ 12 ‖Σ
− 12 (F (x†) − F (xn))‖2Y + 2δ 2n ‖Σ−
1
2ηj ‖2Y .
Consequently,
‖Σ− 12 (F (xn) − F (x†))‖2Y ≤ 4δ 2n ‖Σ−
1
2ηj ‖2Y ,
and hence
E
[
‖Σ− 12 (F (xn) − F (x†))‖2Y
]
≤ 4δ 2nE
[
‖Σ− 12ηj ‖2Y
]
= 4Kδ 2n → 0,
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which also implies that
‖Σ− 12 (F (xn) − F (x†))‖Y → 0 in probability.
After passing to a further subsequence, we thus obtain that F (xn) → F (x†) almost surely. The
closedness of F then yields that F (x¯) = F (x†) almost surely. 
Note that although Theorem 6.1 does not require the Lipschitz continuity of F on bounded
sets, in general without it we do not know if the minimizers of In exist or if they are generalized
MAP estimates for µy .
By a subsequence-subsequence argument, we can obtain convergence in probability of the
full sequence under the usual assumption on F .
Corollary 6.2. If F is injective, then xn → x† in probability as n →∞.
Proof. We can apply the proof of Theorem 6.1 to every subsequence of {xn}n∈N to obtain a
further subsequence that converges to x¯ = x† almost surely. This in turn is equivalent to the
convergence of the whole sequence to x† in probability by [22, Cor. 6.13]. 
Remark 6.3. Consistency in the large sample size limit can be shown analogously. Specically,
assuming a xed noise level δ > 0 (which without loss of generality we can x at δ = 1) and n
independent measurements y1, . . . ,yn ∈ Y , the posterior measure µn is N(0, Σ)n-almost surely
given by
dµn
dµ0
(x) :=
(
n∏
j=1
1
Z (yj )
)
exp
(
− 12
n∑
j=1
‖Σ− 12 (F (x) − yj )‖2Y
)
for µ0-almost all x ∈ X .
Again we consider a frequentist setup with a true solution x† ∈ Eγ and
yj = F (x†) + ηj for all j ∈ N.
Then it can be shown as in Theorem 6.1 that any sequence of minimizers xn ∈ Eγ of
In(x) := 12
n∑
j=1
‖Σ− 12 (F (x) − yj )‖2Y + ιEγ (x)
contains a convergent subsequence whose limit x¯ ∈ Eγ satises F (x¯) = F (x†) almost surely and
that the full sequence converges to x† in probability if F is injective.
7 conclusion
We have proposed a novel denition of generalized modes and corresponding MAP estimates
for non-parametric Bayesian statistics. Our approach extends the construction of [12] by re-
placing the xed base point with an approximating sequence in the convergence of small ball
probabilities. This allows covering cases where the previous approach fails, such as that of
priors having discontinuous densities. Our denition coincides with the denition from [12]
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for Gaussian priors as well as for priors which admit an approximating sequence satisfying
additional convergence properties. For uniform priors dened via a random series with bounded
coecients, such generalized modes can be shown to exist. Furthermore, the corresponding
generalized MAP estimates in Bayesian inverse problems (i.e., generalized modes of the pos-
terior distribution) can be characterized as minimizers of a functional that can be seen as a
generalization of the Onsager–Machlup functional in the Gaussian case. For inverse problems
with nite-dimensional Gaussian noise, the generalized MAP estimates are consistent in the
small noise as well as in the large sample limit. This result can be extended to other noise
models for which the likelihood satises Assumption 5.1 by adapting the proof of Theorem 6.1
appropriately.
This work can be extended in several further directions. Clearly, the practical behavior of
the generalized MAP estimate for the uniform prior, including its discretization and numerical
solution, should be studied for relevant inverse problems. Regarding theoretical issues, the
rst question is whether generalized MAP estimates arise as Γ-limits of nite-dimensional
MAP estimates in the sense that approximating sequences can be constructed from MAP
estimates for a sequence of nite-dimensional problems. (Note that since MAP estimates may
lie on the boundary of Eγ , see Remark 5.10, these these can in general not simply be direct
discretizations of the innite-dimensional MAP estimate.) It would furthermore be of interest
to study whether a generalized Onsager–Machlup functional similar to (5.2) can be derived for
generalized MAP estimates of a wider class of priors than the ones considered in Sections 4 and 5.
Of particular practical relevance would be Gaussian priors with non-negativity constraints,
where our technique does not directly apply due to the lack of a series representation such as
(1.3). Finally, it is an open question whether our generalized MAP estimate can be interpreted as a
proper Bayesian estimator, since prior work on this topic [6,33] does not apply to discontinuous
distributions in innite dimensions.
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