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Abstract
Optimization is always a key point in emotion-related Natural Language Processing (NLP)
tasks. To reach the state-of-the-art model performance, researchers have thought out of
many methods to optimize their models. For example, the model structure is usually well-
designed with tricks and the datasets are carefully preprocessed based on specific down-
stream tasks. However, few attention has been paid to the optimization of pre-trained word
embeddings. To answer this question, previous work has tried several different preprocess-
ing methods on the training corpus of word embeddings and prove their performance on
sentiment analysis task, emotion classification task and sarcasm detection task. In the
present study, we extend their idea to response generation tasks. We test the performance
of CBOW and Skip-gram Word2Vec embedding with 9 kinds of embedding preprocessing
methods, and find that stopwords removal and parts-of-speech filtering can improve the
emotional quality and most of the preprocessing methods can improve the syntactic qual-
ity of generated sentences. Hence it is useful to preprocess pre-trained word embedding in
an affective response generation task.
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Emotion is a very important attribute in natural language. Without emotions, people
can hardly understand other speakers’ real meaning in conversations, let alone have an
empathy with them. In NLP field, in order to make the models and output more human-
like, emotion also plays an important role. Therefore, researchers have designed a lot of
methods to make models capable of learning emotion information. For example, Ghosh et
al. [1] introduced affect strength and affect category variables in their Affect-LM model to
control the category and strength of emotion in generated sentences. Zhou et al. [2] re-
designed the model structure and simultaneously use emotion category embedding, internal
and external memory to accurately generate responses with certain kind of emotion.
Although a lot of work has been done on the optimization of model performance in
emotion-related NLP tasks, most of them focus on the post-processing of models such as
designing new model structures, introducing emotion into loss functions, preprocessing the
training datasets and so on. However, one important factor has been ignored, which is
word embedding. We are somehow used to introducing word embeddings which are pre-
trained on very large corpus into our models. Sometimes we even don’t use pre-trained
embeddings and initialize them randomly because we believe that word embedding is only
a sub-product of neural network and will learn proper parameters by themselves. But is it
the truth?
Thus in this work, we attempt to explore how seq2seq model’s performance change with
word embeddings. The idea of this work is actually an extension of Babanejad et al. [3]’s
work. We experiment 8 kinds of preprocessing methods including spelling correction, punc-
tuation removal, parts-of-speech filtering, stemming, stopwords removal, negation replac-
ing, all of them in specific order and all of them except parts-of-speech filtering and stop-
words removal. We preprocess the courpus used to train embedding with these preprocess-
ing methods and get 18 different word embedding sets. By evaluating and comparing the
performance of a bi-directional LSTM model on a dialogue dataset with different prepro-
cessed embeddings, our experiment results show that word embedding can really influence
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the model performance in an affective response generation task.
The remainder of this paper is organized as follows. Chapter 2 introduces related work.
Chapter 3 explains the preprocessing methods we have used. Chapter 4 lists the informa-
tion of our experiment. Chapter 5 and 6 analyzes the experiment results and gives our





As an important part of NLP tasks, word embeddings have been researched for a lot time.
Nowadays, many state-of-the-art word embeddings [4, 5] have been trained on very large
corpus and get quite good performance in a lot of downstream tasks. For example, Zhang
et al. [6] reaches the state-of-the-art performance using soft-masked BERT in spelling error
detection tasks. Yang et al. [7] uses BERT model to outperform over 30% than the pre-
vious state-of-the-art model in QA field. However, since the creation of Word2Vec, word
embeddings begin to be seemed as a sub-product of deep neural network. Researchers start
to pay more attention to the re-desgin of model structure and the tricks in fine-tuning be-
cause word embeddings have already been pre-trained and can also updated automatically
during training.
However, recent studies [3] show that preprocessing on word embedding corpus can be
beneficial to a lot of NLP tasks. They did a lot preprocessing to the word embedding corpus
to let words having similar emotions have nearer word embedding values. They tested their
embedding compared with many other kinds of well-know embedding like GLoVe [5] and
show that in sentiment analysis tasks, sentiment classification tasks and sarcasm detection
tasks the preprocessed word embeddings reach the highest f1 score in all of the three tasks.





In this section, we describe the processing methods which we use to preprocess the




Spell correction of embedding corpus contains two parts. The first part is the correction of
misspelling of words. We have built a dictionary which contains both common misspelling
words and some words which have different spelling ways in British English and American
English. By using this dictionary, We modify all the misspelling as well as forcing words to
be spelled in American English. The second part is the correction of some commonly used
abbreviate. We construct an abbreviate dictionary and expand them to full expressions.
(2) Punctuation
In the punctuation removal step of word embedding preprocessing, we have built several
dictionaries including rarely used punctuation, punctuation in other languages and some
special characters.
(3) Basic
Basic preprocessing has applied several modifications to the training corpus of word
embeddings. This step removes noises for example html tags and spaces from the training
corpus and do lowercasing of all words in the corpus. In addition, common punctuation
are also removed from the corpus.
(4) Negation
Negation is a kind of mechanism which uses negative words like not, nor or neither to
change a positive expression into an opposite one. The negation preprocessing here aims
at replacing the negations and the positive words after them using the antonyms of these
words. Therefore, this step is divided into two parts.
In the first part, an antonym dictionary is compiled based on WordNet [8] corpus. We
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check the synset of each word and list all the antonyms of words in the synset. If the
number of antonyms equals 1, the only antonym we have search out is the antonym of
the current word. However, when the number of antonyms is larger than 1, we check the
frequency of each antonym in ukWac*1 corpus and pick the one with the max frequency as
the final antonym.
In the second part, the negation words are searched throughout the corpus. If a negation
word is matched, the word after it will be checked and the antonym of it will be searched
in the antonym dictionary. Then the negation and the word after it will be replaced with
the antonym of the word.
(5) Parts-of-Speech
In this step, we use the NLTK [9] to tag the parts-of-speech of each word in the corpus
and only keep four categories which are NN*, JJ*, VB*, and RB* because nouns, verbs,
adjectives and adverbs are considered to contain more information than words having other
parts-of-speech.
(6) Stopwords
In stopwords removal step, we download the stopwords list offered by NLTK corpus and
using it to remove all the stopwords from the corpus.
(7) Stemming
In stemming step, we choose to use the SnowBallStemmer offered by NLTK corpus to
reduce all the words in it root form after comparing the performance with PorterStemmer
which is also provided by NLTK corpus.
(7) Other
The remaining preprocessing method type includes all and all but parts-of-speech and
stopwords. These two preprocessing method are the combination of all or several kinds of
preprocessing method types which we have introduced above. They are ran in a specific
order which will be explained next section.
3.2 Preprocessing Order
The order of preprocessing follows the exact order where preprocessing methods are
introduced, which is Spell → Punctuation → Basic → Negation → Parts − of − Speech →
Stopwords → Stemming . Design an order like this is because there are conflicts between





In order to compare the performance of different preprocessing methods of word em-
bedding, we design a naive response generation task and evaluate them. In this section,
detailed experiment setup will be described. The experiment is conducted on the envi-
ronment shown in Table 4.1. The response generation model is built on Tensorflow*1 1.4
version.
Table 4.1: Environment of Experiments
CPU Intel Core i9-7900X
Memory Size 32GB
GPU Nvidia GeForce GTX 1080Ti*2
GPU Memory Size 11GB
4.1 Datasets
In the experiment of our work, we have used two different datasets. One is used for
training the word embedding and another is used for training the seq2seq model. The two
datasets will be introduced separately.
4.1.1 News
News corpus consists of 142,546 articles collected from 15 American famous publications.
The statistics of the corpus and change of corpus vocabulary size with preprocessing is
shown in Table 4.2.
*1 https://www.tensorflow.org
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Table 4.2: Details of News Dataset











Dailydialog is an open-domain dataset [10] containing chit-chat dialogues with annota-
tions for topic, emotion and utterance acts. Table 4.3 shows the basic statistics of Dailydi-
alog dataset. In our work, since we don’t need to consider context information, we only use
the plain text of dailydialog and loop the dataset to extract every two turns of sentences
in a dialogue as one pair of post and response.
Total Dialogues 13,118
Average Speaker Turns Per Dialogue 7.9
Average Tokens Per Dialogue 114.7
Average Tokens Per Utterance 14.6
Table 4.3: Basic Statistics of Dailydialog
4.2 Models
The models in our work contains two kinds of models. The first kind of model is used to
generate word embeddings and the second kind of model is used to complete the response
generation task. They will be separately introduced.
4.2.1 Word Embedding Models
In our work, we generate word embedding through two popular word embedding models:
CBOW and Skip-gram. CBOW model uses the context information of word to do predic-
tions while Skip-gram model is basically a reverse implement of CNOW model. We set the
mincount = 5 and dim = 300 to generate the word embeddings for the later experiment.
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4.3 Evaluation
Being restricted by the computing source and costs, we do not use more state-of-the-art
model like BERT. However, this will not influence the results of our experiment because
we train the baseline word embedding using the same corpus and word embedding model.
4.2.2 Response Generation Model
To generate responses, we have trained a representative RNN-based model, which is a
3-layer encoder-decoder model with LSTM units [11]. In addition, in order to improve the
performance of model while not introducing disturbing factors, we add the widely used
attention mechanism [12] and the bi-directional structure [13] into our model. The hidden
states have been set to 512, and beam search with a beam size 5 has been used to increase
the diversity of response.
Since we want to evaluate the influence of word embeddings, models which have been
changed with structures can not be used as our model. Otherwise it is hard to tell whether
the improvement is caused by model structure or by embeddings. For this reason, we have
not used more state-of-the-art models in our work.
4.3 Evaluation
There are two kinds of evaluation method in our work.One is automatic evaluation and the




For each kind of preprocessing method, we make predictions of post sentences in test-
set. Then we use NLTK to make a simple classification on the polarity of each word in
the generated responses. The words are divided into three classes: positive, negative and
neural. Based on the polarity tags, we compute the percent of polarity(positive+negative)
words as the polarity score to evaluate whether certain preprocessing method helps gen-
erate emotional words. If more emotional words are generated, it can be concluded that
preprocessing of word embedding helps improve the quantity of emotional words in the
responses.
(2) Perplexity
The perplexity measures the possibility of generating the expected response. Higher
perplexity means that there are more choices for models to select and it is harder to
generate the correct response. The formula of perplexity is as the formula (4.1) shows
where y means response sentences and X means input sentences:
Perplexity = P (y|X)−1/i (4.1)
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Although perplexity are not related with the quality of generated responses, it can mea-
sure the quality of model we get. Ny comparing perplexity with baseline, we can evaluate
the damage cost by preprocessing.
4.3.2 Manual Evaluation
Besides automatic evaluation, we also do manual evaluation because there are no con-
vincing automatic evaluation metrics until now. So human evaluation should be done to
judge the performance of each model. There are two evaluation target, which are syn-
tactic correctness and semantic correctness. Each evaluation target will be label with 0,
1 or 2. When evaluating syntactic correctness, 0 means the sentences are completely not
syntactically correct. 1 means the sentences are syntactically correct but do not fit the
context information and 2 means that the sentences both have good syntactic correctness
and fi the context information. While in semantic evaluation, the rules are nearly the same
as syntactic evaluation’s, but replace syntactic correctness with expressing some kind of
emotion. We hire 5 students who are good at English and ask them to label 10 piece of
responses generated by each kind of preprocessing method. After collecting all the data, we
will compute Fleiss’kappa to prove the effectiveness of the conclusions. Based on previous




The results are give in this chapter. Since there are two kinds of evaluation methods in
our work, the results are also split into two parts. In the first part we share the results
of automatic evaluation and give our analysis. In the second part, the results of manual
evaluation is described in detail.
5.1 Automatic Evaluation Result
5.1.1 Results of Polarity Score
The result is as Table 5.1 shows, PO means polarity words. To polarity of positive,
negative and PO, preprocessing methods are expected to improve their performance. How-
ever, to polarity of neural, preprocessing methods are expected to decrease the performance.
Therefore, to certain kind of polarity, the best performance of each kind of word embedding
method has been marked as bold.
Polarity Basis Spell Punc POS Neg Stem Stop ALL-STOP-POS ALL
CBOW(∆Percent/100)
Positive 0.04 0 0 0.01 0 0 0.01 0 0.01
Negative 0.52 0 0 0 -0.01 0 0.03 0 0.02
Neural 0.44 0.01 0.01 -0.02 0 0 -0.04 0 -0.02
PO 0.56 -0.01 -0.01 0.01 0 0 0.04 0 0.02
Skip-gram(∆Percent/100)
Positive 0.05 0 0 0 0 -0.01 0.01 -0.01 -0.01
Negative 0.21 0 0 0.11 0.01 0.04 0.16 0.04 0.14
Neural 0.74 0 0 -0.12 0 -0.03 -0.18 -0.03 -0.13
PO 0.26 0 0 0.12 0 0.03 0.18 0.03 0.13
Table 5.1: Results of Percent of Polarity Words
From Table 5.1, we can find that Stop helps raise the polarity of responses most among
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all the preprocessing methods. Stem, in most of the cases, can also improve the polarity
score of the responses. However, most of the preprocessing methods seem to be unhelpful
in raising the quantity of polarity words in the responses.
5.1.2 Results of Perplexity
The results of perplexity computed from the bi-lstm model are as the following tables
show:
Word Embedding Basic Stop POS Neg Punc Spell Stem ALL ALL-STOP-POS
CBOW 133.689 509.256 309.679 130.409 126.746 117.866 46.026 80.799 39.185
Skip-gram 113.975 402.028 235.786 114.978 117.873 113.425 41.966 42.445 33.658
Table 5.2: Results of Perplexity
As Table 5.2 shows, among all the preprocessing methods, do all preprocessing methods in
order without Stop and POS will lead to the best perplexity in both CBOW model and Skip-
gram model. We then compute the increment or decrement between each preprocessing
method and the baseline method Basic , as Table 5.3 shows.
Word Embedding Basic Stop POS Neg Punc Spell Stem ALL ALL-STOP-POS
CBOW 133.689 375.567 175.99 -3.28 -6.943 -15.823 -87.663 -52.89 -94.504
Skip-gram 113.975 288.053 121.811 1.003 3.898 -0.55 -72.009 -71.53 -80.317
Table 5.3: Perplexity Difference from Baseline
Combine the results of perplexity and polarity scores, we can find that the methods
which help increase the number emotional words in responses like Stop and POS will be
in trade of some damage to the model quality. However, since we do the preprocessing
to the training corpus of embedding instead of model, the removal of words will cause a
lot ’<UNK>’ mark in the training corpus of the model because the vocabulary size of
dictionary has reduced. Therefore, it is not strange why Stop and POS causes a high
perplexity when generating responses. However, we sill need manaul evaluation to final
judge the performance of different preprocessing methods.
5.2 Manual Evaluation Result
Since Skip-gram model performs much better than CBOW model, we only test the per-
oformance on Skip-gram model in manual evaluation. We compute the Fleiss’ kappa for
both syntactic scores and semantic scores. The Fleiss’ kappa is 0.536 for syntactic score
and 0.444 for semantic scores. According to the standard of Kappa, both of them lies in
the "Moderate Agreement" period.
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5.2 Manual Evaluation Result
The average score of every preprocessing method is computed and listed in Table 5.4.
From the table, we can find that although POS and Stop increase the perplexity of model
a lot, but they do not generate sentences with bad syntactic quality. They even generate
more solid responses. In addition, the cutting of word vocabulary size seems to make the
distance between embedding of emotional words closer and generate semantically correct
responses. We can conclude from the results that:
1. Perplexity is not related to the quality of generated sentences. 2. Doing preprocessing
like Stop and POS to word embedding can not only improve the semantic correctness of
the responses but also improves the syntactic correctness of them.
Scores Basic All POS Punc Neg Stop Stem Spell All-Stop-POS
Syntactic 1.44 1.5 1.74 1.48 1.32 1.56 1.44 1.42 1.5
Semantic 1.34 1.2 1.62 1.14 1.32 1.48 1.14 1.18 1.14





In this paper, we conduct experiments to find out whether preprocessing word embed-
dings can improve the model performance in response generation task. We use 9 kinds of
preprocessing methods and 2 kinds of word embedding models to generate 16 different word
embedding dictionary. Then we construct a bi-lstm seq2seq model to generate responses
by using the new word embeddings as pretrained embeddings and compare the results with
each other.
The experiment result shows that preprocessing methods can also improve the model
performance in generation tasks. In addition, we realize the insufficiency of current auto-
matic evaluation metrics like perplexity. From the manual evaluation results, we find that
low perplexity doesn’t mean better generation quality in response generation tasks. We
recommend that manual evaluation should always be done in seq2seq tasks.
In conclusion, we prove the effectiveness of preprocessing word embeddings in response




Being restricted by time and resources, we have not tried many state-of-the-art models
like BERT. In addition, the number of volunteers may be a little small which may cause
an unsteady in Fleiss’ kappa. I think these parts should be carefully experimented in the
future. So, for future work, I’d like to try the performance on more embedding models and
hire more volunteers to get a much more steady result. In addition, the non-equivalence
between perplexity and the quality of response generation models should also be carefully
researched in the future.
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