We study the asymptotic behavior of two statistics defined on the symmetric group S n when n tends to infinity: the number of elements of S n having k records, and the number of elements of S n for which the sum of the positions of their records is k. We use a probabilistic argument to show that the scaled asymptotic behavior of these statistics can be described by remarkably simple functions.
(i) for fixed r the average value of the rth records, over all permutations of S n that have that many, is asymptotic to (ln n) r−1 /(r − 1)! when n → +∞,
(ii) the average value of a permutation σ at its rth record, among all permutations that have that many, is asymptotic to (1 − 1/2 r )n when n → +∞, (iii) Let 1 < j 1 < j 2 < · · · < j m be fixed integers, and suppose that we attach a symbol s( j) = 'Y' or 'N' to each of these j's. Then the probability P that a permutation of S n does have a record at each of the j v that is marked 'Y', and does not have a record at any of those that are marked 'N', is:
Myers and Wilf generalized the notion of records [13] . They studied strong and weak records defined on multiset permutations and words (a weak record of a word w 1 , . . . , w n is a term w j such that w i w j for all i < j [10] ). For multiset permutations, they derived the generating function for the number of permutations of a fixed multiset M which contain exactly r strong (respectively weak) records. They also obtained the generating function of the probability that a randomly selected permutation of M has exactly r strong records. This gives the average number of strong (respectively weak) records among all permutations of M.
The notion of records has been extended to random variables (for a survey of some results see [14] ). The asymptotic behavior of the two statistics, 'position' and 'value' of the rth record, have been studied in [9] [10] [11] for a sequence of i.i.d random variables which follow the geometric law of parameter p, which approach the model of random permutations in the limit p → 0. For other interesting results concerning record statistics see [13] .
In this article, we re-derive Wilf's result (1) by using of a probabilistic argument. This will allow us to perform a study of the asymptotic behavior of another statistic of records: the number of permutations of length n having k records in the limit n → +∞ with the ratio k/n fixed. In this limit the re-scaled number of records k/n takes values on the interval [0, 1] . We also introduce the new statistic for a permutation called 'sum of the positions of its records'. We find the asymptotic behavior of the number of permutations of length n for which the sum of the positions of their records is k in the limit n → +∞ with the ratio k/(
) fixed. More precisely, we show the following results:
(I) Let c(n, k) be the number of permutations of length n having k records. Its generating function is given by q(q + 1) · · · (q + n − 1), so that c(n, k) is the coefficient of q k in the power expansion. For n 1 and x ∈ [0, 1] define the function f n by:
where [x] stands for the integer part of x. Then, when n tends to infinity, the sequence of functions { ln( f n ) n ln(n)
; n ∈ N + } converges uniformly with respect to x on the interval [0, 1] to the function x → 1 − x with an accuracy O(
). In other words, there exists a constant C such that for all integer n 2:
(II) Let C(n, k) be the number of permutations of length n for which the sum of the positions of their records is k. Its generating function is given by q(q
is the coefficient of q k in the power expansion. For n 1 and x ∈ [0, 1] define the function φ n by 1 :
1 This definition is motivated by the fact that C(n, k) = 0 if and
Then, when n tends to infinity, the sequence of functions { ln(φ n ) n ln(n)
; n ∈ N + } converges uniformly with respect to x on the interval [0, 1] to the function x → √ 1 − x with an accuracy O( 1 ln n ). In other words, there exists a constant C such that for all integer n:
It is important to note that the functions f n and φ n are defined on the same interval [0, 1].
The paper is organized as follows. In Section 2 we derive some results concerning records which will be used in the rest of the paper. In Section 3 we prove assertion (I) and in Section 4 we show assertion (II). In Appendix A we prove that (I) is consistent with Temme's result [5] previously mentioned.
Notations and preliminary results
We endow the symmetric group S n on a set of n elements with the uniform law. We begin with some useful definitions. Definition 2.1. Let σ = a 1 . . . a n ∈ S n . Recall that a record of σ is a number a j such that a i < a j for all i < j. We define rec(σ ) as the number of records of σ . The generating function of this statistic is:
Likewise we define srec(σ ) as the sum of the positions of all records of σ . The generating function of this statistic:
Let X k (σ ) be the random variable which equals 1 if k is a position of a record of σ and 0 otherwise. Our work relies on the following proposition, first proved by Rényi [1] .
Proposition 2.3. The random variables X
Proof. This proposition is a consequence of Proposition 1.3.9 and Corollary 1.3.10 of [15, 16] . It comes from the following remark. For a permutation σ = a 1 . . . a n and an integer n such that 1 i n, define:
Then the mapping which sends a permutation σ = a 1 . . . a n on the n-tuple (r 1 (σ ), . . . , r n (σ )) is as a bijection between S n and the n-tuples (r 1 , . . . , r n ) such that 0 r i i − 1 for all i. 
The generating function (4) is well known [16] .
Asymptotic behavior of the coefficients c(n, k)
Let us first examine the asymptotic behavior of c(n, k) when n tends to infinity and k/n is fixed. In this limit, it is not obvious that the coefficients c(n, k) have a well defined asymptotic behavior. It is convenient to introduce the new scaling variable x = k/n which takes values in the interval [0, 1].
We introduce a new function f n as:
Note that when x is of the form k/n the two relations (2) and (6) 
The proof relies on a combinatorial and probabilistic interpretation of the coefficients c(n, k). In the rest of this section we consider n to be an integer.
. Then:
under the additional conditions v k+1 < · · · < v n n and v i = v j for i = j.
Proof. Choosing a permutation with k records is equivalent to choosing the positions of its k records 
Proof. This is a consequence of Lemma 3.2 after taking into account the properties:
(ii) we have:
All the essential ingredients have now been gathered, and we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. Using the same variables as in Lemma 3.3 and the function f n defined in (2), one obtains:
Using c(n, 1) = (n − 1)! (see Eq. (4)) and Lemma 3.3 one obtains:
Stirling's formula (ln n! = n ln n + O(n)) shows that the first term is bounded when n tends to infinity. Now denote B n the second term of the right-hand side of the above inequality. By Eq. (9) there exist constants C 1 and C 2 such that:
where in the second inequality we used Stirling's formula. This concludes the proof. 2
Asymptotics of the coefficients C(n, k)
We now investigate the asymptotic behavior of the coefficients C(n, k) (see Definition 2.5) for large n. When n is a fixed integer, the coefficients C(n, k) (with 1 k n(n+1) 2 ) are positive integers. As before, we are interested in their asymptotic behavior in the limit n → +∞ with the ratio k/( n(n+1) 2 ) fixed. To this end we introduce the scaling variable x = 2k/(n(n +1)) which takes values in the interval [0, 1] as well as the function φ n :
Then, the problem reduces to finding the asymptotic behavior of φ n (x) in the limit n → ∞. For this purpose we extend the function φ n to the whole interval [0, 1] as in Eq. (3). We now state the main theorem which describes the asymptotic behavior of the coefficients C(n, k). 
To illustrate this theorem we plot the two functions
for different values of n (for n = 50 in Fig. 1 and for n = 150 in Fig. 2 ) obtained with Mathematica. In agreement with Theorem 4.1, ψ n converges to the function √ 1 − x. We also plot the function: Fig. 3 for n = 2, 3, . . . , 50. In agreement with Theorem 4.1, this function is bounded by a constant C . The proof of this theorem is based on a combinatorial and probabilistic interpretation of the coefficients C(n, k) which gives us Lemma 4.2.
Proof. The proof is similar to the one of Lemma 3.2. Choosing an element of S n for which the sum of the positions of its records is k, is choosing the position of its records 1 
Note that there exists an r-tuple (v 1 , . . . , v r ) satisfying the conditions (C k,n ) if and only if C(n, k) > 0, that is k = 2 and k = n(n+1) 2 − 1. We now isolate the greatest term in the sum of formula (11) . This motivates the following definition. 
This minimum gives us an inequality satisfied by the coefficients: Proposition 4.5. We have:
Proof. Note that the total number of r-tuples (1 r n) satisfying the conditions (C k,n ) is less then 2 n , so that:
This concludes the proof. 2
We will have to study three cases: 3 k n, n k < n(n−1) 2 and
. For each case, we will find either the expression for the minimum m(n, k) defined in (13) or a lower and upper bound for m(n, k). These expressions will be useful in finding the asymptotic behavior. In the following, n will be considered as an integer greater than 3 and k as an integer.
Case 3 k n
This case is the easiest one as shows the following lemma. 
Proof. One can verify that the minimum m(n, k), defined in (13) It is important to note that when n + 1 k this argument cannot be applied anymore. We would like to take v 2 = k − 1, this is impossible since the conditions (12) require v 2 n.
Case n
Let k be an integer such that n + 1 k < n(n−1) 2
. In this case, one expects the minimum m(n, k) to be realized when most of the records are at the last positions: Lemma 4.7. Let (v 1 , . . Proof. For the sake of contradiction assume that i is the smallest integer such that n − i does not appear in v 1 , . . . , v r . Then either 1 < v 2 < n − i, or
. , v r ) be an r-tuple which realizes the minimum m(n, k). Let i 0 = i 0 (n, k) be the greatest integer such that:
which contradicts the conditions (12) . So let j 2 be the greatest integer such that v j < n − i. The desired contradiction will arise if we find an r-tuple such that the product of its elements will be less than m(n, k), therefore contradicting the minimality of m(n, k). A few cases have to be studied. It is important to remember that the v i have to be all different. 
Case 2: v j = n − i − 1. If j = 2, as before: (17) where (n) is Euler's Gamma function.
Proof. By Lemma 4.7, it is clear that
For the second inequality, let j be the greatest integer such that v j < n − i 0 . By definition of i 0 :
Since (v 1 , . . . , v r ) satisfies (12):
The arithmetic-geometric mean inequality and a brief study of the function x → (
implying the result of the lemma. 2
we have:
Proof. Combine Proposition 4.5 and Lemma 4.8, and use the fact that C(n, k) = P(srec = k)/n!. 2
Case
Let k be an integer such that
and k = n(n+1) 2 − 1. Let us prove that the result of Proposition 4.9 holds in this case too (note that we will not use Lemma 4.7).
Lemma 4.10. Let (v 1 , . . . , v r ) be an r-tuple which realizes the minimum m(n, k) defined in (13) . Let i 0 = i 0 (n, k) be the greatest integer such that:
Then:
where is Euler's Gamma function. 
By definition of i 0 , Eq. (16), one gets:
Let us prove the first inequality in (20). First note that it is equivalent to u
In virtue of (21), the inequality u (n − i 0 ) is equivalent to:
This inequality is verified for u = 3 and for all integers u 4 one has:
, so that the first inequality is proved. Let us now prove the second inequality in (20). For all integer u such that 3 u n, we have:
(n − i 0 ) 
Proof of the main theorem
Let n be an integer such that n 4 and
]. Note that 3 k n if and only if 
Proof. It can be deduced from Eq. (21) by using the fact that k = [x
Proof of Theorem 4.1. (3) for the definition of φ n ).
Denote the first term on the right-hand side of this inequality as A n , the second one as B n and the third one as C n . We prove that they are all bounded by a constant independent of n.
(i) We have:
by Stirling's formula.
(ii) By Proposition 4.6 we have:
(iii) By Lemma 4.12 for
one has n − i 0 (n, x) 2. Note that for x such that
one has φ n (x) = 1. Hence by Proposition 4.11:
and this concludes the proof. 2
Conclusion
We have studied the asymptotic behavior of the integers c(n, k) (respectively C(n, k)) equal to the number of elements of S n having k records (respectively for which the sum of the positions of their records are k) by using a probabilistic argument. One can note that these integers can be defined outside of any combinatorial background since c(n, k) appears as the coefficient of q k in the polynomial q(q + 1) · · · (q + n − 1) and C(n, k) appears as the coefficient of q k in the polynomial
. Thus studying the asymptotic behavior of these numbers seems delicate, but the probabilistic interpretation gave us a convenient formula defining these integers. Surprisingly, the scaled asymptotic behavior of these rather complicated numbers can be described by a remarkably simple function.
Note added
Recently, based on the result obtained in the present paper, the statistic 'sum of the position of records' has also been considered in the case of the geometric law in [12] .
Appendix A
In this appendix we show that our Theorem 3.1 is consistent with Temme's result [5] (see also [7] ). Let m, n be positive integers such that m n. Define:
Let u 1 be the unique positive solution of the equation φ (u) = 0 (see [5] for the proof that u 1 is unique).
Theorem A.1 (Temme) . The relation
holds uniformly for 1 m n in the limit n → ∞.
We show that our Theorem 3.1 is a consequence of Theorem A.1. In other words, we deduce from Temme's formula the fact that the coefficients c(n, m) have a scaled asymptotic behavior in the limit n → ∞ with the ratio m/n fixed, which is not clear a priori. 
To prove this, the following lemma will be useful. It shows that u 1 /n has a nice behavior for large n. Thus we have reproduced the scaled asymptotic behavior of c(n, [nx]) using Temme's result. However, it seems difficult to also reproduce by this means the error estimate stated in Theorem 3.1. To this end, it would be necessary to give a more precise asymptotic behavior of u 1 .
