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ABSTRACT
In this paper we investigate the novel use of exclusively au-
dio to predict whether a spoken dialogue will be successful
or not, both in a subjective and in an objective manner. To
achieve that, multiple spectral and rhythmic features are in-
putted to support vector machines and deep neural networks.
We report results on data from 3267 spoken dialogues, using
both the full user response as well as parts of it. Experiments
show an average accuracy of 74% can be achieved using just
5 acoustic features, when analysing merely 1 user turn, which
allows both a real-time but also a fairly accurate prediction of
a dialogue successfulness only after one short interaction unit.
From the features tested, those related to speech rate, signal
energy and cepstrum are amongst the most informative. Re-
sults presented here outperform the state of the art in spoken
dialogue success prediction through solely acoustic features.
Index Terms— dialogue success, acoustic features, deep
neural networks, support vector machines
1. INTRODUCTION
In the last years, there has been much research into Statisti-
cal Spoken Dialogue Systems (SDS), as they increasingly find
more and more applications such as assisted living [1], phone
banking [2], intelligent virtual agents [3] and health care [4],
to name just a few. Although many of the aforementioned sys-
tems for these applications use speech to communicate with
the user, the audio channel is typically not directly used to en-
hance the user experience, for example by predicting dialogue
success, as is the case in this paper. However, this acoustic in-
formation can be very helpful, especially at the early dialogue
stages, as it can allow the system to engage in a different strat-
egy, such as not repeating the same question if the dialogue
is predicted unsuccessful, adapting the way the answer is pre-
sented to the user, adjusting the synthesised speech parame-
ters, or even forwarding the user to a human agent. An auto-
∗A. Papangelis was with Toshiba during submission and is now at Uber.
†Y. Stylianou was with Toshiba at the time of submission, is currently at
Apple Inc., and is also with the Department of Computer Science, University
of Crete, Heraklion, Greece.
matic way to measure task success would also be useful for
evaluating conversations among humans, e.g., for evaluating
agents in a call center as the authors of [5] underline.
In the dialogue success prediction area, various linguis-
tic and belief state features [6], automatic speech recognition
features [7], and acoustic features [8] can be used to obtain
some information concerning the current state of the interac-
tion. In human-computer dialogues, predicting the task suc-
cess after just a first few turns of the conversation could avoid
disappointment if the conversation is predicted unsuccessful.
However, in the dialogue successfulness prediction area, most
of the efforts use exclusively the linguistic channel [5] or the
dialogue logs [9], disregarding the audio part altogether. In
the work done previously by various authors [5, 7, 8, 10],
it has been shown that employing all of these feature cate-
gories, separately or together, can provide satisfactory clas-
sification accuracy when analysing a dataset of interactions,
where users communicate with such an automatic system. In
a limited number of works the speech channel is used to mea-
sure user satisfaction. However, most efforts so far take into
account the systems voice, instead of the users. For example,
in [11] and in [12] it was found that automatic speech recog-
nition (ASR) quality is a key component of user satisfaction.
There are certain possible shortcomings when ignoring
the audio channel. For example, using belief state features to
predict dialogue success implies that we have a robust mech-
anism to track the users’ goal as it evolves over time, for
each domain, i.e. subject, the system operates in. How-
ever, the user goal is most of the time hidden. Therefore,
our aim is to infer if the goal is met based only on readily
available attributes which can be extracted from speech. We
observe that the exclusive use of the speech signal per se has
numerous advantages: Firstly, the speech signal is often al-
ready analysed for ASR purposes (in the sense of feature ex-
traction). Hence, by utilizing this information for predicting
dialogue successfulness, we are receiving an extra gain at a
very low (or even none, depending on the extracted features)
computational cost. Secondly, speech features are domain-
independent, in the sense that their values are not affected by
the subject the conversation is about. If the user is dissatisfied
with the system, the quality of his or her voice is affected in
the same way, whether the subject of the conversation is book-
ing a hotel room, purchasing a product or receiving informa-
tion. Thirdly, speech signal features are not affected by the
ontology size of an SDS, in the sense that the number of slots
and values of an ontology is not connected with the user’s
cognitive state while interacting with the system. For all the
reasons mentioned above, we choose to take a closer look at
the gains that acoustic1 features alone, extracted solely from
the human user voice, can provide when predicting dialogue
success. Such features have been used with great success in
many other audio classification tasks [13].
In the next section, related work is given. Contributions
are presented in Section 3 and the method is detailed in Sec-
tion 4. We continue with the presentation of the results in
Section 5, their discussion in Section 6 and sum up with con-
clusions and directions for future work.
2. RELATED WORK
The number of research effort that take into account acoustic
features to improve the dialogue experience is limited, since,
as already mentioned, most works disregard the audio chan-
nel. For example, in [14] features derived from the ASR out-
put and the preceding system action are used, disregarding the
audio channel, in order to predict the user satisfaction. A lim-
ited number of systems, like [15] have used multiple features
and sparingly some acoustic descriptors for predicting prob-
lematic dialogues. More current attempts have been made,
e.g., in [16], [17] and [18] to detect irregularities in dialogues
using acoustic features. In other works, [19, 20] prosodic fea-
tures were also used to detect quotations and dialogue acts,
respectively. Prediction of dialogue success has also been car-
ried out, using energy, cepstrum, and pitch-related features
[8, 10]. Also, [21] have implemented a multimodal system
and extracted a very broad range of acoustic features to pre-
dict the user’s cognitive state. However, predicting the cogni-
tive state is out of the scope of this paper since the target val-
ues provided with the presented database refer to success. To
the best of our knowledge, there are no works using a wider
range of acoustic features to predict the success of the dia-
logue. To that end, we aim to use simple, thus easy to compute
at low cost and without much data, acoustic features, suitable
for a real-time SDS. Such features have shown promising re-
sults for alternative applications [22, 23, 24, 13].
3. CONTRIBUTIONS
Contributions of this paper include: i) The extraction of a
broader pool of acoustic features, consisting a substantially
larger dataset than that already found in related literature [8,
1It must be mentioned here, that the term acoustic features in this
paper refers to features extracted directly from the audio stream, as op-
posed to acoustic/ASR-related ones.
10], and the identification of the acoustic features most infor-
mative and useful for the task, ii) determining the minimum
necessary number of dialogue turns (and, accordingly, length)
to achieve a satisfactory prediction accuracy, and iii) whether
it is more feasible to predict user satisfaction (i.e., if the user
reported that they were content with course and outcome of
the dialogue and interaction) or the dialogue’s objective suc-
cess (if the goal set for the interaction was actually met).
4. METHOD
The method consists of the pipeline shown in Fig. 1. More
information about the individual steps will be given in the fol-
lowing subsections. All experiments reported were performed
on a Linux CentOS system using python 2.7.5.
4.1. Audio Data
The dataset consists of a series of human-machine interac-
tions. Specifically, the interactions are calls between Amazon
mechanical turk workers concerned with finding appropriate
laptops using an SDS. Each person was given a set of prefer-
ences prior to the session and was asked to retrieve a laptop
that fulfils those preferences. Regarding the laptop ontology,
it comprises 9 slots, i.e., database attributes, 6 of which are
informable, i.e., information the user provides with a mean of
3 values per slot, and 3 of which are requestable, i.e., infor-
mation the system requests. The person then interacted with
the dialogue system until the item was retrieved or the person
hung up. We used a dataset of a total length of approximately
one hour, comprising of 3267 dialogues. The audio files com-
prise light background noise and some artifacts, while being
of telephone speech quality (with a sampling rate of 16000
Hz). The files are segmented per dialogue turn, i.e., every
part of the utterance, in which the user interacts with the sys-
tem, is available, as well as the full-length interaction. There-
fore, using only some initial dialogue turns for classification
would potentially speed up the classification procedure and
lead an earlier recognition of dialogue success. We experi-
mented with the whole dialogue files, as well as with their
parts, i.e., turns, up to a maximum of 5 dialogue turns. Tran-
scripts and details about the nature of the dataset can be found
in [10]. An example of a dialogue is given in Table 1.
The labels for classification comprise two groups: subjec-
tive, denoting the success of the dialogue as expressed in the
feedback of the user to the question “Did you find all the in-
formation you were looking for?”; and objective ones, result-
ing as the outcome of the system response offering the user
a laptop adhering to the requirements provided by the user in
the beginning. For example, if the goal is to find a low-price,
light-weight laptop, if the final item offered to the user did in
fact fulfil those two requirements, the dialogue was labelled
as objectively successful. The two label sets were largely
non-identical, i.e., the subjective satisfaction was not a con-
Fig. 1. acoustic feature extraction, selection and classification pipeline.
sequence of objective success, or vice-versa. Since the initial
3267 dialogues were highly unbalanced both for the case of
objective (with a prior of 64% for the unsuccessful case) and
for that of subjective (with a prior of 73% for the successful
case) labels, we create balanced versions to avoid spurious
high accuracy by randomly under-sampling the larger class to
the size of the smaller. This results to a sample size of 1786
for the subjective and 2404 for the objective label data.
Criteria: You want to find a laptop in the large hard drive
range that is in the mid weight range and has a battery in
the exceptional rating category. Make sure you get the
name and family the laptop belongs to.
System: Hello, I am here to help you find a suitable
laptop. Now please tell me your requirements.
User: With large hard drive, ehh, mid weight, and ex-
ceptional battery.
System: Would you like your battery rating to be stan-
dard, good, or exceptional?
User: Exceptional!
System: Regarding weight, would you like something
mid weight or heavy?
User: Mid.
System: The tecra-z50-a-106 is in the mid weight range,
is in the moderate price range and has an exceptional
battery rating.
User: What’s family?
System: This laptop is called tecra-z50-a-106.
User: Thank you, good bye.
Table 1. The transcript of a dialogue between an Amazon
mechanical turk worker and the statistical SDS for the case
of a dialogue that was objectively unsuccessful (family info
was not provided by the system, hence not meeting the given
requirements), but subjectively successful.
As can be seen from the example dialogue of Table 1, it
was quite common in the database to provide most of the in-
formation you need to ask the system dring the first turn. In
the example dialogue that would be: ”With large hard drive,
ehh, mid weight, and exceptional battery.” The rest of the
turns are short, such as solely one word reply (”Exceptional”
or ”Mid” in the example dialogue). We expect that feature ex-
traction at the utterance level would be less stable compared
to sentence-level feature extraction. Longer interactions refer
to the 1st turn, due to the nature of the dataset.
4.2. Feature Extraction
Since we wanted to primarily investigate the effectiveness
of low-level acoustic information (which is computationally
easy and cheap to obtain, this being an advantage for a pos-
sible real-time application), we extracted three categories of
features, using the librosa library [25].
The first category comprises features providing spectral
information. In all cases, X refers to the signal magnitude
spectrum (as a result of a DFT), K refers to the total number
of frequency bins, for which k is a running index, whereas
N refers to the total number of time frames, for which n is a
running index. Those are:
• The three first Mel-frequency cepstral coefficients
(MFCCs) (excluding the zeroth coefficient), as a com-
pact spectral representation (here, X ′, K ′ and k′ refer
to the mel-warped magnitude spectrum):
MFCC
1−3
(n) =
K′∑
k′=1
log(|X′(k′, n)|) · cos(j(k − 0.5) pi
K′
) (1)
• Spectral flux, indicating spectral shape change:
SF (n) =
√∑K/2−1
k=0 (|X(k, n)| − |X(k, n− 1)|)2
K/2
(2)
• Spectral flatness, indicating noisiness or tonalness:
SFL(n) =
K/2
√∏K/2−1
k=0
|X(k, n)|
2
K
∑K/2−1
k=0 |X(k, n)|
(3)
• Spectral contrast, indicating difference between high
and low frequency content, (refer to [26] for more in-
formation on this feature’s extraction).
• Spectral centroid, the spectral center of weight,
SC(n) =
∑K/2−1
k=0 k · |X(k, n)|2∑K/2−1
k=0 |X(k, n)|2
(4)
• Spectral rolloff, indicating the limit frequency, from
which on only very little energy is existent in the spec-
trum (κ is here equal to 0.85, i the frequency index of
a specific bin):
SR(n) = i with
i∑
k=0
|X(k, n)| = κ ·
K/2−1∑
k=0
|X(k, n)| (5)
• Spectral bandwidth, describing the signal effective
bandwidth.
SB(n) =
K/2−1∑
k=0
|X(k, n)| ∗ (i− SC)) (6)
Also, temporal features are computed, such as:
• Root mean square (RMS) energy value, an indicator
for the energy of the signal (the equation here refers to
one frame of samples; is is the sample start index, ie
end index inside the block, n refers to the frame index,
K is the sample amount in the frame):
RMS(n) =
√√√√√ 1
K
i=ie(n)∑
i=is(n)
x(i)2 (7)
• Zero crossing rate, showing tonalness or noisiness
(the indexes are as for the previous temporal feature,
the RMS, and fs refers to the sample frequency):
ZCR(n) =
2 · (ie(n)− is(n))
fs ·
∑i=ie(n)
i=is(n)
|sign[x(i)]− sign[x(i− 1)]|
(8)
• Pitch, i.e., for voice, the fundamental frequency, as es-
timated in librosa using parabolic interpolation [27].
For more information on all those features, the interested
reader can refer to [28]. Using those features has the goal
of capturing energy, tonal and spectral information providing,
e.g., clues to the speaker’s voice characteristics or their tone of
voice (e.g. loud vs. quiet). Those might change during a call
or have different values depending on the speaker’s cognitive
state, which we assume to be related to dialogue success. All
of the above mentioned features are based on either a Short-
Time Fourier transform (STFT) or on a frame-based process-
ing with the same parameters. For this we use a hann window
with length of 32ms, and an overlap of 50%. These values re-
sulted after a parameter grid search, but are also characteristic
for similar speech processing tasks, as they capture instanta-
neous values of the signal in a time frame, where the signal
can be deemed to be stationary. All other parameters of the
features (wherever that applies) are the default ones provided
by the library. The feature values over the whole audio track
are then aggregated using their mean and standard deviation
values, as well as their skewness and kurtosis (4 subfeatures).
Furthermore, we use beat histogram features as in [22],
based on different novelty functions. This procedure has the
following steps: i) Calculate the temporal trajectory of 7 of
the instantaneous, frame-based features mentioned (flux, flat-
ness, centroid, rolloff, bandwidth, RMS and pitch); ii) Com-
pute the first difference function over time for them, stressing
changes in the respective features; iii) Create a beat histogram
by using an autocorrelation function on each of the novelty
functions, and retaining periodicities in the area between 0.5
and 10 Hz, since that is the approximate expected frequency
area for speech rates and rhythms [29].
Equation (4.2) shows the creation of a beat histogram
BHIF for an instantaneous feature IF with a novelty func-
tion NF = diff(IF ), where σ2 is the sample variance,
µ the sample mean, n the index for the total amount of in-
stantaneous frame values for the feature N , and k a shifting
index:
BHIF =
1
σ2 ·N
N−k∑
n=1
(NFn − µ)(NFn+k − µ) (9)
At the end, from the resulting beat histograms (for each
novelty function), we extract the aggregate values and the
rate, i.e. the most prominent periodicity value, resulting in 5
subfeatures per novelty function. For brevity reasons, we do
not include any figures here concerning those novelty func-
tions an their beat histograms, but the interested reader may
refer to [22] for more information. With those features we in-
tend to capture information relating to the speaker’s rhythmic
voice characteristics, for example the regularity of speech or
the speech rate. These might also be influenced through the
satisfaction of the user with the SDS, and they are expected
to be useful.
The total feature count is 84, comprising 3 ∗ 4 = 12
MFCCs, 4 ∗ 6 = 24 spectral, 3 ∗ 4 = 12 temporal/energy
features and 5 ∗ 7 + 1 = 36 rhythm features (one of them
being the tempo value extracted through the tempogram tool-
box with the same STFT parameters as before, s. [30]). It
is reminded that we consider 4 subfeatures per instantaneous
feature and 5 subfeatures for each novelty function based beat
histogram, that is why the number of features is multiplied by
4, respectively 5 in the above calculation.
4.3. Classification and Feature Selection
Classification is performed using two classifiers, which are
the ones who led to the optimal results: a support vector ma-
chine with radial basis function kernel (RBF-SVM) classifier
through the sklearn module [31], as well as a deep neural net-
work (DNN) of 2 hidden layers in tensorflow [32].
The mode of classification is binary, i.e. successful/non-
successful, for both the objective and the subjective success
prediction case. In order to test the stability of the proposed
approach, 5-fold cross validation is used and the average ac-
curacy and standard deviation of it across the 5 folds is re-
ported in the next section. We used a development set design:
The samples were separated in a training, development and
test set in a ratio of 0.8− 0.1− 0.1. The test set samples were
kept absolutely separate from the rest, the development set
samples were used for the classifier parameter tuning. Prior to
classification, the features are z-score standardised, separately
for each set. After performing initial experiments with the 84
features mentioned in 4.2, we decided to employ methods of
dimensionality reduction to check if we can achieve the same
accuracy, but with a reduced feature set, thus rendering our
approach computationally less intensive. To that end, a fil-
ter feature selection method [33] is implemented through the
sklearn package, namely univariate feature selection, so as to
capture both linear and non-linear dependencies between the
features and the labels. We experiment with retaining the best
n features by gradually reducing their number, resulting to a
minimal set of just 5 features.
Concerning the classifier setting, we experimented with
several alternatives to reach the best accuracy. For the RBF-
SVM, the hyperparameters are determined through grid
search in the development set, resulting in C = 2 and a
γ of 0.2 for the 5 features and 0.012 for the 84 features. To
find the optimal architecture for the DNN, several alterna-
tives have been tested. For 2 hidden layers we tried having 68
neurons for the first hidden layer and 24 for the second; or 50
neurons for the first layer and 100 for the second; or finally
24 neurons for the first layer and then 68 for the second. Out
all those, the best performing architecture for both cases was
found to be the neural network where the first hidden layer
had 64 neurons and the second one 28 neurons. Additional
architectures having more hidden layers, such as 5, 5, 5, 5
or 89, 28, 11, 5 or finally 68, 24, 12 were suffering from data
starvation, thus leading to poor results. Hence, we resorted
to the 64, 28 neurons architecture. The Adam algorithm [34]
was used as optimiser. A dropout value of 0.9, a learning rate
of 0.01 and softsign as the activation function were used.
5. EXPERIMENTAL RESULTS
Figures 2 and 3 show the mean accuracy and standard devia-
tion over the 5 folds of the cross validation achieved for the
SVMs and the DNNs using the minimal set of 5 features, for
an increasing amount of turns (one to five, where the number
of turns is cumulative, i.e., the 2 turn case is turn 1 and turn 2
together; and then altogether; Due to time issues, we have not
experimented with single turns apart from the first one, both
for the subjective- and the objective-label data. These results
refer to the performance on the test set. Finally, Table 3 pro-
vides an overview of the results mentioned before, but also
includes the accuracy results on the development set. Con-
cerning the performed feature selection, the most informative
features are the standard deviation of the three MFCCs and
the tempo and mean of the RMS-based beat histograms.
6. DISCUSSION
The best performance achieved for the both the SVM and
the DNN case is that of considering only one turn for the
subjective labels. In that case, the reported SVM accuracy
is 74% ± 15%, whereas the corresponding accuracy for the
DNN is 72% ± 2%. For the objective case, the best SVM
Fig. 2. SVM and DNN mean and standard deviation of accu-
racy for different turns, subjective labels, test set.
Fig. 3. SVM and DNN mean and standard deviation of accu-
racy for different turns, objective labels, test set.
accuracy is 66% ± 12% when only one turn is considered,
for the DNN the best performance is achieved when also 1
turn is considered and is equal to 63% ± 2%. Hence, it can
be deduced that the objective success of the dialogue is more
difficult to predict. This could be partially due to the acous-
tic features capturing more information about the speaker’s
cognitive state or voice characteristics, which could give in-
dications as to whether they are satisfied or not. Additionally,
the DNN architecture applied for the subjective results seems
not to provide optimal results for the objective case. Also, the
SVM exhibits much larger variance for the accuracy between
the folds. Also, the results on the development set (seen in
table 3) are in almost any case worst than on the test set. The
overall worse results using the DNN can be attributed to data
deprivation.
Regarding the turns used, it can be observed that there is
not a very pronounced effect of the audio information size
used, but it can be said that accuracy decreases with the rising
amount of turns generally. This may be partially attributed to
the telephone speech quality of the data introducing more re-
dundant information the longer the processed become, which
might be reflected into their aggregate values; it is, however,
a very positive result, since one quick interaction part can
be almost as meaningful as a longer file, essentially reduc-
ing substantially the amount of data necessary to make good
predictions. This is most important for on-line, real-time sys-
Setting/Number of Turns 1 2 3 4 5 All
SVM development set, subjective labels 68 (12) 64 (11) 60 (8) 59 (5) 58 (5) 59 (5)
SVM development set, objective labels 66 (10) 62 (8) 58 (7) 56 (6) 55 (4) 55 (4)
DNN development set, subjective labels 67 (1) 61 (1) 60 (3) 59 (4) 60 (2) 64 (1)
DNN development set, objective labels 60 (1) 61 (1) 50 (1) 50 (1) 50 (1) 50 (1)
Table 2. Classification results, development set, average accuracy and standard deviation in percent (rounded). The number of
turns reported is cumulative.
Setting/Number of Turns 1 2 3 4 5 All
SVM test set, subjective labels 74 (15) 69 (13) 64 (7) 60 (4) 62 (2) 62 (4)
SVM test set, objective labels 66 (12) 64 (9) 59 (5) 58 (4) 55 (4) 56 (6)
DNN test set, subjective labels 72 (2) 64 (3) 64 (3) 62 (5) 62 (2) 61 (3)
DNN test set, objective labels 63 (2) 53 (1) 59 (1) 53 (1) 54 (1) 50 (4)
Table 3. Classification results, test set, average accuracy and standard deviation in percent (rounded). The number of turns
reported is cumulative.
tems since meaningful predictions can be reached using just
some seconds of the captured speech. Another possible rea-
son could be that over the whole phone call, the cognitive
state of the user may vary significantly. For example, the call
may start with a neutral user that gets satisfied for the first
few turns while providing a lot of information and then dis-
satisfied towards the end of the call, providing responses with
fewer words. User cognitive state evolves over time during a
phone call and this is what is expected. For example, in [35]
the authors found that emotions evolve as time progresses,
whereas the authors of [36] that analyse call centre dialogues,
try to predict a category per utterance, rather than over the
whole dialogue.
Regarding feature selection, experiments also took place
when all the 84 features are used. In that case, the results
are deteriorated for most of the cases. For example, for the
already reported case of subjective results when 1 turn is con-
sidered, the SVM accuracy is 65%± 10%, whereas the DNN
accuracy is 72%±2%. Moreover, the feature selection results
corroborate what has been found in previous studies [22],
namely that basic statistics of spectral features and the tempo
are informative descriptors of the speaker characteristics. For
example, speech rate as predicted through the RMS tempo,
seems to provide important information, as it can probably
capture partially if the speaker becomes agitated or not [37].
In total, it could be argued that the findings can be very
helpful in providing assistance to an SDS in a fully automatic
way: Solely by using a pre-trained model on a medium-sized
amount of data, a real-time analysis of the audio signal (us-
ing fast algorithms and few features) could allow an estimate
of the dialogue success with high probability (74%) only after
one short interaction unit. Those results, although not directly
comparable due to the different datasets and/or features used
in other studies [8], [10], [7], provide a higher improvement
compared to the baseline, given the dataset priors. Specifi-
cally, [8] reported results 6% better than the prior for the sub-
jective labels as well as 6.5% for the objective labels. For [10]
only the objective labels are provided, with a performance 2%
higher than the prior, while the results from [7] are not com-
parable, as no prior is given and the evaluation measure is
F-Score. In our case, we achieve a 24% increase (compared
to the 50% prior) in accuracy for the subjective labels, and
16% for the objective ones.
7. CONCLUSIONS AND FUTURE WORK
In this paper various acoustic features have been extracted,
some of them used for the first time in this context, and then
selected just a small subset of 5 of them for the prediction of
dialogue success. It was possible to show that a satisfactory
classification accuracy can be achieved when using even one
dialogue turn and that the subjective success is more accu-
rately predicted. The features related to RMS and MFCCs are
the most informative. Our results are slightly better than the
state-of-the-art for dialogue success prediction based on audio
features only, but there is room for further improvement.
In the future, we aim to consider more data and ex-
tract further acoustic features in real-time, using the essen-
tia library [38], as well as state-of-the-art methods such as
i-vectors which might be useful in identifying speaker char-
acteristics even for short utterances and telephone quality
speech [39, 40]. Another possibility is to use PCA-reduced
(mel-)spectrograms as input to a convolutional neural net-
work (CNN), as was similarly done in [41] for onset detec-
tion. Furthermore, information pertinent to the emotional
state of the user [42] could provide cues to user satisfaction.
Finally, user studies capturing the perceived dialogue success
after each turn could be conducted in order to examine how
the user state changes with every dialogue turn.
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