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1 Introduction
Millennia ago, the ancient Egyptians used selected micro-organisms to produce cheese,
wine and bread. Apparently, they were very experienced in food-making, because in Egypt
one of the cradles of civilization could develop and the high quality catering certainly had
a positive influence on this process. However, strictly speaking, they had no idea why their
food became so tasty, giving them the power to build giant pyramids and to establish science
and culture. It took ages until the reasons for it, the foundations of molecular biology, could
be explained.1
In fact, not until 1866 the Augustinian monk Gregor Mendel developed the first general
theory of heredity by means of the analysis of garden peas which represents the base for all
further molecular biology research. Later on James Watson and Francis Crick discovered
the double-helical structure of DNA in 1953 which determined the major breakthrough on
the way to understanding the microbiological foundations of life [Wat53]. Between these
principle breakthroughs lay almost hundred years and they were gained thousands of years
after the Egyptians baked their tasty bread.
Due to the development of several revolutionary methodologies in the last decades, the
speed of knowledge gain could be increased dramatically. Not before Fred Sanger and
Walter Gilbert in 1977 independently invented powerful sequencing methods, nowadays’
large-scale sequencing projects of complete organisms (e.g. the Human Genome Project
[Lan01, Ven01]) became possible. In 1983 the polymerase chain reaction (PCR) was devel-
oped by Kary B. Mullis enabling the massive amplification of DNA to build vast amounts of
identical copies which is a prerequisite for further analysis. Based on these more technolog-
ical developments additionally enabling quantitative and not restricted exclusively to quali-
tative examinations, the focus of molecular biology could be shifted towards more complex
questions such as the understanding of complete metabolic systems. Compared to the age
of the ancient Egyptians, nowadays, due to the principle understanding of microbiological
processes the secrets of e.g. tasty bread are known. Furthermore, insights into molecular
biology even allow the development of synthetic drugs aiming at effective therapies against
severe illnesses like cancer.
The analysis of genetic sequences plays a key role for modern molecular biology re-
search. Once the genome of an organism is readily sequenced, the more difficult task of
understanding the data, i.e. extracting knowledge from it, needs to be solved. First of all,
genes must be localized within the DNA, followed by the prediction and classification of
putative proteins. In order to reach higher-level knowledge about complex metabolisms,
e.g. to develop therapies for healing illnesses, fundamental insights into the biochemistry
of organisms, including the interactions between proteins are essential. Based on this data,
pharmaceutical research is performed aiming at new (synthetic) drugs. Since huge amounts
of data need to be analyzed, modern bioinformatics techniques play a key role in molecular
biology.
1Good starting points for detailed readings about the life and food of ancient Egyptians are e.g. [Hel75,
Red01].
1
1 Introduction
In the last decade(s), bioinformatics has become an impressive success story. Compared
to traditional research in molecular biology, i.e. explorations in the so-called wet labs, in-
silico investigations are mostly cheaper and faster by some orders of magnitude. Here, the
term in-silico stands for experiments using bioinformatics methods on computers. Thus,
contrary to traditional research driven by individual cases (i.e. facts, organisms and com-
pounds already known), broad systematic investigations in a high-throughput manner have
become possible enabling more exhaustive explorations. Research in molecular biology is
mostly based on some kind of pattern recognition, namely sequence comparison. Obviously,
computational biology is predestinated for such tasks. The mapping of putative functions
of various genes, predicted using bioinformatics methods, gave access to the understanding
of at least parts of complex metabolic systems. Without such methods fundamental insights
which are now widely accepted would not have been possible for years. Thus, the relevancy
and the success of computational biology cannot be underestimated.
Encouraged by very promising research results, presently the so-called post-genome era
has widely been proclaimed. Here, the focus of research lies on the analysis and understand-
ing of complete biological systems, i.e. protein-protein interactions, or metabolic pathways.
In fact, it is reasonable to analyze higher-level relationships between proteins in order to
solve complex questions of molecular biology.
However, the post-genome era strongly depends on the results of the “preceding” genome
era, which means the detection and classification of genes and proteins. Unfortunately, this
sequence analysis problem is far from being solved. For example, the exact number of coded
genes in the human genome is still not clear. In [Ven01] both a pessimistic gene number of
26 000 and a more optimistic figure of 40 000 is given. The Human Genome Consortium
initially found evidence for approximately 30 000 transcripts and recently only 20 000 to
25 000 genes were supposed [IHG04]. Surprisingly, the sets of genes found by both groups
interleave only to a percentage of approximately 21% [Hog01].
It is believed that only about 60 percent of the proteins encoded by human genes can be
detected using present methodologies of molecular biology and bioinformatics. Reasons for
this are manifold: the process of alternative splicing is still not completely understood and
pseudo-genes exist which do not encode any actual proteins etc. Thus, protein prediction
may already partially be doomed. Due to the complex three-dimensional folding mecha-
nism, proteins with more or less similar biological functions exist, which are distantly re-
lated at the sequence level. These sequences are very difficult to find and even worse, their
correct classification is currently almost impossible. So, if the classification of sequences
already fails, the failure of the analysis of their interactions in metabolic pathways is almost
preprogrammed.
The basic assumption of molecular biology is that similar functions of proteins are caused
by similar structures (structure-function relationship). Classifying protein data simply fol-
lows this principle, whereas the biological functions themselves can be defined at various
levels of granularity. The primary structure, i.e. the linear sequence of amino acids, which
is obtained by the sequencing process as principally proposed by Sanger or Gilbert, mainly
controls the three-dimensional structure of proteins. Once a new protein sequence is pre-
dicted, it is classified regarding its similarity to sequences whose functions are already
known.
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Traditionally, protein sequence analysis is performed using some kind of string com-
parison. The most obvious technique is Dynamic Programming, where two sequences are
mutually aligned and alignment-costs are calculated serving as the base for classification.
These techniques are suitable for closely related sequences, so-called close homologues, en-
coding basic biological functions. Unfortunately, the more abstract the biological functions
of interest, the weaker the sequence-level similarities of proteins. However, these so-called
remote homologues are much more interesting for molecular biologists than the functions
encoded by closer homologue sequences.
For the classification of remote homologue sequences, probabilistic models of protein
families are the methodology of choice. Based on various machine learning approaches,
models for sequences sharing the same biological function are established and a more or
less fuzzy evaluation is performed for classification. Although these models significantly
outperform the traditional approaches already outlined, the general problem of remote ho-
mology classification is still not solved at all! Current probabilistic models suffer from
several principle problems, thereby preventing further major breakthroughs in remote ho-
mology detection. As one example most of them require large sample sets for training robust
models. Unfortunately, for most protein families of interest only very few sample sequences
exist. As mentioned above, the functions of about 40 percent of the human proteins are still
not clear. However, there is strong evidence that these proteins are in fact remote homo-
logues. Consequently, in order to actually reach the post-genome era and to continue the
success of modern molecular biology research, improved probabilistic models of protein
families are badly needed. Therefore, substantial effort is dedicated to this field of research.
Focus
Formulating the analysis of protein sequences as a general pattern recognition problem,
namely the treatment of signals evolving in time, the use of powerful probabilistic mod-
els became possible. For proteins, time is conceptually substituted by the location of amino
acids in the sequences of interest. Such probabilistic models applied to bioinformatics tasks,
originate from different application domains of pattern classification like automatic speech
recognition or the classification of handwritten script. Consequently, the developments pre-
sented here represent a strict pattern recognition view on the bioinformatics problem of
protein sequence analysis.
The goal of this thesis is the development of advanced stochastic models for protein
families. Therefore, the currently most promising probabilistic modeling approach which is
an enhancement of traditional pairwise sequence analysis techniques, namely Profile Hid-
den Markov Models (Profile HMMs), is analyzed. Based on the capabilities and drawbacks
of Profile HMMs, enhancements for HMM based protein family modeling are developed.
When applying advanced stochastic protein family models, substantial improvements for
remote homology analysis tasks become possible serving as the base for obtaining fur-
ther insights into biological processes. The results of improved remote homology analysis
applying the new techniques can be used for e.g. pharmaceutical purposes during drug dis-
covery.
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The basic idea of enhanced protein family HMMs, is to adopt and to transfer techniques
developed for alternative pattern recognition applications to the sequence analysis domain.
In order to reach this, a more abstract view on biological sequence data as signals in their
fundamental meaning is used. Based on these “protein signals”, relevant features are ex-
tracted by applying various signal processing and general pattern recognition techniques.
The resulting feature based protein sequence representation is the base for all further devel-
opments.
Contrary to current discrete Profile HMMs, semi-continuous feature based (SCFB) vari-
ants of protein family HMMs are developed. In combination with new techniques for both
robust model estimation and evaluation, improved remote homology analysis becomes pos-
sible. In addition to SCFB Profile HMMs consisting of the same model architecture like
state-of-the-art protein family HMMs, models with reduced complexity are developed. The
basic motivation for this is the limitation of model parameters which need to be trained re-
quiring substantial amounts of sample data. Once the complexity of protein family models
is reduced while keeping (or even improving) their effectiveness for remote homology anal-
ysis, significantly less training sequences are sufficient for robust model estimation. Since
the evaluation of feature based protein family models requires substantially higher compu-
tational effort, the focus of the developments is on efficient model evaluation techniques.
Therefore, techniques known from alternative pattern recognition domains are adopted and
transferred to bioinformatics tasks.
Organization of the Thesis
The thesis is principally divided into two parts. First, the state-of-the-art in sequence anal-
ysis is summarized. Here, the second chapter briefly reviews the foundations of modern
protein analysis relevant for this thesis. Following this, the most important current sequence
analysis techniques are discussed in chapter 3.
The second part of the thesis deals with the development of approaches for advanced
stochastic protein family modeling. In chapter 4, first, the currently most successful prob-
abilistic approach for remote homology analysis, namely modeling protein families using
Profile HMMs, is quantitatively evaluated by means of a representative task. Based on the
analysis of the capabilities of state-of-the-art techniques, in the second part of chapter 4
concepts for enhancements are presented. In chapter 5 advanced stochastic protein family
models are described in detail. They were integrated into a prototypical HMM framework
for remote homology detection – the GRAS2P system.2 By means of the GRAS2P system,
numerous experimental evaluations are performed. The presentation and discussion of their
results is given in chapter 6.
The thesis is finished with a conclusion in chapter 7, where the key issues are reviewed.
Furthermore, the practical application of techniques for advanced stochastic protein se-
quence analysis is summarized.
2GRAS2P is an acronym for Genetic Relationships Analysis based on Statistical Sequence Profiles.
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The ancient Egyptians probably found their magic ingredients for making tasty cheese and
bread, the micro-organisms responsible for fermentation, by chance. Nowadays, research
activities related to molecular biology are well founded and more goal-oriented.
Basically, turning milk into cheese is an enzymatic reaction caused by certain bacteria.
When the milk curdles, several proteins and their mutual interactions play an important
role. Proteins are, however, also the reason for various diseases, no matter what organisms
are actually attacked. Most of such illnesses are caused by malfunctions during synthesis
of certain proteins. An immoderate increase of the number of certain proteins may lead to
severe illnesses, e.g. cancer. On the other hand, the resulting lack of proteins if too few of
them are generated may imply a similar dramatic effect. As an example of putative mal-
functions in protein synthesis, diabetes is caused by missing the pancreas’ capability of
producing the protein Insulin.
The concept of protein-interactions can be generalized to any kind of metabolic pro-
cesses. Consequently, the foundations of everyday life situations as well as of very complex
tasks of molecular biology belong to the same base – proteins. Thus, research in molecular
biology is always more or less related to them.
In this chapter the foundations of proteins and protein analysis in typical tasks of molecu-
lar biology are described. Here, the explanations are in no case exhaustive since this would
go far beyond the scope of this work. Since the thesis is related to the improvement of
probabilistic models for protein analysis, i.e. bioinformatics and general pattern recogni-
tion, only the relevant and absolutely necessary principles are summarized. For more de-
tailed information regarding the fundamentals of molecular biology, the reader is referred
to the numerous textbooks, monographs and special publications dealing with the topic
from a more biological point of view. The argumentations given here, are mainly based on
[Str91, Lew94, Bra98, Gon01, Mer03, Jon04].
First, in section 2.1 one of the most important principles of molecular biology is outlined
– the central dogma. Here, the so-called information flow between the various levels of
molecular biology is described, starting from DNA up to proteins. All further analysis is
based on this foundation. The proteins themselves, as the result of a rather complicated
process of gene expression which is unfortunately still not completely understood, are the
fundamentals of life. Thus, the focus of this chapter lies on the description of proteins.
In section 2.2 the biochemical properties are reviewed followed by a discussion of their
meaning for metabolic processes. Protein analysis is motivated throughout the remaining
parts of this chapter. In section 2.3 possible relationships between single proteins, i.e. the
formation of families at various levels of abstraction, are described. Following this, the
protein analysis scheme is summarized by means of the drug design task. This practical
example of molecular biology processing will serve as a reference for further argumentation
throughout the whole thesis.
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2.1 The Central Dogma of Molecular Biology
The Augustinian monk Gregor Mendel established the concept of genes as basic units con-
taining heredity information. Up to the year 1944 it was widely assumed that chromosomal
proteins contain this genetic information. Based on Fred Griffith’s work on Pneumococcus
bacteria [Gri28], Oswald Avery, Colin MacLeod and Macly McCarty published their dis-
covery that a nucleic acid of type deoxyribose plays an important role in heredity [Ave44].
The major knowledge they gained was that cleaned Deoxyribonucleic Acid (DNA) contains
the genetic information. Following this, in 1953 James Watson and Francis Crick proposed
a model for the double-helical structure of DNA [Wat53]. The detection of the importance
of DNA as well as the correct description of its three-dimensional structure became the
foundations of molecular biology.
DNA itself was discovered in 1869 by Johann Friedrich Miescher while isolating white
blood cells. He (and others) found out that DNA represents large and rather simple
molecules consisting of a sugar ring, a phosphate group and one of four nitrogenous bases:
adenine (A), thymine (T), guanine (G), and cytosine (C). A fifth base was discovered, too,
namely uracil (U) which is chemically similar to thymine. The chemical bonds linking to-
gether the nucleotides are always the same. Thus, the backbone of DNA is very regular and
the “individuality” of each molecule is reasoned by the actual sequence of the bases A, T,
C, and G. In figure 2.1 the biochemical composition of DNA is summarized.
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Figure 2.1: Illustration of the biochemical composition of DNA (courtesy of [Lej04]).
Generally, DNA contains all the information necessary for describing individual organ-
isms of all living species. Here, genes play an important role since they are expressed as
proteins, the fundamentals of life (which will be described in more detail in the succeeding
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section). The genetic code defines the mapping of base triplets, so-called codons, to amino-
acids forming the building blocks of proteins. So, the sequence of bases can be understood
as a template for protein synthesis.
However, actually it is not DNA which is directly expressed but ribonucleic acid (RNA).
This template is generated by transcription in the form of messenger RNA (mRNA) – a
working copy of the appropriate DNA fragment. Compared to the chemical composition of
DNA, here, thymine is replaced by uracil. For prokaryotes, i.e. organisms consisting of cells
not including a nucleus, this process of transcription is rather simple since their genes are
always expressed in their complete length. Contrary to this, in organisms containing cells
including a nucleus (eukaryotes), a difficult process of splicing, i.e. removal of non-coding
parts, so-called introns, needs to be performed. For both kinds of organisms, the resulting
mRNA is directly translated to proteins using the (redundant) genetic code, i.e. the mapping
of base codons to amino acids. The principles of protein synthesis can be summarized as
shown in figure 2.2.
DNA RNA
Transcription
Protein
Translation
Figure 2.2: Principle of protein synthesis based on genetic information in DNA.
Depending on the actual species, genes are only one rather small fraction of DNA. As
an example the human genome with a length of more than 3 000 megabases approximately
contains only 30-40 000 genes. The redundant genetic code does not allow simple “back-
transcription” since amino-acids are encoded by more than one codon. Genes and proteins
are directly linked, since every protein is encoded by a gene. The inverse formulation of this
principle does not hold for most higher-developed organisms. Compared to the moderate
number of genes, the number of proteins synthesized from it is mostly considerably larger.
Obviously, some genes code for multiple different proteins. Here the boundaries of introns
are not fixed, resulting in different coding parts for the same gene in multiple expressions.
In the literature this very complicated behavior is described as alternative splicing. Addi-
tionally, several genes exist which do not code for any proteins – so-called pseudo-genes.
In summary, the information-flow in principle is an irreversible process. Based on these
observations, Francis Crick formulated the central dogma of molecular biology:
“The central dogma states that once ’information’ has passed into protein it
cannot get out again. The transfer of information from nucleic acid to nucleic
acid, or from nucleic acid to protein may be possible, but transfer from protein
to protein, or from protein to nucleic acid, is impossible. Information means
here the precise determination of sequence, either of bases in the nucleic acid
or of amino acid residues in the protein.”
Francis Crick, 1958
(taken from [Lew94, p.161])
After complete genomes of various organisms could be sequenced (cf. the human genome
[Lan01, Ven01]) one of the basic goals of molecular biology research is the actual deci-
phering of the data. In order to obtain fundamental insights in biochemical processes for
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healing diseases etc. principle understanding of proteins as well as of protein synthesis is
demanded. However, the central dogma of molecular biology severely constrains this dis-
covery process.
2.2 Proteins: The Fundamentals of Life
Most components of cells in living organisms consist of only six different elements: hydro-
gen (H), carbon (C), nitrogen (N), oxygen (O), sulphur (S) and phosphor (P). Inside the cell
they are linked and form molecules like water (H2O) or phosphate (PO4). Actually, most
molecules have a really large size consisting of thousands of atoms. These macro-molecules
are built up by lots of basic units. As very prominent examples of macro-molecules, poly-
saccharids like starch or cellulose represent long chains of sugar molecules.
2.2.1 Biochemical Composition
Basically, proteins are one of the most complicated kind of macro-molecules. Here, the
basic units mentioned above are amino acids. Although recently further components were
discovered (cf. e.g. [Bo¨c91] for a review of selenocysteine and [Atk02] for the description
of pyrrolysine), it is widely accepted, that only a limited number of 20 standard amino
acids exists.1 Every amino acid has a central carbon atom (Cα) to which a hydrogen atom
(H), an amino group (NH2) and a carboxyl group (COOH) are attached (cf. figure 2.3).
The differences between the diverse amino acids are caused by the side chain (R) attached
to the Cα. In fact, 20 different side chains are genetically specified where groups of three
nucleotides, so-called codons, encode the biochemical composition of the side chain and
thus the amino acid itself.
side chain carboxyl groupamino group
N
H
H
R O
OHH
C
α
C′
Figure 2.3: General structure of amino acids consisting of amino group (NH2) and carboxyl group (COOH)
as well as of the side chain (R), which determines the general differences among them.
Differences between the 20 amino acids are manifold. The side chains differ in their
size, charge, hydrophobicity, chemical reactivity and shape. Whereas glycine has a rather
simple side chain, namely a single hydrogen atom, e.g. phenylalanine contains a circular
side chain of carbon atoms connected to additional hydrogens. All proteins of all species
are based on this set of “building blocks”. Carl Branden and John Tooze give an excellent
1In fact, the 21st and 22nd amino acids are very special cases rarely occurring due to posttranslational
enzymatic modifications in negligible amounts of species. Thus, the general theory, till now, remains
valid for the prevailing majority of organisms.
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overview of the specialties of the different amino acids in [Bra98, p. 6f.]. In table 2.1 the
names of the amino acids as well as their single-letter and their three-letter abbreviations
are gathered. Furthermore, three common groups of amino acids are introduced, where the
exact specification of the actual side chains is ambiguous. Further groups can be defined,
depending on biochemical properties shared between their members.
Amino Acid Three-Letter Code Single-Letter Code
Alanine Ala A
Arginine Arg R
Asparagine Asn N
Aspartic acid Asp D
Cysteine Cys C
Glutamine Gln Q
Glutamic acid Glu E
Glycine Gly G
Histidine His H
Isoleucine Ile I
Leucine Leu L
Lysine Lys K
Methionine Met M
Phenylalanine Phe F
Proline Pro P
Serine Ser S
Threonine Thr T
Tryptophan Trp W
Tyrosine Tyr Y
Valine Val V
Either of D or N Asx B
Either of E or Q Glx Z
Undetermined X X
Table 2.1: Names and abbreviations of the 20 different amino acids occurring in proteins and the ambiguous
groups B, Z and X.
In proteins the ends of two adjacent amino acids are joined by the formation of peptide
bonds. Chemically this means, the carboxyl group of one amino acid condenses with the
amino group of the next eliminating water. This process of bonding is repeated resulting in
polypeptide or protein chains. The formation of a succession of such peptide bonds gener-
ates a “backbone”, from which the various side chains stick out. In figure 2.4 the creation of
a peptide bond between two hypothetical amino acids is outlined. Both the carboxyl group
of the molecule on the left-hand side, as well as the amino group on the right are broken.
The freed atoms recombine to water and both amino acids are bonded by the peptide bond
shown in the middle of the sketch.
The general structures of all proteins, namely the backbone chain of carbon and nitro-
gen atoms, are identical. The differences between proteins are principally caused by the
sequence of the side chains Rn of the N amino acids involved. Due to its linear character-
9
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N
peptide bond
H
H
O
N
H
H
O
H
R1 R2
O−
C
α
C′ C
α
C′ + H2O
Figure 2.4: Creation of a peptide bond between two amino acids. The sequence of carbon and nitrogen atoms
represents the backbone of the protein.
istics, the sequence is often called the primary structure of the protein.
Generally, proteins contain well defined three-dimensional structures. Actually, the func-
tion of a particular protein is defined by its structure i.e. the three-dimensional arrangement
of the atoms. Within this conformation further sub-structures can be distinguished. The
three-dimensional arrangements of sequences are strongly influenced by biochemical prop-
erties of the underlying amino acid rests, such as e.g. charge, hydrophobicity, or residue
size.
Dividing polypeptide chains into building blocks ranging from one Cα atom to the next
Cα atom instead of using the peptide bond as delimiter as exemplarily shown in figure 2.4,
is preferable for the description of structural properties of proteins.2 Now, each Cα atom,
except for the first and the last ones, belongs to two building blocks. All the atoms in such
an unit are fixed in a plane with the bond angles and bond lengths nearly the same in all
units in all proteins. By means of this alternative definition of peptide units, the side chains
are not involved in the building blocks. The peptide units effectively represent rigid groups
linked into a chain by covalent bonds at the Cα atoms. Thus, the only degrees of freedom
they have are rotations around the bonds with angles φ and ψ. The local spatial arrangement
of adjacent amino acids in regular steric conformations is called the secondary structure of
proteins. Examples of such regular steric conformations are α-Helix, β-sheet or collagene-
helix illustrated in figure 2.5.
Contrary to the secondary structure, the tertiary structure describes relationships between
atoms (amino acid rests), that are further apart in the linear sequence. Obviously, the bound-
ary between these two different structures is rather ambiguous.
For proteins consisting of more than a single polypeptide chain, a fourth kind of structure
can be described – the quaternary structure. Here, higher-level building blocks are defined,
namely the single polypeptide chains. The quaternary structure contains information re-
garding the spatial arrangement of such higher-level units including the description of their
contact areas. In figure 2.6 the four standard structures are summarized.
In addition to the four kinds of protein structures outlined above, additional description
levels were recently defined. In super secondary structures the aggregation of secondary
structures is expressed serving as the transition between the secondary and the tertiary
structure. Globally compact units are called domains. They have a special relevancy for
2Actually, the “natural” peptide bond remains valid since the alternative subdivision of polypeptide chains
is used for conceptual argumentation only.
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Cytochrome C−553
(Bacillus Pasteurii)
Plastocyanin 
(French Bean)
Disaccharide Repeating Units
(Heparin)
Figure 2.5: Some regular steric conformations of proteins: α-helix, β-sheet and collagene-helix (from left to
right; images taken from PDB [Ber02]).
higher-developed organisms because domains are often determined by exons, which are the
coding parts of eucaryotic DNA. Usually domains represent the smallest units to which
actual biological functions can be assigned.
Since the three-dimensional structure of proteins generally determines their function, the
conformation is of immense importance. It is mainly determined by the sequence of amino
acids, which was first proven by Christian Anfinsen [Anf73], subsequently becoming one of
the principles of molecular biology.3 Thus, for the majority of fundamental bioinformatics
applications, namely the so-called sequence analysis techniques, the chains of amino acid
symbols – the primary structures – serve as input data.
2.2.2 Biological Relevancy
As mentioned at the beginning of this chapter, proteins play a key role in almost all biologi-
cal processes. In these premises, Lubert Stryer described the seven most important functions
of proteins in his standard work [Str91, p. 15f.]. In order to prove the relevancy of proteins
and to emphasize the demand for powerful protein analysis methods, these functions are
briefly summarized.
Enzymatic catalyse: Most chemical reactions in biological systems, independent of the
actual complexity of the reactions, are catalyzed by specific macro-molecules, so-
called enzymes. In vivo, i.e. inside living organisms, the number of chemical reactions
actually executed without these catalysts is almost negligible. In fact, the speed of
chemical reactions is amplified by several orders of magnitude when enzymes are
involved. The majority of currently known enzymes are proteins! Thus, it is actually
proteins which control the chemical reactions in living organisms.
Transport and storage: Numerous small molecules and ions are transported by means
of specific proteins. As a very prominent example, oxygen is transported within ery-
3In fact, Mr. Anfinsen received the Nobel prize for chemistry in 1972 for his epoch making work concerning
the folding of ribonuclease based on the sequence of amino acids.
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Primary protein structure
is sequence of a chain of amino acids
Amino Acids
Pleated sheet Alpha helix
Secondary protein structure
occurs when the sequence of amino acids 
are linked by hydrogen bonds
amino acid chain.
is a protein consisting of more than one 
Quaternary protein structure
between alpha helices and pleated sheets.
occurs when certain attractions are present 
Tertiary protein structure
Alpha helix
Pleated sheet
Figure 2.6: Summary of the three-dimensional arrangement of proteins: primary, secondary, tertiary and qua-
ternary structures (courtesy of [Lej04]).
throcytes by hemoglobin and within muscle tissue by myoglobin. Both transporting
substances are proteins and closely related.
Coordinated movement: Proteins are the essential elements of muscle cells. Both
macroscopic and microscopic movements are based on contraction systems which
are made of proteins.
Mechanical support: The high tensile strength of skin and bones is ensured by the
protein collagen. Several illnesses like cellulitis, or even worse arteriosclerosis, are
caused by lacking collagen proteins.
Immune defense: Antibodies represent highly specified proteins recognizing and de-
stroying foreign substances like viruses or bacteria. Lacking such antibodies increases
the probability of lethal virus attacks for almost any organism.
Creation and transmission of neural impulses: Receptor molecules, which are
nothing else than proteins, transmit answers to specific stimuli. As an example,
rhodopsin serves as the photo-optical receptor protein of the retina.
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Control of growth and differentiation: The well controlled and temporary coordi-
nated expression of genetic information is essential for the growth and differentiation
of cells. Only a very small part of the genome is expressed. In higher-level organ-
isms both growth and differentiation are controlled by growth factor proteins. If this
mechanism fails, severe illnesses like cancer or diabetes may occur.
This non-exhaustive list of proteins’ functions gives an overview of the immense relevancy
proteins have in molecular biology. In fact, they are the fundamentals of life since life
would not be possible without them. Nowadays, these fundamentals are investigated in ba-
sic research as well as in various application fields of molecular biology. Here, as very
prominent examples both the pharmaceutical and the food industry need to be mentioned.
Additionally, proteins are of major importance in other areas such as the development of
new building materials based on synthetic adhesives [You99]. They may even play an im-
portant role for the next generation of computer architectures especially when considering
that their (theoretical) storage capacity is enormous [Bir95, Gar99].
2.3 Protein Relationships
One foundation of molecular biology serving as the general definition for protein relation-
ships can be summarized as follows:
Similar function of proteins is caused by similar structure.
The direct consequence of this principle is that the problem of protein analysis can be
formulated as a classical pattern comparison task. Once the function of a single protein
could be solved, e.g. in the traditional way in the wet lab, further knowledge can be obtained
by finding proteins with similar structures. Usually, depending on the level of biological
abstraction, proteins are clustered into so-called protein families, superfamilies, and folds.4
Generally the definition of protein similarity is based on the comparison of their three-
dimensional structures. However, almost always primary structure data needs to be exam-
ined. As a result of complex folding processes spatially arranging the proteins, weak se-
quence similarities may occur although highly similar three-dimensional structures exist
which dramatically complicates the sequence analysis task.
In this section a brief overview of the most common definitions of protein families and
higher-level classification schemes is provided. Based on the SCOP (Structural Classifica-
tion Of Proteins) classification [Mur95], a complete structural hierarchy is explained.
2.3.1 Protein Families
In section 2.2.1 the various levels of three-dimensional structures of proteins were de-
scribed. Here, domains are introduced as globally compact units in the three-dimensional
structure.
In fact, domains play a key role for the definition of relationships between proteins. When
analyzing related proteins, it usually becomes obvious, that sequence similarity is not given
4Certainly, further subdivisions exist but since most definitions of abstraction levels are somewhat arbitrary,
the argumentation in this thesis is restricted to the three most common levels.
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for the complete length. Instead, regions containing strong similarities and sequence parts
significantly diverging occur. The reason for this is the modular composition of proteins by
means of domains whose exact definition is as follows (cf. [Mer03, p.12]):
A domain is the smallest unit of a protein containing a well defined structure
which is spatially folded independently. Mostly, protein domains consist of 50-
150 residues processing individual reactions whose interactions result in the
overall function of the protein.
Due to their fundamental biological meaning, domains are the criterion of choice for the
definition of protein relationships. Note that domains are defined at the level of biological
function which not necessarily coincides with sequential similarity. All sequences belong-
ing to the same protein family contain the same domain. Especially proteins with smaller
sequences contain only single domains. The actual name of the protein family is derived
from the characteristic protein domain. The characterization of sequences belonging to a
single protein family can be made in several ways, which will be described in detail in
chapter 3.
Based on this definition of protein families, further higher-level relationships can be de-
fined establishing a classification hierarchy with increasing level of abstraction for the def-
inition of common biological functions. Actually, the borders between these levels are de-
fined by means of the sequence identity percentages of the sequences belonging to the same
units. To some extend, the definitions are rather arbitrary. “A residue identity of more than
about 30% for clustering protein sequence pairs together into families is widely accepted
in the literature” [Liu04]. Superfamilies are clusters of sequences sharing similar structures
and evolutionary origins. In addition to this, groups can be defined by means of proteins
having a common fold if their proteins consist of the same major secondary structures in
similar arrangements.
Already in the 1970s it was postulated, that all proteins occurring naturally can be classi-
fied in certain families. The classification of protein sequences regarding their correct struc-
tural or functional family is of major importance for e.g. pharmaceutical research. In 1992
Cyrus Chothia supposed that the number of different families is rather limited [Cho92].
Concretely, he claimed, that only little more than 1 400 protein families exist. Although the
actual number in the last few years shifted frequently in both directions ranging from 1 000
to 30 000 families and 400 to 10 000 folds etc., the basic assumption of an upper boundary
for it remains valid.5 So, depending on the level of biological abstraction the relationships
between proteins can be formulated in different but limited number of ways.
2.3.2 Exemplary Hierarchical Classification
Throughout the years a large amount of protein sequences were obtained from various ex-
perimental sources. In order to allow molecular biologists a systematic exploration using
these sequences, nowadays they are stored in central databases which are mostly publicly
available. The most prominent, primary database is the Brookhaven Protein Data Bank
5Several statistical analysis concerning the theoretically exact number of protein families can be found e.g. in
[Zha97, Ale98]. Due to the increase in the number of available protein sequences and thus the permanent
change of the statistical base no stable number is presently accepted.
14
2.3 Protein Relationships
(PDB) which was established in 1971 at the Brookhaven National Laboratory, Long Island,
New York, USA [Ber77]. Presently it contains more than 27 000 records describing the
three-dimensional structures of macro-molecules.6
The PDB contains descriptions of protein structures without any classification regarding
relationships. For this purpose, several additional databases exist, providing this classifica-
tion based on various criteria. As an example, the goal of the SCOP database is the hier-
archical classification of protein domains in terms of structural and evolutionary relation-
ships [Mur95]. Here, the method used to construct the classification hierarchy is essentially
the visual inspection and comparison of structures producing very accurate and useful re-
sults. The levels of abstraction within the classification hierarchy are defined as follows (cf.
[Mur95]):
Family: Common evolutionary origins of protein domains are defined in two steps: first,
all domains having residue identities of 30% and greater; second, protein domains
with lower sequence identities but whose functions and structures are very similar.
Superfamily: Families whose members have low sequence identity percentages but
whose structures and major functional features suggest that a common evolutionary
origin is probable, are grouped in superfamilies.
Common fold: If members of superfamilies and families have same major secondary
structures in the same arrangements with the same topological connections, they are
defined as having a common fold.
Class: Different folds are grouped into classes. Most of the folds are assigned to one of
five structural classes (based on the secondary structures which the sequences are
composed of):
• All alpha (for domains whose structure is essentially formed by α-helices),
• All beta (the same as before but for β-sheets),
• Alpha and beta (for protein domains with α-helices and β-strands that are
largely interspersed),
• Alpha plus beta (for those in which α-helices and β-strands are largely segre-
gated), and
• Multi-domain (for those with domains of different folds and for which no ho-
mologues are known at present).
Presently, i.e. in the release 1.55, roughly 13 000 records of the PDB consisting of more
than 30 000 domains are classified into about 600 folds, approximately 1 000 superfamilies
and more than 1 500 families [Con02]. Together with the ever increasing number of PDB
records and due to new research results, the size of the SCOP database steadily increases.
6For details regarding the PDB the reader is referred to the review article of Helen M. Berman and colleagues
[Ber02].
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2.4 Protein Analysis
Based on the foundations of molecular biology as basically described so far, nowadays,
research activities are focused on gaining higher-level knowledge regarding the function
and meaning of single proteins and their relationships. Traditionally, drug discovery is a
very prominent branch of molecular biology research addressing protein analysis tasks.
The focus of this thesis is concentrated on the development of enhanced probabilistic
models for remote homology analysis. Especially for pharmaceutical purposes, detecting
new members of certain protein families is of major importance. Recently, the incorporation
of bioinformatics techniques into certain parts of the drug discovery process initiated a
general paradigm shift from experiments and studies inductively driven by the data in each
segment of the value chain towards more deductive approaches. Here, instead of abstracting
from already known facts about drugs, new knowledge is gained by means of broadband
analysis of genome and protein data in a high-throughput manner.
In the following, the general drug discovery process is outlined with special focus on the
incorporation of computational sequence analysis techniques. Throughout the remaining
chapters of the thesis, this process will serve as one example for the application of tech-
niques developed here. The argumentation is mainly adopted from the recent compilation
of Alexander Hillisch and Rolf Hilgenfeld [Hil03].
2.4.1 The Drug Discovery Process
Drug development is an expensive and time-consuming process. A new drug today on av-
erage requires investments of $880 million and approximately 15 years of development,
including the cost and time to discover potential biological targets, i.e. specific receptors
identified to be modulated to alter their activity in some way for healing processes. Almost
75% of these costs is attributable to failure along the pharmaceutical value chain [Tol01].
More than half of the development time and thus the majority of investments is spent with
clinical trials and the approval phase.7
Basically, molecular biology research in general and especially drug discovery can be
understood as some kind of multi-stage “sifting-process”. Roughly speaking, given the uni-
verse of proteins, the number of candidates for a specific drug is reduced in a pipeline of
cascaded techniques with increased complexity. At the end of this pipeline, hopefully, the
desired substance is found and new drugs can be produced. Sorting out early substances
not applicable is of major importance since higher-level techniques within the drug design
pipeline are extremely complex and expensive. Generally, the drug discovery process can
be divided into four main steps:
Target identification: “The identification of new and clinically relevant molecular tar-
gets for drug intervention is of outstanding importance to the discovery of innovative
drugs” [Hil03, p.4]. Recently, it was estimated that present drug therapy is based on
only about the tenth part of potential drug targets [Dre00]. Thus, a large potential
for further developments presently remains unexploited. Traditionally, target identi-
fication is based on cellular and molecular biology. Bioinformatics techniques are
7For a detailed listing of the costs distribution regarding the specific phases of the drug development process
cf. e.g. [Hil03, pp. 2ff] and the references therein.
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applied in large scale to genomics and proteomics tasks in target identification. Here,
novel drug targets are identified by systematically searching for paralogues of known
drug targets, i.e. evolutionary related proteins that perform different but related func-
tions. These new methods aim at discovering new genes or proteins and quantifying
and analyzing differences in ill and healthy organisms. Since the genomes of com-
plete organisms are available, it became more and more evident, that the complexity
of biological systems lies at the level of proteins. It is at the protein-level that dis-
eases become manifest and at which most drugs act [Hil03]. Thus, protein analysis
techniques are extremely important for modern drug discovery.
Target validation/verification: Once a target has been identified, its relevancy in a dis-
ease process needs to be demonstrated. For this purpose, both, gain and loss of func-
tion studies are accomplished with so-called knock-out (loss of function) and knock-
in (gain of function) animal models. Additionally, further proteomics approaches are
applicable. Here, usually target hits obtained in the preceding step of target identi-
fication are verified by annotation of sequence sets with respect to targets already
known.
Lead identification: Following to phases of exclusive treatment of target proteins, in the
succeeding stages, actual compounds are sought, which interact with the target pro-
tein and modulate its activity. Two principal methods of compound identification are
distinguished: random screening and rational design approaches. In high-throughput
screening approaches, large numbers of compounds are tested for their ability to af-
fect the activity of target proteins. Due to major progresses in molecular biotechnol-
ogy, here a high degree of automation can be reached. Recently, alternative in silico
or virtual screening becomes more and more common. Here, the docking processes
of proteins are simulated using a computer and thus putative interactions relevant for
pharmaceutical purposes can be investigated for lead identification.8
Lead optimization: In this final stage before actual (pre-)clinical tests and develop-
ments, several parameters regarding the biochemical composition of putative new
drugs are optimized. This implies the chemical modification of small molecules
and the subsequent pharmacological characterization. The goal of this very time-
consuming and costly step is to obtain compounds with suitable pharmacologic prop-
erties to become a drug. Here, higher-level in vivo as well as in vitro and in silico
techniques are applied to the drug candidates.
Following these steps, the remaining substances can be tested in pre-clinical and clinical
environments (the fifth step of the general drug discovery process) which is extremely rel-
evant to safety, and is thus closely monitored by several governmental organizations. Due
to the enormous effort and costs required for the final stage, only the most promising can-
didates should enter this level. In figure 2.7 the drug discovery process is summarized by
means of two triangles symbolizing the four main stages and the costs implied up to the
final stage of (pre-)clinical development (fifth step at the top). The larger the progress of the
process, the smaller the number of candidates remaining.
8Inbal Halperin and colleagues give an excellent overview of principles of protein docking used for compu-
tational lead identification, see [Hal02].
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Figure 2.7: Sketch of the principle drug discovery process as a candidate elimination task: the larger the
number of candidates in higher levels of drug detection, the higher the costs.
2.4.2 Protein Sequence Analysis
In the last few years, drug discovery has been strongly influenced by modern biotechnology
and bioinformatics techniques. Due to forced automation, procedures within the phases
of lead identification and optimization have been improved significantly, yielding better
efficiency and thus accelerated developments.
In addition to this, the initial stages of the drug discovery process (specifically target
identification and validation), can greatly benefit from bioinformatics and especially from
sophisticated sequence analysis methods. This is reasoned by the fact that sequences of
amino acids contain a huge amount of information. By means of modern information tech-
nology, comprehensive databases, and powerful computer (networks), this information can
be exploited almost completely automatically. In [Str91, p. 60f.] the relevant information
contained in protein sequences are summarized as follows:
• The comparison of a specific protein sequence with known sequences may uncover
presently unknown family relationships. Thus, the function of the new protein can
be predicted and deeper biological insights of higher-level biological systems can be
obtained.
• Comparing the sequences of a single protein in various species gives hints regard-
ing evolutionary pathways. By means of the proteins’ differences across the species
phylogenetic trees can be derived which are very useful for the analysis of species
relationships.
• Due to the analysis of amino acid sequences, repeating sequence parts within proteins
can be discovered. This is important for the analysis and understanding of evolution-
ary developments since numerous proteins developed from a single ancient gene by
duplication and succeeding diversification.
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• For the understanding of metabolic processes it is of major importance to know the
location of the proteins and the timing of their expression. Sequences of amino acids
contain signals designating the location of a protein and its processing.
• The analysis of sequence data provides the foundations for the synthesis of specific
antibodies attacking specific proteins.
By applying modern bioinformatics technologies, the investments needed to develop drugs
could be reduced by approximately $300 million and the time spent on developments could
be cut by two years [Tol01]. Thus, in addition to the scientific progress due to additional
gains in knowledge obtained by the more deductive approach of e.g. target identification
and validation, the whole process can be cheapened and shortened. However, it must be
mentioned that several potential obstacles like quality problems of the new targets or pro-
cessing bottlenecks exist and need to be managed.
2.5 Summary
Proteins are the fundamentals of life and hence subject to a wide variety of research ac-
tivities within molecular biology. Based on 20 different amino acids, numerous different
proteins are synthesized by all living organisms enabling both basic biological functional-
ities and complex higher-level metabolic processes. Generally, the biological function of a
protein is mediated by its three-dimensional structure which is mainly determined by the
linear sequence of amino acids. One of the fundamental principles of molecular biology
states that similar biological function of different proteins is reasoned by similar structure.
The majority of molecular biology research is based on this general principle which also
justifies the formalization of protein relationships in so-called protein families, superfam-
ilies, and folds. In order to uncover hidden evolutionary pathways, phylogenetic relation-
ships between organisms and further coherencies, protein sequence analysis is of major
importance. Here, unknown protein sequences are classified regarding their affiliation to
certain protein families for determining their biological functions.
One example for the application of protein analysis techniques is the drug discovery
process, which could benefit significantly from so-called in silico approaches, i.e. protein
sequence analysis using bioinformatics methods. By means of computationally supported
target identification and validation the time and money consuming process could be accel-
erated. Here, for therapeutically relevant protein families additional members are explored.
Although promising results could be obtained, the problem of protein sequence classifi-
cation is far from being solved. Especially for protein families containing sequences with
weak residual similarities, the automatic prediction often fails. Thus, improved methods are
solicited.
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“The probability that a functional protein would appear de novo by random
association of amino acids is practically zero. In organisms as complex and
integrated as those that were already living a long time ago, creation of entirely
new nucleotide sequences could not be of any importance in the production of
new information.”
Franc¸ois Jacob [Jac77]
In the remarkable article of Franc¸ois Jacob about evolution and tinkering, the general con-
clusion was drawn that evolutionary processes in nature are in no way comparable to engi-
neering approaches. Richard Durbin and co-workers very laconically summarized Jacob’s
argumentation at the beginning of their standard work on biological sequence processing:
“Nature is a tinkerer and not an inventor” [Dur98, p.2].
In fact, it is this basic evolutionary paradigm that opens the research field of biological
data analysis for the application of automatic computational sequence comparison tech-
niques. Throughout the generations, by means of an extremely powerful mechanism of
selection and duplication – the evolution – nowadays’ fundamentals of life, i.e. proteins
encoded by genetic sequences, emerged from common ancestors. Basically, the goal of al-
most all research activities dedicated to the field of protein analysis is to uncover the mutual
relationships between proteins implied by evolutionary processes. At the level of primary
structure data the natural tinkering process can possibly be reproduced by analyzing dif-
ferences and similarities of particular protein sequences. Obviously, this is a task which is
predestinated for automatic approaches.
Strictly speaking in terms of computer science, sequences, either DNA- or protein data,
can be understood as strings of fixed lengths containing characters from a given lexicon
or alphabet. For protein data, this inventory consists of the 23 single-letter codes of the 20
amino acids plus the ambiguous groups B, Z, and X (cf. table 2.1 on page 9 for details).
Thus, the universe of proteins generally represents all words of a formal language. Unfortu-
nately, the grammar of this language is not known. For this reason, analysis is performed by
string comparison approaches. Traditionally, protein relationships are explored by mutually
aligning sequences and calculating scores for the operations necessary to transform one se-
quence into another. These scores are used for the decision regarding putative relationships.
In this chapter the state-of-the-art of biological sequence comparison techniques is sum-
marized. In the first part (section 3.1) fundamental direct sequence to sequence compari-
son techniques, so-called pairwise alignment methods, are reviewed. Since almost all ap-
proaches are based on Dynamic Programming and scoring techniques, this part begins with
their general description. Especially for remote homology detection, pairwise sequence
alignment is not always the methodology of choice. In order to capture highly diverging
sequences belonging to a particular protein family of interest, these families are often ex-
plicitly modeled by various approaches. Thus, in the second part of the chapter (section 3.2),
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sequence family analysis is described in detail. Enhanced probabilistic models for remote
homology detection developed in this thesis are based on current stochastic approaches.
Consequently, here the focus lies on probabilistic techniques, namely Hidden Markov Mod-
els. One basic goal of this thesis is the adoption of general pattern recognition techniques
like signal processing methods to the bioinformatics task. There is hardly any literature re-
lated to this field of research. Although the problem of remote homology detection has still
not been solved, this very promising branch of technology is almost completely neglected.
In the final part of this chapter some of the rare sequence comparison approaches based on
signal processing techniques are outlined.
In the last few years a huge amount of literature dedicated to protein sequence analysis
has been published. When not explicitly referenced otherwise, the argumentations in this
chapter are based on [Dur98, Sal98, Bal01, Mer03, Jon04, Mou04].
3.1 Pairwise Sequence Alignment
The process of natural tinkering can be observed for biological substances especially at
the molecular level. Specific proteins evolutionary emerged by steady modifications and
selections based on common parental sequences. It is a specialty of tinkering processes, that
particular goals can be reached in multiple different ways. Speaking in terms of proteins’
evolution, specific biological functions, i.e. three-dimensional structures, can be encoded
by various alternative protein sequences. Generally, given two resembling sequences the
probability of similar function and/or structure is rather high [Mer03, p.85].
By means of a comparison of spatial protein structures and the corresponding sequences,
Chris Sander and Reinhard Schneider examined a threshold for the percentage of sequence
similarity that implies common three-dimensional structures with high statistic significance.
This threshold depends on the length of the sequences and exemplarily for sequences con-
taining at least 80 residues, 30 percent identity is sufficient for the implication of structural
similarity [San91].
Due to these principles, pairwise sequence comparison is of major importance for molec-
ular biologists. If sequences are identical to some percentage, it implies strong evidence
for structural and/or functional similarity. Typical applications of pairwise alignment tech-
niques are the comparison of unknown sequences to a database of sequences already known
and the classification regarding similarity, i.e. evolutionary distance, based on alignment
scores. Such approaches require a clear definition of sequence similarity, which usually
implies some metric d measuring the “distance” between two strings ~s1 and ~s2.
For the comparison of two arbitrary vectors, numerous different metrics were defined
mathematically. The Minkowski distance as defined in equation 3.1, represents the most
prominent general metric for arbitrary n-dimensional data vectors ~x and ~y parameterized
by k, k = 1 . . .∞:
dM(~x, ~y) :=
(
n∑
i=1
|xi − yi|k
) 1
k
. (3.1)
Most notably, for k = 1 the city block (or Manhatten) distance is defined and k = 2 rep-
resents the well known Euclidean distance. In addition to such general metrics, specialized
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distance measurements for strings exist. As one prominent example, the Hamming distance,
which originated in information theory, counts the number of different characters in the
two compared strings. Distances of that kind are very important, especially for information
transfer.
Although well defined and commonly used in various application fields, metrics as de-
fined above can only rarely be used for sequence comparison tasks. This is reasoned by
the fact that they require strings of equal lengths. Due to evolutionary tinkering, in protein
analysis tasks the comparison of sequences with identical lengths is usually the exception.
Furthermore, sequences containing common sub-strings which are slightly shifted from one
string to another will not be identified as similar by means of distances described so far (cf.
figure 3.1). Contrary to this, in biological context such sequences are indeed similar! Thus,
more flexible metrics were introduced processing both different string lengths and putative
internal shifts.
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Figure 3.1: Illustration of a shift of identical sequence parts in strings containing different lengths. By means
of traditional general metrics such as Minkowsky or Hamming distance the actual similarity be-
tween both strings (red boxes) wont be captured correctly.
Generally, for the comparison of biologically related strings, the edit- or Levenshtein-
distance is widely used [Lev66]. Here, the minimal costs of insertions, deletions and sub-
stitutions required for transforming one string into another determine the distance between
both sequences. Depending on the actual application, these edit-operations are individually
scored. Compared to plain distance calculation for strings of equal length, here sequences
are mutually aligned by wisely inserting, deleting, substituting, or matching characters and
the scores for similarities are calculated as the “reciprocal” distances. For biological se-
quence analysis such scoring techniques are the methodology of choice. Throughout the
years, a large variety of approaches for efficient and/or optimal alignment were proposed.
The basic technique for optimally aligning sequences to each other is called Dynamic Pro-
gramming (DP).
3.1.1 Principles of Sequence Alignment
In the following the fundamentals of Dynamic Programming are briefly summarized with
respect to the application of protein sequence analysis. First, the general scheme which
produces scored alignments for two strings is introduced. Since the general meaning of
sequence data to be aligned is rather important, several different scoring techniques, i.e.
definitions of costs for the particular edit operations, exist. Mostly they are summarized
in scoring matrices defining the substitution costs for exchanging symbols (amino acids).
Thus, the principles of such scoring schemes are outlined. Although DP techniques guar-
antee optimal alignments scored depending on the substitution scheme actually used, they
cannot provide the general decision whether two sequences are related. Even completely
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unrelated sequences (e.g. random data) will be aligned optimally in the mathematical sense.
The final classification result based on alignment scores needs to be extracted by means of
the analysis of statistical significance of the score. Thus, in the third part of this section, the
scoring process is briefly discussed in a more statistical manner.
Dynamic Programming
In his survey of the principles of Dynamic Programming, Sean Eddy gives an interesting
explanation of the etymology of the term ’Dynamic Programming’ [Edd04]. The technique
itself was formalized in the early 1950s by Richard Bellman, who was working as a math-
ematician at RAND Corporation on optimal decision processes. He was searching for an
impressive name that would shield his work from US Secretary of Defense Charles Wil-
son, who apparently was rather negatively minded concerning mathematical research. Since
Bellmann’s work involved time series and planning, he opted for ’dynamic’ and ’program-
ming’ which initially had nothing to do with computers. He also liked the impossibility of
using the term ’dynamic’ in a pejorative sense. Bellman figured ’Dynamic Programming’
was something not even a congressman could object to. For obvious reasons, the explana-
tions regarding Dynamic Programming given in this thesis are focused on its applications
to bioinformatics tasks implying string alignments. However, the original work of Richard
Bellman is much more universal [Bel57].
The trivial solution of the alignment problem is the scoring of all possible alignments
for two given strings and the selection by means of the optimal, that means the maximal
score. Unfortunately, this is computationally not feasible, since there are approximately
22N different alignments for two sequences of length N [Edd04]. For sequences consisting
of different numbers of residues the situation gets even worse. Thus, more sophisticated
methods were developed. The general goal of all DP based techniques discussed here is the
mutual alignment of two strings whereas partial results are calculated just-in-time, i.e. they
are available at the time they are required for further calculations. Generally, each step of
the algorithm reuses results of preceding steps enabling a recursive definition of DP.
The global alignment problem is divided into sub-problems lowering the complexity. For
this reason, DP algorithms consist of four parts:
1. A recursive definition of the optimal score,
2. A Dynamic Programming matrix for storing optimal scores of sub-problems,
3. A bottom-up approach for filling the matrix by solving the smallest sub-problem first,
and
4. A technique for traceback of the matrix to obtain the global optimal solution.
By means of a practical example in the following the DP algorithm will briefly be outlined.
Therefore, two hypothetical protein sequences ~s1 = ACDEF of length N = 5 and ~s2 =
GAHCDFE consisting of M = 7 residues are considered.
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Recursive definition of the optimal score: The global alignment of both sequences
~s1 and ~s2 can end in three different ways: (i) the residues s1N and s2M are aligned to each
other; (ii)+(iii) either final residue is aligned to a gap character whereas the end-residue
of the remaining sequence was already aligned before. The optimal alignment will be the
highest scoring of these three cases. Since the global alignment problem breaks into inde-
pendently optimizable pieces, the solution of this sub-problem can be generalized recur-
sively. As an example the scores of the three cases mentioned can be defined in terms of the
optimal alignment of the preceding subsequences (prefixes). The score S of case (i) above
is the score S(s1N , s2M ) for aligning s1N and s2M plus the score S(~s11...N−1 , ~s21...M−1) for an
optimal alignment of everything else up to this point. For the remaining cases (ii) and (iii)
above, gap-penalties γ, i.e. negative scores penalizing the insertion of gaps, are added to the
scores S(~s11...N−1 , ~s21...M ) and S(~s11...N , ~s21...M−1), respectively. Consequently, the recursive
definition of the optimal alignment score can be formulated as follows:
S(s1i , s2j) = max

S(s1i−1 , s2j−1) + σ(s1i , s2j),
S(s1i−1 , s2j) + γ,
S(s1i , s2j−1) + γ,
where σ(s1i , s2j) designates the score for aligning two residues s1i and s2j . For simplicity
of argumentation here identical scores σ for all substitutions of any residues, and identical
gap-penalties γ are assumed. In fact, the actual adjustment of these scores is rather cru-
cial regarding the quality of the resulting alignment. Thus, substantial differences between
various alignment algorithms are mostly based on sophisticated selections of these scores
(see pages 28ff for details). The recursion is followed until trivial alignment problems with
obvious solutions are reached (aligning nothing to nothing produces a score S(, ) of zero).
DP matrix for storing optimal scores of sub-problems: A principle problem for
recursive algorithms is the very probable wastage of computational time due to multiple
calculations of sub-problems occurring more than once. The deeper the recursion is moved
into, the worse the situation will become. One obvious solution for such problems is to keep
track of intermediate results. The fundamental difference between simple recursion and DP
techniques is the use of a matrix for memorizing results, so that each sub-problem is solved
only once. Structurally, the DP matrix consists of a tabular arrangement of the sequences to
be aligned (cf. e.g. figure 3.2). Step-by-step every cell is filled with local alignment scores
as described in the following.
Bottom-up approach matrix filling: Based on the recursive definition of the optimal
alignment score, the boundary conditions for the leftmost column and the topmost row of
the DP matrix are already known: S(, ) = 0; S(s1i , ) = γ; S(, s2j) = γ. For all trivial
alignment cases the scores mentioned are used for filling the relevant parts of the matrix.
Now, in a bottom-up way, from smallest problems to progressively bigger problems, the
matrix is filled by evaluating the recursive definition of alignment scores. Since all results
are stored inside the matrix, redundant calculations are avoided. For the global alignment
of both strings at every step a traceback-pointer is kept designating the predecessor which
leads to the locally optimal score of the appropriate step.
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Traceback of the matrix to obtain the global optimal solution: The final global
alignment of both strings considered can be obtained after the DP matrix has been filled
completely. Starting in cell (N,M), i.e. at the lower-right corner of the matrix, determines
the beginning of the traceback for uncovering the global alignment. The traceback follows
the pointer yielding the maximal score for the next step. Note, that equal scores may occur.
Here, the actual successor in the global alignment will be determined application dependent.
The algorithm stops, when the traceback arrives at the upper-left corner of the matrix.
In figure 3.2 the optimum alignment of the exemplary sequences ~s1 = ACDEF and ~s2 =
GAHCDFE is outlined. They are arranged in tabular form as described above and the DP
matrix is filled using the recursive definition of the alignment score. Here an exemplary
scoring system of +5 for a match, -2 for a mismatch and -6 for each insertion or deletion is
applied. The red cells represent the final global optimal path for the string alignment which
is shown below the matrix yielding the score of -1.
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Figure 3.2: Global sequence alignment by applying the Dynamic Programming technique: By means of a
recursive definition of the alignment score the DP matrix is filled and the global optimal path is
extracted by traceback (red cells). The final alignment is shown below the matrix. Scoring system:
match +5, mismatch -2, insertion/deletion -6.
According to the authors first using this dynamic programming approach for global align-
ments of protein sequences, this technique is mostly referred to as Needleman-Wunsch al-
gorithm [Nee70, Got82]. Its algorithmic complexity can be approximated by O(NM) for
both memory and time requirements.
The previously described global alignment algorithm is widely used for protein classifi-
cation tasks. Here, complete sequences are mutually aligned which is very useful for seg-
mented data, i.e. sequences containing well defined start and end positions. Contrary to this,
in molecular biology applications the alignment of parts of sequences is often demanded.
Methods tackling the problem of finding partial matches are usually called local-alignment
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techniques. The local version of Dynamic Programming techniques was developed in the
early 1980s and is usually known as Smith-Waterman algorithm according to its inventors
[Smi81, Got82]. The method is closely related to the algorithm described above. Basically,
there are two major differences. First, a boundary of the locally optimal scores is introduced
allowing S(s1i , s2j) to become zero if all other options have values less than 0:
S(s1i , s2j) = max

0,
S(s1i−1 , s2j−1) + σ(s1i , s2j),
S(s1i−1 , s2j) + γ,
S(s1i , s2j−1) + γ.
Reaching the boundary, i.e. the 0-case, implies the termination of a local alignment. Due to
the zero option the initial filling of the DP-matrix is slightly changed. Instead of inserting
the γ-values, these cells are filled with 0.
The second difference of local alignment methods compared to the general DP approach
is that now an alignment can start anywhere in the matrix. Instead of taking the value in the
bottom right corner for the best score, now the global maximum is searched over the whole
matrix. The traceback ends if a cell containing 0 is met. Basically, multiple local maxima
can occur and in fact one refinement of standard local alignment techniques is to process all
high-scoring fragments of a pairwise alignment. However, the basic technique remains the
same. Thus, all appropriate argumentation given here is directed to the principle procedure.
In figure 3.3 the local alignment of the sequences given above is shown.
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Figure 3.3: Local sequence alignment by applying the Smith-Waterman algorithm: The final alignment starts
at the global maximum within the whole matrix and ends at the first cell containing a value of 0.
Again, the optimal path is extracted by traceback (red cells). The final alignment is shown below
the matrix. Scoring system: match +5, mismatch -2, insertion/deletion -6.
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The alignment algorithms outlined here are the base for numerous refined approaches.
Important enhancements are the possibility of finding multiple local matches or of finding
overlapping matches. Since the focus of the thesis concentrates on probabilistic models of
sequence families no exhaustive review of such refinements will be given here. Instead, the
reader is referred to the tremendous amount of specialized publications addressing such
refinements. A good starting point for this is the standard work of Richard Durbin and
colleagues [Dur98]. However, due to their enormous importance for nowadays’ molecu-
lar biology research, in section 3.1.2 two of the most prominent heuristic approaches for
bounding the computational complexity of DP techniques will be presented. In the follow-
ing, the parameterization of the general DP framework, i.e. the adjustment of the particular
scores for edit operations, is explained.
Scoring Matrices
For simplicity of argumentation the basic sequence to sequence alignment techniques
the previous sections dealt with were described using fixed scores for the substitution of
residues.
When applying these sequence alignment techniques to practical applications of molec-
ular biology, this simplification does not usually hold. Instead, the plain algorithms are
used as some kind of general frameworks for sequence alignment. Depending on the actual
application, i.e. the particular data inspected and the target domain of the investigations,
these frameworks need to be configured wisely. Configuration here means, the adjustment
of specified substitution scores for the edit operations involved in Dynamic Programming.
The alignment procedures outlined above used identical scores (+5 for match and -2 for
mismatch) for all arbitrary residue alignments. According to biological realities this adjust-
ment is insufficient since it assumes the same probabilities for substituting any amino acid
with any other. Obviously, this does not hold true for real applications. It is quite unreal-
istic to score the substitution of residues containing similar biochemical properties in the
same way as the substitution of amino acids that completely differ. Thus, usually the sub-
stitution scores are adjusted in a per residue manner. These specific scores are arranged in
tabular form in so-called substitution matrices. Recently, Shuichi Kawashima and Minoru
Kanehisa compiled 71 mutation matrices [Kaw00].
According to the two main categories for sequence alignment applications, two general
types of scoring matrices were created:
Reconstruction of evolutionary processes: By means of scores contained in matri-
ces addressing the reconstruction of evolutionary processes mutation rates are rep-
resented. Usually, they are constructed based on the analysis of sequences and their
reconstructed ancestors.
Comparison of protein domains: Here, the scores are based on the composition of
protein domains at hand or close relatives of them. Usually, these entries are calcu-
lated by means of substitution frequencies which can either be measured in wet lab
experiments or via information theoretical approaches.
Throughout the years, a large variety of specific matrices were created for both categories.
In figure 3.4 the most prominent matrices for both types are shown. These matrices are sym-
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P -3 -1 6
S 0 1 1 1
A -2 1 1 1 2
T -1 0 0 1 1 3
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S 1 -1 1 0 -1 0 0 0 -1 -2 -2 0 -1 -2 -1 4
T 0 -1 0 -1 -1 -1 -1 -2 -2 -1 -1 -1 -1 -2 -1 1 5
W -3 -3 -4 -4 -2 -2 -3 -2 -2 -3 -2 -3 -1 1 -4 -3 -2 11
Y -2 -2 -2 -3 -2 -1 -2 -3 2 -1 -1 -2 -1 3 -3 -2 -2 2 7
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Figure 3.4: Two major scoring-matrices: PAM250 (left) and BLOSUM62 (right). The amino acids of
PAM250 are ordered according to their biochemical properties – related amino acids are adja-
cent.
metric, implying identical scores for both directions of residue substitutions. In addition to
this, occasionally non-symmetric matrices are used (cf. e.g. [Lin01]). On the left-hand side
the widely used PAM250 matrix [Day78] is shown for evolutionary motivated scoring ma-
trices. It is one member of the family of PAM matrices. Generally, PAM is an acronym for
“point accepted mutations” or “percent accepted mutations” and designates a measure for
evolutionary divergence (distance) between two amino acid sequences. The general defini-
tion of PAM is as follows (cf. [Mer03, p.112]):
“Two sequences ~s1 and ~s2 differ by one PAM unit, if ~s2 developed from ~s1
due to a sequence of accepted point mutations whereas per 100 residues one
point mutation occurred on average.”
PAMn matrices are created by comparing protein sequences diverging by n PAM units.
The substitution scores are adjusted according to the expected frequencies of the appro-
priate residue change which is measured in various experiments. In figure 3.5 the global
alignment of the two exemplary sequences given above using the PAM250 substitution ma-
trix is illustrated. Obviously, the alignment has slightly changed at its end resulting in a
global score of +3.
At the right-hand side of figure 3.4, the BLOSUM62 (block substitution) matrix as one
prominent member of the second general category of scoring matrices is shown [Hen92].
Such matrices are created by counting the substitution frequencies of all amino acids
when analyzing sequences of related protein domains. For the creation of the BLOSUM62
matrix Steven and Jorja Henikoff analyzed blocks (conserved parts of protein families
extracted from multiple alignments without gaps) contained in the BLOCKS database
[Hen99, Hen00]. By means of a heuristic procedure of block analysis, the scores are ex-
tracted using the following definition [Mer03, p.114]:
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“Let f(ai) be the frequency of a residue ai occurring at all positions within
blocks of the BLOCKS database. Let f(ai, aj) be the frequency of the column-
wise occurrences of pairs ai, aj . Then the score Sai,aj can be defined as:
Sai,aj =
f(ai, aj)
f(ai)f(aj)
.”
A common refinement of the extraction process is the restriction of the analysis to sequences
with similarities less than or equal to a certain percentage. For the BLOSUM62 matrix this
implies that all sequences analyzed for estimating the substitution scores must not have
similarities larger than 62 percent.
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Figure 3.5: Global sequence alignment by applying the Dynamic Programming technique using the PAM250
scoring matrix and -6 for deletion/insertion.
In correspondence with the biological relevance, substitution matrices were studied in
detail in recent years. From a more theoretical point of view, the underlying statistics of
scoring schemes is well defined and formulated in terms of information theory (for details
cf. e.g. [Alt91, Hen96b]).
Gap penalties
In addition to the scoring of substituting and matching residues of two sequences to be
aligned, the general Dynamic Programming approach contains penalties for deleting and
inserting symbols – so-called gap penalties γ. In the explanations and examples given so
far, fixed penalties were assumed. For the alignment of the two artificial protein sequences
~s1 = ACDEF and ~s2 = GAHCDFE, the gap penalties were adjusted to a value of -6. Due
to the trivial alignment task all gaps had the length of one. Principally, gaps span arbitrary
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numbers of residues within a particular alignment. Thus, the mathematically correct def-
inition of gap penalties is a cost function γ(g) of the gap length g. Note that in order to
keep consistency, the gap penalties for single insertions/deletions will still be called γ and
the correct definition of the cost function depending on the gap length g will similarly be
defined as γ(g).
Applying constant gap penalties as in the examples given above implies a linear cost
function for gaps of length g:
γ(g) = gγ.
Usually, i.e. for alignments of sequences containing several hundreds of residues, an alter-
native definition of the gap costs as an affine function is used:
γ(g) = γ − (g − 1)e,
where γ is called the gap-open penalty and e is called the gap-extension penalty. Depend-
ing on the expectations for the characteristics of gaps in an alignment, both penalties are
set individually taking into account probabilities for gaps and their lengths. Usually, e is set
to something less than the gap-open penalty γ, resulting in smaller costs for long insertions
and deletions than when using linear penalty functions. The reason for this is that the “bi-
ological” probability for single long gaps in protein sequence alignments is higher than for
many small gaps.
Usually, gap penalties γ are adjusted independent of the residues the gap contains. Addi-
tionally, specialized residue specific penalties can be used if certain expectations about gap
characteristics are available (e.g. due to prior knowledge).
Alignment Scores
Both sequences used so far for explaining pairwise alignment approaches do not originate
from any real protein – they are artificial examples. Nevertheless, all algorithms delivered
solutions to the general alignment problem by revealing the optimal sequences of edit opera-
tions resulting in alignment scores. In the next step, by means of these scores a classification
decision needs to be taken which is biologically reasonable giving evidence for homology.
Log-odd Scores: Formally, the biologically driven decisions regarding homology via
alignment scores can be performed using a well defined statistical framework by comparing
two hypotheses. By means of the null hypothesis two sequences are assumed to be non-
homologue which implies a random alignment R. The probability of a random alignment
of two sequences ~s1 and ~s2 is just the product of the probabilities p(·) for the occurrences
of each amino acid s1i and s2i:
P (~s1, ~s2|R) =
N∏
i=1
p(s1i)
N∏
i=1
p(s2i). (3.2)
Contrary to this, in the match hypothesis, aligned pairs of residues occur with a joint prob-
ability p(s1i , s2i) which can be understood as the probability that both residues s1i and s2i
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were derived independently from their common (unknown) ancestor. The probability of this
match alignment M can be formulated as follows:
P (~s1, ~s2|M) =
N∏
i=1
p(s1i , s2i). (3.3)
The homology decision can now be based on the ratio of both likelihoods which is called
the odds ratio:
P (~s1, ~s2|M)
P (~s1, ~s2|R) =
N∏
i=1
p(s1i , s2i)
N∏
i=1
p(s1i)
N∏
i=1
p(s2i)
=
N∏
i=1
p(s1i , s2i)
p(s1i)p(s2i)
.
In order to obtain an additive scoring scheme (which is easier to handle) the logarithm is
taken resulting in the log-odds ratio S(~s1, ~s2), a sum of individual scores S(s1i , s2i):
S(~s1, ~s2) =
N∑
i=i
S(s1i , s2i) (3.4)
S(s1i , s2i) = log
p(s1i , s2i)
p(s1i)p(s2i)
. (3.5)
In fact, scoring schemes like BLOSUM or PAM are usually based on log-odds ratios where
biological expertise is considered for the adjustments of particular probabilities of the amino
acids.
Extended Bayesian Alignment Scores: The general idea of log-odds scoring as
defined in equations 3.4 and 3.5 is the comparison of two hypotheses which generally means
the comparison of two models: the random model R and the match model M . Basically,
the posterior probability P (M |~s1, ~s2) that the match model M is correct, is required for
the assessment of sequential relationships. By means of Bayes’ rule, the prior probabilities
P (M) and P (R) = 1− P (M), and equations 3.4 and 3.5, this posterior probability can be
derived as follows [Dur98, p.36 f]:
P (M |~s1, ~s2) = P (~s1, ~s2|M)P (M)
P (~s1, ~s2)
=
P (~s1, ~s2|M)P (M)
P (~s1, ~s2|M)P (M) + P (~s1, ~s2|R)P (R)
=
P (~s1,~s2|M)P (M)
P (~s1,~s2|R)P (R)
1 + P (~s1,~s2|M)P (M)
P (~s1,~s2|R)P (R)
.
When using the following definitions:
S ′ = S + log
(
P (M)
P (R)
)
where S = log
(
P (~s1, ~s2|M)
P (~s1, ~s2|R)
)
, (3.6)
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then the posterior probability that the match model is correct, results in
P (M |~s1, ~s2) = σ(S ′), σ(x) = e
x
1 + ex
.
Equation 3.6 implies adding the prior log-odds ratio, log
(
P (M)
P (R)
)
, to the general alignment
score S, which corresponds to multiplying the likelihood ratio by the prior odds ratio. If
all expressions used are converted into real probabilities (which is difficult for the scoring
scheme itself), the resulting value can principally be compared to 0, indicating whether the
sequences are related. Especially when searching a database, i.e. analyzing a large number
of alignments for significant matches, the prior odds ratio becomes important. Here, care
needs to be taken, since the larger the number of sequences compared, the larger the proba-
bility of significant hits (falsely) obtained by chance. Thus, one solution is the comparison
of P (M |~s1, ~s2) with log(N) (instead of 0), where N is the number of sequences in the
database.
Statistics of Alignment Scores: Considering significance of alignment scores can
also be performed using a classical statistical framework. The scores delivered by an align-
ment approach depend on several parameters. Among others these are the length of the
sequences and the characteristics of the scoring scheme itself. As stated above, for database
searches the number of sequences analyzed is important for the distribution of the scores.
Thus, it is reasonable to determine an expectation value E for the number of alignments ac-
tually scored with S. Depending on the scoring scheme used which implies specific values
for the two constants κ and λ, this expectation value for two sequences of length N and M
(where for database searches usually N M ) can be described as follows (E-value):
E(S) = κMNe−λS. (3.7)
The number of alignments producing a score ≥ S is determined by a Poisson distribution:
P (S ≥ S ′) = 1− e−E(S′).
Thus, the distribution of the alignment scores can be described by an extreme value distri-
bution (EVD):
F (x) = 1− ee
x−µ
β
.
If the probability of the number of sequences randomly producing the same or a larger score
than the actually observed score is small, then the observation is considered significant. As
an example for database search applications, an E-value of 9 is interpreted as follows: It is
expected that for a database of a given size M , nine alignments will be randomly scored
with the same alignment score. Thus, the smaller the E-value is, the more significant the
alignment score will be.
Generally the description of the scores’ distribution by means of an EVD is analytically
proved only for local alignments without gaps [Kar90, Alt96], but in various simulations
strong evidence for the validity of the theory for gapped local and global alignments could
be given. This has been only a brief overview of alignment statistics relevant for this thesis.
A more detailed explanation is given by David Mount in [Mou04].
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3.1.2 Heuristic Approximations
Basic Dynamic Programming techniques as described so far guarantee the optimum
alignment of two sequences containing N and M residues, respectively, either globally
(Needleman-Wunsch) or locally (Smith-Waterman). The price for this is rather high since
their general computational complexity is quadratical, namely O(NM). For practical ap-
plications, where homologues of sequences containing chains of several hundreds of amino
acids are searched for in databases consisting of thousands of protein sequences, complete
search using algorithms with quadratic complexity is mostly impossible.
In these premises, heuristic techniques were developed which significantly reduce the
actual computational effort while searching by approximating the basic DP algorithms. The
basic goal of such methods is the efficient analysis of large amounts of sequence data while
keeping the accuracy compared to exact algorithms as high as possible. Strategies for tack-
ling the problem of high computational effort are mostly based on two basic approaches:
Indexing: Scores for matching short substrings of length k, k  N,M (so-called k-
tuples; for protein sequence analysis k is usually set to O(2)) are pre-calculated and
stored in an indexed database. Due to the limited number of k-tuples (for protein
sequences containing 20 different amino acids there are 20k possible k-tuples) the
calculation as well as the database-storing and -retrieval is efficiently possible. When
two sequences are compared, they are first subdivided into k-tuples and the database
is searched for entries containing these k-tuples in the correct order. Due to indexing,
the alignment scores of these k-tuples are already calculated and in the best case the
alignment problem with computational complexity of O(NM) can be scaled down
to a simple database querying problem whose complexity is significantly less. The
fallback case of ordinary (thus computationally more expensive) alignment needs to
be considered for those database entries which are not captured by the scoring in-
dex, e.g. due to inconsistencies reasoned by outdated index structures. Since present
databases grow rapidly and index calculation is rather slow, this case is not that ex-
ceptional and most implementations of alignment systems are optimized for smart
fallback alignments.
Pruning: Comparing a query sequence with entries of a database generally implies the
limitation to alignments of sequences that are “sufficiently” similar. Thus, the cal-
culation of the (local) alignment can be stopped (and thus database screening will
be accelerated,) if the local scores drop below a threshold. In practice this implies
a narrowing of the DP matrix area. In this case the complete calculation would re-
sult in an alignment score which is not significant. Using this pruning technique, the
computational effort can be severely limited.
Usually, both approaches described are used in a combined manner. Two prominent exam-
ples of heuristic alignment techniques are FASTA and BLAST which are briefly outlined in
the following sections.
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FASTA
In 1988 William Pearson and David Lipman presented a program suite for improved bio-
logical sequence comparison [Pea88]. These tools (FASTA, FASTP, and LFASTA) can be
used for analyzing both protein and DNA sequences. In the following the basic version of
the heuristic alignment method for protein sequences – FASTA – is explained.
Generally, FASTA is an approximation of the Smith-Waterman algorithm for global se-
quence alignments. Based on a four stage approach, local high scoring alignments are cre-
ated, starting from exact short sub-sequence matches, through maximal scoring ungapped
extensions, up to the final identification of gapped alignments most likely to be homolo-
gous to the query sequence. Note that in the original publication of the FASTA algorithm
[Pea88], the single steps were not explicitly named. Rainer Merkl and Stephan Waack intro-
duced comprehensible names in their description of the algorithm (cf. [Mer03, pp. 123ff]),
which are adopted for clarity in the explanations given here.
1. Basically, the major speedup of the alignment calculation process is gained in the first
stage of the FASTA approach – hashing. Here, for all k-tuples of the query sequence
starting at position iwithin the input, the starting positions j of k-tuples within partic-
ular database entries exactly matching are searched. These pairs (i, j) are called hot-
spots and are very efficiently obtained by hashing techniques. In order to retrieve the
ten best diagonal sequences within a (hypothetical) DP matrix the relative positions
of all hot-spots are evaluated using a simple scoring scheme. The actual limitation to
the first ten diagonals is part of the FASTA heuristic. The diagonals extracted now
contain mutually supporting word matches without gaps serving as seeds for further
processing.
2. In the second step – scoring 1 – the ten diagonal sequences scored maximally are pro-
cessed further. Within the diagonal sequences optimum local ungapped alignments
are obtained using a PAM or BLOSUM scoring scheme. Here, exact word matches
from the first step are extended possibly joining several seed matches. The alignments
produced here are called initial regions.
3. In the third step – scoring 2 – gapped alignments of joined initial regions (based on
the ungapped initial regions obtained in the second step of FASTA) are tried to be
created, allowing for gap costs. The resulting alignment scores ordered from one to n
are called initn.
4. In the final phase of FASTA – alignment – the highest scoring candidate matches in
a database search are realigned by means of the conventional Smith-Waterman algo-
rithm. Here, the evaluation of the DP matrix is restricted to a small corridor around
the initial region of step two scored with init1 producing the final alignment and the
appropriate score.
The principles of the FASTA approach can easily be summarized graphically. In figure 3.6
the four phases of the algorithm are illustrated.
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Figure 3.6: The four phases of the FASTA algorithm (adopted from [Mer03, p.125]): 1) Determination of
positions of identical sub-strings (k-tuples) and scores for diagonals; 2) Determination of locally
best scoring diagonals – best: init1; 3) Merging of locally optimal alignments – score: initn; 4)
Final sequence alignment in small corridor of DP matrix around init1 – score: opt.
BLAST
The second important technique for approximation of the Smith-Waterman algorithm for
local sequence alignments is the Basic Local Alignment Search Tool – BLAST of Stephen
Altschul and colleagues [Alt90]. In fact, in the last decade BLAST has become the major
tool for sequence analysis and most experimental evaluations in molecular biology research
these days start with a BLAST run on one of the large sequence databases.1
The basic idea of this heuristic approximation is the extension of high-scoring matches
of short sub-strings of the query sequence. Similar to the initial step of FASTA described in
the previous section, BLAST starts with the localization of short sub-sequences contained
in both the query sequence and the database sequences which produce significant scores.
Such pairs are called segment-pairs or hits. Based on these hits, locally optimal pairs of
sequences are searched containing one hit – so-called High-Scoring Segment-Pairs (HSP).
The boundaries of HSPs are determined in such a way that extensions or shortenings of the
string would decrease the score.
Retrieving high-scoring alignments of a query sequence from a database is performed
in a multi-stage approach. Initially all sub-strings consisting of w residues (w  N,M )
are extracted from the query sequence. Based on these so-called w-mers all further steps
are performed with respect to all database entries. As in the description of the FASTA
algorithm, the names of the particular BLAST steps are not part of the original publication
but adopted from [Mer03, p.129f].
• In the first step of BLAST – localization of hits – the database entry is inspected for
high-scoring matches of all w-mers of the query sequence. Note, that BLAST does
not require exact matches in the first stage, only significant scores.
• Based on the hits extracted in the first phase, in the second stage of BLAST – iden-
tification of HSPs – pairs of hits located on the same diagonal of a (hypothetical)
1Due to the overwhelming success of the tool and the resulting importance of BLAST alignments, according
to the common speech of molecular biologists even the original etymology of the word ’blast’ (→ blow
up with explosive [Swa86]) seems to be enhanced towards ’perform an alignment of the query sequence
against a database’ . . .
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Smith-Waterman matrix with a spatial context shorter than A are obtained. This dis-
tance can be measured by analyzing the differences on positions of the first symbols
of two w-mers. Both hits are extended to an HSP and if the score of an HSP exceeds
a threshold Sg an extension with gaps is initiated.
• Starting from a residue pair (so-called seed) the alignment is extended in both direc-
tions by means of standard DP. Here, only those cells of the DP matrix are considered
where the calculated score is higher than the current maximum score minus a thresh-
old Xg. Compared to the FASTA algorithm, the matrix area evaluated by BLAST is
dynamically adjusted.
• In the final output stage, the resulting alignment containing gaps is returned if the
calculated score (E-value) is below the threshold given.
The BLAST algorithm is likewise best summarized in a graphical manner which is shown
in figure 3.7.
matrix cells
evaluated
gapped alignmentHSP
seed
~s2
~s
1
1 2
Figure 3.7: Illustration of the BLAST algorithm (adopted from [Mer03, p.130]): 1) Localization of hits
(marked by ’+’) and extension to High-Scoring Segment-Pairs (HSP) if the distance of two hits
on the same diagonal is < A; 2) Calculation of a gapped alignment (conjunction of HSPs across
gaps) for HSP containing a score > Sg . The starting point for the alignment is the pair of residues
designated by seed. Only those cells of the DP matrix are considered whose scores differ from
the maximum by no more than Xg (area shaded grey in the right sketch).
3.2 Analysis of Sequence Families
By means of pairwise alignment techniques as described in the previous sections, rela-
tionships between two sequences can be analyzed. Although widely used (BLAST), such
techniques represent only the fundamentals of general sequence analysis. Especially for bi-
ologically related sequences containing highly diverging primary structures, pairwise com-
parisons are often probable to fail. This means that no significant scores are obtained when
using classical pairwise alignment techniques, although the particular sequences share, for
example, a common ancestor.
As stated in section 2.3.1, protein sequences can be grouped into families, super-families,
folds etc., with respect to certain higher-level relationships. The correct classification of a
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query sequence with respect to its family affiliation2 is of major importance for molecular
biologists. Additionally, protein families contain substantially more information than single
sequences since properties relevant for the whole group of family members are contained.
Although a single member sequence might contain such properties, the probabilistic base
for its detection is rather small when comparing the query sequence to single members.
Due to statistical noise such weak features are usually hidden and by means of pairwise
techniques they cannot be recovered. The incorporation of multiple sequences sharing such
properties into the analysis process can amplify them or alleviate the statistical noise, re-
spectively. Thus, the global analysis of complete families or the incorporation of family
related information into the alignment process is promising, especially for remote homol-
ogy detection tasks often performed in e.g. drug discovery.
One method for respecting family based relationships and properties is the extension of
pairwise alignment techniques towards the creation of multiple sequence alignments (MSA).
Here, the general problem is the definition of a final alignment score for aligning the query
sequence to all members of a particular family. The solution is the calculation of the sum
of all scores obtained by pairwise alignments of the query sequence to all member se-
quences [Car88]. Unfortunately, the computational complexity for k sequences of length
N is enormous making the plain technique feasible only for small numbers of sequences.
Thus, numerous refinements and (heuristic) optimizations were proposed throughout the
years. The most promising and widely used techniques are based on iterative, progressive
determinations of the MSA where starting from an optimal global alignment of a single pair
of sequences, edit operations (insertions of gaps etc.) are performed for establishing the fi-
nal MSA. Prominent examples of MSA algorithms are CLUSTAL W [Tho94], DIALIGN
[Mor99], and T-Coffee [Not00] which are exhaustively compared and evaluated in the work
of Timo Lassmann and Erik Sonnhammer [Las02].
In the following sections an alternative and more promising approach for the analysis
of sequence families is reviewed. The essentials of protein families are explicitly mod-
eled using probabilistic approaches. Once robust family models are determined, query se-
quences are aligned to these models instead of to single sequences. Afterwards, the resulting
alignment score is used for classification. Compared to pairwise sequence comparison tech-
niques the alignment of query sequences to explicit stochastic models of protein families in-
corporates family information as for the creation of MSAs but generalized in a well defined
statistical framework with much lower computational complexity. Every query sequence is
aligned only once to every family model and not once to every sequence belonging to a
particular protein family (as in the MSA case).
Generally, such techniques are the base for the developments performed for this thesis.
Starting from position specific scoring schemes like Profiles and related refinements of stan-
dard alignment approaches, stochastic models for protein families are explained. The focus
is concentrated on the technique which is currently most successfull, namely modeling pro-
tein families using Profile Hidden Markov Models.
2For simplicity of argumentation in the following the term ’family’ is used as a generalized description of
sequence relationships instead of detailed discrimination between protein families, super-families etc.
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3.2.1 Profile Analysis
The analysis of multiple sequence alignments is principally very instructive for the un-
derstanding of the characteristics of sequences belonging to a particular protein family.
Usually, sequences of interest are mutually aligned and the resulting MSA is analyzed by
visual inspection according to the consensus, i.e. the columns of the MSA containing high-
scoring conserved sequence parts. The automatic analysis of multiple sequence alignments
can be performed using some kind of threshold based score analysis, i.e. the higher the
scores of a contiguous part of the alignment, the higher the probability for conserved and
thus putatively biologically relevant regions.
The basic problem for pairwise sequence analysis techniques when comparing distantly
related data is that alignment scores will get lost within statistical noise. In order to sharpen
the distinction between hits and misses of sequence database searches Michael Gribskov
and colleagues proposed the concept of Profile analysis [Gri87]. Contrary to pairwise anal-
ysis, the information obtained from multiple alignments are integrated into the Dynamic
Programming approach. Thus, pairwise techniques and MSA approaches are combined into
one framework allowing more sensitive database search.
The basic idea of Profile Analysis is the creation of position specific scoring matrices.
Here, contrary to traditional pairwise sequence comparison using one global scoring matrix
as described in section 3.1.1, specific scores and gap penalties depending on the actual
position within the alignment of the sequences of interest are applied. The position specific
scores are obtained by analyzing the local residue frequencies of an underlying MSA. They
are summarized in the so-called Profile by directly assigning the scores to the appropriate
column resulting in a N × 20 dimensional matrix, where N is the length of the MSA. The
position specific scores themselves are extracted from the relative frequencies of all residues
at a particular column of the MSA. After creating the Profile, it can be used for more
sensitive sequence comparison when performing Profile based Dynamic Programming. In
figure 3.8 the Profile for an exemplary multiple alignment of artificial protein sequences is
illustrated.
Obviously, due to the very small number of sequences involved in the exemplary multiple
alignment, the Profile is rather sparsely filled, i.e. most entries are set to zero. A relative
frequency of zero implies the hard decision that the appropriate amino acid at the specified
position will never be expected to occur which is rather critical. Although the problem
is alleviated in real applications when significantly more sequences are mutually aligned
(statistically the matrix contains less zero entries) it still remains. In order to avoid hard zero
probabilities, some kind of pseudo-count methods are usually applied, thereby adjusting the
probabilities of any unseen residues according to prior knowledge.
Generally, Profiles are not limited to complete MSAs. Instead, local Profiles for strongly
conserved regions of MSAs are often created. The general procedure remains the same,
though.
Iterative Pairwise Sequence Analysis
In section 3.1.2 two heuristic approximations for the general Dynamic Programming ap-
proach were outlined. For molecular biologists the most important tool for fast pairwise
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Figure 3.8: Profile for an exemplary multiple alignment of artificial protein sequences. For every column
the relative frequencies are summarized in a substitution vector used for obtaining the resulting
position specific scoring matrix (non-zero elements are marked red).
sequence comparison is the BLAST program. As stated above, if protein sequences which
are to be aligned contain only minor similarities, the sensitivity of traditional pairwise DP
approaches decreases significantly.
Based on the Profile approach described above one refinement of the general BLAST
algorithm exists which increases its sensitivity for database searches regarding remote ho-
mologies: Position-Specific-Iterated (PSI) BLAST [Alt97]. Basically, it is a direct imple-
mentation of the Profile approach integrated within the powerful BLAST framework. A
position-specific scoring matrix, the Profile, is automatically constructed from the output
of a BLAST run. Afterwards, a modified BLAST operates on such a matrix in the place
of a simple query as before. These two basic steps are multiply iterated, thereby continu-
ously refining the database search. PSI-BLAST creates global Profiles, i.e. position specific
scoring matrices for the whole sequence (and thus the complete MSA) of interest. The de-
termination of database search hits which will be included into the MSA for creating the
Profile is rather heuristical: All sequences which alignments to the query sequence score
better than a predefined threshold represent candidates which are filtered further according
to sequence similarity. All hits identical to the query sequence are eliminated and only one
sequence is included from all candidates containing more than 98 percent similarity. Ad-
ditionally, pairwise alignments are only performed between the candidates and the query
sequence. Residues corresponding to gaps within the query sequence are not included. For
zero frequencies of amino acids in particular columns of the Profile, pseudo-counts are
calculated.
Step by step, by means of a slightly modified pairwise DP technique, implicitly a statisti-
cal representation of the protein family the query sequence belongs to is established. Using
this, sensitive database searches can be performed. The consequential enhancement of such
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techniques is the explicit modeling of protein families. In fact, explicit stochastic models
of the essentials of sequence families are currently the methodology of choice for remote
homology detection. Due to enhanced consideration of residualwise variation within the
query sequence, broader search can be performed which is more effective than traditional
pairwise comparison. In the remaining parts of this thesis the most promising approaches
for explicit protein family modeling are introduced and enhanced.
3.2.2 Profile Hidden Markov Models
Based on the Profile approach of Michael Gribskov as described in the previous section,
several techniques for probabilistic modeling of protein families were developed. Espe-
cially Profile Hidden Markov Models (Profile HMMs), first introduced to the bioinformat-
ics community by David Haussler and colleagues in 1993 [Hau93] and first generalized
by Anders Krogh and coworkers in 1994 [Kro94a], and Pierre Baldi et al. [Bal94], play
a key role in probabilistic sequence analysis. The comparison of highly diverging but re-
lated sequences using Profile HMMs for modeling the particular protein family is superior
compared to traditional approaches like MSA analysis etc. Following this, large databases
of sequence families were created using Profile HMMs as modeling base, e.g. Pfam con-
taining HMM profiles for protein domains [Son98]. Furthermore, in recent years numerous
bioinformatics applications were realized using (general) Hidden Markov Models. Proba-
bly as one of the first, in 1989 Gary Churchill used such stochastic models for heterogenous
DNA sequences [Chu89] and later for the analysis of genome structure [Chu92]. One of
the main applications for HMMs in bioinformatics is their use for gene finding (cf. e.g.
[Kro94b, Bal95, Hen96a, Kul96, Bur97, Kro97, Luk98, Ped03]).
The origins of Hidden Markov Models, as one representative of graphical (Bayes) mod-
els, are general pattern recognition applications. Here, especially automatic speech recog-
nition (cf. e.g. [Hua01] for a comprehensive overview) or the analysis of handwritten script
(cf. e.g. [Wie03]) needs to be mentioned. Generally, HMMs are applicable to all signal
data evolving in time. Substituting time dependency with position or location dependency,
Hidden Markov Models can be used for the analysis of sequence data where the particular
positions of residues are artificially interpreted as signal values at a given time-step.
The detailed explanation of (Profile) HMMs in the succeeding sections is organized as
follows: First their formal definition is presented by means of general, discrete models. Fur-
thermore, common (semi-)continuous enhancements for non-bioinformatics applications of
Hidden Markov Models like automatic recognition of spoken language or handwritten script
are discussed. Following this, the most important algorithms for HMM training and eval-
uation are presented. After their formal introduction, the use of HMMs for bioinformatics
purposes is explained in detail – Profile HMMs as stochastic protein family models.
The general description of the theory of Hidden Markov Models is based on the mono-
graphs of Ernst Gu¨nter Schukat-Talamazzini [Sch95] and Gernot A. Fink [Fin03]. For the
argumentation regarding the application of HMMs to probabilistic modeling of protein se-
quence families the standard works of Richard Durbin and colleagues [Dur98] as well as
Pierre Baldi and Søren Brunak [Bal01] are used. In addition, numerous special publica-
tions, reviews, tutorials etc. have been published throughout the years. Generally, they are
summarized and captured by the books given above. Exceptional cases will be marked ex-
plicitly.
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Formal Definition of Hidden Markov Models
Principally, a Hidden Markov Model can be described as a generating finite automaton
containing a fixed set of states, probabilistic state transitions and state-dependent emissions.
The emissions can be either discrete symbols (of a finite inventory) or vectors of continuous
observations.
Speaking more formally, a Hidden Markov Model represents a two-stage stochastic pro-
cess. Here, the first stage describes a discrete, stationary, causal, random process by means
of a sequence
~s = (s1, s2, . . . , sT )
of discrete random variables st whose domain is a finite set of states S:
S = {S1, S2, . . . , SN}.
The parameter t can be interpreted either as time-steps for signals evolving in time or as the
positions of particular residues within sequences for the analysis of biological data. This
stochastic process fulfills the so-called Markov property, i.e. the probabilistic selection of
a particular state si is dependent only on a limited number of preceding states. For a first-
order Markov process, this “memory” is limited to the immediate predecessor:
P (st|s1 . . . st−1) = P (st|st−1).
In combination with the stationary character of the process, i.e. its independence from ab-
solute values of t, it is called a homogeneous Markov chain. Generally, besides first-order
HMMs, higher-order HMMs can be defined, too. Since no efficient algorithms for both
parameter training and model evaluation exist, and such models usually require enormous
numbers of training samples for robust estimation, their practical relevancy is rather small.
They will not be dealt with in the thesis at hand. Note that higher-order HMMs can princi-
pally be mapped to first-order models.
Due to the limitation to first-order Markov processes, the probabilistic state transitions
P (st = Sj|st−1 = Si) can be summarized in a quadratic N × N dimensional transition
matrixA:
A = [aij] = [P (st = Sj|st−1 = Si)], (3.8)
where
∀i, j : aij ≥ 0 and ∀i :
N∑
j=1
aij = 1
is fulfilled. The initialization of the Markov chain is described using the vector ~pi of start
probabilities:
~pi = [pii] = [P (s1 = Si)], where
N∑
i=1
pii = 1. (3.9)
It is the characteristic of HMMs that the state sequence produced by the first stage of
the stochastic process cannot be observed. Instead, in the second stage, depending on the
state actually selected so-called emissions are produced probabilistically. Since only these
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emissions are observable while hiding the internal state sequence, the complete two-stage
stochastic process is called Hidden Markov Model.
The elements of the sequence of emissions
~o = (o1, o2, . . . , oT )
can originate either from a finite, and discrete set of symbols
O = {O1, O2, . . . , OD},
or they can be represented by vectors ~ot ∈ RD of a D-dimensional vector space. These
emissions are produced in dependence on the particular state selected in the first stage of
the stochastic process according to the probability
P (ot|o1 . . . ot−1, s1 . . . st) = P (ot|st).
Hidden Markov Models emitting discrete symbols are called discrete HMMs and similarly
to the transition parameters their emission probabilities can be summarized in a N × D
dimensional matrix:
B = [bjk] = [P (ot = Ok|st = Sj)], 1 ≤ j ≤ N, 1 ≤ k ≤ D (3.10)
where
∀j, k : bjk ≥ 0 and ∀j :
N∑
k=1
bjk = 1.
In the latter case of continuous emissions, so-called continuous HMMs, N -dimensional
density vectors are defined:
~B = [bj(~o)] = [p(~ot = ~o|st = Sj)], 1 ≤ j ≤ N,~o ∈ RD (3.11)
where
∀j : bj(~o) ≥ 0 and ∀j :
∫
RD
bj(~o)d~o = 1.
By means of the definitions given above, a Hidden Markov Model λ is completely defined
by
λ = (~pi,A,B) (3.12)
for discrete emissions and by
λ = (~pi,A, ~B) (3.13)
for continuous emissions. It describes a two-stage stochastic process where first in a homo-
geneous Markov chain initialized by the start probabilities ~pi a state st is probabilistically
selected only depending on its immediate predecessor. However, this state cannot be ob-
served. Instead, depending on the actual state, in the second stage of the stochastic process
an emission (either a discrete symbol or a continuous vector) is probabilistically generated.
In figure 3.9 the general definition of Hidden Markov Models is illustrated by means of a
discrete model containing three states.
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Figure 3.9: Definition of an exemplary discrete Hidden Markov Model containing three states and discrete
emissions.
Modeling Aspects
Usually, for general explanations of Hidden Markov Models some standard “toy examples”
are used. Richard Durbin and coworkers illustrate HMMs by means of the “occasionally
dishonest casino” where based on the observations of a loaded die the most probable se-
quence of the two internal states ’fair’ or ’loaded’ is recovered [Dur98, p.54f]. Alternatively,
Lawrence Rabiner created an example of weather observations (in terms of temperature
values) which is analyzed for uncovering the sequence of “internal” weather states (’fine’,
’sunny’, ’rainy’ etc.) [Rab89].
Actually, due to the two-stage architecture of HMMs, they are predominated for the clas-
sification of arbitrary data sequences with varying lengths. This is especially the case for
signals evolving in time like real world speech signals or trajectories of handwritten script.
Additionally, amino acid sequences belonging to certain protein families fulfill the same
“constraints” for successful applicability. Due to high variability in both sequence length
and actual residual composition, Hidden Markov Models are well suited for the analysis of
biological data.
Although the theory of HMMs is well formulated and established, for practical applica-
tions several fundamental decisions regarding modeling need to be made, thereby signif-
icantly influencing the effectiveness of HMMs for their particular use. Among others the
most important decisions are the choice of the actual model topology, and how the emis-
sions are modeled. In the following, both modeling aspects are discussed.
Model Topology: Hidden Markov Models are one example for machine learning ap-
proaches used for pattern recognition tasks. Independent of the actual modeling subject, in
a separate training step, parameters of the stochastic model are estimated. In the succeeding
recognition stage these models are evaluated for the classification of new data. Depending
on the quality of the trained model (which especially means its generalization ability to
unknown data), the general classification problem can be solved satisfactorily.
One important decision for the design of HMMs for pattern recognition tasks is the selec-
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tion of the model topology, i.e. the actual shape of the matrixA of state transition probabili-
ties (cf. equation 3.8). In figure 3.10 some very common model architectures are illustrated.
Left−Right
Linear Bakis
Ergodic
Figure 3.10: Common HMM model architectures for general pattern recognition applications differently re-
stricting possible state transitions: Linear, Bakis, Left-Right, Ergodic (most restrictive→ most
flexible).
Most flexible modeling can be reached when using a fully occupied matrix corresponding
to a so-called ergodic model architecture. Here, every state si is connected to every state
sj,∀i, j of the model. The major drawback of ergodic HMMs is the enormous amount
of parameters. Since all parameters need to be trained using representative sample data,
large amounts of training examples are required which is quite unrealistic for the majority
of applications. Furthermore, the computational effort for both training and evaluation of
ergodic models is considerable.
Most processes to be modeled by Hidden Markov Models contain some kind of struc-
tural information allowing for restrictions of the free transitions within the model architec-
ture, namely the predefinition of transition probabilities to zero. The three model topologies
shown in figure 3.10 besides the ergodic topology represent the most common choices for
general pattern recognition applications in various non-bioinformatics domains:
• Linear models contain non-zero transition probabilities inA only at the diagonal and
the first secondary diagonal adjacent to the right (si → {si, si+1}), i.e. direct transi-
tions are possible only to the particular state itself, and to its immediate neighbor.
• Bakis models additionally define non-zero transition probabilities at the second sec-
ondary diagonal adjacent to the right of the diagonal of A (si → {si, si+1, si+2}),
i.e. the abovementioned linear models are extended by transitions skipping a state’s
immediate neighbor.
• Left-Right models allow transitions to all neighbors to the right of a particular state
(∀j ≥ i : si → sj , which corresponds to an upper triangular form ofA).
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Generally, the decision for a particular model architecture usually represents a trade-off
between flexibility and feasibility and needs to be taken wisely.
Especially for protein sequence analysis using HMMs, the choice of the actual model
topology is rather crucial. Here, the majority of approaches is based on rather complicated
model architectures which are described later in this section (cf. pages 54ff).
Type of Emissions: According to the formal definition of Hidden Markov Models, in
the second stage of the stochastic process emissions are generated depending on the state
selected in the preceding stage (cf. equations 3.10 and 3.11, respectively). In the simplest
case, such emissions are represented by discrete symbols of a finite inventory. Especially
for biological sequence analysis, presently, discrete HMMs are the methodology of choice
which seems obvious since the input data is apparently of discrete nature (sequences of 20
discrete amino acids).
In early applications of HMMs for signal based pattern recognition tasks, discrete models
were the technology of choice, too. However, modeling the emissions’ distribution with
discrete symbols requires (for continuous signals) a preprocessing step of mapping the data
to their representatives, i.e. vector quantization. Due to distortion of the signal space which
is implied by such a discretization step, major information is lost at a very early stage of
signal processing. Usually this fundamental modification of the data which is putatively
erroneous cannot be corrected in later steps of modeling. Thus, discrete modeling is rather
critical.
In order to avoid such negative quantization effects, in continuous HMMs the emissions’
distributions bi(~o) are directly used. The data-driven modeling of the continuous emission
space requires density functions which are parameterizable. Due to their moderate number
of parameters and thus their easy mathematical treatment, usually, weighted sums of suffi-
cient amounts of K multivariate normal densities N (mixture densities of Gaussians) are
the methodology of choice for the representation of the emission data.3 So, arbitrary density
functions can be approximated:
bj(~o) =
Kj∑
k=1
cjkgjk(~o) =
Kj∑
k=1
cjkN (~o|~µjk,Cjk) (3.14)
where
∀j :
Kj∑
k=1
cjk = 1 and ∀j, k : cjk ≥ 0.
The parameters ~µjk and Cjk represent the mean vector and the covariance matrix of the
appropriate Gaussian. During a preceding training step the mixture components are usually
approximated by applying a standard vector quantization method (like k-means [Mac67] or
LBG [Lin80]) to a representative and sufficient sample set. In summary, HMMs contain-
ing a mixture density based representation of emissions are in fact three-stage stochastic
processes:
3Note that the terms ‘mixture’ and ‘mixture component’ are used synonymously, whereas ‘mixture density’
explicitly designates a weighted sum of Gaussians.
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1. For every t (time-step, position etc.), a state st ∈ S is selected probabilistically.
2. Depending on the actual state st, a mixture component N (~µjk,Cjk) is selected.
3. According to the mixture selected, an emission symbol ~ot is generated.
Actually, the quantization of the continuous signals is delayed up to the third stage of the
stochastic process. Thus, contrary to discrete models, the complete modeling process is
based on undistorted data. Due to their excellent approximation capabilities and the de-
layed quantization of the input data, continuous HMMs are usually superior to their discrete
counterparts. Due to their outstanding performance, one of the fundamental enhancements
of HMMs for protein sequences developed in this thesis is based on the substitution of
state-of-the-art discrete models by continuous HMMs as described here.
In the case of continuous modeling of the emissions, a large number of parameters needs
to be estimated, namely (for every state sj) the mean vectors ~µjk and covariance matrices
Cjk for Kj mixture components. This requires large and representative sample sets which
are often not available. Thus, it is more advantageous to use a common set of mixture
components for all states. In the literature this transition from discrete to continuous model-
ing is referred to as semi-continuous HMMs developed by Xuedong Huang and colleagues
[Hua89]:
bj(~o) =
K∑
k=1
cjkgk(~o) =
K∑
k=1
cjkN (~o|~µk,Ck), (3.15)
where
∀j :
K∑
k=1
cjk = 1 and ∀j, k : cjk ≥ 0.
Semi-continuous HMMs are mostly interpreted as discrete HMMs containing an integrated
“soft” vector quantization where the mixture coefficients cjk represent the emission proba-
bilities of the discrete model which are weighted by means of the density values gk(~o). In
figure 3.11 the non-discrete emission modeling is summarized by means of a comparison
between continuous (left) and semi-continuous (right) HMMs.
Algorithms
The theory of Hidden Markov Models has been well investigated. It is the existence of ef-
ficient and powerful algorithms for both training and evaluating the models which makes
HMMs so attractive for various pattern classification tasks. In the following the most impor-
tant algorithms are presented. In order to motivate the particular algorithms, first the actual
application of HMMs for classification tasks needs to be discussed. For bioinformatics pur-
poses, this includes the general determination of protein classes for single protein sequences
as well as the detection of new members of protein families within sequence databases.
The base for classification using HMMs is Bayes’ rule. If every pattern class ωk is repre-
sented by a separate HMM λk, its posterior probability is defined as follows:
P (λk|~o) = P (~o|λk)P (λk)
P (~o)
. (3.16)
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semi−continuous modelingcontinuous modeling
s1 s2 s3 s1 s2 s3
Figure 3.11: Comparison of non-discrete HMMs: Continuous emission modeling using state-specific mixture
densities (left) vs. semi-continuous modeling sharing a common set of mixture components
(right) – adopted from [Sch95, p.144].
The final decision regarding ωk is taken according to the HMM λk delivering the maximum
posterior probability P (λk|~o). Since the denominator of equation 3.16 is not important for
maximization, it is actually ignored resulting in the following decision rule:
λ∗ = argmax
λk
P (~o|λk)P (λk). (3.17)
If no information about the prior probability P (λk) is available, a uniform distribution is as-
sumed. Thus, the final classification is exclusively dependent on the generation probability
P (~o|λk) which implies a Maximum-Likelihood classifier.
Based on this definition of the classification problem, in the following the particular
algorithms for model evaluation and training are explained. The discussion is structured ac-
cording to the argumentation of the three fundamental problems of Hidden Markov Models
which is very common in the literature:
Evaluation: Based on the classification rule given above, here, the general probability of
an HMM for generating the sequence of observation symbols is addressed.
Decoding: Here, the internal state sequence selected during generation of the emissions
is tried to be uncovered.
Training: Finally, the estimation of optimal model parameters for the description of pat-
terns assigned to a particular class is discussed.
Estimation of the Generation Probability – The Evaluation Problem: If HMMs
are applied to pure classification tasks, i.e. every pattern class is modeled using a specialized
HMM and the general probability of belonging to a particular pattern class ωk needs to be
estimated for query sequences, the so-called generation probability is determined. Here, the
actual state sequence selected during generation is not important and thus not considered.
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The trivial solution estimates the generation probability in a “brute-force” manner. Here,
P (~o|λ) is calculated by means of a summation over all possibilities of creating the sequence
of observations ~o while selecting a particular state path ~s:
P (~o|λ) =
∑
~s
P (~o, ~s |λ)
=
∑
~s
P (~o|~s λ)P (~s |λ)
=
∑
~s
T∏
t=1
ast−1,stbst(ot), (3.18)
where a0i = pii. Because of the computational complexity of O(TNT ) this procedure is not
feasible for most practical applications.
Due to the limited memory of first-order Markov processes, an efficient algorithm for the
estimation of the generation probability with linear complexity (according to the length of
the observation sequence) can be formulated by means of classic Dynamic Programming
as described earlier. Therefore, specialized auxiliary variables can be defined, namely so-
called Forward-variables
αt(j) = P (~o1, . . . , ~ot, st = Sj|λ), (3.19)
capturing the probability that the partial sequence ~o1, . . . , ~ot could be observed when se-
lecting the appropriate state st = Sj , and Backward-variables
βt(j) = P (~ot+1, . . . , ~oT |st = Sj, λ), (3.20)
analogously capturing the probability that the sequence ~ot+1, . . . , ~oT will be observed start-
ing from t + 1 if the current state st = Sj . Thus, the overall generation probability can be
defined as follows:
∀t : P (~o|λ) =
N∑
i=1
αt(i)βt(i), (3.21)
where N designates the number of states. Since every state is only dependent on its imme-
diate predecessor, the definition of the auxiliary variables can be given recursively resulting
in two equivalent algorithms efficiently evaluating Hidden Markov Models by estimating
P (~o|λ). Both algorithms, the Forward-, and the Backward-algorithm, are summarized in
figure 3.12.
Uncovering the most probable state path – Viterbi Decoding: Hidden Markov
Models are the methodology of choice for pattern recognition tasks dealing with data con-
taining substantial variance. Here, basically some kind of “real” internal states are assumed
to produce the data observed. In the last section, the estimation of the general probability
of an HMM generating the sequence observed was discussed. The (hypothetical) “origin”
of the processed data, i.e. the internal HMM state sequence, was completely neglected.
In addition to this, for numerous applications the internal state sequence actually selected
for generating the observed data is of major importance. The internal structure of the data
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1. Initialization:
α1(i) = piibi(~o1) βT (j) = 1
2. Recursion:
∀t : t = 1, . . . , T − 1 ∀t : t = T − 1, . . . , 1
αt+1(j) =
N∑
i=1
{αt(i)aij}bj(~ot+1) βt(i) =
N∑
j=1
aijbj(~ot+1)βt+1(j)
3. Termination:
P (~o|λ) =
N∑
i=1
αT (i) P (~o|λ) =
N∑
j=1
pijbj(~o1)β1(j)
Figure 3.12: Forward- (left), and Backward-algorithm (right) for efficiently estimating the generation proba-
bility P (~o|λ) of HMMs; both algorithms are equivalent and differ only in the actual direction of
the recursion.
generation process can give valuable hints for the overall classification task. HMMs be-
came so attractive because, due to uncovering their hidden state sequence for unknown data
both the classification- and the segmentation- task can be solved in one integrated step.
Especially for continuous speech recognition, and for database search using protein family
HMMs, this feature is very important because classifying unsegmented data usually results
in some kind of a “chicken and egg dilemma”: If the correct segmentation of the data, i.e.
the correct determination of start- and end-points of units to be classified (words, genes,
proteins etc.), is not available, the classification process itself is very probable to fail. Un-
fortunately, for correct segmentation the classification problem needs to be solved before.
The internal state sequence of HMMs represents the actual segmentation of the data.
Due to statistic modeling, only the most probable internal state sequence can be obtained.
Because of the discrete set of states, the search space for decoding has a graph structure.
Uncovering the most probable path through this graph implies uncovering the most prob-
able internal state sequence which is referred to as decoding task. Formally, the goal of
the decoding task is the determination of the state sequence ~s ∗ maximizing the posterior
probability
P (~s |~o, λ) = P (~o, ~s |λ)
P (~o|λ)
for a given HMM λ and an observation sequence ~o. Again, the maximization is independent
of the denominator. Thus, the most probable path is defined as:
P (~o, ~s ∗|λ) = max
~s∈ST
P (~o, ~s |λ) = P ∗(~o|λ). (3.22)
Generally, the decoding task can be solved efficiently by means of Dynamic Programming
techniques. The principle procedure is similar to the calculation of forward probabilities
(cf. figure 3.12). Contrary to this, the summation is replaced by maximization. Thus, the
forward probability αt(j) is replaced by
δt(j) = max
s1...st−1
{P (~o1, . . . , ~ot, s1 . . . st|λ)|st = Sj} (3.23)
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designating the maximum probability for generating the partial observation sequence
~o1, . . . , ~ot while selecting the most probable partial path and st = Sj . Simultaneously, a
traceback matrix ψ = [ψt(j)] is created for the extraction of the most probable global state
sequence which can be performed after the last observation. For classification purposes the
probability P ∗(~o|λ) = P (~o, ~s ∗|λ) for generating the observation sequence ~o while select-
ing the most probable state sequence ~s ∗ is used analogously to the generation probability as
defined before (cf. figure 3.12). However, both values usually differ because (partial) paths
which are alternative to the Viterbi path might also contribute to the final generation prob-
ability but they are considered in the Forward-, and Backward algorithms only. Since these
differences are only small and the fraction of the most probable path significantly dominates
the general generation probability, in practical applications the classification accuracy does
not suffer from these minor differences.
Usually, this efficient procedure for uncovering the most probable internal state sequence
is referred to as Viterbi-algorithm according to its inventor [Vit67]. In figure 3.13 the com-
plete algorithm is summarized.
1. Initialization: t = 1, ∀j = 1, . . . , N :
δ1(j) = pijbj(~o1) ψ1(j) = 0
2. Recursion: ∀t = 1, . . . , T − 1, j = 1, . . . , N :
δt+1(j) = max
i
{δt(i)aij}bj(~ot+1) ψt+1(j) = argmax
i
{δt(i)aij}
3. Termination:
P ∗(~o|λ) = P (~o, ~s ∗|λ) = max
i
δT (i) ~s
∗
T = argmax
i
δT (i)
4. Traceback: ∀t = T − 1, . . . , 1 :
~s ∗t = ψt+1(~s
∗
t+1)
Figure 3.13: Viterbi-algorithm for efficiently estimating the most probable internal state sequence of a Hidden
Markov Model for generating the observation sequence. During recursion a traceback matrix is
created which is evaluated for the actual extraction of the most probable path after the final
observation.
Parameter Estimation – Baum-Welch Training: In the previous sections, two gen-
eral methods for evaluating HMMs were discussed. Both of them implicitly assumed well
established models optimized for the best possible representation of the statistical properties
of data belonging to particular classes ω (words, protein families etc.). Since no analytical
solution for optimally adjusting the parameters of an HMM is known according to the pat-
tern class it represents given a set of sample data, these parameters are usually estimated by
means of some kind of guided training procedures. The guidance of the parameter estima-
tion process is mostly focused on the choice of the proper model topology (cf. figure 3.10)
according to the assumed internal structure of the data examined. Based on this expert-made
selection of the model architecture, which might be optimized in succeeding training steps,
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the model parameters, namely the transition and the emission probabilities, are estimated
iteratively.
In the following, the most prominent training procedure is briefly outlined. In addition to
this, the application of alternative machine learning approaches to the parameter estimation
task are reported in the literature. Among others, simulated annealing techniques for gra-
dient descent approaches [Edd95a], and combinations of vector quantization and decoding
techniques resulting in the so-called segmental k-means training [Jua90] were proposed.
Formally the task of parameter estimation can be defined as follows: Given an observa-
tion sequence ~o, the model λ∗ needs to be determined maximizing the generation probability
P (~o|λ∗):
P (~o|λ∗) = max
λ
∑
~s∈ST
P (~o, ~s |λ). (3.24)
The final HMM parameters maximizing the generation probability as defined above are
estimated iteratively starting from a suitable initial model λ0. The optimization progress of
all such iterative training approaches is monotone:
P (~o|λ′) ≥ P (~o|λ).
The actual convergence of the generation probability towards its maximum is strongly de-
pendent on the initialization step. Thus, random initialization is usually unsuitable and
mostly relative frequencies are counted on the training set serving as starting points
for the training procedure. Normally, the difference of generation probabilities ∆P =
P (~o|λ′) − P (~o|λ) estimated using the HMMs λ and λ′ of two succeeding training steps
is used as stop criterion. If ∆P <  for a sufficient threshold  it is very probable that the
generation probability has reached its maximum. In order to keep clarity of argumentation,
for the following explanations the treatment of a single observation sequence ~o is assumed.
However, for “real world” applications usually a larger set of sequences is exploited where
the parameters are estimated by averaging over the complete sample set.
The most common training procedure is the Baum-Welch algorithm generally repre-
senting a variant of the Expectation-Maximization (EM) algorithm [Dem77] which is a
method for Maximum-Likelihood parameter estimation of stochastic processes with hidden
variables. Here, the optimization criterion is the general generation probability of HMMs
P (~o|λ) as defined in terms of Forward-, and Backward variables αt(j), and βt(j) in equa-
tion 3.21. The basic idea can be summarized in two steps:
1. The statistical parameters of a given HMM λ are replaced by improved estimations
~pi′,A′,B′ which are obtained by applying the most recent model to the training set
and counting the relative frequencies.
2. For the modified model λ′ the generation probability P (~o|λ′) is estimated and due to
evaluation of the difference ∆P = P (~o|λ′) − P (~o|λ) the decision for continuing or
stopping the iteration is made.4
4Generally, both the generation probability P (~o|λ) obtained from the Forward- or Backward-algorithm, or
the state sequence specific generation probability P ∗(~o|λ) as generated by the Viterbi-algorithm can be
used equivalently.
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For efficiency, the Forward and Backward variables (cf. equations 3.19 and 3.20) are used.
First the posterior probability γt(i, j) of a transition from Si to Sj for a given t
γt(i, j) = P (st = Si, st+1 = Sj|~o, λ) = P (st = Si, st+1 = Sj, ~o|λ)
P (~o|λ)
=
αt(i)aijbj(~ot+1)βt+1(j)
P (~o|λ) =
αt(i)aijbj(~ot+1)βt+1(j)
N∑
j=1
αT (j)
, (3.25)
and the posterior probability of selecting a state Si for a given t
γt(i) = P (st = Si|~o, λ) =
N∑
j=1
γt(i, j) (3.26)
are defined. By means of these auxiliary variables, the HMM parameters can be estimated
based on their preceding values (and the actual observations). The resulting definition of
the start probabilities is as follows:
pi′i = P (s1 = Si) = γ1(i) =
α1(i)β1(i)∑
j
αT (j)
, (3.27)
whereas the transition probabilities can be estimated in the following way:
a′ij =
T−1∑
t=1
P (st = Si, st+1 = Sj|~o, λ)
T−1∑
t=1
P (st = Si|~o, λ)
=
T−1∑
t=1
γt(i, j)
T−1∑
t=1
γt(i)
. (3.28)
For discrete Hidden Markov Models, the emission parameters are estimated by:
b′jk =
T∑
t=1
P (st = Sj, ot = Ok|~o, λ)
T∑
t=1
P (st = Sj|~o, λ)
=
∑
t:ot=Ok
P (st = Sj|~o, λ)
T∑
t=1
P (st = Sj|~o, λ)
=
∑
t:ot=Ok
γt(j)
T∑
t=1
γt(j)
. (3.29)
Contrary to this, for continuous HMMs, where the emissions are modeled by mixture densi-
ties, both mean vectors ~µjk and covariance matricesCjk need to be estimated. As previously
mentioned (cf. page 47), the weights of the mixture components can be interpreted as the
output of a discrete HMM. Thus, estimations for improved weights cjk can be given in a
similar form as described above. Therefore, the probability ξt(j, k) for selecting the k-th
mixture component (Mt = k) for a given t and state Sj for the creation of a particular
emission ot is defined as
ξt(j, k) = P (st = Sj,Mt = k|~o, λ) =
N∑
i=1
αt−1(i)aijcjkgjk(ot)βt(j)
P (~o|λ) . (3.30)
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By means of this further auxiliary variable, the mixture weights can be estimated as follows:
c′jk =
T∑
t=1
P (st = Sj,Mt = k|~o, λ)
T∑
t=1
P (st = Sj|~o, λ)
=
T∑
t=1
ξt(j, k)
T∑
t=1
γt(j)
. (3.31)
For the estimation of both mean vectors and covariance matrices, the observations ~o are
taken into account with probability ξt(j, k):
~µ′jk =
T∑
t=1
ξt(j, k)~ot
T∑
t=1
ξt(j, k)
(3.32)
C′jk =
T∑
t=1
ξt(j, k)(~ot − ~µ′jk)(~ot − ~µ′jk)T
T∑
t=1
ξt(j, k)
. (3.33)
For the estimation of the emission parameters for semi-continuous modeling the ξt(j, k)
need to be replaced by their marginal distributions
ξt(k) =
N∑
j=1
ξt(j, k).
Profile HMMs for Sequence Families
In the last sections the general theory of Hidden Markov Models, including their mathemat-
ical definition and the most important algorithms for both estimating and evaluating them,
was summarized. Originally, HMMs were proposed for processing (one-dimensional) sig-
nals evolving in time. A large variety of applications within the research field of pattern
recognition based on “natural” signals can be realized using HMMs for probabilistic model-
ing of the appropriate “essentials” of specific pattern classes. Certainly the most prominent
example is the application of HMMs to the task of automatic speech recognition.
Generally, HMMs are the methodology of choice for the classification of observation se-
quences with varying lengths containing moderate changes in their actual composition. This
is reasoned by the fact that most sequential data can be interpreted as “signals evolving in
time” due to minor abstraction from “time”. Although protein sequences are obviously not
evolving in time, their functional dependency on the residues’ positions is comparable to the
temporal relations of natural signals as previously mentioned. The most common applica-
tion concept is the modeling of certain protein families using Hidden Markov Models. Here,
all sequences belonging to a particular family (corresponding to the general pattern class ω)
are interpreted as observations generated from a common origin. Due to the evolutionary
variance, simple template matching approaches fail for sequence comparison. Contrary to
this, protein family specific HMMs cover the complete statistical variance, i.e. evolutionary
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divergences, as MSAs in one global model. If sufficient training samples are available for
the creation of Profile HMMs, i.e. if the model parameters can be established statistically
robust, Profile HMMs for protein families are superior in their classification accuracy.
Basically, Profile HMMs represent an enhancement of the Profile concept discussed ear-
lier. Their conceptual linkage can be described as follows. Besides the probabilistic gener-
ation of residues at every column of an MSA, here, further structural information regarding
the protein family covered by the MSA is incorporated in a stochastic model. According
to its appropriate predecessor, a column of an MSA is probabilistically “activated”, i.e. the
probability distributions of the emission symbols assigned to every column of an MSA are
evaluated depending on the actual column and its predecessor.
In the following, several practical aspects of Profile HMM applications for protein se-
quence comparison tasks are discussed. First, their actual use for sequence analysis is ex-
plained before certain modeling aspects relevant for successful applicability of these models
are outlined. By means of these explanations it will become clear how Profile HMMs are
used for statistically modeling the essentials of protein families and how they are used for
the classification (alignment) of unknown sequences to these models. The fundamental dif-
ference to pairwise sequence comparison is the alignment of query sequences to models
instead of to single sequences.
Practical use of Profile HMMs: In order to illustrate the general concepts of apply-
ing Profile HMMs for protein sequence comparison, their use for the initially mentioned
example task of drug discovery, namely target identification, is utilized (cf. section 2.4.1).
Generally, two main categories of applications within the task of sequence analysis directly
corresponding to the application concepts of Profile HMMs can be distinguished:
1. Target search (screening): The major impact of the paradigm shift in molecular bi-
ology research towards the application of computational methods is the change from
very specific investigations focused on previous expertise to broader analysis of com-
plete organisms. In the early stages of the drug design pipeline as illustrated in figure
2.7 on page 18, complete genomes are scanned for putative targets. Usually, this pro-
cess is called screening and performed with respect to distinct protein families of
interest (e.g. being therapeutical relevant) in a high-throughput manner, i.e. highly
automated for large databases.
Speaking more technically with respect to the current context, Profile HMMs are
created using initial sample sequences of the particular protein family obtained
elsewhere and afterwards applied to the target search process. Here, the complete
database of sequences (e.g. all proteins corresponding to the genome of interest) is
separately aligned to the model and the sequences producing significant scores are in-
terpreted as search hits belonging to the protein family the Profile HMM represents.
Within the formalism of Hidden Markov Models, the scores are calculated by estimat-
ing the generation probability P (~o|λ) (Forward-algorithm) optionally regarding the
most probable state sequence P (~o, ~s∗|λ) (Viterbi-algorithm). Applying the Viterbi-
algorithm additionally reveals structural details of the sequences analyzed, e.g. the
correct segmentation of protein domains.
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The probability of a target hit is derived from the scores created by the appropriate
Profile HMMs. As usual in pairwise sequence comparison, log-odd scores are calcu-
lated comparing the likelihoods for the target model and some kind of background (or
random) model. By means of statistical tests as described in section 3.1.1 the signifi-
cance for a target hit or miss can be estimated. The actual selection of the background
model is rather crucial and the quality of database search results using Profile HMMs
strongly depends on it. Several strategies exist for the actual choice of the background
model as well as for regularizations of the Profile HMMs themselves. They will be
discussed later in this chapter on page 59f.
2. Sequence classification (annotation): The second concept of Profile HMM ap-
plication is the classification of sequences regarding multiple protein families. This
task directly corresponds to classical pattern recognition applications. As in auto-
matic speech recognition a limited set of classes (i.e. protein families) exists, and a
complete database needs to be annotated regarding this inventory.
Contrary to the screening task described above, here family models are used for scor-
ing in a competitive way (putatively enhanced by a general or background model
capturing all sequences not belonging to any protein family covered by the set of
Profile HMMs). Usually, within the drug discovery process, sequence classification
as described here is performed for target validation.
The scoring process itself is similar to the one described for target search procedures.
Sequences are aligned to all Profile HMMs and the most likely model determined
by the best score (Viterbi- or Forward-probability) determines the actual decision
regarding putative family affiliation. Contrary to e.g. speech recognition applications,
the classification of sequences regarding protein family memberships is presently
performed sequentially, i.e. every query sequence is aligned serially to every Profile
HMM.
Emission type: The fundamental question to be answered for determining the func-
tion of a protein is how its three-dimensional structure is organized. Unfortunately, so far
the general problem could not be solved. However, an accurate alignment of unknown se-
quences to sequences whose functions are already known provides a wealth of information
for further analysis. Thus, most sequence analysis approaches are based on raw amino-acid
data, i.e. string processing.
Profile HMMs can be interpreted as stochastic derivatives of MSAs. In these premises,
at present discrete Hidden Markov Models are used exclusively for modeling protein fami-
lies. In fact, to the author’s knowledge there is no literature available addressing alternative
emission modeling. The discrete symbol set of Profile HMMs consists of the 20 standard
amino acids as described in section 2.2.1. Thus, every state of a Profile HMM contains
discrete probability distributions for these symbols.
Modeling: So far the application concepts and emission details of Profile HMMs were
discussed which gave an overview of the principles of model evaluation for protein se-
quence analysis. The existence of proper models stochastically capturing the essentials of
the particular protein families was implicitly assumed.
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However, before query sequences can be aligned to protein family models, these Profile
HMMs need to be established, which is a rather crucial process because the quality of the
models directly influences the quality of the alignments and thus the classification perfor-
mance itself. As stated above, Profile HMMs are a generalization of the Profile concept.
Profile HMMs stochastically represent multiple sequence alignments. Thus, the design of
the model architecture strongly follows the concepts of MSA.
The conserved parts of an MSA (consensus), i.e. those columns containing less gaps than
a given threshold ϑ (usually ϑ is set to 50 or 75 percent) are taken as the base of a Profile
HMM. In fact, every column of the consensus string belonging to a particular protein family
corresponds to an ordinary HMM state including its (state-specific) probability distribution
of the emission symbols. Initially, the emission distribution is obtained by counting the fre-
quencies of the amino acids at the particular column of the MSA. The consensus based
states are directly connected in a linear chain. Since such a chain represents the conserved
parts of a sequence family that most members share and thus during alignment match in
terms of DP, these states are called Match states. Usually, the number of Match states de-
termines the length of the complete Profile HMM.
The consensus of an MSA and thus the chain of Match states only represents sequence
parts common to the majority of family members. In order to achieve more flexibility, i.e.
to generate high alignment scores for sequences belonging to a particular family but not
sharing all consensus parts like remote homologues, special states are included into the
Profile HMM architecture. For every Match state two specialized states are added. Together,
these three states are subsumed in so-called nodes containing high connectivity between
states of the same node and between different nodes for flexibility. For obvious reasons this
kind of model topology (which is the base for almost all present Profile HMM approaches)
is called the three-state architecture.
First, insertions during the alignment of a query sequence to a Profile HMM need to be
managed. This is performed using Insert states. Since residues are actually added during
insertions, Insert states are in principal of the same type as Match states. However, due to
the possibility of inserting sequence parts of generally arbitrary length, these states contain
self-transitions. By means of the probability of a self-transition the length of the insertion
is stochastically adjusted.
Second, deletions might occur during alignment. Consequently, in the Profile HMM ar-
chitecture separate Delete states are incorporated for every node. Contrary to Match and
Insert states, these states are “silent”, i.e. no emissions are generated.
The connectivity of Profile HMMs is almost comparable to fully connected Left-Right
topologies (cf. figure 3.10). This is reasoned by the fact that highly diverging sequences
need to be captured by the protein family models. Contrary to e.g. speech recognition ap-
plications where small semantic units are modeled, Profile HMMs are mostly very large
often consisting of several hundreds states. Due to the high connectivity rate (especially
reasoned by the Delete states allowing transitions from every state to all its successors) the
computational effort for model evaluation is rather high.
The general model architecture of Profile HMMs consisting of three different kinds of
states is shown in figure 3.14. For every column in the consensus, a node consisting of a
Match (squares), an Insert (diamonds), and a Delete (circles) state is drawn. Exemplary for
Match states the emission probability distributions are shown below the states. Principally,
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Figure 3.14: Common Profile HMM architecture based on three different kinds of states: Match (squares)
for conserved columns of an MSA, Insert (diamonds) for insertions into, and Delete (circles)
for deletions from consensus sequence. Delete states are silent whereas Match and Insert states
produce emission symbols according to state-specific probability distributions (omitted for bet-
ter readability for Insert states). For consistency to the standard literature (cf. e.g. [Dur98]),
the silent Begin and End states are shown as (small) squares although non-emitting states are
represented by circles.
Insert states also contain such distributions but for better readability they are omitted here.
The rather complex connectivity of the model architecture is illustrated by arrows each
representing transition probabilities. The silent Begin and End states are just for simplicity
of the model management (all alignments principally start in Begin and end in End).
In addition to the principle three-state architecture, several refinements of the model
topology were proposed. Generally, all of them are enhancements of the basic architec-
ture usually introducing special states and transitions allowing local alignments of the sub-
model to parts of larger sequences. The most notable enhancement is the so-called Plan7
architecture, which incorporates several “garbage” states capturing all observations not ex-
plicitly modeled by the Profile HMM. In figure 3.15 this architecture is illustrated.
Most Profile HMMs are established by exploiting the result of a preceding multiple se-
quence alignment. Here, the model initialization is straightforward due to MSA analysis.
Furthermore, modeling approaches not requiring preceding MSAs are described in the liter-
ature [Kro94a]. Based on several heuristics, the model length and thus the final architecture
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Figure 3.15: Refinement of the three-state Profile HMM architecture: Plan7. In the middle of the sketch the
general Profile HMM architecture is drawn whereas at the borders flanking states and transitions
for arbitrary alignment positions within larger sequences and “garbage” collection are shown.
is automatically learned in an iterative process by dynamically inserting and deleting nodes
as necessary. The process is initialized by taking the first sequence of the training set as
the (trivial) initial model. All following sequences are aligned to this model and depend-
ing on the actual use of the Insert and Delete states belonging to a certain node, this node
is removed or a new one is created. The procedure converges rather quickly resulting in
powerful Profile HMMs.
Model regularization: When applying Profile HMMs, query sequences are aligned to
stochastic models established using machine learning approaches. It is the characteristic of
such techniques to learn the models’ parameters from representative training sets. On the
one hand this procedure is very smart because models are created data-driven, i.e. without
major external expertise regarding the data. In fact, this is the major reason for the supe-
rior performance of sequence analysis approaches using probabilistic models – if sufficient
numbers of suitable training samples are available. Unfortunately, it is this advantage which
turns into a major drawback if not enough training material is available. Without any fur-
ther restrictions all model parameters, i.e. transition and emission probabilities, to which no
training samples were assigned are fixed to zero which implies extremely poor generaliza-
tion abilities for the resulting Profile HMM. Due to the complicated model architecture of
Profile HMMs incorporating vast amounts of states, weak or even no estimates are not the
exceptional case.
In order to overcome this so-called sparse data problem, several approaches were pro-
posed regularizing Profile models. Most of them are focused on the incorporation of prior
knowledge into the probabilistic framework of Hidden Markov Models by means of some
kind of pseudocounts, i.e. adding artificial counts for the appropriate parameters. Gener-
ally, the problem exists for both transition, and emission probabilities, but the emission
probabilities are more important for the actual scoring.
Kevin Karplus already compared several different regularizers for estimating distribu-
tions of amino acids in 1995 [Kar95]. The simplest way of avoiding zero probabilities is to
add small, fixed, positive zero-offsets to each count of amino acids which is usually called
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Laplacian’s rule. Although this method is very simple, and thus seems attractive, the re-
sults are rather poor because really small probabilities are systematically overestimated.
The suggested refinement of adjusting the offset values more specifically, e.g. by evaluating
scoring matrices in dependency of the model parameters and the data observed, is only an
option for special cases because again a lot of example data is required.
At present, the most promising method for regularizing Profile HMMs is the modeling
of prior knowledge using mixtures of Dirichlet distributions [Bro93, Sjo¨96]. For certain
alignment environments specific Dirichlet distributions are defined and the evaluation of
the mixture of these Dirichlets delivers suitable pseudocounts for smoothing the amino acid
probability distribution.
Since Dirichlet distributions D are the simplest form of parametric, multinomial discrete
distributions they are a “natural choice” [Dur98, p.302] for probability parameters to use as
prior distributions (cf. figure 3.16 for a more detailed motivation). A Dirichlet distribution
is the distribution over the set of all probability vectors ~p (i.e., pi ≥ 0 and
∑
i pi = 1). For
proteins pi = P (amino acid i), and K = 20:
D(~p|~α) =
K∏
i=1
pαi−1i
Z
.
Here, ~α = (α1, . . . , αK)T with αi > 0 are constant parameters specifying a single distri-
bution. Z is a normalizing factor which can be expressed in terms of the gamma function.
Further mathematical details regarding the definition of Dirichlet distributions and their sta-
tistical properties, which are beyond the scope of this thesis, are explained in e.g. [Joh72]
and Dan Geiger discusses several theoretical aspects regarding Dirichlet distributions within
general machine learning approaches in [Gei96].
For regularizing amino acid distributions, several sets of ~αe are defined usually corre-
sponding to different types of alignment environments e. By means of these (mostly man-
ual) choices of ~α the prior knowledge for avoiding zero probabilities is incorporated. Given
a count cja for a state j and an amino acid a the likelihood for a particular prior distribution
De is estimated based on how well it fits the observed data. Both estimations are combined
according to the posterior probabilities yielding the estimate of the emission parameter to
be regularized [Dur98, p.117]:
bj(a) =
∑
e
P (e|~cj) cja + α
e
a∑
a′
(cja′ + αea′)
where P (e|~cj) are the posterior mixture coefficients calculated by Bayes’ rule:
P (e|~cj) = peP (~cj|e)∑
e′
p′eP (~cj|e′)
and pe are the prior probabilities of each mixture component De. P (~cj|e) is the probability
of the data according to the e-th Dirichlet mixture:
P (~cj|e) =
(∑
a
cja
)
!Γ
(∑
a
cja + α
e
a
)
Γ
(∑
a
αea
)
∏
a
cja!
∏
a
Γ(cja + αea)
∏
a
Γ(αea)
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with Γ(x) representing the standard gamma function.
Dirichlet mixtures can be adjusted very finely thus generating high quality multinomial
distributions and it could be shown that good Profile HMMs can be created with small
training sets [Sjo¨96].
Background model: The major difficulty in screening applications is the distinction
between matches and mismatches for alignments of query sequences to a particular Profile
HMM. As already introduced for the general pairwise sequence analysis approach (cf. page
31f.), the raw alignment scores are substituted by their likelihood ratio according to a proper
null model, i.e. a background model which captures the random hypothesis.
Generally, the choice of a suitable background model is an issue for Profile HMMs, too.
Alignment scores, which are here generation probabilities of Profile HMMs, are strongly
dependent on the length of the query sequences. Thus, besides generally distinguishing
model matches from random alignments, some kind of length normalization needs to be
provided. Once a proper background model is found, log-odd ratios can be used for simple
threshold based discrimination.
Several choices of null models were proposed for Profile HMMs. Technically, the gen-
eration probabilities are divided by the background distribution of the observation symbols
as defined by the particular null model R (cf. section 3.1.1). Thus the final log-odd scores
S(~o, λ) for aligning a sequence of observations ~o of length T to a model λ are principally
defined as follows:
S(~o, λ) = log
P (~o|λ)
P (~o|R) = log
P (~o|λ)
T∏
t=1
P (ot)
.
The simplest choice of R is a uniform background distribution of all possible observation
symbols, i.e. P (ot) = 1/K where K represents the number of different possible obser-
vations (20 when using plain amino acid symbols). Unfortunately, this simple choice of a
background model did not prove very robust for practical applications because, independent
of the actual emissions, a uniform background distribution is a rather artificial assumption.
Christian Barrett and colleagues summarized a variety of further null models in [Bar97].
Besides the flat distribution, where each amino acid is assumed equally likely as described
above, they investigated the following choices of null models based on real experiments
with Globins, EF-hands, and Ferredoxins:
• The background distribution of amino acids over all proteins,
• The amino acid frequencies of the appropriate training set,
• The average amino acid frequencies of the training set limited to the match states,
• The normalized geometric mean of match state probabilities of the amino acids,
• The amino acid frequencies of the scored sequence, and
• A complex null model based on the trained model’s transitions multiplied with the
geometric mean of its match states.
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The most common procedure for estimating a statistical modelM , i.e. its parameter vector
~θ, using a given sample set D, is the so-called Maximum Likelihood (ML) estimation.
Given the data vectors of D the corresponding optimal parameter sets is obtained by
maximizing the likelihood function P ( ~D|θ) = P (~x1, ~x2, . . . , ~xT |~θ) (for details regarding
the actual maximization process cf. e.g. [Fin03, p.49ff]):
~θ∗ = argmax
~θ
P (D|~θ).
Especially when estimating the parameters for a multinomial distribution (like the distri-
bution of the 20 standard amino acids) the actual ML estimation mostly implies counting
relative frequencies. Here, the basic problem is the treatment of so-called zero frequen-
cies, i.e. which values to assign to components of ~θ where no corresponding data could
be observed.
The simplest solution is to “trust” the data observed and assign zero to the appropriate pa-
rameters. However, it is rather unrealistic to assume hard zero probabilities only because
the appropriate samples did not occur within the sample set used for model estimation. In-
stead, mostly certain prior knowledge regarding the model parameters exists which could
be incorporated into the model estimation process.
One possible solution is the incorporation of prior knowledge using Bayes’ rule:
P (~θ|D) = P (D|
~θ)P (~θ)
P (D)
=
P (D|~θ)P (~θ)∫
~θ
P (D|~θ)P (~θ) ,
which implies a posterior estimation of the model parameters given D and some kind of
prior knowledge regarding ~θ. The basic question to be answered here is, how to model
this prior knowledge? The most convenient solution is the use of prior distributions which
are generally similar to the distributions to be modeled – conjugate distributions. The
distribution P (~θ) (the prior knowledge) is called conjugate distribution for P (D|~θ), if
P (~θ|D) (the posterior distribution) and P (~θ) are of the same kind, i.e. if they belong to
the same family of distributions. This means, if a likelihood function is given and the
appropriate conjugate distribution is known, the corresponding posterior distribution is
known to be of the same kind. Thus, closed forms can directly be given and calculated
which extremely simplifies the general problem of prior knowledge incorporation.
In fact, Dirichlet distributions are conjugates for multinomial distributions. Thus, if prior
knowledge is modeled using a Dirichlet distribution with parameter vector ~α, the desired
posterior P (D|~θ) is a Dirichlet, too. It can easily be shown that the parameters of the
posterior distribution are now ~α′ = ~α+ ~θ which implies very easy model estimation.
Figure 3.16: General motivation for using Dirichlet distributions for model parameterization.
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They summed-up with the conclusion that family specific null models seem to perform bet-
ter than global models. Especially for remote homology detection the complex null model
can improve the discrimination abilities of Profile HMMs. In a consecutive analysis, they
found out that “. . . when scoring databases with an HMM built for [. . . ] families, sequences
that are compositionally biased towards [more rarely seen residues like cysteine] tend to
receive inflated scores and become false positives [i.e. false classifications]” [Kar98]. Con-
sequently, they propose to use the scores of the alignment of the reversed sequence as null
probabilities because the reversed sequence has the same length and composition of the
sequence itself which eliminates the bias mentioned above.
Motif based Models: By means of Profile HMMs usually complete protein families
or superfamilies mostly based on domains are modeled. The more abstract the functional
relationships of the member sequences are, the weaker are the similarities of them at the
sequence level. Compared to traditional (pairwise) sequence comparison techniques the
classification performance of Profile HMMs is still acceptable for such highly diverging
sequences. This is reasoned by the probabilistic modeling of the essentials of the appropriate
protein families.
However, in order to capture these essentials of the sequence families, rather complex
model architectures allowing as much flexibility as possible are required (cf. figures 3.14
and 3.15, respectively). The price for this flexibility is really high because the parameters
for O(3N) states need to be estimated, where N designates the length of the consensus
sequence. Generally, for robust modeling this implies large amounts of training samples.
Even the use of sophisticated regularization techniques as described earlier does not solve
the problem in general, it only alleviates the symptoms.
The sparse data problem for modeling robust Profile HMMs for protein families is gen-
erally well-known and principally the same as for modeling robust Hidden Markov Models
for automatic speech recognition. Here, the apparent modeling base would be to establish
HMMs for every word of a given lexicon. Unfortunately, especially for complex languages
containing large numbers of different words, the training material is sufficient only in a
few cases. Thus, almost all state-of-the-art systems for automatic speech recognition are
based on HMMs for much smaller units – so-called triphones, i.e. phonemes including their
surrounding (generalized) neighbor phonemes (cf. e.g. [Hua01, pp. 430ff]).
The conceptual equivalent of triphones in protein sequence analysis applications is the so-
called motif. A motif is the smallest contiguous, conserved unit of e.g. a multiple alignment
of related sequences. Several motif finding approaches were proposed in the literature (cf.
e.g [Hud99] for an overview) but so far only one method was described which directly
exploits the results of a motif finding algorithm for establishing HMMs.
William Grundy and colleagues developed both the Multiple Expectation Maximization
for Motif Elicitation (MEME) algorithm for discovering motifs shared by a set of sequences
using the EM-algorithm [Bai95] and the Meta-MEME system which establishes HMMs for
the motifs obtained using MEME [Gru97]. By means of the Motif Alignment & Search Tool
(MAST) these motif based HMMs are used for protein sequence analysis [Bai98]. Since
the motifs found by MEME are highly conserved throughout most of the sequences ana-
lyzed in both length and composition, the resulting model architecture is less complex than
the general Profile HMM topology. The motif based models include the chain of Match
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states which is already known from Profile HMMs with transition probabilities of 1.0 be-
tween them and single Insert states at the end of each motif model allowing for residues not
captured by the models. In figure 3.17 the resulting model architecture is illustrated with
respect to the original Profile HMM topology whose additional states and transitions, which
are skipped by the Meta-MEME models, are drawn in grey.
EndBegin
1.0 1.0
Motif 1
1.0
Motif 2
1.0 1.0 1.0 1.0
x0
1-x0
x1
x1
1-x1
x2
x2
1-x2
1-x21-x0 1-x1
x0
Figure 3.17: HMM topology as defined in the Meta-MEME system: Compared to the standard three-state
Profile HMM architecture (grey and dark parts) only the darker states and transitions are defined
(adopted from [Gru97]).
According to the authors of the Meta-MEME system, the concatenation of motif based
HMMs instead of using conventional Profile HMMs leads to superior classification results,
especially for smaller training sets. In [Gru97] they present significant improvements for
the classification of 4Fe-4S ferredoxins. However, the only motif based modeling approach
using HMMs contains several heuristics and weak points which seem to prevent the good
result mentioned above from generalization. Especially the isolated motif search and mod-
eling procedures seem to be critical since the (very simple) model architecture is not op-
timized depending on the specifics of the appropriate protein families. Furthermore, the
motif finding approach needs to be parameterized using substantial prior knowledge as the
number of occurrences of single motifs and the range of their lengths etc. In summary, the
present principle modeling of smaller parts is promising but several constraints let doubts
arise regarding the general improvement of remote homology detection.
Summary: Hidden Markov Models are presently the methodology of choice for the clas-
sification of signals evolving in time containing both length and content variance. Espe-
cially for the automatic recognition of spoken language or handwritten script, HMMs are
the dominating concept. The analyzed data is generally interpreted as the result of a two-
stage stochastic process represented by a generating finite automaton. In the first step one
state out of a finite set is probabilistically selected dependent on its immediate predecessor.
By evaluating state specific probability distributions the emission (symbol) is generated.
In the last decade, a variant of Hidden Markov Models relevant for protein sequence anal-
ysis tasks has been established – Profile HMMs. Based on a generalization of the Profile
approach, which assigns position-specific scoring matrices to a multiple sequence align-
ment, stochastic models for protein families of interest are established. The classification of
a query sequence is performed by aligning it to the appropriate Profile HMM.
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Presently, two major toolkits for protein sequence analysis using Profile HMMs exist:
SAM [Hug96] and HMMER [Edd01]. Profile HMMs created by both systems are gener-
ally based on the classical three-state model architecture consisting of Match, Insert, and
Delete states. Traditional pairwise sequence alignment techniques are outperformed by Pro-
file HMMs for remote homology detection if sufficient numbers of training samples are
available. However, the general problem of remote homology detection is also not solved
at all by means of the most powerful Profile HMMs.
3.2.3 Further Probabilistic Modeling Approaches
Compared to conventional pairwise sequence analysis approaches as described in section
3.1, probabilistic approaches are currently the methodology of choice especially for remote
homology detection tasks. Their superior classification performance is reasoned by the fact
that by means of stochastic models more “fuzzy” search procedures become possible since
uncertainty is explicitly integrated into the classification framework which is advantageous
for highly diverging but related sequence data.
In the last sections, the most promising probabilistic models of protein sequence fami-
lies were discussed – Profile Hidden Markov Models. Actually this thesis is directed to the
analysis and improvement of HMM based sequence analysis approaches for remote homol-
ogy detection. However, in addition to this powerful stochastic modeling technique, several
alternative approaches for probabilistic sequence analysis were developed in the machine
learning community.
In the following, a selection of alternative machine learning based sequence compari-
son approaches is presented. Here, the focus is on a general overview of applications, thus
there is neither any claim for completeness nor for exhaustive explanations of all details. In-
stead, the interested reader is referred to the excellent monograph of Pierre Baldi and Søren
Brunak [Bal01]. Although the selection presented here is certainly more or less subjective,
it covers the most promising state-of-the-art alternatives to Profile HMMs.
Neural Networks
The application of artificial neural networks to the task of biological sequence comparison
has a fairly long history. Beginning with applying the perceptron to the prediction of ri-
bosome binding sites based on amino acid sequence input in 1982 [Sto82], up to present
structure prediction approaches utilizing sophisticated model architectures (cf. e.g. [Wu00]
for a review of current techniques and applications), they are the most prominent alternative
of probabilistic models for sequence families to Profile HMMs.
Generally, neural networks can be described as parallel computational models consisting
of densely interconnected adaptive processing elements called neurons. They can also be
viewed as one broad class of parameterized graphical models representing a directed graph
where the connection between two neurons i and j is weighted by wij . Usually, the basic
units of neural networks are organized in multiple hierarchical layered architectures consist-
ing of specific input and output layers whose neurons are visible representing the interface
of the network to the outer world, and internal layers containing hidden neurons. Artificial
neural networks are applied to various classification tasks as a general function approxima-
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tion technique. Therefore, data is presented to the input layer and the classification result
can be extracted from the membership probabilities of the N output neurons representing
N classes. The membership probabilities are implicitly calculated by the neural network by
means of the level of activation of all neurons. The activity of a single neuron i depends
on its signal input which originates from the output of its connected neighbor neurons j,
which are amplified or alleviated by the weight of the connections wij . The actual level of
activation yi is determined by the transfer function fi of the particular neuron resulting in
the following activation rule:
yi = fi(hi) where hi =
∑
j 6=i
wijyj.
Usually, the transfer function is of non-linear, sigmoid type. Common examples are the lo-
gistic function, or tanh, or arctan. For specialization regarding certain classification tasks
of signal data, the weights between neurons are adjusted in a training step. Among other
possibilities, this is mostly realized by minimizing an error function for the given train-
ing samples. Within the Bayesian framework (cf. HMMs) this corresponds to the usual
procedure of model fitting and parameter estimation. Especially the existence of powerful
training techniques like the widely used Backpropagation algorithm (cf. e.g. [Zel97]) is a
good argument for their broad acceptance for probabilistic classification tasks.
The most important, and critical decision which needs to be taken when artificial neural
networks are applied to a particular pattern classification task is the choice of a suitable
representation of the data analyzed. Usually, in a preprocessing step related regions of the
signal analyzed are subsumed in so-called receptive fields which are presented to the net-
work. For the comparison of sequences with varying lengths, adjacent residues within a
local context window are usually subsumed in the abovementioned preprocessing step. The
length of the window is highly application specific and usually subsequent windows overlap
significantly. Since only numerical values are processed during function approximation, all
input data needs to be encoded in a proper numerical representation. For sequence analysis
tasks, several approaches were developed:
• Amino acids are represented by 20-dimensional orthogonal vectors, which means e.g.
(1, 0, 0, . . . , 0)T for Alanine, (0, 1, 0, 0, . . . , 0)T for Cysteine etc.
• Amino acids are grouped according to some biochemical criterion (hydrophobicity,
polarity etc.) resulting in usually less than 20 new symbolic representations which are
encoded using orthogonal vectors as described above.
• Based on the local context windows analyzed, some higher order statistics like the
relative frequencies of certain n-mers, i.e. the term frequencies of n-gram terms, are
treated as input data (cf. e.g. [Wan01]).
• Amino acids are directly mapped to numerical values by means of encoding schemes
measuring certain biochemical properties based on practical expertise.
According to the facts discussed above, the typical procedure for sequence analysis using
neural networks can be summarized as following:
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1. Amino acid sequences are mapped to a proper numerical representation. In addition
to this, certain abstraction is included since averaged values of local context win-
dows are used instead of raw sequence data. As a general design issue, the output
representation, i.e. how to obtain the classification result, needs to be defined.
2. Depending on the actual application a suitable model architecture is chosen for the
desired neural network. Usually, the general characteristics of the network are fixed
here (e.g. time-delay neural networks for explicit consideration of the position depen-
dency of the residues vs. “simple” feed-forward networks) and the number of layers
and neurons is determined (or learned).
3. Once the model architecture, and the input and output representations are deter-
mined, the model is trained using representative sample sets. The training method
used mostly depends on the actual model type.
4. After the model building and training stages, the neural network can be used for the
classification of unknown sequences regarding the protein families which the model
captures. Therefore, all query sequences are converted into the numerical represen-
tation (chosen in 1) and the data is presented to the model. The activity levels of the
output neurons determine the actual classification decision.
Artificial neural networks are very powerful especially for highly diverging but related se-
quences. Generally, by means of more or less complex model architectures almost arbitrary
functions can be approximated which is advantageous for remote homology detection. The
major drawback preventing general applicability to sequence analysis tasks is their substan-
tial demand for training samples. Additionally, rather complicated model types with com-
plex topologies are required for processing unsegmented data. In figure 3.18 the sequence
analysis approach using neural networks is illustrated.
Stochastic Grammars
As described in chapter 2, protein sequences consist of residues originating from a fixed
set of amino acids. They are represented as strings and sequence analysis is mostly based
on some kind of string comparison. Speaking more formally, protein sequences of a par-
ticular protein family are words over the alphabet of amino acids. All valid words of the
protein family are summarized in the “language” of protein sequences which is defined by
its grammar – a compact set of rules for generating it. If the grammar of the language was
known, the problem of sequence analysis would be solved because the generation rules
only need to be evaluated for the query sequences regarding acceptance to the language,
i.e. the protein family of interest. Unfortunately, except for trivial cases the grammar of
protein families cannot be specified ab initio which complicates the sequence analysis task
as already discussed.
In the last few years a generalization of the Hidden Markov Formalism has become pop-
ular for sequence classification tasks: stochastic (context free) grammars (SCFGs). This is
especially the case for RNA analysis. Here, the basic idea is to derive probabilistic rules
for generating the language of words, i.e. RNA belonging to a certain class, or members
of a particular protein family. Once the rules are obtained, they can be evaluated for query
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Figure 3.18: Illustration of the sequence classification approach using artificial neural networks: Based on
the raw sequence data some kind of feature representation is extracted which is presented to the
neural network whose output neuron activities are used for the final classification decision (from
left to right).
sequences delivering a probability for accepting them as words of the language modeled.
In summary, stochastic grammars are obtained by superimposing a probability structure on
the set of production rules, e.g. (cf. [Bal01, p.282]):
α→ β : P (α→ β) with
∑
β
P (α→ β) = 1.
Thus, stochastic grammars are characterized by a set of parameters and can be interpreted
as probabilistic generative models for the appropriate corresponding languages. Usually,
the set of rules needs to be specified by experts which is a major drawback of the general
method. Besides this, there are approaches where one tries to derive the set of rules from
multiple alignments by creating and analyzing the assigned parse tree.
Due to their context free character, SCFGs are less restrictive than HMMs, theoretically
allowing more flexible sequence comparison. This seems attractive, especially for remote
homology detection, but the price for this flexibility is rather high. In order to obtain robust
SCFGs for protein families, large datasets are required for deriving the generation rules.
Although the same regularization mechanisms as for HMMs can be applied in principal,
the problem has not been solved so far. In [Bal01] further limitations such as computational
complexity are reported which currently prevent general applicability of SCFGs for protein
sequence analysis.
Support Vector Machines
The majority of state-of-the-art sequence analysis methods including the probabilistic ap-
proaches described so far, are based on the examination and modeling of sequence simi-
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larities. As an example Profile HMMs are optimized towards the detection of remote but
still somehow similar sequences affiliated to a particular protein family. As previously men-
tioned (cf. pages 61ff), the discrimination between target hits and misses is of major impor-
tance in order to keep the number of false predictions as low as possible. This is especially
true for screening applications like those performed for target identification in drug dis-
covery tasks. Usually this problem is tackled by explicitly analyzing the ratio of scores
obtained due to evaluation of the appropriate target model and a sophisticated background
model. Consequently, this implies nothing else than explicitly analyzing the dissimilarities
between two models.
Recently, in the machine learning community certain approaches have been developed
addressing optimized discrimination between classes. Certainly the most prominent exam-
ple of such techniques are the so-called Support Vector Machines (SVMs) introduced by
Vladimir Vapnik. The monograph of Nello Christiani and John Shawe-Taylor on this topic
is the basis for the following argumentation [Chr00]. For problems of linearly separating
patterns of arbitrary dimensionality originating from two different classes5, the specific hy-
perplane which optimally discriminates both classes including maximum generalization to
unknown data is searched. An optimal hyperplane is defined as the linear decision function
with maximal margin between the vectors of the two classes (cf. figure 3.19) and it was ob-
served that to construct such optimal hyperplanes, only a small amount of the training data
needs to be taken into account, the so-called Support Vectors which determine the margin
[Cor95]. Due to their mathematical simplicity, linear discrimination planes are favorable.
optimal hyperplane
optimal margin
Figure 3.19: Example of a linearly separable problem in a two-dimensional space – the discriminating hyper-
plane is defined by means of the grey shaded support vectors (adopted from [Cor95]).
Unfortunately, most classification problems are not linearly separable when processing
the appropriate data in its actual dimensionality, i.e. within the original data space. However,
by transferring the data into a higher-dimensional space, usually the classification problem
can be solved by means of the desired discriminating hyperplane. In fact, this is the basic
idea of SVM based classification approaches.
5Generally, every n-class problem can easily be reduced to n− 1 two-class problems. Thus, the theoretical
considerations are usually restricted to two-class problems.
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For a classification problem which cannot be solved by linear discrimination in the orig-
inal data space but should be solved by means of the SVM technique, it first needs to be
investigated how to obtain a proper higher-dimensional data space which allows the dis-
crimination using a hyperplane. When Φ is assumed as a nonlinear transformation which
maps data vectors ~x ∈ Rn into a higher-dimensional space RN with N  n, where the
training samples are linearly separable, then the discrimination function is defined as fol-
lows:
f(~x) = ~wTΦ(~x) + b.
Here ~w and b designates the parameters for the desired hyperplane. Due to the linear separa-
bility in the target spaceRN , ~w can be expressed by a linear combination of the transformed
sample vectors which corresponds to the Perceptron learning algorithm (cf. [Zel97]):
f(~x) = ~wTΦ(~x) + b =
I∑
i=1
αiyiΦ(~xi)
TΦ(~x) + b, (3.34)
with αi denoting the number of false classifications during training and yi ∈ {−1, 1} des-
ignating the classification result for the two-class problem. The size of the sample set used
for obtaining the discrimination function is represented by I .
The basic practical problem with equation 3.34 is the exploding computational effort
when enlarging the dimensionality of the data. Thus, usually the straightforward solution
of direct transformation of the data cannot be applied. However, there are transformations
Φ, whose dot product Φ(~x)TΦ(~z) can be expressed as function k of the dot product of both
~x and ~z in the original space, i.e.:
Φ(~x)TΦ(~z) = k(~xT~z).
This implies that the dot product of two transformed vectors, which is a prerequisite for the
actual classification according to equation 3.34, can be calculated without the computation-
ally expensive transformation. Such functions k(~x, ~z) are called kernels and some examples
are:
• Polynomial kernels: k(~x, ~z) = (~xT~z + c)d, c ∈ R, d ∈ N,
• Gaussian kernels or radial base functions – RBFs: k(~x, ~z) = exp(− (~x−~z)T (~x−~z)
σ2
), or
• Sigmoidal kernels: k(~x, ~z) = tanh(a~xT~z −Θ) for some a and Θ.
By means of such kernels, discriminating functions in higher-dimensional spaces can be
defined without explicit calculation of the transformation Φ:
f(~x) = ~wTΦ(~x) + b =
I∑
i=1
αiyiΦ(~xi)
TΦ(~x) + b =
I∑
i=1
αiyik(~xi, ~x) + b. (3.35)
In order to obtain complete classification systems for real problems, several practical
problems need to be solved after the formulation of the general problem (including the prin-
ciple approach for a computational feasible solution). The discrimination function given via
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formula 3.35 is optimized regarding the training samples. For effective use of SVMs, the
discrimination power needs to be optimized for unknown data which implies the maximiza-
tion of the so-called generalization ability of SVMs. Therefore, the generalization failure
needs to be minimized which is usually performed due to maximization of the so-called
hard margin γ = min1≤i≤I γi where γi = γ¯i||~w|| denotes the geometric distance of an anno-
tated training sample (~xi, yi) regarding the discrimination function f and γ¯i = yi(~wT~xi+b)
determines the according functional distance. For complicated problems where even the
training samples cannot be separated linearly, the maximization of the hard margin γ is
usually performed with respect to the minimum of a so-called slack-vector ~ξ whose com-
ponents define soft margins for every training sample. The maximization itself is often
performed by exploiting the Kuhn-Tucker theorem for a Lagrange optimization approach
and a complete classification system can be obtained by means of the Sequential Minimal
Optimization (SMO) technique. For details which are not in the focus of this thesis the
interested reader is referred to e.g. [Cor95, Chr00].
According to the arguments given at the beginning of this section, Support Vector Ma-
chines are applied to the sequence analysis problem especially for screening applications
where homologues of single sequences or complete families are searched within larger
amounts of unknown data. Generally, two variants of applying SVMs are reported in the
bioinformatics literature:
Direct sequence data processing: Sequences are mapped to some kind of numerical
representation (cf. section 3.3.1 for an overview of the most common techniques)
and SVMs are trained for every target class. As usual for SVM applications the opti-
mization strategy is directed towards the maximum discrimination between sequences
originating from the appropriate protein family of interest and all others.
As one example, Christina Leslie and colleagues in several publications used the
so-called n-mer feature space representation where protein sequences are mapped
to the corresponding n-spectrum which is the set of all n-length subsequences that
the appropriate protein sequence contains.6 Based on this representation the general
SVM framework is used for remote homology detection by applying various kernel
functions. Generally, the choice or design of proper kernel functions is the crucial
part of SVM based sequence analysis techniques. According to the sequence data,
usually some kind of string kernels are used, e.g. in [Les02] a simple spectrum kernel
is applied which represents the dot product of two n-mer spectrum vectors. As an
enhancement, in [Les04] the mismatch kernel was developed which smoothes the
n-mer spectra by allowing at most m mismatches for contributing to a particular
spectrum coefficient.
Post-processing of alignment scores: As an alternative to the direct processing of
sequence data within the discriminative SVM framework, several researchers utilize
the actual scores generated by a preceding conventional similarity based alignment
step. Tommi Jaakkola and colleagues in [Jaa98, Jaa99] apply the Fisher kernel to
alignment scores obtained by Profile HMM evaluation of protein sequences. Conse-
quently, the generative approach of Profile HMM alignment delivers the features (i.e.
6In fact the so-called spectrum is actually a histogram of n-mer usage.
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the scores) which are “postprocessed” by the discriminative SVM technique. Similar
to this, the approach of Li Liao and William Noble is based on the scores obtained
by a pairwise alignment technique like the standard Smith-Waterman algorithm and
a succeeding application of SVMs [Lia02]. The authors argue, that their technique is
significantly faster than the SVM Fisher method mentioned before.
The general idea of applying discriminative methods to the problem of homology de-
tection is straightforward because it is a generalization of the widely used log-odd scor-
ing approach. Support Vector Machines are a very powerful framework for discrimination
tasks which recently emerged from the machine learning community. In several applica-
tions it could be shown that the proper application of SVMs for sequence analysis tasks,
either directly used for sequence data or by postprocessing conventional alignment scores,
can improve the classification accuracy. So far, the price for this enhancement is still rather
high since larger training sets are required for robust modeling and the overall computa-
tional effort is not negligible, despite efficient kernel functions.
In addition to SVM based techniques, the idea of discriminative analysis can be gener-
alized to optimized training techniques for Hidden Markov Models (cf. [Hua01, pp. 150ff]
for a general overview and [Dur98, p.67f.], and [Edd95b, Mam96] for Profile HMM spe-
cific explanations). The major drawback of such techniques is again the larger number of
training samples required for robust model estimation. This prevents them from general
applicability.
3.3 Signal Processing based Sequence Comparison
For several applications of molecular biology research like target identification or valida-
tion within drug discovery tasks (cf. section 2.4), the overall situation regarding suitable
training data is rather difficult. Since the applications are situated almost at the beginning
of the general processing pipeline, primary structure data is the only source of information
for detecting members of protein families which are in some way interesting for the re-
searcher. This data is the direct result of the preceding sequencing operations and the result
of sequence comparison directly influences all the succeeding steps of molecular biology
processing. In the last sections, a broad overview of the state-of-the-art in analysis tech-
niques based on amino acid sequence data was given. Most methods described, no matter
whether conventional pairwise alignments or machine learning based probabilistic models
of sequence families, are based on string processing.
Generally, symbolic information like strings, e.g. protein sequences, represents discrete
data. All approaches for processing this data are limited to discrete techniques which are
certainly powerful but the big arsenal of general signal processing methods cannot be ap-
plied at all or only in a very limited way. So far, discrete techniques were the obvious choice
for sequence data because discrete data (sequences consisting of residues originating from
a fixed inventory) was processed. The only exceptions were alternative representations for
sequence classification using neural networks or support vector machines.
Throughout the years very effective techniques were developed for the analysis of natural,
real-valued signals in a wide range of applications. Very prominent examples are various
transformations like the well-known Fourier transformation. Since the problem of detecting
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remote homologue protein sequences could not be solved in general in the last few years,
new approaches to the task are demanded. One idea of the thesis is to open the most effective
probabilistic models for protein families, Profile Hidden Markov Models, for the field of
general signal processing.
To the authors knowledge, all present Profile HMM approaches reported in the literature
are based on raw sequence, i.e. discrete, data. Furthermore, there are only few publications
available regarding signal processing based protein sequence classification – the promising
signal based analysis is currently mostly neglected by most researchers. In the following
sections these rare approaches are summarized. Here, both techniques for protein classifi-
cation and the related task of DNA analysis are considered. This is reasoned by the fact that
these techniques can usually be generalized to the analysis of protein sequences (which will
be discussed in the appropriate sections). First, in section 3.3.1 alternative sequence repre-
sentations which enable the use of signal processing techniques are discussed. Following
this, in section 3.3.2 the most promising current classification approaches are outlined.
3.3.1 Alternative Representations of Protein Sequences
Almost the whole set of powerful signal processing techniques was developed for the anal-
ysis of natural signals, i.e. real-valued functions. Thus, they cannot be applied to protein
sequences without any modifications of the data. The trivial numerical representation of
protein sequences would be to assign (arbitrary) numbers to every amino acid resulting in
discrete but real-valued “signals”. One choice of assignment could be: A = 1, R = 2, N =
3, . . . , V = 20. The major drawback of this trivial assignment scheme is the incorporation
of an artificial and certainly completely wrong relation. There is no reason for a dramati-
cally larger distance between Alanine (A) and Valine (V) compared to the distance between
Alanine (A) and Asparagine (N). Consequently, numerical encoding schemes must not in-
corporate distortions of the relationships between amino acids.
The signal based representations of protein sequences reported in the literature can be
divided into two categories:
1. Based on theoretical considerations of the discrete symbol set, sequences are encoded
into signals preserving the inter-symbol distances by means of various vector repre-
sentations or statistical properties (cf. “Vector Space Derived Encoding Schemes”).
2. For the second encoding method, the actual biochemical properties of amino acids are
considered. Real-valued signals are obtained by means of direct mappings of protein
sequences’ residues to numerical values representing some biochemical property (cf.
“Encoding based on Biochemical Properties”).
In the following, both categories of sequence encoding including their most important rep-
resentatives are discussed.
Vector Space Derived Encoding Schemes
The first category of encoding schemes was already introduced in the discussion of neural
network based sequence classification approaches (cf. page 66). Here, the simplest correct,
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i.e. distance conserving, encoding method was described as the creation of 20-dimensional
orthogonal vectors. Generally, symbolic data is mapped to some N -dimensional vector-
space. For the case of orthogonal base vectors described above, N designates the number
of different symbols, i.e. for protein sequences N = 20.
Besides the simple base vectors, certain alternative definitions are imaginable. Here, the
most important point is the conservation of distances between the appropriate symbols
which does not necessarily imply equal distances. Depending on prior knowledge about
the mutual pairwise relations between the appropriate amino acids (e.g. depending on bio-
chemical properties – see next section) the distances can be adjusted individually. As one
example for a vector space of DNA data, Dimitris Anastassiou in [Ana00] and [Ana01]
defined the base vectors as the complex conjugate pairs T = A∗ and G = C∗, e.g.:
A = 1 + i, T = 1− i, C = −1− i, G = −1 + i. (3.36)
By means of these definitions and the genetic code, i.e. the well defined mapping of nu-
cleotide codons to amino acids, numerical values can also be assigned to amino acids using
the following procedure. Generally, the protein coding process can be modeled as a FIR
digital filter7, in which the input x[n] is the numerical nucleotide sequence, and the output
y[n] represents the possible numerical amino acid sequence:
y[n] = h[0]x[n] + h[1]x[n− 1] + h[2]x[n− 2].
If h[0] = 1, h[1] = 1/2, and h[2] = 1/4 and x[n] is defined by the parameters in equation
3.36, then y[n] can only take one out of 64 possible values. Thus, the entire genetic code
consisting of 64 codons which encode the 20 amino acids (or STOP) can be drawn on
the complex plane as shown in figure 3.20. Here, exemplary Methionine (labeled Met)
corresponds to the complex number (1 + i) + 0.5(1 − i) + 0.25(−1 + i) = 1.17 + 0.88i
[Ana01]. Note that this encoding scheme is partially redundant since some of the amino
acids are multiply defined. Compared to the 20-dimensional vector space of the simple
orthogonal base vector approach, here two-dimensional representations of the 20 amino
acids are sufficient.
As an alternative to the complex number representation of amino acids, Paul Cristea
proposed a tetrahedral representation of the genetic code and thus the amino acids [Cri01].
He argued that the classic cartesian representation of the genetic code depending on the
actual nucleotides at the first, second and third position in codons which determines the
actual amino acid, does not correctly reflect the natural structure of the genetic code. He
developed optimal symbolic-to-digital mappings for nucleotides as well as for amino acids
which are apparently suitable for the comparison of whole genomes (cf. [Cri03]).
Besides the encoding schemes described above which are all more or less related to some
kind of vector space analysis, further encoding schemes based on theoretical considerations
were proposed in the literature. As one example Gerhard Kauer and Helmut Blo¨cker in
[Kau03] adopted an early approach of Kenneth Breslauer and colleagues regarding enthalpy
based signal representation of DNA sequences [Bre86]. Here, the enthalpies of residues
7FIR is the acronym for Finite Impulse Response which designates a filter whose impulse response is finite
in length. For details regarding general digital signal processing including filtering, the standard work of
Alan Oppenheim and Ronald Schafer [Opp89] is a good starting point.
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Figure 3.20: Numerical amino acid representation using complex plane; the exemplarily marked point desig-
nates the actual numerical representation of Methionine (adopted from [Ana01]).
with their respective neighboring nucleotides are taken as signal values. Such enthalpy data
can be obtained from the literature and generally the mapping approach can be generalized
to sequences of amino acids, too.8
Encoding based on Biochemical Properties
Natural signals evolving in time usually consist of measurements of some physical values
captured at well defined, discrete time-steps. As one example, acoustic signals as processed
in automatic speech recognition applications represent the progression of the sound pres-
sure during uttering. Other examples of natural signals are the progression of air pressure
or of temperature values which are important for weather forecast applications. All such
signals have one characteristics in common: they represent the progression of some kind of
physical, i.e. natural properties.
In these premises, for the second category of signal representation approaches for protein
sequences, biochemical properties of the sequences’ residues are used for obtaining the
required numerical representations. This becomes obvious since the biological function
of proteins is implied by their biochemical properties. By means of the so-called “wet-
lab” analysis, i.e. by actual biochemical investigations of the biological matter of proteins,
biochemical properties like hydrophobicity, charging, pH-value etc. are in fact measured.
Of course, the sum of biochemical properties corresponds to the appropriate amino acids but
the symbol data “shields” details due to abstraction. Throughout the years many researchers
analyzed the biochemical properties of amino acids in great detail. The results of these
experimental evaluations are usually reported in so-called amino acid indices serving as
8Enthalpy (symbolized H , also called heat content) is a thermodynamic quantity which represents the sum
of the internal energy U of matter (here the particular residue) and the product of its volume V multiplied
by the pressure P : H = U + PV [Her89].
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a mapping scheme for amino acids to numerical values. Shuichi Kawashima and Minoru
Kanehisa in [Kaw00] compiled a large amount of such amino acid indices which are the
base for most of the encoding schemes based on biochemical properties.
As one example the Electron Ion Interaction Potential (EIIP) is used for obtaining nu-
merical representations of protein sequences. Originally proposed by physicists in the 1970s
(cf. [Vel72]), Irena Cosic and colleagues developed various approaches for the classifica-
tion of DNA as well as protein sequences based on this mapping [Cos97, De 00, De 02].
The EIIP describes the average energy of all valence electrons in a particular amino acid.
Every amino acid or nucleotide, irrespective of its actual position in a sequence, can be
represented by a unique number which is summarized for both nucleotides and amino acids
in table 3.1.
Nucleotide EIIP Amino Acid EIIP
A 0.1260 Ala (A) 0.0373
G 0.0806 Arg (R) 0.0959
T 0.1335 Asn (N) 0.0036
C 0.1340 Asp (D) 0.1263
U 0.0289 Cys (C) 0.0829
Gln (Q) 0.0761
Glu (E) 0.0058
Gly (G) 0.0050
His (H) 0.0242
Ile (I) 0.0000
Leu (L) 0.0000
Lys (K) 0.0371
Met (M) 0.0823
Phe (F) 0.0946
Pro (P) 0.0198
Ser (S) 0.0929
Thr (T) 0.0941
Trp (W) 0.0548
Tyr (Y) 0.0516
Val (V) 0.0057
Table 3.1: The Electron Ion Interaction Potential (EIIP) values for nucleotides and amino acids
(cf. [Cos97, p.13]).
The process of obtaining a signal based representation when utilizing biochemical prop-
erties can be summarized as follows.
1. Depending on the actual application of sequence analysis a proper amino acid index
is selected. This step is rather crucial and expert knowledge is required. Very com-
mon choices are the EIIP values explained above or hydrophobicity indices (cf. e.g.
[Man97, Mur02, Qiu03]).
2. All residues of all sequences (training-, query- and comparison data) are directly
mapped to numerical representations using the amino acid index selected in the first
step.
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3.3.2 Signal Processing Methods for Classification
The motivation for applying signal processing techniques to the task of sequence analysis is
given by the assumption, that highly diverging but related data contains regularities which
are important for the actual biological meaning of the sequences but cannot be considered
when raw amino acid data is processed. Furthermore such characteristics can be hidden
e.g. due to (unknown) noise disturbing the hypothetical “protein generation process”. Note
that for this hypothetical process of protein generation so far no complete actual biologi-
cal meaning is formulated. It is rather a question of theoretical considerations within the
(artificial) framework of signal based representations of protein sequences.
After the description of signal based representations of protein sequences which are re-
ported in the literature, in the following, protein sequence analysis techniques actually based
on signal processing approaches are outlined. Among the rare publications dedicated to this
topic, the majority looks at spectral analysis of protein sequences. Thus, first the general
approach of spectral analysis is presented. Following this, actual applications for sequence
comparison are briefly described.
General Spectral Analysis
In order to gain direct access to signal characteristics, in natural and engineering sciences
the spectral analysis has been established as a powerful tool. Here, frequency information of
a particular signal is directly accessible. The spectral representation, i.e. the direct descrip-
tion of frequencies and their contribution within the original signal, is usually obtained by
transforming the signal of interest using some kind of function transformation technique.
As the most prominent example, by means of the well-known Fourier transformation a
signal is expressed as a weighted sum of sine and cosine terms. Besides this fundamen-
tal technique, throughout the years several refined methods were developed. Recently, a
very flexible framework for obtaining spectral representations was developed, namely the
Wavelet transformation.9
By means of this spectral representation, which is fully equivalent to the original sig-
nal representation, several signal analysis techniques can be applied much easier. As one
example, the removal of (hypothetical) noise in a strictly signal theoretical meaning can
be performed by simple filtering which corresponds to a spectral multiplication. Since the
essentials of the particular family are usually of major interest for protein sequence analy-
sis, here, lowpass filters can be applied. In addition, explicit structural filters can be used if
some general clues about the protein family of interest is available a priori [Ana01, Kau03].
Certainly the most relevant spectral analysis technique is the detection of specialties of a
particular protein family by spectral analysis. Such specialties which might distinguish one
family from another can be obtained by e.g. peak detection. Peaks in the spectrogram rep-
resent some kind of characteristic frequency for certain biological function [Kri04]. As one
example, in [De 02] peaks within certain scales of the multi-resolution analysis obtained
by applying the Wavelet transform are explicitly interpreted as biological functions of the
underlying protein like the oxygen-carrying function. Furthermore, several approaches are
9For mathematical and technical details of this powerful transformation see appendix A.
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reported, where spectral analysis based peak detection using the Wavelet transformation is
used for the prediction of structural properties [Mur02, Qiu03].
Finally, as one very interesting application of signal processing techniques, in [Arn96]
the fractal scaling and organization properties of DNA sequences are analyzed using the
Wavelet transformation, i.e. spectral analysis of DNA signals. Although explicitly dedicated
to genomic data, this fascinating approach might be used for protein data, too.
The Resonant Recognition Model (RRM)
By means of the signal representation based on the EIIP mapping described in the previous
section, Irena Cosic and coworkers developed the so-called Resonant Recognition Model
(RRM) where protein classification is based on the analysis of cross-spectra [Cos97]. Sev-
eral publications regarding this approach exist, all describing slight variations of the basic
method for different applications and interpretations of the relations between RRM and two-
dimensional as well as three-dimensional protein structures [De 00, De 01, Pir01, De 02].
Basically, within the RRM, pairwise sequence comparison is performed in the following
way:
1. Both sequences involved in comparison (~s1 and ~s2 each consisting of amino acid
data) are mapped to the EIIP based signal representation (~x1 and ~x2 each representing
numerical values), i.e.:
~sk → ~xk, k = {1, 2}.
If the sequences differ in length, the shorter one is extended by zero-padding.
2. For both sequences the spectral representation is obtained by applying (discrete)
Fourier transformation (DFT):
Xk(n) =
∑
m
xk(m)e
−2piinm
N , n = 1, 2, . . . ,
N
2
, k = {1, 2},
where N designates the length of the appropriate sequence and Xk(n) represents the
n-th Fourier coefficient for the k-th protein sequence. Since the distances between
adjacent residues of protein sequences are assumed equal (3.8 A˚) and, therefore, set
to d = 1, the resolution of the spectra is given by 1/N . Because of their advanta-
geous mathematical properties, recently the Fourier transform was substituted by the
Wavelet transform (cf. appendix A).
3. In order to extract common spectral characteristics from sequences sharing the same
or similar biological functions, cross-spectra are calculated using the following defi-
nition:
S1,2(n) = X1(n)X2(n)
∗, n = 1, 2, . . . ,
N
2
,
where X1(·) are the DFT coefficients of the first sequence ~s1 in its numerical rep-
resentation ~x1 and X2(·)∗ are complex conjugate DFT coefficients for the second
sequence analogously.
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4. Peak frequencies in the amplitude cross-spectral function define common frequency
components of the two sequences analyzed. Thus, protein sequence classification and
remote homology detection is performed based on peak detection within the cross-
spectrum of two sequences.
The procedure described above can be generalized to the analysis of common frequency
groups, i.e. biological functions, for a group of K > 2 protein sequences. Therefore, the
definition of the cross-spectrum is extended towards a multiple cross-spectrum:
|M{1,2,...,K}(n)| = |X1(n)| · |X2(n)| · . . . · |XK(n)|, n = 1, 2, . . . , N
2
.
Peak frequencies in a multiple cross-spectrum denote common frequency components for
all sequences analyzed. In figure 3.21 the procedure is summarized for two exemplary se-
quences of type Fibroplast Growth Factor Protein.
For sequence classification significant peaks within the cross-spectrum need to be deter-
mined. Therefore, in the original publications the authors proposed to utilize the measure-
ment of the signal-to-noise ratio (SNR). For each peak the SNR is calculated as the ratio
between signal intensity at the particular peak frequency and the mean value over the whole
spectrum. Here, the basic assumption is that the prominent common frequency components
manifested by the peak (if existing) describe the fundamental signal which is potentially
disturbed by some kind of noise (all other frequency components). If the SNR is larger than
some suitable threshold, the peak is significant and common biological functions can be
assumed. Apparently, a SNR of at least 20 can be considered as significant.
By means of the RRM protein classification can be performed based on the following
criteria [Cos97, p.18]:
1. One peak only exists for a group of protein sequences sharing the same biological
function.
2. No significant peak exists for biologically unrelated protein sequences.
3. Peak frequencies are different for different biological functions.
Especially the last point is important for real applications like functional mapping for a
complete genome. Unfortunately, the differentiation between different biological functions
is rather complicated since extremely small numerical differences need to be considered.
Due to this difficulty and several more technical problems with the spectral analysis like
the spectrum distorting padding of sequences with different lengths, the RRM based ap-
proach does not seem to be robust enough for remote homology detection at a broader scale
although it is claimed otherwise.
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FFERLESNNYNTYRSRKYSSWYVALKRTGQY
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PALPEDGGSGAFPPGHFKDPKRLYCKNGGFF
KLGPKTGPGQKAILFLPMSAKS
(a) Sequence 1 – Basic Bovine
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FGQKAILFLPLPVSSD
FNLPLGNYKKPKLLYCSNGGYFLRILPDGTV
(b) Sequence 2 – Acidic Bovine
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(c) EIIP representation of Sequence 1
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(d) EIIP representation of Sequence 2
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(e) Power Spectrum of Sequence 1
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(f) Power Spectrum of Sequence 2
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(g) Cross-Power-Spectrum of both Se-
quences
Figure 3.21: The Resonant Recognition Model (RRM) procedure for two exemplary protein sequences: a+b)
Amino acid representation of both sequences; c+d) graphical representation of the correspond-
ing EIIP signals of both sequences; e+f) Power spectra of both signals; g) resulting cross-power-
spectrum with prominent peak at 0.46 denoting common biological function (adopted from
[Cos97, p.17], examples from [Vai04]).
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3.4 Summary
Research performed in the field of molecular biology is generally dedicated to uncover-
ing the biological functions of proteins. This is reasoned by the immense importance that
proteins play in the metabolism of every organism. According to the fundamental theory
of evolutionary development, on the molecular level specializations of proteins regarding
certain biological functions are reflected by changes in their three-dimensional structure.
Principally, the spatial folding of proteins and thus their biological function is caused by
their primary structures. Due to this paradigm of similar function caused by similar amino
acid sequence, vast amounts of basic molecular biology research can be performed in-silico
by computational sequence analysis. Since the thesis is focused on the improvement of re-
mote homology detection methods, in this chapter the state-of-the-art in general sequence
analysis was summarized.
Due to the fact that protein data is usually given as sequences of amino acids, the majority
of techniques is based on some kind of string processing. Traditionally, pairwise alignment
approaches based on Dynamic Programming (DP) techniques are applied to the sequence
classification problem. Here, powerful locally (Needleman-Wunsch) as well as globally
(Smith-Waterman) optimizing algorithms were developed throughout the years. Unfortu-
nately, especially for remote homology detection tasks, i.e. the analysis of highly diverging
data, the performance of basic DP based techniques is not sufficient.
Thus, probabilistic approaches for explicitly modeling protein families recently became
popular. One reason for their popularity is the fact that by means of these stochastic models
less restrictive, i.e. some kind of “fuzzy” sequence classification can be performed. This is
advantageous for the analysis of diverging but related data. Several techniques were devel-
oped within the bioinformatics community to address probabilistic sequence alignments.
Examples of these are the use of Neural Networks, or Support Vector Machines. The ap-
proach which is currently most promising is based on the statistical modeling of protein
families using Profile Hidden Markov Models which was described in detail in this chapter.
Besides the predominant string processing based techniques some approaches are docu-
mented in the literature which try to apply signal processing based techniques to the prob-
lem of sequence analysis. One major idea developed in this thesis is investigating alterna-
tives to string processing. Therefore, the last section of this chapter was dedicated to related
approaches. Although very powerful general signal processing based techniques exist, their
relevancy for protein sequence analysis is rather small at present.
In this chapter a detailed qualitative analysis of existing sequence classification tech-
niques with special focus on probabilistic techniques was given. In the following chapter
a quantitative exploration of the currently most promising approach will be outlined. The
effectiveness of Profile Hidden Markov models is investigated, based on a representative re-
mote homology detection task whose results are the base for formulating the requirements
for improved techniques: Advanced Stochastic Protein Sequence Analysis.
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Analysis
The basic motivation for almost all research activities within the field of molecular biology
is to understand the fundamentals of biological processes at the level of protein synthesis
and mutual interactions. By means of such insights, further knowledge gain about complex
metabolic processes is addressed in order to e.g. develop drugs and therapies against severe
illnesses like cancer or Parkinson’s disease.
The general evolutionary concept states that similar biological functions are caused by
similar three-dimensional structures. Thus amino acid sequences are a rich pool of informa-
tion, and in the last few years a general paradigm shift in protein analysis was performed.
Instead of (manually) generalizing expertise on specific proteins that was previously ob-
tained, now broad screening techniques are applied allowing more general investigations
on complete genomes by means of computational methods.
As introduced in section 2.4.1, the overall procedure of drug discovery can be interpreted
as some kind of multi-stage “sifting-process”. Based on the analysis of the universe of
proteins, sequences not being of pharmaceutical interest are neglected for further complex
analysis. This stage of early separation is rather crucial for the general success of drug dis-
covery. If on the one hand too many actually improper candidate sequences remain after the
target identification step, all following more complex stages of the drug discovery pipeline
(cf. figure 2.7 on page 18) will become more expensive and time consuming. On the other
hand, if protein sequences actually suitable for the desired pharmaceutical task are skipped,
the complete drug discovery process will probably fail. Thus, the quality of computational
methods applied to target identification and validation is of extreme importance.
In the previous chapter, the state-of-the-art in computational protein sequence compari-
son was summarized. Especially for the analysis of highly diverging but related data cur-
rently probabilistic models, namely Profile HMMs, of protein families are the most promis-
ing technique. However, despite improved sensitivity as well as specificity compared to ap-
plying pairwise sequence analysis techniques, the general problem is still very challenging.
New approaches for probabilistic computational protein analysis are demanded for further
improvements in protein classification.
This thesis is directed to the development of enhanced sequence analysis techniques
which are based on Hidden Markov Models. In this chapter, new concepts for HMM based
modeling of protein families are presented. Preceding this, in section 4.1 an exhaustive
quantitative assessment of the capabilities of current Profile HMM based protein family
models is presented. The analysis is performed for a typical task of remote homology detec-
tion for certain superfamilies. Concepts developed in this chapter are the basis for enhanced
protein family Hidden Markov Models which will be described in detail in the next chapter.
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4.1 Assessment of Current Methodologies’ Capabilities
Profile Hidden Markov Models are applied to the task of protein sequence analysis as
stochastic models of particular protein families. The general description of their theory
and application concepts were presented in detail in section 3.2.2. A qualitative assessment
of their capabilities for actual processing of biological data was given there, too.
In order to obtain a more detailed assessment of the principle capabilities of current Pro-
file HMMs and as a baseline reference for further comparisons, in the following quantita-
tive investigations regarding a typical task of remote homology detection at the superfamily
level are presented. First, the datasets used for the task are completely specified. Following
this, the evaluation results which are obtained by using common state-of-the-art software
are presented in section 4.1.2. Currently two important frameworks for Profile HMM based
sequence analysis exist:
SAM: The Sequence Alignment and Modeling System (SAM) was developed by the Com-
putational Biology Group of David Haussler at the University of California in Santa
Cruz, USA [Hug96]. As one specialty of SAM, unaligned sequences can be used for
the establishment of models for protein families.
HMMER: The second major Profile HMM framework is basically the result of research
activities performed by Sean Eddy and colleagues at the School of Medicine at the
Washington University in St. Louis, USA [Edd01]. Profile HMMs are established
by applying the standard training algorithms to multiply aligned training sequences.
Using HMMER, libraries of Profile HMMs for protein families were created allowing
broad database screening using probabilistic models of protein families [Bat00].
Both frameworks are rather similar regarding their underlying concepts of Profile HMM
implementation and application. The common three-state architecture (cf. figure 3.14 on
page 58) is generally used with refinements in HMMER where the Plan7 architecture (cf.
figure 3.15 on page 59) is applied. Generally, raw sequence data is processed and log-odd
scoring using specialized null models is the base for classification as well as detection tasks.
Due to the general similarity of both frameworks, in the following the baseline results are
obtained by using one of both packages, namely SAM. Informal experiments delivered only
minor quantitative differences in evaluation results for both packages. Thus, the limitation
to SAM experiments for the quantitative evaluation of the general method is arbitrary but
justified.
4.1.1 Task: Homology Detection at the Superfamily Level
In order to evaluate the capabilities of current Profile HMM based approaches for protein
sequence analysis and to compare the enhanced concepts developed in this thesis to them,
the following task is defined:
For a given set of superfamilies, Hidden Markov Models will be established
using reasonable amounts of training data. By means of these models, clas-
sification tasks representative for target validation as well as detection tasks
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representative for target identification within the process of general drug dis-
covery are evaluated. The general focus will be put on classification accuracy
for the first case as well as on sensitivity and specificity for the latter.
Here, classification means the assignment of the family affiliation to sequences which are
known to originate from a closed set of protein families. This application is important espe-
cially for target validation tasks where sequences are annotated regarding certain models.
Additionally, the general discrimination power of family models can be assessed since only
the Profile HMMs themselves but no background models are involved in general. Thus, the
results of this kind of evaluations give a first clue about the effectiveness of the appropriate
methods.
In the second use case, homologue sequences of a particular protein family are searched
in a general database of protein sequences which is typical for target identification tasks:
For a family which is therapeutically relevant, sequences belonging to it are searched by
comparison of query data to the probabilistic model of the appropriate family. By means of
a threshold based analysis of the log-odd alignment scores the decision regarding affiliation
to the target family is taken.
Datasets
For an objective judgment of the capabilities of certain sequence analysis techniques some
kind of standardized datasets would be the optimal base for benchmarking. In alternative
pattern recognition domains such datasets are very common and new methods are almost
always assessed by comparison to state-of-the-art techniques based on this data. Unfor-
tunately, for the bioinformatics domain the situation is rather different. There are hardly
any standardized datasets available which are generally used within the community for the
abovementioned objective judgment of sequence analysis techniques. Often new develop-
ments are explicitly directed to some specialized biological problem and the datasets used
for evaluation are gathered correspondingly. Thus, the datasets for training as well as for the
evaluation of both state-of-the-art probabilistic sequence analysis techniques and advanced
stochastic protein family models developed in this thesis were defined by the author. The
basic criterion for data selection was to maximally respect objectivity, i.e. the remote ho-
mology data used is as unbiased as possible regarding certain biological specialties.
According to Rainer Spang and colleagues, who cited in [Spa02] the “chicken and egg”
problem for evaluating the effectiveness of annotation and search methods which was for-
mulated by Steven Brenner and coworkers in [Bre98], it is rather difficult to assess the
power of Profile HMMs by means of unknown data. The actual family affiliation of the
data processed needs to be known in advance. Thus, existing sequence annotations ob-
tained from one of the major public databases is used for the analysis of current approaches
as well as for the comparison to the new techniques developed. Care needs to be taken
for the actual selection of the reference database. If the database was created using au-
tomatic clustering techniques, the annotation will certainly not be completely error-free.
An accurate annotation of the complete database implies the preceding successful solution
of the computational sequence analysis problem, which is in these days unrealistic. How-
ever, when comparing the results of Profile HMM based predictions to such databases, the
reference annotation created by an alternative classifier will be accepted as optimal. The
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prediction results can only be compared to the potentially erroneous reference annotation
obtained using alternative automatic classification approaches. Basically, false predictions
need to be further examined with biological expertise since it is not clear whether the ref-
erence annotation was wrong or the new prediction. Unfortunately, many current databases
were created automatically. Thus, they can hardly be used for serious assessments.
In order to properly simulate the actual situation for remote homology detection, the
analysis needs to cover sequence data which is highly divergent. Many databases contain
large amounts of redundant data or sequences being almost identical. Such close homo-
logues can be processed by means of standard pairwise techniques as described in section
3.1. Probabilistic approaches address remote homologues, i.e. highly diverging but related
sequences.
In these premises, the SUPERFAMILY hierarchy [Gou01] of the SCOP database
[Mur95] is used for the assessments at the level of maximally 95% sequence similarity.
Here, sequences belonging to a distinct superfamily must not have similarity values above
95%. This means, even data having sequence identities of only a few percent may belong to
these superfamilies. Since the structural classification of the protein sequences contained in
SCOP was performed manually by massively exploiting well-founded biological expertise,
the quality of the labeling of the data is extraordinarily good (cf. the description of SCOP
in section 2.3.2). Thus, it is predestinated for the general assessment of the capabilities of
certain sequence analysis techniques.
Due to the complex model architecture of current Profile HMMs including the rather
large number of parameters to be trained, the minimum number of training sequences was
set to 44. This minimum number was chosen according to the analysis of the average length
of sequences belonging to superfamilies and a rule of thumb for the number of examples
per model parameter to be trained. Together with at least 22 sequences for the test case, 16
superfamilies containing at least 66 sequences each were selected for the evaluation. The
sub-division of the sequences into training and test sets was performed fixed, i.e. no further
leave-N out tests etc. are considered. In the following, the resulting corpus of training and
test data is called SCOPSUPER95 66.
In table 4.1 a general overview of the corpus is given whereas in figure 4.1 the distribu-
tion of the similarity percentages over the datasets is illustrated by means of a histogram
capturing all superfamilies included.
Inspecting the general corpus overview it can be seen that the sequences vary substan-
tially in length for both training and test sets. This is the usual case for proteins subsumed in
superfamilies which contain data with low sequence identity percentages but whose struc-
tures and major functional features suggest a probable common evolutionary origin (ac-
cording to the superfamily definition of SCOP, cf. section 2.3.2).
In fact, the sequence similarities, which are limited to maximally 95 percent, are rather
uniformly distributed all over the whole range with a small preference to the first third of
the histogram for the appropriate training sets as well as for the assigned test sets. The
bins of the similarity range histogram are defined via the SUPERFAMILY hierarchy each
capturing five percent ranges with one exception in the first bin (0-10%).
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SCOP Id SCOP Superfamily Name # Samples Length (Mean/Std.-Derivation)
Training Test Training Test
a.1.1 Globin-like 60 30 150.3 (13.6) 151.6 (11.1)
a.3.1 Cytochrome c 44 22 102.6 (24.1) 118.4 (32.6)
a.39.1 EF-hand 49 25 138.1 (48.0) 122.0 (39.3)
a.4.5 ”Winged helix” DNA-binding
domain
49 25 93.8 (26.6) 92.9 (23.1)
b.1.1 Immunoglobulin 207 104 108.9 (15.3) 106.7 (12.3)
b.10.1 Viral coat and capsid proteins 64 32 278.0 (92.9) 262.1 (85.2)
b.29.1 Concanavalin A-like
lectins/glucanases
52 27 221.2 (51.2) 220.8 (72.9)
b.40.4 Nucleic acid-binding proteins 47 24 113.1 (36.6) 111.5 (47.2)
b.47.1 Trypsin-like serine proteases 55 28 231.4 (29.5) 226.0 (30.1)
b.6.1 Cupredoxins 50 26 143.9 (34.6) 139.0 (31.5)
c.1.8 (Trans)glycosidases 62 31 376.5 (76.4) 397.8 (84.0)
c.2.1 NAD(P)-binding Rossmann-
fold domains
102 51 204.3 (58.9) 211.5 (75.1)
c.3.1 FAD/NAD(P)-binding
domain
45 23 226.1 (93.3) 223.3 (86.3)
c.37.1 P-loop containing nucleotide
triphosphate hydrolases
127 64 259.3 (120.4) 253.4 (85.6)
c.47.1 Thioredoxin-like 56 28 111.6 (38.2) 105.6 (35.3)
c.69.1 Alpha/Beta-Hydrolases 51 26 350.1 (103.7) 323.7 (25.0)
Total: 1120 566
Table 4.1: Overview of the SCOPSUPER95 66 corpus created for the assessment of current Profile HMM
capabilities as well as for the comparison of the effectiveness of the methods developed in this
thesis. For every superfamily the alpha-numerical SCOP Id as well as its real name as defined in
the database is given. In the last row the total numbers of samples are summarized.
4.1.2 Capabilities of State-of-the-Art Approaches
The experimental evaluation of state-of-the-art techniques for both tasks defined for super-
family based remote homologue sequence analysis, classification and detection, was per-
formed using the SAM package with default parameters. According to the suggestions of
the authors, for all superfamilies of the SCOPSUPER95 66 corpus, Profile HMMs were es-
timated by applying the hmmbuild program with -randseed 0 to the unaligned train-
ing sequences. During the training iterations, SAM created Profile HMMs of reasonable
lengths including specialized Dirichlet mixture based model regularization. The emission
probabilities of all Insert states were set to the geometric mean of the family specific amino
acid frequencies of the match states as obtained during the final training step. Again, accord-
ing to the suggestions of the SAM authors, all test sequences were aligned to the models
using hmmscore with -sw 2 which implies local alignments comparable to the standard
Smith-Waterman approach (cf. section 3.1.1). Using the default setting, the alignment it-
self is performed using the Forward-algorithm as described in section 3.2.2 on page 48f.
The alignment scores were determined as log-odd scores. As proposed by Kevin Karplus in
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Figure 4.1: Histogram of similarity ranges for the SCOPSUPER95 66 corpus averaged over all 16 super-
families involved (black: Training / blue: Test) illustrating the almost uniform distribution of
similarities all over the whole range with one exception at 20-25%. Note that the lower limit of
the identity ranges as defined by SUPERFAMILY is 10%. Thus, the first bin covers a broader
range of 10% compared to the 5% bins otherwise.
[Kar98], the scores are calculated with respect to scores obtained by aligning the reverse se-
quence. Within the SAM package this null model is called reversed null model (the general
motivation for this choice of null model was explained in section 3.2.2 on page 61). In or-
der to determine the statistical significance of alignment scores for discriminating between
target hits and misses during homology detection, extreme value distributions are evaluated
as described in section 3.1.1.1 For both tasks all models are evaluated independently for all
appropriate test sequences which is compared to general pattern recognition applications
rather unusual at least for the classification task.
Classification Accuracy
In general pattern recognition applications the capabilities of certain approaches for clas-
sification tasks are usually measured by means of the classification accuracy C, and more
common by its inverse the classification error E . They are defined as the ratio of correct
(for C) / false (for E) classifications and the overall number of decisions. Usually, the nu-
merator of this ratio is further subdivided into the number of substitutions, deletions, and
insertions. For protein sequence classification, i.e. global string alignment as defined for
Dynamic Programming techniques, this subdivision is not important because usually com-
1In fact SAM’s E-values are derived from log-odd scores S using the following formula: E(S) =
N
1+exp(−λS) , where N denotes the database size (SCOPSUPER95 66: 566), and λ is a scaling param-
eter which is 1 when using natural logarithms [Hug96, p.91].
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plete sequences are analyzed exclusively, i.e. without concatenations which could include
insertions or deletions in the above meaning. Thus, both measurements are defined as fol-
lows:
C = Ncorrect classifications
Noverall decisions
, E = Nfalse classifications
Noverall decisions
= 1− C. (4.1)
When applying state-of-the-art discrete Profile HMMs as created by SAM, for the SCOP-
SUPER95 66 corpus the classification accuracy is 67.1 percent. This corresponds to a clas-
sification error of 32.9 percent. For these values, the particular size of the test set, and a
selected level of confidence of 95%, statistically significant changes are obtained when the
percentages differ by more than 3.9 percent, i.e. the confidence interval is [±3.9%] (cf.
figure 4.2). To re-emphasize: For this representative task of remote homology classifica-
tion almost one third of the decisions regarding the appropriate superfamily affiliation are
wrong when using the currently most powerful sequence analysis techniques, namely Pro-
file HMMs. This is problematic especially for target validation applications within the drug
discovery pipeline.
In table 4.2 the results for the classification task are summarized.
Measure Results [%]
Classification Accuracy C 67.1
Classification Error E 32.9
95% confidence interval ± 3.9
Table 4.2: Summary of the classification results for the SCOPSUPER95 66 corpus when applying discrete
Profile HMMs (SAM).
Following the assessment of current methodologies’ capabilities for remote homology
classification in the next section their actual effectiveness for detection tasks is evaluated.
Detection Performance
Usually target detection is performed by analyzing alignment scores regarding some thresh-
old which discriminates between target hits and target misses. As discussed for pairwise
alignment techniques (cf. section 3.1 on pages 31ff), the significance of scores is usually
judged by means of so-called E-values denoting the probability of randomly occurred false
predictions for particular scores. Especially for remote homology detection, the major diffi-
culty is the actual determination of a suitable threshold for the target or non-target decision.
For the comparison of different techniques, often Receiver Operator Characteristics – ROC
curves are used (cf. e.g. [Mou04, pp. 192ff]). Here, the number of false positive predictions
is illustrated as a function of the corresponding number of false negative predictions. The
threshold selected for discrimination between target hit and miss, which is usually with re-
spect to e.g. E-values, is implicitly given as a particular point within the ROC curve. By
means of certain criteria, e.g. the costs for false positive predictions vs. the costs for false
negative predictions, the optimum threshold can be determined by analyzing ROC plots.
Generally, the closer the ROC curve is located to the lower and left borders of the diagram,
the better is the detection performance of the underlying approach.
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Classification error rates which are determined using a finite test set are, strictly speaking,
only estimates for the general capabilities of a recognition system. In order to obtain
correct rates for the sample space of the underlying statistical process, theoretically, an
infinite number of experiments needs to be performed. Instead, for the error probabilities
Eˆ , estimated using the finite test set, so-called confidence intervals [El, Eu] are defined.
Such an interval defines a range containing the actual probability E with a given statistical
evidence, the so-called level of confidence.
A classification experiment can be interpreted as Bernoulli-process where only two events
may occur: A (correctly recognized) and A¯ (not or falsely recognized). Thus, the confi-
dence interval for a given probability E needs to be determined by evaluating the Binomial
distribution. According to the Moivre-Laplace theorem (local limit theorem), E can be in-
terpreted as asymptotically normally distributed:
Eˆ − E√
E(1−E)
N
≈ N (0, 1).
When performing N experiments, the lower and the upper boundaries of the confidence
interval are defined as follows:
El = N
N + z2
Eˆ + z2
2N
− z
√
Eˆ(1− Eˆ)
N
+
z2
4N2

Eu = N
N + z2
Eˆ + z2
2N
+ z
√
Eˆ(1− Eˆ)
N
+
z2
4N2
 .
Here, z designates the (1− α
2
)-quantile of the standard normal distribution, whose value is
documented in tables. Usually, for classification experiments, as performed in this thesis,
a level of confidence of 1 − α = 95% is used which means that the actual classification
error rate E is within the given confidence range with a probability of 95 percent.
Based on confidence intervals, additionally, changes in classification error rates, caused
by e.g. changes in the parameters of the underlying classification system, can be evalu-
ated regarding their statistical significance. If the changed classification error rate is out-
side the confidence interval, these changes can be interpreted as statistically significant.
Otherwise, they were most likely caused by chance.
Figure 4.2: General estimation of confidence intervals for probabilities, i.e. classification error or accuracy
rates (cf. e.g. [Bro91, Sch96]). The derivation given is adopted from [Wie03].
For the assessment of the detection performance of discrete Profile HMMs, the scores
obtained by aligning the sequences of the complete SUPERFAMILY database to the ap-
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propriate superfamily models were analyzed. The complete SUPERFAMILY hierarchy of
SCOP sequences with a maximum of 95% residue-level similarity contains approximately
8 000 entries. The number of false predictions were determined by means of the E-values
generated by SAM. For a general overview about the detection performance of discrete
Profile HMMs, in figure 4.3 the results of all alignments of SCOP sequences to all 16 su-
perfamilies are summarized resulting in a single ROC curve. Since detection decisions are
based on absolute scores, which are analyzed regarding their statistical significance, the
number of false predictions can usually be limited to some reasonable number. Thus, a
working area corresponding to such an exemplary limitation is separately shown as gray
shaded rectangle.
It can be seen that the generally critical performance as measured for the classification
task is problematic for the detection task as well. The number of false positive predictions
remains rather high for reasonable numbers of false negatives. This is problematic espe-
cially for drug discovery applications because of the implied increased costs for useless
further investigations within the drug design pipeline. Additionally, the number of false
positives cannot be reduced until the number of false negative predictions increases signifi-
cantly, which is again problematic for drug discovery because suitable candidate sequences
might be missed.
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Figure 4.3: ROC curve illustrating the combined results for remote homology detection based on the SCOP-
SUPER95 66 corpus using discrete Profile HMMs (SAM). The grey shaded rectangle highlights
the detection performance for the biologically most relevant working area when limiting the num-
ber of false predictions reasonably.
For further family specific analysis of the detection performance, the detection results are
inspected individually for every superfamily contained in the SCOPSUPER95 66 corpus.
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Generally, the results are comparable for all superfamilies (cf. figure 4.4, for clarity the
presentation of the ROC curves is split into two diagrams). Some exceptions exist, either
performing better than average (a.39.1, b.6.1, b.47.1) or worse (b.1.1, b.40.4, c.2.1). The
analysis of these exceptional cases regarding the sequence similarities of the appropriate
training and test sets as well as regarding the appropriate number of training samples does
not show any specialties. In figure 4.5 the histograms of sequence similarities for the ex-
ceptional superfamilies mentioned above are shown individually illustrating the generally
uniform distribution of the sequence similarities for the specific superfamilies. Thus, the
reason for the non average performance seems to be intrinsic.
In order to judge the effectiveness of certain target detection methods for practical ap-
plications within e.g. pharmaceutical tasks, usually some characteristic values are extracted
from the appropriate ROC curves. When fixing the number of false predictions maximally
allowed (e.g. false positives), the corresponding number of false predictions (here false neg-
atives) is a good measure. Usually, the percentage of false predictions is set to 5%. In table
4.3 these characteristic values are summarized illustrating the still rather weak performance
of current discrete Profile HMMs for remote homology detection tasks.
False Negative Predictions [%] False Positive Predictions [%]
for 5 % False Positives for 5 % False Negatives
26.1 57.6
Table 4.3: Characteristic values for SCOPSUPER95 66 detection experiments: At fixed working points of
the ROC curve allowing 5% false predictions, the numbers of corresponding false predictions
are given. It can be seen that improvements are demanded since rather large percentages of false
predictions occur.
4.2 Improving the Quality of HMM Based Sequence Analysis
After the detailed assessment of the general capabilities of the currently most promising
technique for probabilistic modeling of protein families whose results were presented in the
previous section, in the remaining parts of this thesis, new concepts for the improvements of
the basic method will be presented. Obviously, such improvements are needed because even
when using the most sophisticated sequence analysis techniques, namely Profile HMMs, the
classification as well as the detection performance for a typical sequence analysis task are
far from satisfying.
Generally, three basic issues relevant for the successful application of new powerful prob-
abilistic models capturing the essentials of protein models for remote homology analysis
can be formulated:
1. According to the assessment of the capabilities of state-of-the-art Profile HMMs for
both classification and detection tasks, general improvements for both application
types are demanded (General Performance Improvement).
2. Since one of the major applications of remote homology analysis using Profile HMMs
is the detection of new members for therapeutically relevant protein families within
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Figure 4.4: Results for remote homology detection based on the SCOPSUPER95 66 corpus using discrete
Profile HMMs (SAM) shown individually for all 16 superfamilies by means of ROC curves. For
clarity the illustration is split into two diagrams.
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Figure 4.5: Individual histograms (training/test) of similarity ranges for selected superfamilies with non aver-
age detection performance, either significantly better (a.39.1, b.6.1, b.47.1) or worse than average
(b.1.1, b.40.4, c.2.1).
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drug discovery tasks, the number of sample sequences available for robust model es-
timation is usually limited. Thus, enhanced probabilistic protein family HMMs need
to address this so-called Sparse Data Problem.
3. Nowadays, remote homology detection is usually performed by exhaustive screening
of large sequence databases regarding target families of interest. Since the amount of
data to be analyzed is already huge and still constantly growing, efficient evaluation
of protein family HMMs is required (Efficient Model Evaluation).
In order to address these issues for improved protein family models, in the following con-
cepts for advanced stochastic protein family modeling using Hidden Markov Models will
be presented. First, the focus will be concentrated on a general description of the concepts.
After the general presentation, detailed explanations of the new approaches addressing the
three issues mentioned above will be given in chapter 5.
4.2.1 Semi-Continuous Feature Based Modeling
The general principle of molecular biology which justifies sequence comparison based
research activities is that the sequence of amino acids mainly determines the three-
dimensional structure and thus the function of proteins. Based on this, sophisticated string
processing techniques were developed allowing the prediction of the biological function
of proteins whose primary structure was sequenced by aligning them to sequences whose
functions were already known. The majority of protein classification techniques is based on
direct sequence to sequence or sequence to family alignment of raw amino acid data.
However, especially for protein families whose members share only minor sequence sim-
ilarities, the classification and detection of new family members is still a challenging prob-
lem. Obviously (cf. the results of the assessment in the previous section), even the most
sophisticated string processing techniques are not suitable enough for those remote homo-
logue sequences. Since for several applications, like target identification at the beginning
of the drug discovery pipeline, principally no further information regarding the proteins of
interest are usable (e.g. their secondary structure), improved treatment of the data actually
available seems to be the only option for better remote homology detection.
The three-dimensional structure of proteins which, according to the foundations of
molecular biology (cf. chapter 2), determines their function, is reasoned by a complex fold-
ing process. Unfortunately, so far this process of spatially arranging the proteins’ atoms is
not completely understood. However, the certain angles of the backbone of a protein are
determined by the local biochemical properties of the underlying sequence of amino acids.
Thus, the actual three-dimensional occurrence of a protein is dependent on properties like
hydrophobicity or electric charge of amino acids in their local context. Certainly, the bio-
chemical properties are well summarized by the 20 standard amino acids but the number
of such properties which are obtained throughout the years in countless wet-lab investi-
gations is much higher than 20. Thus, exclusively analyzing amino acids and furthermore
neglecting their local neighborhood seems rather critical.
One central concept for enhanced probabilistic protein family HMMs addressed by this
thesis is the explicit consideration of biochemical properties as mentioned above for se-
quence analysis. Therefore, signal-like representations of biological data will be developed
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which are richer than the standard representation using sequences consisting of the 20 stan-
dard amino acids. By means of this numerical data, features will be extracted which are
relevant for family affiliations of protein data. Here, the huge arsenal of powerful signal-
processing, and pattern recognition techniques can be applied. Such methods, which are
very common for tasks of general pattern analysis, are currently not applicable for state-of-
the-art Profile HMMs because these models are based on discrete symbolic data.
When Hidden Markov Models are applied to tasks where feature vectors originating from
a principally continuous feature space are processed, discrete models are not suitable. The
reason for this is the quantization error which principally exists when mapping continuous
data to a symbolic representation. Instead, continuous modeling approaches as described
in section 3.2.2 (pp. 46ff) directly integrate a mixture density representation of the contin-
uous feature space. The mixture components are evaluated when processing feature vec-
tors delivering continuous emissions. Generally, continuous Hidden Markov Models are
the methodology of choice for HMM based pattern recognition tasks where feature vectors
are processed. Thus, in addition to the richer sequence representation of biological data,
continuous Profile HMMs will be developed. These models contain the general three-state
topology (cf. figure 3.14 on page 58) but their emissions are based on a mixture density rep-
resentation of the continuous space of the new feature vectors. Since the amount of family
specific training data is usually rather small for e.g. target identification in drug discov-
ery tasks, the developments will be focussed on a variant of continuous HMMs, namely
semi-continuous Profile HMMs. By means of such models especially small training sets are
efficiently exploited which makes them attractive for remote homology analysis.
The estimation of semi-continuous HMMs can principally be divided into two parts,
namely the estimation of the feature space representation and the actual model optimiza-
tion. In fact this separation is the basic advantage of semi-continuous modeling which can
be exploited for robust estimation of protein family models using small family specific sam-
ple sets. The mixture density representation can thereby be obtained using general feature
data, i.e. protein data which are not specifically assigned to the particular target family. In
order to focus the resulting general feature space representation to a particular target family,
mixture density adaptation can be performed. Various techniques were proposed for general
feature space adaptation, e.g. MAP-, or MLLR-adaptation. In this thesis, semi-continuous
protein family models are obtained using a mixture density based feature space representa-
tion which is estimated using general protein data. This considerable amount of sequences
originates from one of the public sequence databases. Since the statistical base for general
mixture density estimation is substantially larger than the amount of actual target family
specific training data, the protein feature space can suitably be represented. The specialties
of a target family of interest are respected by family specific weights of the mixture com-
ponents which can be trained using little training data. Furthermore, this protein feature
space representation is focused on a particular target family by applying mixture density
adaptation techniques.
According to the three basic issues relevant for the successful application of new prob-
abilistic models as defined in the previous section, the approach of feature based (semi-)
continuous modeling principally addresses the general performance improvement and par-
tially the sparse data problem.
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4.2.2 Model Architectures with Reduced Complexity
The analysis of the technical procedure performed for the representative experiments of su-
perfamily based remote homology analysis as described in section 4.1 reveals one principle
problem of current Profile HMMs. For best covering the sequences belonging to a particular
protein family very complex models are used. For robustly establishing such models rather
large amounts of sample data are required. Even with the most sophisticated regulariza-
tion techniques like Dirichlet mixture modeling of prior knowledge regarding amino acid
distributions, the models’ performance for remote homology detection is not satisfying.
Sequences summarized in protein families which are modeled by Profile HMMs are usu-
ally rather long. This is also the case when modeling the smallest functional protein unit
– the protein domain. Thus, consensus strings consisting of hundred and more residues
are very common (cf. the average lengths of the sequences belonging to the superfamilies
of the SCOPSUPER95 66 corpus shown in table 4.1 which are reasonable indicators for
the lengths of the consensus strings). Usually, the complete protein family is modeled us-
ing a single Profile HMM. According to the consensus’ length, these models contain large
amounts of states (e.g. the Immunoglobulin – b.1.1 – model contains 300 states).
For best flexibility that is necessary especially for the analysis of related sequences which
can be highly divergent in both length and residue constitution, the general three-state Pro-
file HMM architecture is very common. Every node of such a model represents a single
column in the consensus string and contains three specialized states: Match, Insert, Delete.
According to the general paradigm of sequence analysis using Dynamic Programming tech-
niques this is straightforward. However, in order to reach the necessary flexibility when pro-
cessing long sequences, principally large amounts of HMM parameters need to be trained
which implies substantial numbers of example data.
In order to alleviate the sparse data problem, protein family models containing model
architectures with reduced complexity are investigated with respect to their general per-
formance for successfully classifying protein family affiliations of sequence data. Due to
the newly developed feature based sequence representation the complex three-state model
topology will become needless which implies new chances for reducing the overall number
of states necessary for complete protein family modeling using HMMs.
Compared to general pattern recognition applications using HMMs, modeling large and
diverging parts in a single model is rather uncommon. The analogy for speech recognition
tasks would be to establish word models using single HMMs. Especially for languages con-
taining a huge inventory of words this level of modeling is critical because the enormous
amount of suitable training data required for robust model estimation is rarely available.
Thus, usually substantially smaller parts of words are captured by HMMs (triphones rep-
resenting a phoneme in its local neighborhood). Based on such so-called sub-word units
(cf. e.g. [Fin03, pp. 152ff]), complex models for the description of complete words and
compounds are created by concatenation of the basic parts. Principally, such modeling ap-
proaches are the methodology of choice for the majority of current general HMM based
pattern recognition applications.
In order to tackle the sparse data problem defined in the previous section, modeling ap-
proaches based on smaller protein units are investigated in this thesis. Generally, these units
are comparable to motifs (cf. section 3.2.2 on page 63 for motif based HMMs for protein
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sequences). However, they will not be estimated on the raw amino acid data but using the
feature based sequence representation developed in this thesis. In a completely unsuper-
vised and data-driven approach relevant parts of protein families are determined and mod-
eled using less complex and tighter models. These low-level and feature based building
blocks of the protein family will be called Sub-Protein Units (SPU). Compared to standard
protein family modeling using (global) Profile HMMs, in the SPU based approach only the
absolute essentials relevant for (i.e. conserved within) the sequences belonging to the par-
ticular protein family are considered. These essentials are captured by models with reduced
complexity containing significantly less parameters. Due to the reduced number of param-
eters, the amount of training data required for robust model estimation can be reduced, too.
For complete protein family modeling, SPUs will be appropriately concatenated.
Both approaches for estimating robust probabilistic protein family models containing
significantly less parameters, i.e. the global feature based modeling technique and the latter
SPU based approach, will be compared to the standard discrete Profile HMM modeling as
well as to the semi-continuous feature based Profile HMMs and among each other. Finally,
the decision for the best suitable variant will be discussed.
4.2.3 Accelerating the Model Evaluation
In the “Introduction for the impatient” of the manual for the Wise-tools, which is one
commonly used framework for general sequence analysis using HMMs, the currently
widespread opinion of the research community regarding the efficiency of model evalu-
ation is characterized by the following (hypothetical) dialog between a Wise-user and the
developers [Bir01]:
“[Question:] It goes far too slow
[Answer:] Well . . . I have always had the philosophy that if it took you over a
month to sequence a gene, then 4 hours in a computer is not an issue.”
Most current HMM based approaches for sequence analysis were developed with exclusive
respect to the general method, i.e. neglecting the efficiency of the actual model evalua-
tion. Contrary to the argumentation of the developers of Wise as cited above, “4 hours in
a computer” is indeed an issue. As discussed in chapter 1, modern molecular biology is
strongly influenced by the paradigm shift performed due to computational sequence anal-
ysis. The gain in biological knowledge obtained by broad screening of large databases
for particular protein families became possible by powerful and efficient techniques like
BLAST. Thus, when applying more sensitive and powerful techniques like Profile HMMs,
efficiency is important, too. Some of the present techniques are performed on special-
ized, and distributed hardware solutions (e.g. HMMER was ported to the massive paral-
lel PARACEL c© GeneMatcherTM architecture). Although by means of such “brute-force”
accelerations HMM based sequence analysis can be performed on large databases, the prin-
ciple problem of inefficient model evaluation remains. Increasing the computational power
for faster evaluation only treats the symptoms. Especially, when more complex procedures
for emission estimations like feature based approaches are applied addressing the improve-
ment of the classification accuracy for remote homologue sequences, algorithmic accelera-
tions of the model evaluation are required.
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Inspired by general pattern recognition applications of Hidden Markov Models, in this
thesis concepts for accelerating the evaluation of protein family models are adopted and
transferred to the bioinformatics domain. Following the argumentation given above, the fo-
cus of such acceleration techniques concentrates on algorithmic changes within the evalua-
tion process. For annotation tasks (e.g. for drug target validation), currently multiple Profile
HMMs are evaluated sequentially, i.e. every query sequence is aligned serially to every
Profile HMM considered and the classification decision is determined by alignment score
comparison. Such tasks are generally comparable to automatic speech recognition appli-
cations where signal parts are classified with respect to a fixed (large) inventory of words.
Especially online speech recognition is not possible when performing sequential model
evaluation combined with the posterior decision as for the bioinformatics case. Instead, all
models are evaluated in parallel which makes the overall process much faster when us-
ing sophisticated model combinations by combined state spaces and pruning techniques.
In this thesis, protein family models are similarly evaluated in parallel and certain pruning
techniques are applied allowing for fast model evaluation.
Furthermore, effective pruning techniques are applied which significantly limit the com-
putational effort for model evaluation on average. The basic motivation for such pruning
techniques is the observation that in complex Hidden Markov Models (like Profile HMMs)
very different local properties of the data are captured. However, when evaluating the mod-
els using the Viterbi- or the Forward- (Backward-) algorithm, large amounts of possible
paths through the state space are analyzed. Paths covering certain local characteristics are
very probable when observing such data but paths representing alternative local character-
istics are very improbable to match this data. However, although they hardly contribute to
the global solution in the general evaluation scheme, they are also considered. Pruning such
“irrelevant” paths accelerates the model evaluation significantly. In fact, when combining
multiple models into a common state space for parallel protein family HMM evaluation,
and applying pruning techniques, significant parts of complete models can be skipped for
evaluation.
Efficient model evaluation techniques generally address the third basic issue relevant for
the successful application of enhanced probabilistic models for protein sequence analysis
(cf. page 92). In this thesis it is considered for all parts of the developments.
Overview of the Concepts
The basic concepts for general improvements of HMM based sequence analysis which are
developed in this thesis are graphically summarized in figure 4.6. The fundamental ap-
proach for improved classification performance of protein family HMMs, namely the fea-
ture based sequence representation, is illustrated in the upper frame. For all considered
sequences of amino acids, relevant feature vectors based on biochemical properties of the
sequences are extracted. The resulting high-dimensional and principally continuous feature
space is represented using a mixture density (from left to right).
Based on the new feature representation, semi-continuous Profile HMMs are developed
which is shown in the next frame (second from top). The model topology of Profile HMMs
is kept fixed while substituting the discrete emissions with semi-continuous values obtained
using the mixture density representation of the feature space and the feature vectors ex-
tracted from the appropriate protein sequences.
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Figure 4.6: Concepts for improved HMM based sequence analysis developed in this thesis
(see text for explanation).
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In the third frame models with reduced complexity either for the whole protein family
of interest (PF) or for Sub-Protein Units (SPU1 and SPU2) and weaker conserved parts
of the protein family (General) are shown. All models are based on, and only possible
due to the new feature representation. Generally, variants of a certain protein family or
parts of it are possible which are evaluated in parallel. The particular models are, therefore,
conceptually combined using so-called pseudo-states (filled squares). These pseudo-states
gather the transitions from any variant to any other.
The lower frame illustrates the overall acceleration of the model evaluation using a com-
bined state space and general pruning techniques. The states of three exemplary models are
combined in the common state space and during evaluation irrelevant paths (black circles)
are skipped for further analysis. Only the states marked red will actually be evaluated.
4.3 Summary
In the previous sections the performance of state-of-the-art discrete Profile HMMs for su-
perfamily modeling was evaluated. It could be seen that remote homology analysis is still
a challenging task. The classification error of almost 33 percent is problematic for target
validation and the detection performance of the models is insufficient, too. The focus of the
assessment was on the evaluation of the general method. Iterative model estimation tech-
niques (cf. SAM’s target98 approach in [Kar98]) are based on this approach. Thus, if the
performance of general Profile HMMs could be improved, iterative techniques will benefit
from the new methods, too.
Following the assessment of the capabilities of state-of-the-art Profile HMM techniques,
concepts for improved HMM based sequence analysis were presented. Three basic issues
relevant for such improvements are addressed by these concepts:
1. General Performance Improvement,
2. Sparse Data Problem, and
3. Efficient Model Evaluation.
Based on a richer feature representation of the protein sequences, semi-continuous Profile
HMMs were proposed. Compared to discrete Profile HMMs, their semi-continuous coun-
terparts capture the biochemical properties of residues in their local neighborhood much
better. Additionally, approaches for less complex model architectures were presented al-
lowing robust protein family model estimation even when using only small training sets.
Because of the major importance for high-throughput screening tasks of large databases the
acceleration of the model evaluation at the algorithmic level was proposed. By means of a
parallel model evaluation scheme in combination with state space pruning techniques fast
model evaluation will become possible.
In this chapter the concepts for improved HMM based protein sequence analysis were
presented in general. According to these concepts in the following chapter approaches and
methods developed are presented in detail. All described methods were implemented in a
prototypical HMM framework (the GRAS2P system; cf. [Plo¨02]). By means of this toolkit
the effectiveness of the new approaches were evaluated using representative sequence anal-
ysis tasks. The results of this experimental evaluations will be presented in chapter 6.
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Families
Common practical experience of molecular biologists with regard to the effectiveness of
even the most sophisticated state-of-the-art probabilistic sequence analysis techniques leads
to the conclusion that current approaches addressing remote homology detection tasks as
summarized in chapter 3 have reached their limits. The results of an experimental evalua-
tion for a representative task of sequence comparison using Profile HMM based stochastic
models of protein families (cf. section 4.1) demonstrate that improved techniques are re-
quired.
The goal of this thesis is the development of enhanced probabilistic methods for general
improvements of sequence analysis results. Currently, the development of the most promis-
ing approaches is very goal oriented, which means that several concepts are almost exclu-
sively influenced by the actual biological task. One prominent example is the complex Pro-
file HMM architecture including three different kinds of states which reflects the traditional
sequence alignment including insertions, deletions, and substitutions of sequence residues.
Another example is the model regularization using mostly manually designed background
distributions (cf. Dirichlet mixture based regularization in section 3.2.2 on page 59). Unfor-
tunately, the generalization capabilities of such techniques, i.e. the effectiveness for obtain-
ing really new knowledge regarding protein relationships, are apparently limited (cf. section
4.1). Since protein sequence analysis can generally be understood as a pattern recognition
problem where more or less modified occurrences of patterns need to be assigned to the
correct classes, the approaches of this thesis address the incorporation and adoption of gen-
eral pattern recognition techniques into the bioinformatics domain. Due to a more abstract
view at the protein sequence analysis tasks during modeling, enhanced probabilistic models
for protein families become possible.
The general concepts for enhanced protein family models were presented in the previous
chapter. Based on this, detailed explanations of the newly developed techniques are given
in this chapter addressing the three basic issues as formulated in section 4.2:
1. General Performance Improvement,
2. Sparse Data Problem, and
3. Efficient Model Evaluation.
According to the concepts developed, this chapter is organized as follows: The funda-
mental idea for all developments in this thesis is a feature based protein sequence represen-
tation. In section 5.1 the approach for obtaining a rich sequence representation is presented.
Based on this, section 5.2 deals with techniques for robust parameter estimation for feature
based Profile Hidden Markov Models and new application concepts of such enhanced mod-
els. Following this and based on the feature representation of protein sequences, in section
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5.3 the complex model architecture of Profile HMMs is discarded and replaced by topolo-
gies with reduced complexity. The focus is on an alternative model architecture, namely
Bounded Left-Right models. Furthermore, a new concept of protein family modeling using
small building blocks, so-called Sub-Protein Units extracted automatically and in an unsu-
pervised manner from training samples, is discussed. Approaches for a general acceleration
of the evaluation of protein family HMMs are presented in section 5.4. The assignment of
the new developments to the three basic issues relevant for the successful application of
new protein family modeling approaches is given at the appropriate passages in the text.
Descriptions of some of the new approaches developed for enhanced probabilistic protein
family modeling can also be found in [Plo¨04].
5.1 Feature Extraction from Protein Sequences
As an example for protein grouping in (super-)families, or folds, the family of Kinases con-
tains enzymes that transfer phosphate groups from, e.g. Adenosine triphosphate (ATP) to a
specified substrate or target.1 In fact such family affiliations are caused by functional simi-
larities of particular proteins (here the phosphate groups transfer). Generally, the biological
function of a protein is determined by its three-dimensional structure which is mainly influ-
enced by the underlying linear sequence of amino acids. According to this well-known and
accepted theory, protein sequence analysis is performed using primary structure data.
However, a large amount of proteins exists which are functionally similar but whose sim-
ilarities at the primary-structure level are rather weak. This phenomenon can be observed
at almost every level of granularity when analyzing protein data. Even when considering
the smallest functional units which are usually modeled by Profile HMMs, namely protein
domains, sequence similarity is not always given for the whole chain of amino acids. In
fact, these remote homologues are problematic for the majority of current sequence analy-
sis techniques.
In order to generally improve the performance of current probabilistic sequence analy-
sis techniques which was defined as the first basic issue for enhanced HMM based protein
family modeling (cf. section 4.2), the central aspect of the developments described in this
thesis is the explicit consideration of biochemical properties of the protein families dur-
ing modeling. Compared to the standard description of protein data using their underlying
chains of amino acids, a rich feature based protein data representation is used for establish-
ing stochastic models of protein families. In the following, this feature extraction approach
is presented.
5.1.1 Rich Signal-Like Protein Sequence Representation
In section 2.2 the biochemical composition of proteins was described. Proteins are macro-
molecules composed by 20 standard amino acids. The amino acids differ by the side chain
attached to the Cα atoms. Due to these different side chains, the amino acids themselves vary
in their biochemical properties like hydrophobicity, electric charge etc. The biochemical
1This process is termed “phosphorylation”. Typically, the target is “activated” or “energized” by being phos-
phorylated (cf. [Str91, p.368f]).
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properties of protein domains and furthermore of the complete protein is determined via
the local combination of the residues’ properties.
By means of the symbolic description of protein data using amino acid sequences the
general biochemical properties of the residues are summarized. Every amino acid contains
its specific biochemical characteristics. These numerous specialties are only implicitly con-
sidered by discriminating between the 20 standard amino acids. However, neither local
contextual relationships between residues nor specific mutual relationships between actual
biochemical properties, which might be important for the overall function of the protein
(domain), are considered.2 It seems unrealistic that all biochemical properties change rad-
ically from one residue to another which is suggested when different amino acid symbols
are adjacent. Instead, less abrupt changes and especially higher level mutual relationships
between different biochemical properties are expectable.3 One hypothetical example could
be that from one residue to the next the hydrophobicity does not change substantially while
the electric charge does.
In these premises, an alternative protein sequence representation is developed which is
based on protein specific primary structure data and general knowledge about biochemical
properties of amino acids. Biologically meaningful biochemical properties of residues are
explicitly considered.
Protein Sequence Encoding
Basically, the biochemical characteristics of amino acids were well investigated throughout
the years. Numerous researchers performed countless wet-lab experiments measuring vari-
ous properties of the standard amino acids. In the literature some general sequence analysis
techniques were described exploiting selected individual biochemical properties (cf. sec-
tion 3.3.1 on page 75). However, most of such techniques use biochemical properties for
more or less technical reasons (like applying spectral analysis based on numerical sequence
mapping) as alternative but completely equivalent representation compared to the conven-
tional amino acid sequences. Mostly, no further information is incorporated into the protein
data representation since the 20 standard amino acids are mapped to 20 (or slightly less)
different numerical values.
Basically, it is impossible even for very experienced molecular biologists to determine
a single biochemical property being exclusively responsible for protein family affiliations.
Instead, multiple properties are responsible for the biological function of proteins and thus
their family affiliation. Certainly hydrophobicity, electric charge, and residue size are rather
important for the three-dimensional structure and the surface properties of proteins. Addi-
tionally, other biochemical properties are important, too.
Biochemical properties of amino acids are usually collected in so-called amino acid in-
dices. Such indices contain mapping rules for every amino acid to numerical values repre-
2Profile HMMs for protein (domain) families cover global contextual relationships of the residues via the
model architecture. However, the emissions are determined completely neglecting any residual neighbor-
hood.
3For standard pairwise sequence analysis techniques substitution groups are implicitly defined using sub-
stitution matrices which alleviates the abrupt character of symbol changes by assigning similar scores to
similar amino acids.
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senting the appropriate biochemical property. By exploiting these indices, amino acid se-
quences are numerically encoded resulting in “signal”-like representations. As previously
mentioned (section 3.3.1 on page 75) Shuichi Kawashima and Minoru Kanehisa compiled
a large amount of such amino acid indices [Kaw00]. For a rich protein sequence representa-
tion, in the new approach presented here, the particular amino acids are mapped to multiple
properties carefully selected from the almost 500 indices. The selection was performed in
cooperation with several biologists, i.e. incorporating expert knowledge. It turned out that
35 indices are sufficient for describing the biochemical properties of amino acids which are
assumed most relevant for family affiliation. The authors of the amino acid indices com-
pilation additionally performed a clustering of their indices regarding certain categories of
amino acid properties:
• Hydrophobicity indices,
• Composition indices,
• Indices covering α and turn propensities,
• β propensity indices,
• Indices for physiochemical properties, and
• Indices covering other properties.
The 35 indices selected for the biochemical property based sequence representation devel-
oped in this thesis cover these clusters reasonably. A more detailed description of the amino
acid indices used for sequence mapping can be found in appendix C.
As the result of the mapping procedure, protein sequences are encoded into multi-channel
signal representations, i.e. given the linear chain of amino acids for a particular protein, its
biochemical properties are represented in a 35-channel signal of the same length. Note that
all components of the resulting feature vectors, i.e. the numerical mappings for all channels,
are normalized to the range [−1 . . . 1] which is mandatory for further processing.
The general process of representation change by amino acid mapping is graphically sum-
marized in figure 5.1. It is the base for all further developments, namely the extraction of
relevant features describing the essentials of protein sequences.
Analysis of Local Neighborhoods
The previously described sequence encoding method subsumes information regarding bio-
chemical properties of the amino acids from various sources in a multi-channel representa-
tion. Generally, when using state-of-the-art Profile HMMs for protein family modeling, two
levels of residual context are considered. The classification result determining the decision
regarding the probable affiliation of the sequence analyzed to a particular protein family is
performed using the complete sequence, i.e. the complete residual neighborhood. Thus, the
global context is captured by the HMM. Contrary to this, for the estimation of the emission
probabilities no residual context is used at all.
Neglecting any residual context for the estimation of the HMM state emissions seems
rather crucial since the biochemical characteristics certainly do not abruptly change from
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Figure 5.1: Overview of the approach for obtaining a biochemical property based protein sequence represen-
tation: Based on protein specific primary structure data (sequence at the upper part) and general
knowledge about relevant biochemical properties of amino acids (left-hand side) the new repre-
sentation is obtained by mapping the biochemical properties of residues to multiple numerical
values (lower part). Note that all sequence and biochemical property data is hypothetical not
corresponding to reality and for illustration purposes only.
one residue to another. Instead, they are dependent on their local environment since adja-
cent residues severely interfere with each other. As one example the electric charge of a
residue is dependent on the electric charge of its immediate environment. Since amino acid
indices like the symbolic description of amino acids themselves do not respect the residues’
environment, these local characteristics are captured alternatively in the new approach for
HMM state emissions.
In order to respect local signal characteristics already at the level of emission probabili-
ties, in the feature extraction procedure local contexts of residues are considered. The emis-
sions estimated on the base of the local neighborhoods of a particular residue contain much
more information since they cover the residues’ environment. Note that the global context,
i.e. the structure of the protein family data, is still captured by the appropriate HMM. Gen-
erally, the HMM now describes the structure of protein data at the base of residues in their
local neighborhood. In the new approach consecutive samples of the 35 channel signals are
analyzed using a sliding window technique (extracting frames). These frames are used for
short length signal analysis.
There are two general parameters for configuring the sliding window based context anal-
ysis. First, the length of the context analyzed for emission estimation needs to be deter-
mined. Certainly, it is dependent on the actual data analyzed. Thus, it generally needs to
be treated as a parameter to be learned during training. Unfortunately, especially for HMM
based modeling there are no techniques available for such parameter training. However, in
informal experiments a fixed window size of 16 could be determined heuristically which is
suitable for the majority of protein data. Thus, it was kept fixed for the general procedure.
The sliding window containing the context of a particular residue is (almost) symmetrically
organized, i.e. the context of an amino acid consisting of seven neighbors to the left and
eight neighbors to the right is considered.
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The second parameter determines the actual treatment of the sequence borders. Due to
the (almost) centered context of a residue, at the beginning and at the end of a sequence
the sliding window cannot be filled using real data – because in fact there is no data. This
border problem is also known from general signal filtering approaches, e.g. within image
processing applications when convolving images with specialized denoising filters. Since
all residues have a special meaning for the particular protein, the borders cannot be skipped
(as one common solution for image processing applications suggests) but three general
“solutions” exist:
1. Zero-padding: The borders are filled with 0.
2. Distinct values-padding: The borders are filled with distinct values, optionally dis-
criminating between beginning and end of the sequence.
3. Prior-padding: The sequence is extended at the beginning as well as at the end using
prior knowledge about the general distribution of amino acids (i.e. filled with the
amino acid wildcard ’X’).
Note that all three options incorporate artificial, i.e. potentially erroneous, data into the pro-
tein sequence. Since the first two options seem to distort the sequence data too much, in the
actual feature extraction approach the borders are treated using prior-padding. Generally,
when modeling protein families the influence of the borders is not negligible but also not
dramatic.
In figure 5.2 the sliding window approach, which is the prerequisite for the analysis of
the residues’ local neighborhoods, is schematically illustrated.
5.1.2 Feature Extraction by Abstraction
The plain multi-channel signal-like representation of residues in their local neighborhood
as described in the previous sections is already a rich base for enhanced protein family mod-
els. They could be used as features for emission probability estimation for Profile HMMs.
However, for remote homology detection the biochemical essentials of a particular protein
family are of major interest. Thus, for good generalization, any putatively misguiding signal
specialties in any of the channels encoding particular biochemical properties, relevant only
for a minority of sequences belonging to the family of interest should be neglected.
In general pattern recognition applications, putatively misguiding characteristics of ar-
bitrary signals evolving in time are usually identified and discarded by means of signal
processing techniques. If a coarse but meaningful general shape of such a signal was de-
sired, e.g. specific frequencies causing signal distortions will be eliminated. Therefore, the
signal of interest is usually transformed into a more convenient but equivalent frequency
representation. Generally, the standard transformation for signal analysis applications is the
well-known Fourier transformation providing a frequency coefficients based signal repre-
sentation. Every coefficient of the resulting spectrum represents a certain frequency part of
the original signal. Once the Fourier coefficients are estimated, further frequency based sig-
nal analysis and thus filtering can be performed very easily by explicitly changing particular
coefficients which results in the desired essentials of the signal processed. The spectral sig-
nal representation is completely equivalent to the original time-series based representation
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Figure 5.2: Sketch of the sliding window approach for the analysis of residues’ local neighborhoods: For
every residue of a protein sequence (upper part) the biochemical properties are analyzed with
respect to the 15 surrounding amino acids captured by a sliding window which are illustrated by
means of rectangles filled red (middle part). At the borders of the sequence, the windows are filled
using prior knowledge about general amino acid distributions (lower part, left and right border).
The filled windows are subject to further processing, i.e. multi-channel amino acid mapping and
feature extraction.
if all coefficients are considered. This means, that the original signal can be reconstructed
from the Fourier coefficients if all of them are used for the inverse function transformation.
Interpreting the multi-channel numerical protein sequence representation of a residue in
its local neighborhood as a general signal evolving in time4, the coarse shape of this “pro-
tein signal” can generally be obtained as described above for arbitrary signals. In fact, due
to e.g. the elimination of specific “frequencies” of the residual context signal, putatively
misguiding peaks, i.e. biochemical properties which are not relevant for the protein in gen-
eral, can be eliminated. The resulting coarse shape of the protein signal will represent the
biochemical essentials of the underlying actual protein. Note that the signal analysis is per-
formed channel-wise, i.e. every single channel encoding a specific biochemical property is
analyzed separately.
While analyzing signals of protein sequences it turned out that the standard spectral anal-
ysis approach using the Fourier transformation as described above is not suitable for biolog-
ical signals subsumed in the frames covering the biochemical properties of residues’ neigh-
borhoods. This function transformation assumes periodic signals of infinite length which
is in no way the case for the numerical representation of the biochemical properties of 16
adjacent amino acids. Furthermore, due to the rather artificial signal interpretation of the
protein data, explicit signal analysis, e.g. the manual identification of specific frequencies
not characteristic for the protein essentials, can hardly be performed.
Instead, abstraction from detailed signal shapes needs to be guided implicitly by the fre-
4Conceptually, here time is substituted by the amino acids’ positions within the protein sequence, i.e. here
within the context window, as usual for Profile HMM based sequence processing.
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quency transformation used for signal analysis. A frequency transformation is required,
which does not assume any signal specialties which are not fulfilled and which allows
easy signal abstraction by e.g. discarding the first or the last k coefficients according to
the amount of information they represent with respect to the original signal. A transforma-
tion which almost perfectly fulfills these constraints is the Discrete Wavelet Transforma-
tion (DWT). After Wavelet transformation the coefficients are ordered with respect to the
amount of information they particularly contain which is one reason for the better suitabil-
ity of DWT compared to the traditional Fourier transformation. A detailed discussion of the
DWT is far beyond the scope of this thesis. However, in appendix A the basic theory and
some necessary essentials regarding Wavelets are described.
As usual for function transformations, the signal representation using all Wavelet coeffi-
cients is completely equivalent to the original time-series based signal – the original signal
can be reconstructed without distortion. In addition to the previously mentioned improved
suitability for protein signals, Wavelets are rather convenient for obtaining more abstract
signals. In a Wavelet based signal representation, the coefficients are ordered according to
their importance for the complete signal analyzed. First, the approximation coefficients rep-
resent the most relevant information necessary for the reconstruction of the original signal.
Following these, detail coefficients describe signal specialties which generally do not con-
tribute substantially to the coarse shape of the signal. Note that these detail coefficients do
not necessarily correspond to a specific kind of frequencies, e.g. high frequencies.
By means of a Wavelet representation, the coarse shapes of the protein signals in any
of the channels covering specific biochemical properties can easily by extracted by skip-
ping a reasonable number of detail coefficients. For the extraction of relevant features from
protein signals, a two-level Wavelet decomposition using second order Daubechies filter
(length four) is performed, i.e. in addition to the basic decomposition of the signal, the ap-
proximation coefficients obtained are further decomposed which corresponds to a two scale
analysis (cf. appendix A on pages 197ff). The actual parameterization of the feature extrac-
tion approach could be obtained in various informal experiments. Since pure signal analysis
is performed (compared to signal detection), the actual choice of the Wavelet and scaling
filter pair is of minor importance and a standard filter pair is used. Skipping the upper five
coefficients is straightforward when inspecting the results with respect to the analysis of
their average energy which is usually very low for all channels. The remaining coefficients
substantially vary for different proteins and channels and thus cover the main energy of the
signals, i.e. the most relevant information contained in the signals. They will be used for
further processing. In figure 5.3 the general Wavelet based signal decomposition including
the abstraction by discarding the upper five detail coefficients is graphically illustrated for
one channel of one frame extracted from a hypothetical protein sequence.
Applying the above described feature extraction method, residues of protein sequences
are represented as coarse shapes of signals obtained by multi-channel numerical encoding
and signal abstraction using DWT. The 11 Wavelet coefficients for the 35 channels are
concatenated to a 385-dimensional feature vector which represents the summary of relevant
biochemical properties of a residue in its local neighborhood.
Processing such high-dimensional feature vectors is not feasible for remote homology
detection applications where usually rather small training sets are available. Robust models
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Figure 5.3: Illustration of a principle Wavelet based signal decomposition as performed for every channel
of frames extracted from protein sequences: 0 + 1) illustration of one frame from a hypothetical
protein sequence including one channel of the numerical encoding; 2) result of the first stage
of two scale Wavelet analysis resulting in approximation and detail coefficients; 3) result of the
further decomposition of the first level approximation coefficients; 4) concatenation of first and
second stage coefficients; 5) final frame representation using eleven of 16 Wavelet coefficients.
based on a 385-dimensional feature representation can hardly be estimated. Thus, further
reasonable dimension reduction needs to be performed.
Skipping the upper five Wavelet coefficients was quite straightforward. By means of in-
formal experimental evaluations it turned out that the neighborhood of 16 residues can be
described properly using eleven coefficients. Further reduction of the dimensionality could
not be performed in this way. However, despite careful selection of the 35 channels actu-
ally used for the description of relevant amino acids’ biochemical properties, redundancies
within the multi-channel representation are more than expectable. Furthermore, since the
sliding window approach is performed using an overlap of 15/16 of the frame size, redun-
dancies are expectable here, too. Thus, further dimension reduction by automatic decor-
relation seems possible without loosing too much information describing the essentials of
protein data.
The standard procedure for automatic decorrelation and dimension reduction is apply-
ing the Principle Components Analysis (PCA). Here, an N -dimensional feature space is
projected onto an M -dimensional subspace (M  N ) which covers the majority of data
variance. This subspace is spanned by the M eigenvectors corresponding to the largest M
eigenvalues of the covariance matrix of the sample data (the relevant theory of PCA is
briefly summarized in appendix B). In these premises, the 385-dimensional feature vectors
are projected onto their eigenspace. Inspecting the eigenvalue spectrum of the component
wise normalized data, it becomes clear that a compact representation in a 99-dimensional
subspace is sufficient. Note that this substantial dimension reduction is only possible when
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using the two scale Wavelet analysis. Informal experiments showed that a single stage de-
composition is less effective.
The overall procedure for feature extraction from protein sequences is summarized in
figure 5.4. Based on this feature based protein sequence representation all further modeling
approaches are performed.
final 99−dimensional
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Figure 5.4: Overview of the feature extraction method for obtaining a rich protein sequence representation
covering the most relevant biochemical properties: By means of a sliding window technique,
frames ~a = (a1, . . . , a16) are extracted containing the 15 adjacent amino acids of a particular
residue (upper part). Every frame ~a is mapped to a 35-channel numerical representation covering
the most relevant biochemical properties of proteins (middle-left part). The coarse shapes of such
“protein signals” are extracted by applying a Discrete Wavelet Transformation and skipping the
upper five coefficients for signal abstraction (middle-right). The concatenation of the resulting
385 Wavelet coefficients is projected onto the 99-dimensional eigenspace resulting in the final
feature vectors ~x (lower part).
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5.2 Robust Feature Based Profile HMMs and Remote Homology
Detection
In the previous section the new approach for obtaining a rich protein sequence representa-
tion based on feature extraction was presented. It is the central aspect of this thesis. In the
following, by means of the new 99-dimensional vector representation of protein data, fea-
ture based Profile HMMs are developed. They represent a substantial enhancement of the
basic method of protein family modeling using Profile Hidden Markov Models and serve
as their replacements for general improvement of remote homology detection.
Compared to the 20 discrete standard amino acid symbols, the new feature representation
of protein data corresponds to a 99-dimensional continuous feature space. When processing
feature vectors, generally continuous instead of discrete HMMs are used (cf. section 3.2.2
on page 46). However, current Profile HMMs are defined for discrete data only. Thus, for
the feature based sequence representation, Profile HMMs need to be modified for suitable
processing of protein feature data. According to the general argumentation regarding proper
model emission types, pure continuous models seem problematic because they require sub-
stantial amounts of training samples for robust model estimation. Every state includes its
own individual feature space representation which covers the specifics of the feature vectors
assigned to it. Especially for effective exploitation of small training sets, Xuedong Huang
and colleagues proposed the concept of semi-continuous modeling where a common feature
space representation is shared by all states of the particular model [Hua89]. The attractive-
ness of semi-continuous HMMs is also reasoned by the fact that a good estimation of the
common feature space representation can be obtained in a separate estimation step using
general feature data.5 Since target specific data is not necessarily required for obtaining
the general feature space representation, usually larger sample sets are available resulting
in a more robust feature space representation. The separation of the estimation of a gen-
eral feature space representation from position specific modeling is the basic advantage of
semi-continuous HMMs which can be exploited especially for robust estimation of pro-
tein models using small sample sets. Note that the abovementioned separate model and
feature space estimation is not mandatory for semi-continuous HMMs. Instead, both com-
ponents can also be obtained from an integrated training procedure. However, the number
of training samples required is substantially larger. Thus, semi-continuous Profile HMMs
are developed by explicitly exploiting the separate feature space estimation.
In the following sections, first, an appropriate feature space representation using mixture
components is presented. A general representation can be obtained using very effective
standard estimation techniques. Following this, general semi-continuous Profile HMMs are
introduced by means of the parametric description of the feature space. For robust protein
family modeling, target family directed specialization is developed in section 5.2.3. Remote
homology detection is improved using an explicit background model capturing all data not
belonging to a particular protein family (section 5.2.4).
Corresponding to the three basic issues addressing improved probabilistic protein family
models, the developments presented in this section are directed to general performance
improvement and alleviating the sparse data problem (cf. section 4.2 on page 92).
5Note that general data denotes feature vectors which are not specifically assigned to a particular HMM
state. However, the principle origin of all feature vectors used for the estimation of the feature space
representation as well as for the specific modeling process needs to be identical (here: protein data).
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5.2.1 Feature Space Representation
For discrete data the distribution of a random variable Y can generally be defined tabularly
by assigning the probability P (y) to every discrete event y, which Y can be assigned to.6
This is the usual case for protein data where, given a set of sample sequences, the relative
frequencies of every amino acid define the discrete distribution representing the data space
of amino acids.
Due to their non-discrete character, the underlying probability density distributions of
continuous data cannot be defined tabularly. Thus, parametric models are required for
proper descriptions of continuous densities usually resulting in compact representations
of the particular data spaces. According to the central limit theorem, most natural processes
can be described using normal distributions if they were observed for reasonable time.
Normal distributions N are mathematically very attractive since they contain only a small
number of parameters for effective representation of unimodal densities:
N (~x|~µ,C) = 1|√2piC|e− 12 (~x−~µ)TC−1(~x−~µ),
where ~µ denotes the mean vector of the data andC the appropriate covariance matrix. Gen-
eral continuous density functions p(~x) can be approximated with arbitrary precision using
linear combinations of normal distributions, so-called mixture density models [Yak70]. Usu-
ally, only a finite sum of K mixture components is used and the parameters of the model,
namely the mixture weights, i.e. their prior probabilities ci, the mean vectors ~µi, and the
covariance matrices Ci of the particular normal densities, are summarized in a set of pa-
rameters θ:
p(~x|θ) =
∞∑
i=1
ciN (~x|~µi,Ci) ≈
K∑
i=1
ciN (~x|~µi,Ci).
Feature vectors extracted from protein sequences as introduced in the previous section
generally represent continuous data. Certainly, they originate from discrete amino acid
symbols but after their enrichment using biochemical property mapping and their signal-
like treatment by applying Wavelet transformation and Principal Components Analysis
to their local neighborhood, the character of the data becomes continuous. Thus, the 99-
dimensional feature space is represented using mixture density distributions.
Estimation of the General Feature Space Representation
As previously mentioned, the general feature space representation can be estimated inde-
pendently from the actual protein family modeling. In the approach presented here, mixture
components are estimated by exploiting general protein data from major protein sequence
databases. For the developments of this thesis, the SWISSPROT database [Boe03] was used
for obtaining the general protein feature space representation. By means of its almost 90 000
sequences, 1024 normal densities are estimated which provide a sufficiently accurate fea-
ture space representation. The actual limitation to 1024 mixture components represents a
6The argumentation regarding the representation of general densities is mainly influenced by [Fin03, p.46f].
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good compromise between suitably covering the general feature space and allowing further
specialization as described later.
Due to this limitation the accuracy of the data space representation is strongly dependent
on the actual choice of the mixture components, i.e. their “position” within the data space
and their shape. For high-dimensional data these parameters correspond to mean vectors
and covariance matrices of N -dimensional normal densities. Usually, they are estimated
using the well-known Expectation Maximization (EM) procedure [Dem77]. By means of
this iterative technique both mean vectors and covariance matrices of a predefined num-
ber of mixture components are estimated by maximizing the probability of training data
X = {~x1, ~x2, . . . , ~xT} depending on the parameters of the mixture density model. Although
widely used, the EM algorithm has severe drawbacks. First, it is in no way guaranteed that
the global optimum for data space representation can be obtained. Instead, the local opti-
mum which is closest to the initialization will be found. Thus, the quality of the solution
is severely dependent on the initialization of the procedure. Especially random assignment
of mean vectors and covariance matrices is problematic. Furthermore, most critically, the
algorithm converges rather slowly, i.e. usually many iterations are required for estimating
suitable mixture components. In figure 5.5 the EM algorithm for estimating mixture density
models of probability distributions is summarized.
The EM algorithm is closely related to general vector quantization techniques where
clusters within data spaces are searched. However, during clustering the data vectors are
assigned deterministically to particular clusters compared to probabilistic assignment when
using EM. Unfortunately, the EM algorithm is computationally expensive. Thus, instead of
using EM in several practical applications a much faster procedure is applied for obtaining
suitable parametric representations of high-dimensional continuous data spaces – a slightly
modified version of the k-means vector quantization procedure which was originally devel-
oped by James MacQueen [Mac67].
The k-means algorithm is a non-iterative technique for estimating vector quantizers
where based on a single-pass approach both cluster representatives, so-called prototypes,
and the corresponding data space partition can be estimated very efficiently. In several in-
formal experiments using different kinds of data vectors it turned out that the quality of
the vector quantizers estimated using the k-means approach is at least comparable to those
obtained when using iterative clustering techniques like the well-known Lloyd or LBG al-
gorithms (cf. e.g. [Ger92, Fin03]). The crucial prerequisite for equivalent or even better
vector quantizer design is the existence of reasonable numbers of sample data. This is the
case when using general protein data from SWISSPROT. In figure 5.6 the standard k-means
algorithm is summarized.
Once a vector quantizer has been obtained for the general data space using k-means, a
mixture density can easily be estimated by exploiting the resulting prototypes as well as the
partition of the data space. The prototypes of the clusters correspond to the mean vectors
of the mixture components and the appropriate covariance matrices Ci can be calculated
using the data vectors ~x assigned to particular cells of the data space partition (clusters) Ri:
Ci =
∑
~x∈Ri
(~x− ~µi)(~x− ~µi)T .
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Given a set of sample data X = {~x1, ~x2, . . . , ~xT} and the number K of desired base
normal densities and a lower limit ∆Lmin for the relative improvement of the likelihood
function L(θ) = lnP (~x1, ~x2, . . . , ~xT |θ) =
∑
~x∈X lnP (~x|θ), where θ represents the
parameter vector describing the mixture density model.
1. Initialization: Choose initial parameters θ0 = (c0i , ~µ0i ,C0i ) of the mixture density
model, and initialize the iteration counter m← 0.
2. Expectation Estimation (E-step): Determine estimates for the posterior prob-
abilities of all mixture components ωi (given the current model θm) for every
data vector ~x ∈ X:
P (ωi|~x, θm) = c
m
i N (~x|~µmi ,Cmi )P
j
cjN (~x|~µmj ,Cmj ) .
Calculate the likelihood of the data given the current model θm:
L(θm) = lnP (~x1, ~x2, . . . , ~xT |θm) =
∑
~x∈X ln
∑
j c
m
j N (~x|~µmj ,Cmj ).
3. Maximization (M-step): Calculate updated parameters
θm+1 = (cm+1i , ~µ
m+1
i ,C
m+1
i ):
cm+1i =
∑
~x∈X
P (ωi|~x, θm)
|X|
~µm+1i =
∑
~x∈X
P (ωi|~x, θm)~x∑
~x∈X
P (ωi|~x, θm)
Cm+1i =
∑
~x∈X
P (ωi|~x, θm)~x~xT∑
~x∈X
P (ωi|~x, θm) − ~µ
m+1
i (~µ
m+1
i )
T .
4. Termination: Calculate the relative change of the likelihood since the last itera-
tion:
∆Lm =
L(θm)−L(θm−1)
L(θm)
.
If ∆Lm > ∆Lmin set m← m+1 and continue with step 2, terminate otherwise.
Figure 5.5: EM algorithm for estimating mixture density models (adopted from [Fin03, p.64], cf. also
[Dem77, Ger92]).
Without further optimization a high quality representation of the biochemical feature space
created for protein sequence data can be obtained which is used as starting point for feature
based protein family HMMs.
In figure 5.7 the process of mixture density estimation for feature space representation
using general protein data is summarized graphically.
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Given a set of sample dataX = {~x1, ~x2, . . . , ~xT} and the numberK of desired clusters.
1. Initialization: Choose the first K vectors of the sample set as initial cluster proto-
types Y 0 = {~y1, ~y2, . . . , ~yK} = {~x1, ~x2, . . . , ~xK}. Alternatively choose K data
vectors randomly distributed over the sample set. Initialize the partition of the
data set to R0i = {yi}, i = 1, . . . , K.
Initialize counter m← 0.
2. Iteration: For all data vectors ~xt, K + 1 < t < N not processed so far:
(a) Classification: Determine the optimal prototype ~ymi within the current set
of cluster prototypes Y m for ~xt using some metric d (usually Euclidean
distance, cf. equation 3.1 on page 22):
~ymi = argmin
~y∈Ym
d(~xt, ~y).
(b) Re-partitioning: Change the partition of the data space by updating the
cluster Ri belonging to the previously determined prototype ~yi:
Rm+1j =
{
Rmj ∪ {~xt}, if j = i
Rmj , otherwise.
(c) Prototypes Update: Update the prototype ~yi of the cluster which was
changed in the previous step and keep all others:
~ym+1j =
{
cent(Rm+1j ), if j = i
ymj , otherwise,
where cent(Rm+1j ) designates the centroid of the current j-th cluster:
cent(Rmj ) = argmin
~y∈Rmj
E{d(~x, ~y)|~x ∈ Rmj }
which corresponds to:
cent(Rmj ) = E{~x|~x ∈ Rmj } =
∫
Rmj
~xp(~x)d~x
when using elliptical symmetrical metrics like e.g. the Euclidean distance.
Update counter m← m+ 1.
Figure 5.6: k-means algorithm for vector quantization (adopted from [Fin03, p.61], cf. also [Mac67, Ger92]).
5.2.2 General Semi-Continuous Profile HMMs
When processing feature vectors, usually continuous instead of discrete HMMs are used.
The emissions of HMM states are based on parametric representations of the underly-
ing high-dimensional feature space. Linear combinations of normal densities are a suit-
able choice for easy mathematical treatment since the number of parameters required for a
proper description is reasonable small (cf. section 3.2.2 on pages 46ff).
For the general case of continuous modeling, every state of such HMMs consists of
its own set of mixture components. The major advantage of such a continuous modeling
approach is the estimation of state-specific mixture components which allows sharp spe-
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Figure 5.7: Estimation of mixture density for feature space representation: Using feature data extracted from
general SWISSPROT protein sequences (left part), the k-means algorithm is applied for estimat-
ing the mixture density used (right part).
cialization individually for particular positions within the HMM. However, especially for
HMMs consisting of complex model architectures and thus large amounts of states, the
overall number of normal densities which are to be estimated is usually rather high. In or-
der to obtain robust estimations of the mixture density, for all of these mixture components
state specific training data is required. Unfortunately, for typical practical problems usually
only small training sets are available (cf. the second issue relevant for the application of
probabilistic protein families – the sparse data problem – in section 4.2 on page 92).
Since the amount of state-specific training samples is typically extremely small when
modeling protein families using Profile HMMs, continuous emission modeling is out of
question for feature based protein sequence representations. Instead, the semi-continuous
modeling approach of Xuedong Huang and colleagues (cf. pages 46ff) is very attractive for
feature based Profile HMMs. The training sets are effectively exploited by sharing a com-
mon set of normal densities between all HMM states. The state-dependent specialization
is reached by the individual prior probabilities for the mixture components. Furthermore,
as mentioned earlier one basic advantage of semi-continuous modeling is especially the
principal possibility of dividing the model estimation process into two steps, namely ob-
taining the feature space representation and the actual model optimization which requires
less model specific training data.
Thus, enhanced Profile HMMs which are based on continuous feature vector represen-
tations capturing the biochemical properties of amino acids in their local sequential neigh-
borhood are of semi-continuous type. As described in the previous section, the general
parametric feature space representation is efficiently determined by applying a modified
version of the k-means algorithm for vector quantization to general protein data (approx-
imately 90 000 sequences). Semi-continuous Profile HMMs themselves are derived from
the architecture of discrete models, i.e. the general model architecture is kept fixed. Given
the Profile structure, standard Viterbi training is performed using the component densities
of the general feature space representation and small amounts of family specific data.
By means of this procedure, enhanced Profile HMMs for robust protein family modeling
are estimated using SWISSPROT protein data for the general feature space representation
(hence the name general semi-continuous Profile HMMs) and small amounts of protein
family specific data. In figure 5.8 the new enhanced Profile HMMs are illustrated. The
general model architecture is kept fixed whereas the emissions of Insert and Match states
are now based on the underlying common mixture density.
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Figure 5.8: Semi-continuous feature based Profile HMMs for robust protein family modeling: The original
model architecture of Profile HMMs is kept fixed (upper part). The emissions of both Insert and
Match states are now based on a general mixture density representation of the new underlying
feature space covering the essential biochemical properties of residues in their local neighborhood
(lower part).
5.2.3 Specialization by Adaptation
The mixture density representation of the feature space obtained from SWISSPROT cap-
tures the global properties of general feature data. As mentioned earlier, family specific
specialization of the general feature space representation is implicitly performed by esti-
mating the state-dependent prior probabilities for all mixture components. In the previous
section, semi-continuous Profile HMMs were developed by means of this concept. They
are very efficient for robust protein family modeling if only little target specific data is
available. However, mixture densities specifically estimated for particular protein family
models, i.e. their HMM states, do principally better represent the specialties of the feature
space covered by this family since the specialized normal densities are more focused on
target data.
In order to explicitly focus the general feature space representation to the essentials rel-
evant for a particular protein family, two general possibilities exist: Either family specific
mixture density estimation is performed which is problematic when considering the sparse
data situation as argumented above, or family specific mixture density adaptation is per-
formed. Adaptation means explicitly changing the general mixture components, i.e. the
mean vector ~µi and covariance matrices Ci, with respect to the (small amounts) of target
specific data. Depending on the number of actually available family specific data, three
different kinds of mixture adaptation can be applied:
1. The complete re-estimation of all family model parameters using the Maximum Like-
lihood (ML) approach,
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2. The re-estimation of the mixture density with respect to optimization of the posterior
probabilities of the mixture parameters for the adaptation samples – Maximum A-
Posteriori (MAP) adaptation, or
3. The rotation and translation of the general feature space towards the family specific
essentials by estimating affine transformations using the Maximum Likelihood Linear
Regression (MLLR) approach on small adaptation sets.
In figure 5.9 the principle idea of mixture density adaptation is graphically summarized.
Given a mixture density based representation of the general feature space, specialization
techniques are applied in order to focus the general representation on the essentials relevant
for a particular protein family. Both mixture density representations are generally similar
but not identical which is symbolized in the figure by the sketched distortion of the distri-
butions.
Adaptation
General Mixture
Density Distribution
Specialized Mixture
Density Distribution
Figure 5.9: Principles of mixture density specialization by adaptation: The general feature space represen-
tation (left part) is focused on particular protein families (right part) by means of adaptation
techniques.
In the following, all three adaptation techniques which are used for robust estimation of
protein family models are discussed. The number of family specific training samples, i.e.
the amount of adaptation data X = (~x1, ~x2, . . . , ~xT ) which is usually very small, is denoted
by T . The adaptation techniques are applied to semi-continuous HMMs which already were
described in section 3.2.2 on pages 46ff.
Maximum Likelihood (ML) Estimation
In the simplest case of target family based specialization of the general feature space, the
adaptation is performed by maximizing the likelihood of the mixture density for the family
specific sample sequences using the EM algorithm up to convergence. As previously men-
tioned (cf. section 5.2.1), Expectation Maximization is a standard technique for mixture
density estimation. Its drawbacks (discussed on page 115) prevent it from general appli-
cation to the mixture density estimation process. However, when an initial feature space
representation based on a mixture density estimated using general protein data is available
and furthermore small family specific training sets are used, EM can be applied for adap-
tation. In this case, the problematic initialization problem has already been solved by the
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modified k-means approach alleviating the problem of finding only local optima, and slow
convergence is not an issue since T is small.
Thus, given the initial mixture density representation of the feature space derived from
SWISSPROT, the adaptation samples ~xt are assigned probabilistically to all mixture com-
ponents gk = N (~x|~µk,Ck) in the iterative re-estimation of all parameters (depending on
the whole mixture density parameters valid for the m-th iteration represented by θm):
cˆm+1k =
1
T
T∑
t=1
ξmt (k), (5.1)
ξmt (k) = P (gk|~xt, θm)
θm = (cˆm(·), ~ˆµ
m
(·), Cˆ
m
(·))
~ˆµm+1k =
T∑
t=1
ξmt (k)~xt
T∑
t=1
ξmt (k)
, (5.2)
Cˆm+1k =
T∑
t=1
ξmt (k)~xt~x
T
t
T∑
t=1
ξmt (k)
− ~ˆµm+1k (~ˆµm+1k )T . (5.3)
However, since the parameters of all mixture components are re-estimated by the ML
procedure, usually still rather large sample sets are required for robust adaptation.
Maximum A-Posteriori (MAP) Adaptation
Although specialized mixture density representations can be obtained by means of the pre-
viously described ML estimation, the quality of the resulting transformed feature space
drops significantly if too little adaptation data is available. Due to the complex model archi-
tecture and due to the modeling of large parts of proteins requiring large amounts of states,
complete parameter re-estimation using pure ML adaptation of mixture components used
for Profile HMMs can be problematic.
The principle idea of an alternative adaptation technique discussed here, is the suitable
interpolation of existing parameter estimates obtained by exploiting the set of general pro-
tein data and the re-estimates derived when processing adaptation data. Within the Bayesian
framework, the parameter estimation is now formally performed by maximizing the poste-
rior probability of the statistical model for the given data (compared to maximum likelihood
estimation as discussed in the previous section) – hence the name Maximum A-Posteriori
Adaptation:
θˆ = argmax
θ
P (θ|X) = argmax
θ
P (θ)P (X|θ).
The principle advantage of MAP adaptation is the balanced incorporation or prior informa-
tion extracted from the larger set of unlabeled data. The more adaptation samples available,
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the stronger their influence and vice versa, the smaller the amount of target specific data,
the higher the influence of the background estimation. Note that when an infinite number
of adaptation samples is available, the MAP adaptation degenerates to the ML estimation.
According to the detailed mathematical derivation by Jean-Luc Gauvain and coworkers
in [Gau92], generally, prior parameter estimates ~ˆµk and Cˆk weighted by τ are combined
with the re-estimation based on the family specific data by changing equations 5.2 and 5.3
to the following:
~ˆµm+1k =
τ ~ˆµmk +
T∑
t=1
ξmt (k)~xt
τ +
T∑
t=1
ξmt (k)
(5.4)
Cˆm+1k =
τ(Cˆmk + ~ˆµ
m
k (~ˆµ
m
k )
T ) +
TP
t=1
ξmt (k)~xt~x
T
t
TP
t=1
ξmt (k)
τ +
T∑
t=1
ξmt (k)
− ~ˆµm+1k (~ˆµm+1k )T . (5.5)
Note that MAP adaptation is performed iteratively, too. For the adaptation of feature
based Profile HMMs using the MAP technique, τ is adjusted to the number of samples as-
signed to the mixture components as accumulated during the previous steps which allows
robust mixture adaptation even for small training sets. The previously mentioned degener-
ated case of MAP behaving like standard ML estimation corresponds to adjusting τ to zero,
i.e. do not respecting any prior knowledge.
Maximum Likelihood Linear Regression (MLLR)
Both specialization techniques explained in the previous sections are based on more or
less sophisticated re-estimations of model parameters. Contrary to this, the third technique
investigated for this thesis is based on a real transformation of the models’ parameters, i.e.
the particular normal densities.
Originally developed for rapid speaker adaptation of automatic speech recognition sys-
tems, Chris Leggetter and Phil Woodland proposed the modification of the mixtures’ pa-
rameters using affine transformations [Leg95]. As the principle idea of the original work,
the parameters of a speaker independent HMM based speech recognition system are opti-
mized towards speaker specialization by exploiting small adaptation sets. The optimization
criterion is the maximization of the generation probability P (X|λ) (cf. section 3.2.2) of an
HMM λ for the given set of adaptation data X . During adaptation the principle structure of
the HMMs is kept fixed, only the mixture components are changed. Furthermore, the ML
based re-estimations of mixture parameters belonging to HMM states which were covered
by the actual adaptation data are generalized to the mixtures of related HMM states which
were not observed during adaptation. The underlying mixture components are summarized
in so-called regression classes and the adaptation is applied to all mixtures contained. The
actual definition of regression classes is usually application dependent but it can be per-
formed data driven, e.g. by clustering the mixtures’ mean vectors. Since the transformation
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is estimated only for the mean vectors of mixtures and generalized within a particular re-
gression class neglecting transformations of the appropriate covariance matrices, MLLR
adaptation requires very little target specific adaptation data for robust model specializa-
tion.7 It is this small amount of required target specific adaptation data which makes MLLR
attractive for the specialization of the general feature space for particular protein family
HMMs. Conceptually, speech data is substituted by the feature representation of protein se-
quence data and speaker models correspond to particular protein family HMMs. Contrary to
the specialization techniques presented in the previous sections, here, feature vectors ~xt are
deterministically assigned to particular mixture components. During model evaluation for
the adaptation set every time a particular HMM state s is selected one mixture component
out of the common set of normal densities is chosen. Hence, the selection of a particular
state is conceptually equivalent to the selection of a mixture component.
As previously mentioned, the idea of MLLR adaptation is the modification of the mix-
tures’ mean vectors by applying affine transformations:
~µ′k = Ak~µk +~bk.
This affine transformation consisting of a translation vector~bk and a rotation matrixAk can
be summarized in a N × (N + 1) dimensional transformation matrix
Wk =
[
~bkAk
]
.
By means of this transformation matrixWk and an augmented mean vector representation
~ˆµk = (1, µk1 , µk2 , . . . , µkN )
T
the adapted mean vector can be defined as
~µ′k =Wk~ˆµk. (5.6)
Using regression classes, which are individually defined by R = {µR1 , . . . , µRr }, the trans-
formations defined in equation 5.6 are generalized to densities not covered by the adaptation
set via linear regression.
The estimation of a transformation matrix Ws follows the Maximum Likelihood ap-
proach. In [Leg94] the inventors of MLLR define the auxiliary function Q, which needs to
be maximized8:
Q(λ, λ′) =
∑
~s∈ST
P (X,~s|λ) log(P (X,~s|λ′)), withX = {~x1, ~x2, . . . ~xT},
where λ and λ′ denote the model parameters of two consecutive iterations and ST desig-
nates the set of all state chains with length T for a particular sequence of feature vectors
7The general idea of MLLR was further developed with respect to changing the mixtures’ covariance matri-
ces but the minor improvements generally do not justify the substantially larger adaptation sets required
for robust model specialization.
8The notation used here corresponds to that which was introduced in section 3.2.2 for the formal definition
of general HMMs.
123
5 Advanced Probabilistic Models for Protein Families
with length T . The actual maximization of Q which is based on the substitution of the def-
inition of the generation probability, and standard maximum determination using the first
derivative, results in a non-iterative ML estimation rule:
T∑
t=1
γt(s)C
−1
s ~xt~ˆµ
T
s =
T∑
t=1
γt(s)C
−1
s Ws~ˆµs~ˆµ
T
s ,
where γt(s) designates the probability for selecting state s at a given step t, and Cs and
~ˆµs denote the covariance matrix and the appropriate mean vector of the (deterministically)
assigned mixture for the feature vector ~xt. If |R| densities (i.e. states) are grouped to a
regression class R, the estimation of the corresponding transformation matrix WR needs
to be summed over the appropriate densities deterministically selected by the underlying
states:
T∑
t=1
|R|∑
r=1
γt(sr)C
−1
sr ~xt~ˆµ
T
sr =
T∑
t=1
|R|∑
r=1
γt(sr)C
−1
sr WR~ˆµsr ~ˆµ
T
sr . (5.7)
If identical covariance matrices are assumed for all mixtures assigned to a regression class
R, equation 5.7 simplifies to:
T∑
t=1
|R|∑
r=1
γt(sr)~xt~ˆµ
T
sr =
T∑
t=1
|R|∑
r=1
γt(sr)WR~ˆµsr ~ˆµ
T
sr .
It can be further simplified if deterministic state selections are assumed (e.g. when using
the Viterbi algorithm):
T∑
t=1
~xt~ˆµ
T
stδst = WR
T∑
t=1
~ˆµst ~ˆµ
T
stδst (5.8)
δst =
{
1, if st ∈ {s1, s2, . . . , s|R|}
0, otherwise.
If the matricesX andY are defined as follows:
X = [~ˆµs1 , ~ˆµs2 , . . . , ~ˆµsT ]
Y = [~x1δs1 , ~x2δs2 , . . . , ~xT δsT ],
then equation 5.8 can be written as:
YXT =WRXX
T . (5.9)
Hence, the transformation matrixWR can then be defined as:
WR = YX
T (XXT )−1. (5.10)
The original derivation of MLLR adaptation was regarding multiple regression classes.
However, Alexander Fischer and Volker Stahl successfully combined the simplifications
as given above with the definition of only a single regression class, i.e. the generalization
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of the transformation rule to the complete set of normal densities [Fis99]. This implies a
dramatic reduction of the number of parameters required for mixture density adaptation
to N × (N + 1), where N denotes the dimensionality of the underlying feature data. The
global transformation matrix which is applied to all augmented mean vectors ~ˆµk is defined
as follows:
W =
{
T∑
t=1
~xt~ˆµ
T
t
}{
T∑
t=1
~ˆµt~ˆµ
T
t
}
. (5.11)
By means of all adaptation techniques described here the general feature space represen-
tation is focussed on particular target families in a completely data-driven way. For both
ML and MAP adaptation all mixture parameters are re-estimated, in the latter case in com-
bination with prior estimates of the mixture parameters. For MLLR only the single trans-
formation matrixW needs to be estimated which requires considerably smaller amounts of
target family specific data. Therefore, MLLR is especially attractive for remote homology
detection tasks as addressed in this thesis.
5.2.4 Explicit Background Model
When applying Profile HMMs to detection tasks as usual for target identification applica-
tions within the drug discovery pipeline (cf. figure 2.7 on page 18), the major difficulty is the
discrimination between target hits and misses. Usually it is realized by threshold compari-
son of the scores and the analysis of the alignment scores regarding statistical significance.
For independence regarding the actual length of a query sequence and for robust sepa-
ration of sequences belonging to the target model and those which are not, discrete Profile
HMM evaluation is based on more or less sophisticated null models for log-odd scores. In
section 3.2.2 on pages 61ff several options for background modeling were discussed.
For the application of semi-continuous feature based Profile HMMs as developed in this
chapter, a null model based on the prior probabilities of the mixture components estimated
during model building is used. In order to reduce the overall number of false detections fur-
ther, a technique which is principally known from general pattern detection tasks is inves-
tigated. Considering e.g. the problem of automatic speaker detection, usually an additional
non-target model is estimated which explicitly covers all data not belonging to the target
class. According to Douglas Reynolds such a model is called Universal Background Model
(UBM) [Rey97]. As an optional enhancement of the general UBM approach, the definition
of the so-called structured background model developed in this thesis captures structural
information using a left-right topology as outlined in figure 5.10. Furthermore, the original
UBM approach proposed by Douglas Reynolds can be used, too.
In order to sharpen the detection results, for target identification, both the UBM and
the particular target model are evaluated in a competitive manner which is combined with
the log-odd scoring method described above. Thus, the overall remote homology detection
procedure is two-stage: in the first step, the UBM and the target model are competitively
evaluated limiting the number of resulting target candidates. Following this, the threshold
based decision is performed for target identification by analyzing the significance of log-
odd scores (via e.g. E-values). The UBM itself, consisting of LU = 30 states, is estimated
on the set of general SWISSPROT data by Baum-Welch training. The actual model length
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was determined heuristically in informal experiments. Note that alternative background
models are imaginable and their appropriate suitability needs to be evaluated for particular
applications and target model types.
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Figure 5.10: Explicit universal background model (structured UBM) covering all general protein data not
explicitly assigned to a particular target family of interest. The UBM is of feature based semi-
continuous type (lower part – mixture density representation of the general feature space) and
evaluated competitively to the particular target Profile HMM.
Summary
In the previous sections a new method for probabilistic protein family modeling was de-
veloped. Based on a rich feature based protein sequence representation, semi-continuous
Profile HMMs were presented. In figure 5.11 the approach for estimating semi-continuous
Profile HMMs and an explicit UBM for robust remote homology detection is summarized
graphically for hypothetical protein families F1, F2, . . . , FN . Based on the feature represen-
tation of general protein data obtained using the new extraction method, a mixture represen-
tation of the general feature space is estimated using k-means (upper-left part). For semi-
continuous modeling, the separate optimization of the emission space representation using
large amounts of general protein data and the family specific training of the model structure
is possible. By means of standard discrete models λD estimated on family specific train-
ing samples (upper-right), and the general feature space representation, semi-continuous
Profile HMMs λG are obtained via Viterbi training (middle-right). Then, the mixture rep-
resentation is optimized for the target families by applying adaptation techniques resulting
in family specific models λS (lower-right). Finally, on SWISSPROT data the UBM is esti-
mated (lower-left part).
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Figure 5.11: Overview of the complete model estimation process for obtaining robust feature based semi-
continuous Profile HMMs of protein families – see text for explanation.
5.3 Protein Family HMMs with Reduced Complexity
In chapter 3 the state-of-the-art in computational protein sequence analysis was summa-
rized. Strictly speaking, almost all methods described are based on more or less sophis-
ticated variants of the general Dynamic Programming approach. Analyzing the technique
currently most successful, i.e. sequence comparison using probabilistic models of protein
families (namely Profile HMMs), the Dynamic Programming “roots” become obvious. Its
principle operations, i.e. substitution or match, insertion, and deletion, are directly mapped
to the probabilistic framework of Hidden Markov Models. They correspond to the three
different kinds of states: Match, Insert, and Delete. By means of such stochastic models
of protein families, sequence comparison is performed via traditional alignment of the se-
quence of interest to the particular family model, either locally or globally. Basically, the
better effectiveness of Profile HMM based comparison techniques, i.e. the reason for out-
performing traditional sequence to sequence approaches, is caused by their explicit con-
sideration of family specific information in a stochastic model. Thus, sequence analysis is
performed less strictly which is advantageous especially for remote homology detection.
Due to this principle equivalence of Profile HMM based sequence comparison tech-
niques, current protein family HMMs require a rather complex topology. A Profile HMM
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represents the stochastic analogy to a conventional multiple sequence alignment (MSA). For
every column of an MSA, three HMM states (Match, Insert, Delete) are created which are
almost fully connected to each other (cf. figure 3.14 on page 58 which illustrates the stan-
dard three-state architecture). Usually, even when modeling the smallest functional protein
units, namely domains, the resulting Profile HMMs are very complex, consisting of a large
number of states, i.e. model parameters (emission and transition probabilities).9 In order
to establish robust protein family models, representative training samples are required for
all parameters. Unfortunately, especially for remote homology detection in pharmaceutical
applications only small training sets are available which complicates robust model training.
For alleviating this sparse data problem, usually prior expert knowledge is incorporated
into the model building process (cf. section 3.2.2 on pages 59ff). However, since this expert
knowledge is usually obtained more or less manually, the resulting models tend to capture
facts which are already known before, i.e. their generalization capabilities are limited.
Addressing the alleviation of the sparse data problem for estimating robust probabilistic
protein family models without loosing too much generalization effectiveness and thus to
improve the general classification performance, in this section two principle approaches for
protein family models with reduced complexity are discussed. First, protein family model-
ing using architectures beyond Profile HMMs is presented. Here, the modeling base is kept
fixed as for usual Profile HMMs, i.e. global e.g. protein domain models are established.
Due to the feature based protein sequence representation the complex three-state architec-
ture can be discarded. Following this, an alternative idea for protein family modeling based
on the concatenation of small so-called Sub-Protein Units (SPUs) is presented.
Note that all alternative modeling approaches presented in the following are based on the
feature extraction procedure developed in the previous sections. When directly processing
symbolic sequence data as in state-of-the-art techniques, the complex three-state architec-
ture of conventional discrete Profile HMMs is absolutely necessary. The richer sequence
representation which captures biochemical properties of residues in their local neighbor-
hood allows abstraction from the strict position dependency of traditional Profile HMMs
since now even the emissions cover broader parts of the original protein data. For robust
model estimation using small training sets, the concept of semi-continuous HMMs is used
for the non-Profile HMMs with reduced model complexity, too. Thus, all robust estimation
and evaluation techniques including feature space adaptation and explicit background mod-
eling are also applied as presented in the previous sections. The general model estimation
process which was illustrated in figure 5.11 remains valid, whereas in the right part of the
sketch the complicated Profile HMMs are conceptually substituted by less complex model
architectures.
5.3.1 Beyond Profile HMMs
Current Profile HMMs are direct derivatives of the classical Dynamic Programming ap-
proach. Based on the analysis of symbolic representations of protein data the essentials of
a protein family are captured by a stochastic model. In fact, the more or less soft position
9Note that this thesis is directed to protein family models which means that at least protein domains are
covered by stochastic models. Compared to motif based Profile HMMs, the modeling base is significantly
larger for protein domains for the majority of applications.
128
5.3 Protein Family HMMs with Reduced Complexity
dependent modeling of amino acid distributions is the basic advantage of Profile HMMs
compared to classical sequence to sequence alignment techniques. Similar to classic pair-
wise alignment techniques, for flexibility regarding residue insertion and deletion, special
states (Insert and Delete) are incorporated. This is also important for local sequence to
model alignments where only parts of the model match to (parts of) the sequence. Insert
states also contain (more or less) position-dependent amino acid distributions.10 The classi-
cal Profile HMM architecture and its derivatives guarantee highest flexibility for sequence
to family alignment. Generally, the basic principle of Profile HMM evaluation corresponds
to “probabilistic Dynamic Programming”.
In this thesis, the usual application of Profile HMMs is considered. By means of represen-
tative sample sets of protein sequences stochastic models of protein families are estimated.
Using these models, the affiliation of new protein sequences to a particular protein family is
predicted, either by local or by global alignment. In classical three-state Profile HMMs the
consensus of a multiple sequence alignment is modeled via a linear chain of Match states.
Since the consensus represents the conserved parts of a protein family, the Match states
contain the most relevant information for a particular protein family of interest. Thus, the
amino acid distributions assigned to Match states are position specific for the columns of the
MSA they represent. The amino acid distributions of Insert states are usually not position
specific since that would assume conservation which is already covered by the appropriate
Match state. However, Insert states’ amino acid distributions are model specific. Since cur-
rent Profile HMMs are based on discrete amino acid data, and every non-silent state emits
amino acid symbols, the states’ distributions are usually rather specific – they are estimated
for a single column of an MSA. Thus, the global decision regarding family affiliation of a
particular protein sequence (or parts of it) requires the complex three-state model topology
for “probabilistic Dynamic Programming”. In several informal experiments based on the
SCOPSUPER95 66 corpus (cf. section 4.1.1) the superior performance of the three-state
Profile HMMs compared to various alternative model topologies could be proved when
processing discrete amino acid data.
Complexity Reduction due to Feature Representation: The central idea of this
thesis is the explicit consideration of biochemical properties of residues in their local neigh-
borhood for protein data classification (cf. section 5.1). By means of features covering these
properties a richer sequence representation is used for protein sequence analysis. Emissions
of protein family HMMs are now based on the mixture density representation of the new
feature space. The resulting continuous emission probability distributions are much broader
than the discrete amino acid distributions of current Profile HMMs while keeping the speci-
ficity necessary for sequence classification. If features properly match the emission proba-
bility distributions of a particular state, the resulting contribution to the overall classification
score is rather high which corresponds to the Match case of Dynamic Programming. Con-
trary to this, if the features do not match the states’ probability distribution, the local score
will be small which corresponds to an Insertion. Thus, the explicit discrimination between
Insert and Match states is not needed any longer because it is implicitly performed already
10For Insert states often more general, e.g. family specific, amino acid distributions are used instead of strict
position dependent distributions.
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on the emission level. Furthermore, explicit Deletes are only conceptual and can be replaced
by direct jumps skipping direct neighbors. This means that at least two thirds of the states
contained in Profile HMMs can be discarded. One third of the states, namely the Insert
states, contain transition probabilities as well as emission probabilities. When skipping the
Inserts, the model architecture becomes less complex and thus the number of parameters
which need to be trained can be decreased substantially.
To summarize, due to the feature based representation, the strict position specificity of
Profile HMMs for global protein family models can principally be discarded and alterna-
tive model topologies with reduced complexity can be used for protein family modeling –
beyond Profile HMMs.
Bounded Left-Right Models for Protein Families: In figure 3.10 on page 45 vari-
ous standard HMM topologies which are well-known from different general pattern recog-
nition applications were presented. The flexibility of the models depends on their com-
plexity. Simple linear models, where every state is adjacent to itself and to its immediate
neighbor to the right, are very common e.g. in speech recognition applications for mod-
eling small acoustic units (so-called triphones) which do not significantly vary in length.
Bakis models, where every state is connected to three adjacent states (including itself), are
the methodology of choice for the domain of automatic handwriting recognition where let-
ters are modeled which can contain moderate variations in length depending on the actual
writer. The most flexible model architecture which is non-ergodic, i.e. fully connected, rep-
resents the Left-Right topology.11 Here, every state is connected to all states adjacent to the
right. Thus, arbitrary jumps within the model are possible (including self-transitions) which
allows covering signals of arbitrary length.
When modeling protein families containing related but highly diverging sequences,
global models need to offer high flexibility for covering the length variance of the family
members. Thus, generally (almost) arbitrary jumps within the model must be possible for
directly accessing matching parts of the model and skipping parts of the model which are
irrelevant for particular sequences of interest. Thus, Left-Right topologies are principally
the methodology of choice for protein family modeling beyond Profile HMMs.
However, if arbitrary jumps within a protein family model are allowed, as defined for
plain Left-Right topologies, especially for models covering larger protein families the num-
ber of parameters to be trained is still rather high. Since every state is connected to all
states adjacent to the right and itself, the number of transition probabilities Nt for a model
containing L states is defined as follows:
Nt =
L∑
i=1
i+ 1 =
L
2
(L+ 1) + 1.
The additional offset is reasoned by the model exit transition from the last state. If, further-
more, every state contains a direct model exit transition (which can be favorable for local
11Ergodic models are of minor importance for the vast majority of applications because either backward
jumps are useless (especially when signals evolving in time are analyzed), or the number of parameters is
just exorbitant and thus models cannot be trained robustly.
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alignments)Nt needs to be increased by L−1. For an exemplary protein family model con-
sisting of 100 states, the number of transition probabilities is 5 051 for the basic Left-Right
architecture and 5 150 if model exit is possible from every state.
Even for extremely diverging sequences belonging to a particular protein family it is
rather unrealistic to assume arbitrary alignment paths through the appropriate protein fam-
ily model which are allowed when using the plain Left-Right topology. The majority of
state transitions will not be observed and can, therefore, not be trained. Thus, a variant of
standard Left-Right models is developed for protein family modeling – so-called Bounded
Left-Right (BLR) Models. The basic idea is to restrict direct state transitions to a local con-
text of a particular state by finding a reasonable compromise between linear and complete
Left-Right models resulting in significantly less transition parameters to be trained. The
number of state transitions depends on the length of the underlying protein family model
which is determined as follows.
When applying BLR models to global alignment tasks where protein families are com-
pletely evaluated for the whole sequence of interest the model needs to ensure that even the
smallest relevant sample sequence can be completely assigned to it. In Profile HMMs and
standard Left-Right models principally every state is connected to the model exit either via
Delete states or explicit transitions as mentioned earlier. However, for the majority of cases
these are only fallback solutions since the transitions certainly cannot be trained using real
sample sets. Protein family models need to cover the majority of family members. Thus, the
length of the models is determined by analyzing the training samples. The length of BLR
models is determined as the median of the lengths of the training data. Compared to e.g. the
arithmetic mean the median is more robust against outliers. Given the length of the model
and the rule explained above that it must be possible to align even the smallest relevant
sample sequence to it, the number of direct state transitions NFs for a particular state s of a
given protein family F is adjusted as follows:
NFs = min
(
median(length of sample sequences)
min(length of sample sequences) , # states adjacent to the right
)
. (5.12)
At the end of a model the number of successors can be smaller than the number of transi-
tions calculated. By means of the selection in equation 5.12 (’min’) it is technically guar-
anteed that all transitions of a particular state point to states which are actually existing.
For local alignments optionally every state can serve as model entrance and exit. The cor-
responding transition probabilities are fixed by assuming uniform distributions which is
reasonable according to [Dur98, p. 113ff]. The BLR architecture of protein family models
is illustrated in figure 5.12.
Compared to the approximately 5 000 transitions for the complete Left-Right model ar-
chitecture of the exemplary protein family given above, the number of parameters to be
trained for the BLR topology is decreased to approximately 500 when assuming a median
length of 100 and a minimum length of 20. For the three-state Profile HMM architecture
the number of transition parameters for the given example is approximately 2 700. Ad-
ditionally, the number of emitting states in BLR models is halved compared to standard
three-state Profile HMMs. Note that due to respecting local amino acid contexts already
at the level of emissions, usually feature based BLR models are significantly shorter than
Profile HMMs.
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Figure 5.12: Bounded Left-Right model architecture for robust feature based protein family modeling using
small amounts of training samples. The model length (here 8) is determined by the median of
the lengths of the training sequences and the number of transitions per state is automatically
bounded (here 4). For local alignments optionally arbitrary state entrances and exits are allowed
(dashed lines) whose probabilities are fixed according to a uniform distribution. Exit probabili-
ties are equally set to some small value .
Given the BLR topology for protein family HMMs, feature based models of semi-
continuous type are initialized and trained using standard algorithms as discussed in section
3.2.2 on pages 47ff. For model initialization the feature data corresponding to a particular
protein sequence is reasonably aligned to the models’ states using simple interpolation.
Standard Baum-Welch training as described on pages 51ff is performed for model opti-
mization. Note that the process of BLR model estimation is significantly less complex and
can thus be performed much faster than its analogy for Profile HMMs. In addition to the
reduced number of parameters involved this is the major outcome of the new approach.
As already mentioned earlier the procedures of general feature space estimation as well
as model specialization by adaptation remain identical as described in the previous sec-
tions. To summarize, by means of the richer feature based protein sequence representation,
less complex global protein family models become possible, namely Bounded Left-Right
models as presented here. These models contain significantly less parameters which need
to be trained for robust protein family modeling. By means of effective adaptation tech-
niques, powerful probabilistic models of protein families can be estimated in a completely
data-driven manner without incorporating explicit prior knowledge.
5.3.2 Protein Family Modeling using Sub-Protein Units (SPUs)
In addition to the enhanced protein family modeling techniques presented so far, in the
following the concept of a more radical change within the overall modeling process is
discussed – protein family modeling using building blocks which are obtained in a com-
pletely data-driven manner. Note that the focus is concentrated on the description of the
general concept as an emerging field including one reference implementation. Due to the
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conceptual character, various modifications and especially enhancements aiming at certain
concrete tasks within molecular biology research beyond protein family analysis are imagin-
able. However, these applications and especially their evaluation with respect to biological
(e.g. pharmaceutical) relevance are beyond the scope of this thesis.
Comparing most current protein family modeling with state-of-the-art approaches in dif-
ferent pattern recognition applications another fundamental difference becomes obvious.
Usually, protein families are covered by global probabilistic models capturing complete se-
quences. Even when estimating models for the functionally smallest units, i.e. the protein
domains as treated in this thesis, very large models consisting of more than hundred states
are not the exceptional case. Especially for remote homologue sequences rather dissimilar
parts of a particular protein family are integrated into a single probabilistic model. Contrary
to this, for e.g. speech recognition systems word models are established by concatenations
of significantly smaller building-blocks (usually triphones). This becomes reasonable when
analyzing complex languages containing large numbers of words which cannot be trained
since there are usually too few training samples available. However, triphones are suitable
building blocks for even the most complex words which can be trained “easily”.
According to the literature there are hardly any protein family modeling approaches fol-
lowing the paradigm of concatenating building blocks. One exception is the MEME system
of William Grundy and colleagues which was already discussed in section 3.2.2 on pages
63ff including its general applicability for the remote homology analysis problem. MEME
heuristically combines rather primitive motif HMMs to protein family models.
Principally, the idea of motif based protein family HMMs is very promising for tackling
the sparse data problem as formulated on page 92. Since the new feature representation of
protein sequence data is the fundamental approach of enhancements developed in this the-
sis the definition of building blocks directly at the residue level seems counterproductive.
Instead, building blocks are defined directly on feature data. In analogy to sub-word models
in automatic speech recognition applications, these building blocks are called Sub-Protein
Units (SPUs). The straightforward approach for modeling protein families using concatena-
tions of some building blocks is to train models given training sets which are annotated with
respect to the particular SPUs. Following this, variants of the protein family are extracted
by analyzing the most frequent combinations of SPU concatenations. When classifying
unknown sequences all protein family variants obtained during training are evaluated in
parallel.
Unfortunately, SPU based annotations of training sequences are generally not available.
The basic dilemma can be described as some kind of a “chicken and egg” problem: SPU
models (later serving as building blocks for whole protein family models) can only be
trained when SPU based annotations are available. However, these annotations can only
be generated if suitable SPU models are available. In the thesis, this principle problem
is tackled using an iterative approach which allows combined SPU detection and model
training in an unsupervised and data-driven manner.
Once SPUs are found, which cover only the “interesting” or dominant parts of a pro-
tein family relevant for successful sequence classification, they are modeled using standard
HMMs with reduced model complexity. Biochemical properties of the protein data ana-
lyzed are explicitly considered, and thus the resulting building blocks do not necessarily
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correspond to motifs. Since the overall protein family model is reduced to small essential
parts, significantly less training samples are sufficient. By means of the most frequent SPU
occurrences within the particular training sets, protein family models are derived automati-
cally by concatenation of the building blocks.
The overall process of modeling protein families using SPU based HMMs can be divided
into three parts which are described in the following, namely SPU Candidate Selection,
Estimation of SPU Models, and Building Protein Family Models from Sub-Protein Units.
SPU Candidate Selection
The feature extraction method developed in section 5.1 provides a richer sequence represen-
tation aiming at better remote homology analysis when using Profile HMMs. The selection
of SPU candidates is directly based on the 99-dimensional feature vectors. In the first step,
general SPU candidates need to be extracted from protein sequences, i.e. training sequences
are annotated with respect to the binary decision whether the underlying frames are SPUs or
General. The SPU based annotation of the sample data will be used for SPU-model training
and protein family creation.
Various criteria for classifying parts of the overall feature representation of protein se-
quences as SPU or non-SPU (so-called General Parts GP) are imaginable. As already men-
tioned earlier the SPU based modeling approach discussed here represents a general frame-
work for protein family modeling based on building blocks which are conceptually below
the level of direct biological functions. In the exemplary version shown here SPUs are de-
fined as high-energy parts of the protein sequence which will be motivated below. Note
that alternative approaches for SPU candidate selection can be used equivalently within the
overall framework.
All parts of the original training sample whose feature vectors’ energy is below the av-
erage energy of the particular protein sequence are treated as General parts GP. The actual
discrimination method based on the feature vectors’ energy becomes reasonable when ana-
lyzing the feature extraction method in more detail (therefore, cf. its general description in
section 5.1.2). In order to extract reasonable features, a Discrete Wavelet transformation is
applied to the signal-like representation of biochemical properties of residues in their local
neighborhood. Following this, the approximation and some detail coefficients are used as
the base for further analysis. One fundamental property of the wavelet transformation is the
concentration of signal energy in the upper coefficients (cf. appendix A). Thus, high feature
vector energy is a reasonable indicator for relevance.
For robust SPU candidate selection the energy signal of the feature vectors correspond-
ing to a particular protein sequence is post-processed using smoothing techniques (DWT
smoothing and median filtering). By means of these techniques, protein sequences are prin-
cipally sub-divided into SPUs and General parts GP which can be seen in figure 5.13 for
an exemplary Immunoglobulin (d1f5wa ). SPUs are extracted from the energy signal of
the protein sequence (solid line) where the average protein energy (dotted line) is below
the actual feature vector energy. By means of post-processing two SPU candidates (dashed
rectangles) are selected.
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Figure 5.13: Example for SPU candidate selection via the energy criterion: All contiguous parts of the feature
representation of an exemplary Immunoglobulin (d1f5wa ) whose energy (solid line) is higher
than the sequence’s average (dashed line) are marked as SPU candidates (rectangles).
Estimation of SPU-Models
In the first step of the new protein family modeling approach protein sequences are anno-
tated with respect to the SPU candidates or General decision. Following this, corresponding
SPUs need to be identified in order to train HMMs for a non-redundant set of SPUs relevant
for the particular protein family.
The SPUs estimated for the protein family model, and the General model which is unique
for every protein family, are modeled using linear, semi-continuous HMMs. Once the train-
ing set is finally annotated using the non-redundant set of SPUs, these models are trained
with the standard Baum-Welch algorithm.
In the approach presented here, the final set of SPUs relevant for a particular protein
family is obtained by applying a variant of the EM algorithm for agglomerative clustering
of the initial (unique) SPU candidates. Therefore, model evaluation and training of SPU-
HMMs is alternated up to convergence. Here, convergence means a “stable” SPU based
annotation of the training set, i.e. only minor differences between the annotations obtained
in two succeeding iteration steps. During the iterative SPU determination unique models
for corresponding SPUs are estimated since redundant models will not be hypothesized.
Thus the set of effective SPU candidates is stepwise reduced and the most frequent SPUs
are used for the final annotation of the training set. This procedure, which is comparable to
the k-means clustering for HMMs proposed in [Per00b], is summarized in figure 5.14.
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1. Initialization:
Obtain initial set S0 of SPU candidates by e.g. energy based annotation of training
sequences.
2. Training
Perform Baum-Welch training for SPU candidate models (linear HMMs) using the
current annotation of the training set.
3. Annotation
Use updated SPU models for obtaining new annotation of the training set – recog-
nition phase.
4. Termination
Terminate if two subsequent annotations of the training set do not (substantially)
differ, i.e. convergence, continue with step 2 otherwise.
5. SPU Candidate List Reduction
Reduce set of SPU candidates by discarding those elements which are not included
in the final annotation of the training sequences. Perform final annotation of the
training set using the remaining list of SPU candidates.
6. Final Training
Perform steps 2-4 until convergence and train SPU models using the final annota-
tion of the training set.
Figure 5.14: Algorithm for obtaining a non-redundant set of SPUs which are used for final protein family
modeling (comparable to [Per00b]).
Building Protein Family Models from Sub-Protein Units
Given the non-redundant set of SPUs relevant for the particular protein family, the global
protein family model is finally created. The protein family itself consists of variants of
SPU concatenations obtained during training. The N variants which are most frequently
found within the annotation of the particular training sets, are extracted for the conceptual
family definition. Here, optional parts as well as looped occurrences are possible. For actual
protein sequence classification, all variants are evaluated in parallel and determine the final
classification decision. Comparable to e.g. speech recognition applications the variants are
mutually connected using pseudo states which gather transitions.
In figure 5.15 the complete concept for estimating SPU based protein family models is
graphically summarized. The three steps described above directly correspond to the three
parts marked. In the first row SPU candidates are highlighted red. For clarity the amino
acid representation is shown. However, the selection is performed using the 99-dimensional
feature vectors. Based on the initial list of SPU candidates a non-redundant set of SPUs is
obtained by applying the iterative SPU estimation algorithm. In the middle part of the sketch
the corresponding linear SPU HMMs are symbolized. For the global protein family model
these SPUs are concatenated. The most frequently occurring SPU concatenations within
the training set serve as base for the protein family variants which are evaluated in parallel
when classifying unknown protein sequences (lower part in figure 5.15).
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Figure 5.15: Overview of the SPU based protein family modeling process: 1) SPU candidate selection; 2)
Estimation of the non-redundant set of SPU models; 3) Protein family modeling using variants
of the most frequently occurring SPU combinations within the training set. All optional parts of
the model variants are marked with ’?”’.
5.4 Accelerating the Model Evaluation by Pruning Techniques
Protein sequence analysis techniques are generally the reason for the basic paradigm shift
in research dedicated to the first steps of the molecular biology processing pipeline from
manually analyzing specific proteins (e.g. in wet-lab experiments) towards high-throughput
automatic screening techniques. Especially for pharmaceutical purposes, currently, target
identification and verification would not have been imaginable without computational meth-
ods as summarized in chapter 3.
In the last few years the size of protein sequence databases has increased dramatically and
it is still steadily growing. As an example in figure 5.16 the exponential growth of the PDB
database is illustrated. Since the number of sequences is enormous, homology detection as
well as homology classification became a very challenging task in terms of computational
effort dedicated to the search and classification problem. Usually, research in molecular
biology is performed in a more or less iterative manner, i.e. once new insights are obtained
new questions are to be answered. Mostly this implies new database searches in order to
find sequences belonging to a particular protein family which is defined by e.g. a certain
biological function which was discovered in the “previous” iteration. Thus, efficient model
evaluation techniques are mandatory when applying probabilistic protein family models to
the task of protein sequence analysis for huge amounts of data.
With respect to the computational effort necessary for model evaluation, in different fields
of pattern classification applications the situation is almost comparable. As an example
state-of-the-art speech recognition systems consist of hundreds of HMMs each containing
substantial amounts of parameters. These models need to be evaluated for every utterance to
be recognized which is rather challenging especially when performing online, i.e. when the
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Figure 5.16: Growth of the PDB, the primary protein database. Especially in the last decade the number of
entries grew exponentially (courtesy of [Ber02]).
transcription of the uttered speech is required in real-time as usual for e.g. dialogue systems
used in automatic information desks.
Throughout the years, sophisticated model evaluation methods were developed aiming
at limiting the computational effort for general pattern recognition applications of HMMs.
Contrary to the bioinformatics domain for the majority of these alternative application fields
the acceleration of the evaluation is performed algorithmically. Currently, biological se-
quence analysis is usually accelerated by increasing the computational power, i.e. by the
deployment of more computers.
Unfortunately, the general problem of extraordinary computational effort still remains.
“Brute Force” methods like using specialized hardware for massive parallel model evalua-
tion only treat the symptoms whereas the reasons for computationally expensive database
searches when applying Profile HMMs are usually not addressed. The dimensionality of
the problem even increases when applying new methods for improving the general detec-
tion and classification performance as discussed in this thesis. Thus, in this section model
evaluation optimizations are presented which address the third issue relevant for success-
ful application of probabilistic protein family models (cf. page 92ff) algorithmically. Since
all of these techniques can be used in parallel computation environments, too, even cur-
rent solutions requiring specialized hardware12 can benefit from it. The three approaches
presented in the following, namely state-space pruning (section 5.4.1), combined model
evaluation (section 5.4.2), and optimization of mixture density evaluation (section 5.4.3),
were discovered in alternative pattern recognition fields. For this thesis they were adopted
and transferred to the bioinformatics domain which results in efficient computational pro-
tein sequence analysis.
12As already mentioned before, one example is the GeneMatcherTM architecture of PARACEL c©.
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5.4.1 State-Space Pruning
Analyzing the state-of-the-art in HMM based protein sequence analysis and reconsider-
ing the basic theory of Hidden Markov Models as summarized in section 3.2.2 it becomes
clear that the evaluation of probabilistic protein family models is usually rather straightfor-
ward. This means that no optimizations either heuristic or theoretic are applied at all. Espe-
cially for automatic speech recognition the situation is rather different. Already in the late
1970s Bruce Lowerre proposed the so-called Beam-Search algorithm for heuristic state-
space pruning during model evaluation [Low76]. By means of this technique substantial
accelerations in HMM evaluation become possible.
In the following the Beam-Search approach is introduced and its general transfer to the
bioinformatics domain is presented. Note that this optimization technique can be applied
to all kinds of protein family HMMs including discrete, i.e. state-of-the-art, and semi-
continuous feature based models. Due to the substantial additional computational effort
required for mixture density evaluation the relevance of state-space pruning is extraordi-
nary.
The Beam-Search Algorithm for Accelerated HMM Evaluation
In order to find the most probable path ~s ∗ through the whole state space V of an HMM
λk producing the observation sequence ~o, the Viterbi algorithm is widely used as discussed
in section 3.2.2. Reconsidering the main idea, basically, each step t of the incremental
algorithm consists of the calculation of maximally achievable probabilities δt(i) for partial
emission sequences ~o1 . . . ~ot and state sequences s1 . . . st:
δt(i) = max
s1...st−1
{P (~o1, . . . , ~ot, s1 . . . st|λk)|st = Si}.
Since the dependencies of the HMM states are restricted to their immediate predecessors
(the so called Markov property) the calculation of δt+1(j) is limited to the estimation of
the maximum of the product of the preceding δt(i) and the appropriate transition probabil-
ity. Additionally the local contribution of the emission probability bj(~ot+1) is considered.
Stepping through the state space recursively all δt+1(j) are calculated using the following
rule:
δt+1(j) = max
i
{δt(i)aij}bj(~ot+1).
Figure 5.17 illustrates the recursive calculation of δt(i) during the Viterbi algorithm.
When analyzing the necessary computational effort for the Viterbi algorithm it becomes
clear, that after only a few steps a large amount of possible paths needs to be considered. In
figure 5.18 for two different model architectures, namely a classical linear model as used
for speech recognition applications (upper part) and the standard three-state Profile HMM
topology (lower part), an idea is given for the number of overall explored states while step-
ping through the state space. The more states there are that have to be explored at each step,
the more continuations of all paths possible so far become reasonable. Thus, the amount of
paths traced overall increases dramatically and as a consequence the processing time neces-
sary for model evaluation, too. Alleviating the constraints on the model architecture implies
increasing the decoding effort!
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Figure 5.17: Illustration of the recursive calculation scheme for estimating the path probabilities by recombi-
nation (courtesy of [Fin03]).
Ergodic HMMs (cf. figure 3.10 on page 45) in principle allow arbitrary paths through the
state space. Since the number of the state combinations which need to be explored reaches
the extreme value of N2 the computational effort is substantial. Linear model architectures
moderately bound the number of possible paths by strongly restricting the successors of a
given state to the appropriate state itself and its immediate successor. However, due to self-
transitions the number of states to be considered increases rapidly when stepping through
the model. Since discrete protein data covered by Profile HMMs usually varies in both
length and constitution, the more flexible three-stage Profile HMM architecture was devel-
oped. Due to the Delete states principally every state (adjacent to the right of a particular
one) of the HMM can be reached from anywhere in the model, which is comparable to the
ergodic topology. Thus, a huge number of paths is generally required to be evaluated. On
the right side of the sketches in figure 5.18 for both architectures the substantially differing
number of states that need to be explored is shown. The more states are explored, the more
computational effort is required for model evaluation.
In order to bound the problem Bruce Lowerre introduced the Beam-Search algorithm
establishing a dynamic criterion for search space pruning based on the relative differences
of the partial path scores [Low76]. The state space is pruned following the basic idea of
restricting the search to ”promising” paths only. For obvious reasons the processing time
for model evaluation is proportional to the amount of promising paths. Especially for large
models consisting of numerous states, many of them cover quite different pattern families.
So nearly always at least parts of the state space are quasi irrelevant for one particular final
solution. The remaining states are activated regarding the most probable path. Formally all
states {st} are activated whose δt(i) are more or less similar to the locally optimal solution
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in Speech Recognition Applications
Linear Model Architecture as usual
Three−state Profile HMM Architecture
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Figure 5.18: States that need to be explored at each step of the evaluation (right) of HMMs with different
model architectures (left) – dashed lines: Viterbi paths through state spaces V for hypothetical
sequences. Especially for Profile HMMs after very few evaluation steps a large number of states
can be reached and thus need to be explored when using the standard Viterbi algorithm.
δ ∗t = maxj δt(j). The threshold of just acceptable differences in the local probabilities is
defined proportional to δ∗t by the parameter B. So the set of activated states At at a given
time is located in a Beam around the optimal solution and determined by:
At = {i|δt(i) ≥ B δ∗t } with δ∗t = max
j
δt(j) and 0 < B < 1.
The only parameter of this optimization technique is the Beam-width B. Exploring the
Viterbi matrixV at the next step t+1 only these active states are treated as possible prede-
cessors for the estimation of local path probabilities. Thus at every Viterbi step the following
modified rule is used for the estimation of all δt+1(j):
δt+1(j) = max
i∈At
{δt(i)aij}bj(~ot+1).
Note that the Beam-Search algorithm represents a heuristical approximation of the stan-
dard Viterbi procedure. Consequently, it is a sub-optimal solution of the decoding problem
which is, however, of sufficient quality.
141
5 Advanced Probabilistic Models for Protein Families
Acceleration of Protein Family Model Evaluation
In alternative pattern recognition domains normally classification is the primary application
for HMMs (comparable to target validation for protein sequence analysis). Usually, small
basic models are evaluated in parallel which technically corresponds to a combination of all
states involved into a global state-space (see section 5.4.2). This allows global state-space
pruning. However, if large patterns are modeled using HMMs the states within a particular
model are likely to cover mutually different parts. Thus, Beam-Search is expected to be
effective already for single model evaluation.
This thesis is directed to the enhancement of probabilistic protein family models. As pre-
viously mentioned the smallest protein unit for which a biological function can be assigned
is usually the domain. Thus, model lengths of dozens or even hundreds of conserved parts
are very common. There is strong evidence that parts of the model that are further apart do
not necessarily interfere even for remote homologies. However, when using the complex
three-state Profile topology exactly this fact is implicitly assumed since the chain of Delete
states allows almost arbitrary state transitions within a particular model. It can be expected
that most of the paths through a Profile HMM are not relevant for the final solution and
state-space pruning is very effective when concentrating the model evaluation on the most
promising paths only.
All modeling approaches developed in this thesis include the state-space pruning as de-
scribed above. The Beam-Search algorithm needs to be configured specifically for the pro-
tein sequence analysis domain. This means that a suitable Beam-width needs to be deter-
mined which enables efficient model evaluation while keeping the detection, or the classi-
fication accuracy as high as possible. In section 6.4 the experiments which give hints for a
proper choice of the Beam-width and its results are presented.
5.4.2 Combined Model Evaluation
As briefly mentioned earlier one basic difference for HMM applications within the bioin-
formatics domain compared to their use in different fields of general pattern classification
is the serialized model evaluation. As an example currently all protein family models which
are in any way relevant for the molecular biologists or for pharmaceutical purposes are gen-
erally evaluated separately when e.g. the whole genome is annotated with respect to them.
Furthermore, even for pure classification tasks in terms of classical pattern recognition, e.g.
when performing target verification, the scores produced for protein sequences of interest
by every HMM are calculated separately. Finally, the highest scoring model determines the
classification result.
Basically, when performing like this, automatic speech recognition is not imaginable for
reasonable numbers of words to be recognized. There are too many models to be evaluated
completely for too many uttered words. Therefore, the general procedure differs from the
one performed for protein sequence analysis. Instead of fully evaluating every model sepa-
rately, all relevant models are treated combined. Technically, this implies that the states of
all HMMs are integrated into a global state-space which is conceptually segmented into the
particular models.
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When arranging all relevant protein family models like this, at the beginning of a partic-
ular sequence classification process the initial states of all models are activated, i.e. they are
treated as starting points for Viterbi path-search. These paths including all their extensions
which can be reached during the remaining steps of the Viterbi evaluation need to be consid-
ered in parallel which is basically no advantage compared to the usual separate evaluation.
However, when applying the Beam-Search algorithm as discussed in the previous section
further substantial savings of necessary computations can be obtained in addition to those
implied by local state-space pruning for single models. Usually, after certain Viterbi steps
huge amounts of HMM states can be skipped for further evaluation. Reasoned by the avoid-
ance of the exploration of devious paths within the combined state space not necessarily all
known profile HMMs need to be evaluated completely. Contrary to this, when performing
serialized evaluation of multiple models for e.g. genome mapping at least on complete path
through all particular models needs to be evaluated.
In figure 5.19 the accelerated model evaluation process for protein family HMMs is il-
lustrated. All known models of protein families (λ1 . . . λK on the left side of the sketch)
are integrated into a single combined state space – the grey shaded box at the right of the
diagram. As in figure 5.18 the evaluation process is shown in the diagram of the state space
V on the right side. Following this approach large amounts of HMM states do not need to
be activated – they are pruned (black circles). The sequence ~o is classified using the com-
bined state space by finding the Viterbi path (dashed line) through all models. The effect of
state space pruning can be noticed via the ratio of activated states (red circles) to the over-
all number of states (all circles). For every Viterbi step only a moderate ”Beam” of states
around the Viterbi path is activated. The smaller the percentage of activated states is, the
more the model evaluation process itself is accelerated. Note that in figure 5.19 the effects
of both local and global state-space pruning can be seen. After only a few Viterbi steps the
lower model is no longer evaluated since all successor states are pruned (global pruning)
and for the remaining models a certain number of assigned states is pruned as well.
At the end of combined model evaluation the index of the best fitting model is delivered
including its score for the requested sequence. Compared to the conventional approach mul-
tiple repeats of this procedure are not necessary since a global classification is performed.
5.4.3 Optimization of Mixture Density Evaluation
In section 5.1 the new feature based protein sequence representation based on the analysis
of biochemical properties of residues in their local neighborhood was presented as the fun-
damental approach of enhanced probabilistic protein family models developed in this thesis.
Following the general theory of Hidden Markov Models it is rather counterproductive to use
discrete models for continuous data like the new protein features. Thus, (semi-)continuous
HMMs are applied for this kind of data.
The protein features span a 99-dimensional feature space which is best represented using
mixture density distributions (cf. section 5.2). By means of both the protein features and the
suitable feature space representation, enhanced protein family HMMs are developed. Un-
fortunately, the price for the enhancement of state-of-the-art protein family models in terms
of computational complexity is rather high. Whereas in the discrete case only a single prob-
ability distribution needs to be evaluated for every emitting state, in the (semi-)continuous
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Figure 5.19: Accelerated Profile HMM evaluation due to the use of a combined, pruned state space: all states
of all known models are integrated intoV and only a small fraction of states needs to be explored
(red solid circles).
case a mixture density distribution consisting of 1024 Gaussians needs to be examined for
every emitting state. Thus, the evaluation of the new semi-continuous feature based pro-
tein family models is systematically slower than the evaluation of current discrete Profile
HMMs.
The problem of computational expensive mixture density evaluation principally exists
for all applications of (semi-)continuous Hidden Markov Models. Not surprisingly, espe-
cially within the speech recognition community several approaches were proposed aimed
at reducing the computational complexity of mixture density evaluation.13 Based on tech-
niques provided by the ESMERALDA system [Fin99] the optimization of mixture density
evaluation for protein family HMMs is concentrated on the following principles.
Efficient Normal Densities Classification: Since the protein feature space is para-
metrically represented using a mixture density consisting ofK Gaussians (cf. section 5.2.1),
strictly speaking, K normal density classifiers are required to be evaluated for every fea-
ture vector. The result of these evaluations provides probabilities for every component of
the mixture density representation of the feature space. On the one hand, the larger K, the
more accurate is the feature space coverage. However, on the other hand, the larger K, the
larger the computational effort for mixture density evaluation.
13As an example in [Fin03, pp. 163ff] the most relevant techniques for the efficient mixture density evaluation
are briefly summarized.
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In his standard work on pattern classification, Heinrich Niemann describes the reduction
of the computationally expensive problem of evaluating K normal densities Nk to the cal-
culation of K dot products which is favorable for efficient normal densities classification
[Nie83].
For efficient mixture density evaluation the abovementioned calculation of scalar prod-
ucts is used as default for the evaluation of advanced stochastic protein family models de-
veloped in this thesis.
Beam-Search for Mixture Densities: Originally, the Beam-Search algorithm as de-
scribed in the previous section, was defined for state-space pruning. However, the principle
idea of the pruning approach can also be generalized to the evaluation of mixture compo-
nents. Instead of defining a set A of activated states, a set of activated Gaussians is used.
Given the highest scoring mixture component for a particular Viterbi step, mixture compo-
nents within a Beam, which is conceptually identical to the state based Beam, are defined
and the further mixture density evaluation is limited to those components only.
Usually, the number of mixture components which need to be evaluated can be reduced
substantially when applying the (modified) Beam-Search algorithm. The reason for the
actual effectivity is given by the general structure of the underlying feature space. If the
mixture density representation suitably covers the feature space it is very unlikely that all
components are equally relevant for a single state. By means of the state specific prior prob-
abilities of the particular Gaussians only a small group of components will significantly
contribute to the final local score. Thus, following the Beam-Search idea the evaluation can
be concentrated on these components.
The probability of missing relevant mixture components when using mixture density
Beam-Search is almost negligible when configuring the Beam-width wisely. For protein
sequence analysis the default values of ESMERALDA (− ln(B) = 14 for logarithmic den-
sities) could be proved sufficient in informal experiments. All modeling approaches devel-
oped in this thesis which are based on mixture density representation of the underlying
protein feature space use the pruning technique as described here.
Multi-stage Classification: As discussed in section 5.2.1 the feature space represen-
tation, namely the particular normal densities, can be obtained by applying variants of stan-
dard vector quantization techniques to training data. Generally, the evaluation of a mixture
density of Gaussians when aligning feature data to HMMs is equivalent to soft vector quan-
tization using a specialized distance metric, namely the Mahalanobis distance.
Among others, Ernst Gu¨nter Schukat-Talamazzini and colleagues proposed methods for
fast Gaussian vector quantization [Sch93]. One rather simple but very effective optimization
technique is the so-called sequential pruning. Here, the basic idea is the decomposition of
the vector quantization process into a sequence of “filters” V Qi each computing probability
scores for every mixture component of its stage-specific input candidate list. Furthermore,
“. . . the V Qi’s are designed as Gaussian quantizers using the initial di coefficients of the
input vector for probabilistic scoring, where di increases with i, and dI = N” [Sch93]. This
means that every stage of the decomposed vector quantizer operates on a subspace of the
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original feature space only, whereas the number of Gaussians which need to be evaluated
steadily decreases by candidate selection. As discussed in the previous section, the actual
candidate selection can be realized by applying the Beam-Search algorithm to the mixture
density evaluation.
In the original case, i.e. without any optimization, a single filter V Q0 is applied to all
Gaussians of the particular mixture density for complete feature vectors ~x ∈ RN . A se-
quential vector quantizer is completely specified by fixing the number of stages I as well
as the appropriate subspace dimensions for every stage. In informal experiments within the
domain of automatic speech recognition it could be proved that a two-stage classifier is
usually suitable when defining the particular subspaces wisely. In the first stage Gaussians
are evaluated only for a lower-dimensional version of the original feature vector. Following
this, the Beam-Search algorithm severely reduces the number of remaining Gaussian can-
didates which need to be evaluated in the second step for the complete feature vector, i.e.
its representation in the original (high-dimensional) space.
As explained in section 5.1.2, the final step of the feature calculation process developed
for protein data consists of a Principal Components Analysis (PCA). According to the the-
ory of PCA, the components of the 99-dimensional feature data are ordered with respect
to the percentage of variance they cover (cf. appendix B). The first dimensions of the fea-
ture vectors represent the most relevant information necessary for describing the feature
space. Thus, the multi-stage mixture density classification is expected to be very effective
when processing protein feature data. The dimensionality of the initial subspace represen-
tation of the particular feature data used within the first stage of the classification process is
determined in various experiments which are described in detail in section 6.4.
5.5 Summary
In this chapter, advanced stochastic models were developed addressing both improved re-
mote homology classification and detection performance. The foundation for all develop-
ments which can be used for tackling the sparse data problem as defined on page 92, is the
paradigm shift from analyzing symbolic amino acid data towards a feature based represen-
tation of biochemical properties of residues in their local neighborhood. Therefore, a sliding
window technique is applied to protein sequences for the extraction of frames which contain
the residues of a local neighborhood. The particular amino acids are mapped to a signal-
like multi-channel numerical representation by exploiting amino acid indices which encode
various biochemical properties. Features relevant for the particular protein sequences are
extracted by channel-wise signal abstraction via a Discrete Wavelet Transformation and a
global Principal Components Analysis.
Based on the new feature based protein data representation, semi-continuous protein
family HMMs were developed. Especially in those cases where only little training data
is available, the separate estimation of a mixture density based feature space representa-
tion using general protein data, and the actual model creation using family specific protein
data is favorable. For further specialization of the general feature space which is underly-
ing semi-continuous protein family HMMs, various adaptation techniques, namely ML, or
MAP re-estimation, and MLLR adaptation, are applied.
146
5.5 Summary
In addition to semi-continuous feature based Profile HMMs, which consist of the stan-
dard three-state model topology and semi-continuous emissions, alternative model archi-
tectures with reduced complexity were developed. Two variants were presented, namely
Bounded Left-Right models, and protein family models based on concatenations of small
building blocks, so-called Sub-Protein Units, which are automatically determined in an un-
supervised and data-driven procedure. These new modeling techniques allow the estima-
tion of advanced stochastic protein family models containing significantly less parameters
which need to be trained. Thus, substantially less training sequences are required for robust
protein family modeling.
In order to decrease the number of false positive predictions during remote homology de-
tection target models are competitively evaluated with explicit background models covering
general protein data. The reduction of false positive predictions is especially relevant for
pharmaceutical applications where candidate sequences which are erroneously identified as
targets increase the costs of the drug design process. For efficient model evaluation various
optimization techniques known from general pattern recognition domains were transfered
and adopted to the bioinformatics domain.
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Currently, stochastic models of protein families, namely discrete Profile Hidden Markov
Models, are the methodology of choice for protein sequence analysis. They are especially
relevant for remote homology classification and detection tasks as for e.g. pharmaceutical
applications within the drug discovery process as described in section 2.4.1 (target iden-
tification and target verification). However, the effectiveness of state-of-the-art modeling
techniques is still insufficient as proved in the assessment presented in section 4.1.
The previous chapter of this thesis was directed to the developments of advanced stochas-
tic protein family models. Several new approaches were presented which aim at more robust
and thus more effective stochastic protein family models. In addition to the general improve-
ment of protein family models the focus was on model estimation using small training sets.
This is especially relevant since usually only very little representative data is available for
therapeutically interesting protein families at the beginning of the drug design process.
In this chapter detailed experimental evaluations of the newly developed methods are
presented. First, in section 6.1, the general evaluation methodology is discussed together
with the data sets used. Following this, the three fundamental categories of enhancements
are separately evaluated. Based on these results the complete system for enhanced protein
sequence analysis using Hidden Markov Models is configured and finally evaluated as a
whole in section 6.5.
6.1 Methodology and Datasets
The newly developed methods described in this thesis were implemented in the GRAS2P
system (cf. [Plo¨02]). Thus, all experiments were performed using it. For comparison with
state-of-the-art techniques, the SAM system was used as described in section 4.1.
When assessing the capabilities of state-of-the-art methods for protein family modeling,
in section 4.1.1 on page 85 the general “chicken and egg” problem for the evaluation of
sequence analysis methods has already been mentioned. Generally, it is not useful to refer
to automatically obtained sequence annotations as baseline for the evaluation of new tech-
niques. The only conclusion which can be drawn when comparing the capabilities of new
approaches to the results obtained when using alternative automatic analysis techniques is
how “good” the new technique approximates the old one(s). Without applying further bio-
logical expertise it is very difficult to judge differences between both kinds of automatically
generated annotations as erroneous or not. Thus, manually annotated sequence sets were
used for the assessment of current discrete Profile HMM based protein sequence analysis.
The detailed experimental evaluation of the new approaches of this thesis including their
comparison to state-of-the-art techniques directly follows this argumentation.
The goal of this thesis is the development of protein sequence analysis methods which can
generally be used for e.g. remote homology detection. Thus, concentrating the experimental
evaluation on one or two selected protein families seems generally counterproductive. In-
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stead, a broader evaluation based on database screening for a substantial number of protein
families is more favorable. Corpora are required containing both training and test sets of
sequences for which the appropriate protein family affiliations are definitely known. One
basic source for protein data is certainly the Brookhaven Protein Data Bank (PDB) which
was already briefly described in section 2.3.2. The PDB contains a wealth of information
for a vast amount of protein sequences. Based on this database a structural classification of
proteins was manually performed by Alexey Murzin and colleagues resulting in the SCOP
database [Mur95]. Due to the manual curation of the datasets their quality is extraordinary
good which has been widely accepted by the scientific community.1 Except for SCOP there
are hardly any alternative databases containing annotations of this superb quality. One al-
most comparable example is the CATH database of protein structure classification [Ore97].
In CATH principally the same data (PDB sequences) is classified, but unfortunately at least
partially automatic annotation methods were used. Thus, the majority of experimental eval-
uations performed for this thesis are based on SCOP annotations allowing well founded
conclusions about the general applicability of the new methods.
Following the descriptions of experiments which are directed to the separate evaluation
of the effectiveness of methods addressing the three fundamental issues (feature based se-
quence representation, less complex model architectures, and acceleration of the model
evaluation), the evaluation of the final complete system as a whole is presented. For both
kinds of evaluations, different corpora were created which are summarized in the following.
According to the putative application fields of the new methods, namely target verification
and identification within the drug discovery process, the evaluation covers both classifica-
tion accuracy and detection performance. The particular measurements are equally relevant
for the overall assessment and the results obtained for target verification tasks usually give
reasonable hints for the effectiveness of the appropriate method when it is used for tar-
get identification. In section 4.1.2 exact descriptions of the basic methodology used were
given (measuring the classification error and ROC curves for estimating the detection per-
formance). Especially for pharmaceutical applications concrete values within ROC curves
are relevant for judging the effectiveness of methods addressing remote homology detec-
tion. Fixed working points at the ROC curves are analyzed where certain percentages of
e.g. false negative predictions are allowed and the corresponding number of, in this case,
false positive predictions is treated as characteristic value which concretely measures the ef-
fectiveness of the particular method. In practical applications the number of corresponding
false predictions is analyzed when allowing five percent failures. Thus, a typical evaluation
of detection methods can be formulated as follows:
How many false negative predictions (in percent) are delivered by the system,
if five percent false positive predictions are acceptable?
and vice versa:
How many false positive predictions (in percent) are delivered by the system, if
five percent false negative predictions are acceptable?
In addition to ROC curves demonstrating the general effectiveness of the methods, these
characteristic values are presented in tabular form.
1In fact a large amount of publications are based on experiments performed using the SCOP database.
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The SCOPSUPER95 66 Corpus
The SCOPSUPER95 66 corpus consists of 16 SCOP superfamilies each containing at least
66 sequences with residue based similarity values of not more than 95 percent. They were
obtained from the SUPERFAMILY hierarchy created for the SCOP database by Julian
Gough and coworkers [Gou01]. The sequences were randomly divided into disjoint sets
of training (two thirds) and test data (one third). Note that this subdivision of the protein
sequences is kept fixed, i.e. no further leave-N out tests are performed. SCOPSUPER95 66
was already used for the general assessment of the capabilities of state-of-the-art Profile
HMMs in section 4.1 and its detailed description can be found on pages 85ff.
This corpus is mainly used for detailed evaluations of certain variants of the methods
developed. In terms of general pattern recognition, the test cases originating from the use
of the SCOPSUPER95 66 corpus can be understood as cross validation. Using its results,
parameters can be adjusted and the final evaluation based on extended corpora (SCOP-
SUPER95 20 and PFAMSWISSPROT, see below) are performed using the configuration
derived by analyzing the evaluation results based on SCOPSUPER95 66.
Note that contrary to SCOPSUPER95 66 where the suffix ’66’ designates the overall
minimum of sequences per family (including both training and test), the names of the fol-
lowing corpora are determined with respect to the number of training samples they contain.
This is reasoned by the fact that evaluations based on these corpora are more related to the
sparse data problem. Thus, the suffix is directed to the number of training samples. The
actual amount of test sequences is adjusted individually.
For the assessment of detection capabilities the approximately 8 000 sequences of the
95% similarity based SUPERFAMILY hierarchy of SCOP are analyzed for occurrences of
the 16 superfamilies.
The SCOPSUPER95 44f Corpus
It is one major goal of this thesis to develop methods for estimating protein family HMMs
using small training sets (cf. the second basic issue relevant for the successful application of
new powerful probabilistic models – the sparse data problem – as defined in section 4.2 on
page 92). Thus, the dependency of the new techniques on the number of training samples
used is explicitly evaluated.
Therefore, the SCOPSUPER95 44f corpus was designed. It is a direct derivative of the
previously described SCOPSUPER95 66 dataset, i.e. it contains the same 16 SCOP su-
perfamilies extracted from the SUPERFAMILY hierarchy of SCOP limiting the family-
wise sequence similarity to the maximum of 95 percent. Contrary to the previous corpus,
here, the amount of training data is severely reduced in multiple steps resulting in 44 sub-
corpora. The sub-corpus consisting of the maximum number of training samples contains
44 sequences per superfamily, hence the name SCOPSUPER95 44f. The almost uniform
distribution of the similarity values across the whole range as illustrated in figure 4.1 is
generally valid for all sub-corpora, too.
Contrary to the former dataset, in each of the SCOPSUPER95 44f sub-corpora, the num-
ber of training sequences is equal for all 16 superfamilies. Starting from 44 training se-
quences, this number is steadily decreased down to one sample for every superfamily an-
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alyzed while keeping the testset fixed. Generally, two testsets can be analyzed. For direct
comparison to SCOPSUPER95 66 where more or less substantial amounts of training ma-
terial are available, the first testset of this corpus is identical to the one defined for SCOP-
SUPER95 66 which contains 566 sequences – the so-called original testset. Since some su-
perfamilies of SCOPSUPER95 66 contain more than 44 training sequences (cf. table 4.1 on
page 87) and the amount of training samples for SCOPSUPER95 44f is fixed with a maxi-
mum of 44 samples, a second testset, the so-called extended testset, can be defined. For all
superfamilies originally containing more than 44 sequences, the additional sequences were
added to the original testset resulting in a larger amount of testdata, namely 983 sequences.
For those superfamilies with larger training sets the actual selection of the 44 sequences
was performed randomly.
When reducing the number of training sequences by eliminating samples, the statistically
correct method for evaluating the capabilities of models trained with respect to the remain-
ing sequences is based on averaging the results obtained by leave-N out tests. This means
that for a given number N of samples which are to be eliminated from the maximally 44
training sequences of every superfamily analyzed (16), all combinatorial possibilities of
selecting those omitted sequences need to be addressed. The number CMN of possible com-
binations when selecting N sequences from a universe of M is defined as
CMN =
(
M
N
)
=
(
M
M −N
)
=
M !
N !(M −N)! .
For the training sets of SCOPSUPER95 44f this results in the exorbitant number of
2.8 · 1014 possible combinations. Even with the fastest computers available it is unreal-
istic to perform 280 trillion experiments. Thus, the statistically correct method cannot be
used for SCOPSUPER95 44f based evaluations.
Reconsidering how the particular sub-corpora of SCOPSUPER95 44f were created, it
becomes clear that even when performing only single experiments for every sub-corpus
reliable conclusions can be drawn. The maximally 44 training sequences were selected by
chance for those families consisting of more than 66 sequences. Furthermore, the actual
reduction of the resulting training sets for creating the particular sub-corpora is performed
by randomly selecting N samples from the rather homogeneous base set for omitting. Al-
though artifacts are expectable, the general assessment of the models’ capabilities for target
identification and verification is possible. As an example, the classification errors obtained
for the particular sub-corpora can be summarized in a smoothed curve which can be com-
pared to the smoothed curves of classification errors obtained when using alternative tech-
niques. Although the correct statistical evaluation is (for practical reasons) not possible, the
general trend can be approximated rather accurately.
Note that for detection experiments again the complete 95% similarity based SUPER-
FAMILY hierarchy of SCOP (approximately 8 000 sequences) is analyzed with respect to
the 16 superfamilies.
The SCOPSUPER95 20 Corpus
Both corpora described so far are based on 16 SCOP superfamilies. The basic purpose of
experiments performed using SCOPSUPER95 66 or SCOPSUPER95 44f is to get some
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reliable general idea about the effectiveness of the new techniques. Furthermore, some kind
of cross validation is performed. By means of experiments related to one of these corpora
(or both) certain parameters of methods can be adjusted (e.g. which adaptation method to
use, cf. section 5.2.3) which will be described on the particular pages.
In order to obtain a broader overview of the effectiveness of enhanced protein family
models two additional corpora where created. The final system is evaluated using these
corpora without further optimization. In terms of general pattern recognition these corpora
represent the actual testcase compared to the cross validations treated before.
First, the SUPERFAMILY hierarchy of the SCOP database is further exploited (again at
the sequence similarity level of maximally 95 percent). Contrary to both previous corpora,
the criterion for including particular superfamilies into this corpus is the existence of at
least 40 family members which results in 34 superfamilies. These sequences are divided
into training and test sets in (almost) equal shares, hence the suffix ’ 20’ according to the
minimum number of training samples per superfamily. Similar to the presentation of the
SCOPSUPER95 66 corpus in section 4.1.1 (pages 85ff), in figure 6.1 as well as in table 6.1
the datasets are characterized. It can be seen that the properties of SCOPSUPER95 20 are
rather similar to those of SCOPSUPER95 66 with respect to the similarity value distribu-
tions as well as to the sequence lengths and their variances.
The base for detection experiments is the same as for the previous corpora.
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Figure 6.1: Histogram of similarity ranges for the SCOPSUPER95 20 corpus averaged over all 34 superfam-
ilies involved illustrating the well balanced distribution of similarities all over the whole range
slightly tending to smaller values (15-35%).
The PFAMSWISSPROT Corpus
The second kind of experimental evaluation of advanced stochastic protein family models
as a whole is directed to some kind of a “real-world” scenario. For three exemplary protein
families, training data is obtained from the Pfam database, namely the seed alignments of
153
6 Evaluation
SCOP Id SCOP Superfamily Name # Samples Length (Mean/Std.-Derivation)
Training Test Training Test
a.1.1 Globin-like 45 45 148.9 (12.8) 150.5 (12.9)
a.26.1 4-helical cytokines 20 19 151.8 (24.9) 154.3 (24.0)
a.3.1 Cytochrome c 33 33 101.9 (27.2) 111.7 (30.1)
a.39.1 EF-hand 37 37 129.3 (38.1) 134.1 (52.7)
a.4.1 Homeodomain-like 30 29 67.0 (19.3) 70.6 (21.2)
a.4.5 ”Winged helix” DNA-binding domain 37 37 92.1 (28.4) 92.9 (22.1)
b.1.1 Immunoglobulin 156 155 106.7 (11.2) 107.6 (16.9)
b.1.18 E set domains 31 30 118.6 (37.4) 125.9 (47.2)
b.1.2 Fibronectin type III 26 25 98.8 (9.3) 100.7 (6.7)
b.10.1 Viral coat and capsid proteins 48 48 268.6 (95.1) 274.8 (86.3)
b.29.1 Concanavalin A-like
lectins/glucanases
40 39 226.4 (58.8) 213.9 (60.9)
b.40.4 Nucleic acid-binding proteins 36 35 101.3 (33.3) 121.6 (48.6)
b.47.1 Trypsin-like serine proteases 42 41 227.1 (33.4) 230.1 (26.0)
b.6.1 Cupredoxins 38 38 136.2 (31.9) 146.3 (36.1)
b.60.1 Lipocalins 23 22 152.3 (18.9) 149.5 (19.8)
c.1.8 (Trans)glycosidases 47 46 386.1 (85.8) 379.1 (73.4)
c.2.1 NAD(P)-binding Rossmann-
fold domains
77 76 197.0 (56.6) 214.3 (73.1)
c.3.1 FAD/NAD(P)-binding domain 34 34 221.5 (92.2) 226.8 (89.9)
c.37.1 P-loop containing nucleotide
triphosphate hydrolases
96 95 262.9 (121.1) 249.8 (98.3)
c.47.1 Thioredoxin-like 42 42 109.4 (38.7) 107.9 (36.0)
c.55.1 Actin-like ATPase domain 21 20 202.6 (34.9) 209.5 (36.0)
c.66.1 S-adenosyl-L-methionine-dependent methyl-
transferases
21 20 255.0 (55.1) 266.2 (44.2)
c.67.1 PLP-dependent transferases 25 25 404.5 (36.2) 404.4 (30.6)
c.69.1 alpha/beta-Hydrolases 39 38 348.9 (100.1) 331.7 (96.1)
c.94.1 Periplasmic binding protein-like II 21 20 305.0 (74.8) 341.3 (76.5)
d.144.1 Protein kinase-like (PK-like) 23 23 315.9 (28.7) 304.9 (31.8)
d.153.1 N-terminal nucleophile aminohydrolases (Ntn
hydrolases)
23 23 273.0 (131.1) 292.3 (172.2)
d.169.1 C-type lectin-like 24 23 124.3 (21.5) 121.8 (15.0)
d.19.1 MHC antigen-recognition domain 26 25 141.1 (43.8) 140.9 (45.1)
d.3.1 Cysteine proteinases 20 19 283.0 (82.4) 269.4 (50.4)
d.92.1 Metalloproteases (”zincins”), catalytic domain 20 20 281.4 (135.2) 259.5 (161.8)
g.3.11 EGF/Laminin 25 24 46.8 (7.4) 44.6 (7.2)
g.3.7 Scorpion toxin-like 26 26 46.5 (13.8) 46.4 (13.3)
g.37.1 C2H2 and C2HC zinc fingers 21 20 31.4 (5.9) 31.6 (4.6)
Total: 1273 1253
Table 6.1: Overview of the SCOPSUPER95 20 corpus: For every superfamily the alpha-numerical SCOP Id
as well as their real name as defined in the database are given. In the last row the total numbers of
samples are summarized.
Pfam-A [Son98]. Using these training samples, the protein family models are estimated
and family members are sought within the approximately 90 000 SWISSPROT sequences.
The reference annotations are given by the direct link between Pfam and SWISSPROT.
However, the quality of this annotation is not as clear as for the SCOP related experiments.
Note that evaluations performed using the PFAMSWISSPROT corpus are of summarizing
character – just demonstrating real-world applications of advanced stochastic protein family
models. The actual selection of the three protein domains was performed rather arbitrarily
and a systematic evaluation is actually not claimed in any way.
Compared to the previous experiments, in the final evaluation using PFAMSWISSPROT
additional properties which are practically relevant are assessed:
Search for Complete Proteins: SWISSPROT contains arbitrary protein data, i.e. the
sequences included are not limited to single protein domains. Proteins are annotated
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with respect to Pfam-domains and modeled using stochastic models. When evaluating
SWISSPROT sequences for the domain HMMs, the models need to find sequences
where only parts (namely the appropriate domains) match. This corresponds to one
common application for molecular biologists where they might be interested in oc-
currences of certain biological functions (represented by the particular domain) in
larger protein environments.2
Evaluation of the Specificity: Since SWISSPROT contains substantial amounts of
data (approximately 90 000 sequences), the specificity of the new models including
the effectiveness of the Universal Background Model (UBM) can be evaluated.
In table 6.2 the characteristics of PFAMSWISSPROT are summarized. Three representa-
tive protein domains were selected.
Pfam Id Pfam Name # Samples # Occurrences
Training in SWISSPROT
PF00001 7tm 1 – GPCR 7 Transmembrane Receptor 64 1078
PF00005 PKinase – Protein Kinase Domain 63 507
PF00069 ABC tran – ABC Transporter 54 1202
Table 6.2: Overview of the PFAMSWISSPROT corpus for final system evaluation. Members of the three
Pfam domains listed here will be searched within the approximately 90 000 sequences of the gen-
eral protein database.
6.2 Effectiveness of Semi-Continuous Feature Based Profile
HMMs
The first category of experimental evaluations, whose results are presented in this chapter, is
directed to the central concept of enhanced protein family models developed in this thesis,
namely the feature based representation of biochemical properties of amino acids in their
local neighborhood (cf. sections 5.1 and 5.2, respectively). Therefore, the classical three-
state Profile HMM topology is kept fixed whereas the emissions of both Insert and Match
states are based on the new representation.
As described in section 5.2.1 the general feature space representation is estimated using
the complete SWISSPROT database and further specialized using adaptation techniques
(cf. section 5.2.3). The analysis of informal experiments turned out that semi-continuous
protein family models based on feature space representations, which were estimated by
exclusively exploiting the particular target family specific training samples, require sub-
stantially larger sample sets for robust modeling. When restricting the estimation of the
underlying mixture density to the family specific sequence data, no sufficient coverage of
the protein feature space can be obtained, resulting in poor generalization capabilities of
the corresponding HMMs which is problematic for the analysis of remote homologues.
Thus, the separate mixture density estimation using general protein data (SWISSPROT) is
of extreme importance together with the family specific adaptation.
The evaluation results presented in this section are based on SCOPSUPER95 66 experi-
ments. In the following both classification and detection results are discussed.
2Note that this kind of evaluation principally corresponds to spotting in different general pattern recognition
applications like automatic speech recognition.
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SCOPSUPER95 66: Evaluation of Remote Homology Classification
In table 6.3 the capabilities of the semi-continuous feature based (SCFB) Profile HMMs
are given for the SCOPSUPER95 66 based classification task. The results are illustrated
by means of a comparison of classification errors obtained when using variants of SCFB
Profile HMMs, or their discrete counterparts.
Modeling Variant Classification Error Relative Change ∆E [%]
(Profile HMMs) E [%] (Base: Discrete Profile HMMs)
Discrete 32.9 −
SCFB (ML) 37.6 +14.3
SCFB (MAP) 24.0 −27.1
SCFB (MLLR) 20.7 −37.1
Table 6.3: Classification results for SCOPSUPER95 66 comparing discrete Profile HMMs to semi-
continuous feature based Profile HMMs (SCFB) obtained by the three variants of feature space
adaptation (ML/MAP/MLLR). Whereas the ML variant performs worse than state-of-the-art, both
MAP and MLLR based models significantly outperform it (the mean confidence range for this
corpus is approximately ± 3.5%).
Reconsidering the fact that the underlying model architectures are identical for all exper-
iments, namely the complex three-state Profile topology, and analyzing the relative changes
of the classification error ∆E it becomes clear that the new feature representation is very ef-
fective. When applying semi-continuous Profile HMMs which where estimated using MAP
or MLLR adaptation, the classification error can be decreased significantly. In the best case
(MLLR adaptation), the classification error could be reduced by more than one third rela-
tive. The classification capabilities of semi-continuous Profile HMMs which are based on
ML estimation are worse than standard models since the number of adaptation samples is
too small.
SCOPSUPER95 66: Evaluation of Remote Homology Detection
The evaluation based on the SCOPSUPER95 66 classification task gave a first clue regard-
ing the general capabilities of the new feature based protein family modeling techniques.
For the second major application field addressed by this thesis, namely target identification,
the results of detection experiments are presented in figure 6.2. The complete 95% sequence
identity based SUPERFAMILY hierarchy of SCOP was searched for occurrences of the 16
superfamilies. As another new concept developed in this thesis, during searching the par-
ticular target models and a structured Universal Background Model (UBM) which captures
general protein data are competitively evaluated.
Analyzing the four ROC curves, the superior performance of both MAP and MLLR based
SCFB Profile HMMs can also be confirmed for the detection tasks. As suggested by the
classification experiments, ML adaptation is also not that effective for target identification.
In addition to the evaluation of the overall detection capabilities, the effectiveness of the
explicit background model can be evaluated using ROC curves (figure 6.3). The ordinate of
the diagram represents the number of false positive predictions, i.e. those sequences which
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Figure 6.2: ROC curves illustrating the superior performance of feature based Profile HMMs compared to
standard discrete models (red curve). The underlying experimental evaluation was performed
using the SCOPSUPER95 66 corpus. It can be seen that all semi-continuous feature based Profile
HMMs estimated using the particular adaptation techniques produce better detection results than
their discrete counterparts – the area below the ROC curve is significantly smaller.
are actually not members of the particular target family but given the appropriate thresh-
old they were falsely classified as members. The smaller the maximum number, the more
effective the UBM. The ideal case is that the UBM based evaluation scores are better for
all non-family sequences whereas the particular target family scores are better for all actual
members. Traditionally, no explicit background model is applied for remote homology de-
tection. Instead, usually some kind of post-processing of the detection results is performed
by analyzing the significance of alignment scores and filtering properly. It can be seen that
the combination of UBM and MLLR based SCFB Profile HMMs is superior. The maximum
number of false positive predictions can be reduced by almost 66 percent.
The characteristic values which concretely specify the mutual dependencies of false pos-
itive and false negative predictions are summarized in table 6.4.
Conclusion
The experimental evaluation of the feature based representation of protein sequences pre-
sented in this section demonstrates the superior performance of semi-continuous feature
based Profile HMMs. It could be shown that the richer sequence representation developed
in this thesis is a basic foundation for enhanced probabilistic protein family models. Both
application fields relevant for e.g. drug discovery, namely target verification and target iden-
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Figure 6.3: Direct comparison of SCFB Profile HMMs’ detection performance when applying target models
standalone (cyan, and pink ROC curves) and when competing with an explicit background model
(blue, and green ROC curves). The superior performance of SCFB Profile HMMs (compared to
state-of-the-art discrete models – red ROC curve) can further be improved when using an UBM.
Modeling Variant False Negative Predictions [%] False Positive Predictions [%]
(Profile HMMs) for 5 % False Positives for 5 % False Negatives
discrete 26.1 57.6
SCFB (ML) 17.7 64.4
SCFB (MAP) 7.9 16.0
SCFB (MLLR) 5.1 5.5
Table 6.4: Characteristic values for SCOPSUPER95 66 UBM based detection experiments illustrating the
relevance of the new feature based sequence processing for e.g. pharmaceutical applications: At
fixed working points of the ROC curves allowing 5% false predictions, the numbers of corre-
sponding false predictions decrease significantly for MAP, and MLLR variants of semi-continuous
feature based Profile HMMs.
tification benefit from the new approach. For the latter task the effectiveness of an explicit
background model (UBM) which covers all non-target data could be shown.
The third major outcome of these experiments is that ML estimation is not a proper
method for specializing protein family HMMs towards the target they represent. Thus, in
all further evaluations ML based specialization will not be respected any longer. Note that a
detailed presentation of the experimental evaluation of this section is given in appendix D.
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6.3 Advanced Stochastic Protein Family Models for Small
Training Sets
In the previous section the new approach of feature based probabilistic protein family mod-
eling was experimentally evaluated by means of Profile HMMs consisting of the standard
three-state model topology. It could be seen that semi-continuous feature based Profile
HMMs significantly outperform their discrete counterparts.
Whereas the experiments described in section 6.2 addressed the analysis of the general ef-
fectiveness of advanced stochastic protein family models, this section deals with the sparse
data problem as defined on page 92. In addition to the techniques developed for robust esti-
mation of semi-continuous feature based Profile HMMs by means of small sample sets, in
section 5.3 two approaches were developed aiming at the reduction of the models’ complex-
ities – protein family HMMs which are based on Sub-Protein Units (SPUs), and Bounded
Left-Right models. In the following sections all advanced stochastic modeling techniques
are evaluated with respect to the number of training samples exploited.
First the experimental evaluation for the new building block based protein family mod-
eling using SPUs is given in section 6.3.1. Following this, the results for BLR models are
presented in section 6.3.2.
Both approaches are evaluated for classification as well as for detection tasks. The SCOP-
SUPER95 66 corpus is used for direct comparison of the results to the experiments dis-
cussed in the previous section serving as proof of concept for the general effectiveness of
protein family models with reduced complexity. In order to demonstrate the actual effec-
tiveness of all new modeling techniques for small training sets, the SCOPSUPER95 44f
corpus is used.
6.3.1 Effectiveness of Sub-Protein Unit based Models
In section 5.3.2 the new idea of alternative protein family modeling using small building
blocks, automatically estimated so-called Sub-Protein Units (SPUs), was presented. The
idea of SPU based protein family models is to explicitly cover only those parts which are
absolutely necessary for successful remote homology classification or detection.
In this section, the results of the first experimental evaluations of this new approach are
summarized thereby serving as the general proof of concept. In addition to the prototypi-
cal implementation of the SPU approach alternative configurations are imaginable for the
general framework. However, the exhaustive evaluation is beyond the scope of this thesis.
In order to prove the general applicability of the approach, the performance of SPU based
protein family models is compared to both discrete Profile HMM based results and the
results obtained when applying semi-continuous feature based Profile HMMs. Motivated
by the results of the preceding experimental evaluations, the specialization of the feature
space representation underlying the SPU models is limited to MLLR adaptation only.
SCOPSUPER95 66: Evaluation of Remote Homology Classification
Compared to current discrete Profile HMMs, remote homology classification using SPU
based protein family models performs significantly better. This can be seen in table 6.5
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where the classification errors for both Profile HMMs and SPU based protein family models
are compared. The classification error is decreased by almost 29% relative. Compared to
semi-continuous feature based Profile HMMs, the improvements are at an almost similar
level, i.e. the proof of concept for the alternative protein family modeling approach could
be given.
Modeling Variant Classification Error E [%] Relative Change ∆E [%]
Base: Discrete Profile HMMs
Discrete Profile HMMs 32.9 –
SCFB Profile HMMs 20.7 -37.1
SCFB SPU HMMs 23.5 -28.6
Table 6.5: Classification performance for discrete Profile HMMs, their semi-continuous feature based coun-
terparts (MLLR adapted feature space representation), and the new modeling approach using
SPUs. Target models estimated using feature based building blocks significantly outperform state-
of-the-art models for SCOPSUPER95 66 while reaching comparable performance as SCFB Profile
models..
SCOPSUPER95 66: Evaluation of Remote Homology Detection
Following the assessment of the classification capabilities of the new SPU based protein
family models, their applicability for remote homology detection tasks is evaluated for the
SCOPSUPER95 66 corpus. In analogy to preceding presentations of results for similar
experiments, in figure 6.4 ROC curves are presented, and in table 6.6 the corresponding
characteristic values for fixed working points within the curves are given.
Note that according to the results of informal experiments on different data the UBM
architecture was changed from structured UBM containing 30 states to the classical UBM of
Douglas Reynolds consisting of a single state (cf. section 5.2.4). The reason for this decision
is as follows: When applying the structured UBM the selectivity is perfect, i.e. no false
positive predictions are obtained at all. However, compared to the single state UBM rather
large numbers of false negative predictions occur. Since the competitive model evaluation
delivers hard decisions for a particular model (either target or UBM) this number cannot
be reduced in any further step. The particular false negatives are actually rejected before
the threshold based decision regarding log-odd scores is performed. In order to sharpen the
specificity of the detection process the application of a single state UBM delivers slightly
more false positives but the number of false negatives can be reduced drastically.
In the abovementioned figure and table, respectively, it can be seen that the improved
performance of SPU based protein family models compared to discrete Profile HMMs that
has been proved for the classification task can be generalized to the detection task, too. The
percentage of false positive predictions can be substantially reduced, and the sensitivity is
also improved in terms of reduced numbers of false negatives.
Note that the radically changed modeling approach includes still some optimization po-
tential since the effectiveness of semi-continuous feature based Profile HMMs currently
cannot be reached. However, since the evaluations presented here serve as the general proof
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of concept of the new modeling technique, and the state-of-the-art discrete Profile HMMs
are significantly outperformed, SPU based protein family modeling is very promising.
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Figure 6.4: ROC curves illustrating the improved remote homology detection performance when applying
SPU based protein family models (green curve) instead of current discrete Profile HMMs (red
curve). The SPU based models are evaluated competitively to a single state UBM. False rejections
are the reason for the curve’s endpoint apart from the y-axis (marked with ’+’). The ROC curves
corresponding to semi-continuous feature based Profile modeling are given as reference (pink)
illustrating their still better performance for detection tasks. Since the proof of concept for the
SPU based modeling approach was addressed, their optimization potential is promising.
Modeling Variant False Negative Predictions False Positive Predictions
[%] for 5 % False Positives [%] for 5 % False Negatives
Discrete Profile HMMs 26.1 57.6
SCFB Profile HMMs + UBM 5.1 5.5
SCFB SPU HMMs + UBM 18.2 0.0 (17.4)
Table 6.6: Characteristic values for SCOPSUPER95 66 detection experiments for Profile HMMs (discrete,
and semi-continuous) and SPU based protein family models evaluated competitively to a single
state UBM. The specificity as well as the sensitivity can substantially be improved compared to
the state-of-the-art when using the SPU approach. For SCFB evaluations the corresponding limits
of 5% false negative predictions were not reached. Thus, the appropriate global maxima at the end-
points of the ROC curves are given in parentheses. Both feature based modeling variants include
an MLLR adapted feature space representation.
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SCOPSUPER95 44f: Evaluation of Remote Homology Classification
In addition to the general proof of concept for the applicability of SPU based protein family
models which was given in the previous sections using the SCOPSUPER95 66 corpus,
in the following the effectiveness of the new modeling approach for reduced training sets
is evaluated. Again, the evaluation is concentrated on the general applicability of the new
technique providing the proof of concept for the paradigm shift in protein sequence analysis
using building blocks. Since the SPU framework can be configured and thus enhanced in
various ways, the results presented give hints for further developments.
The SCOPSUPER95 44f corpus is used for the explicit assessment of the robustness of
SPU based models depending on the number of training samples available. The first set
of experiments is directed to the evaluation of the effectiveness of SPU based models for
remote homology detection tasks. Therefore, in figure 6.5 the classification error rates are
shown depending on the amounts of training samples used for model estimation. In the
upper diagram the results for the original testset are given whereas in the lower chart the
extended testset of SCOPSUPER95 44f is analyzed.
The actual training sets are obtained by randomly selecting sequences from the SCOP
pool of the particular superfamily (cf. section 6.1 on page 151 for details about the corpus
definition). Thus, certain “statistical noise” occurs when measuring the classification errors
for the particular subsets of training samples. In order to allow easy comparison of the gen-
eral effectiveness of the particular modeling methods for remote homology classification,
the actual values are smoothed using Bezier interpolation. This results in continuous curves
which can be analyzed by visual inspection as well as numerically for estimating the overall
trend of the effectiveness.
It can be seen that SPU based protein family models are generally suitable for remote
homology classification using small training sets up to a certain minimum amount of sample
sequences. If the particular training sets contain at least (approximately) 20 sequences the
classification error obtained for SPU based protein family models is comparable and slightly
smaller, respectively, as when using current discrete Profile HMMs. Although the better
performance of SCFB Profile HMMs cannot be reached yet, the results are very promising
for the new concept of protein family modeling.
SCOPSUPER95 44f: Evaluation of Remote Homology Detection
The presentation of the classification performance given in the previous section provides
an overview of the general effectiveness of SCFB SPU based protein family HMMs when
only small amounts of training data are available. In order to prove the effectiveness for
remote homology detection 44 ROC curves are necessary when proceeding similarly to the
classification case. Since the presentation of such a large amount of diagrams for randomly
selected training sets is in no relation to the knowledge gain which can be obtained from
it, the following presentations are limited to three representative training sets of SCOPSU-
PER95 44f.
For the first set of experiments the subsets containing 20 training samples are selected
whereas the second kind of training sets contain 30 sequences each. Finally, the upper limit
of the number of training samples available is used, namely 44 sequences. Note that these
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Figure 6.5: Classification error rates obtained when applying SPU based protein family models to the task
of remote homology classification (SCOPSUPER95 44f). With respect to current discrete Profile
HMMs, the diagrams illustrate the comparable and slightly reduced classification error rates ob-
tained when a minimum of approximately 20 training sequences is available. Since the training
samples are randomly picked the actual classification error rates (marked by ’+’) are smoothed
using Bezier splines (solid lines). The results for semi-continuous feature based Profile HMMs
are given here, too, illustrating their still better performance.
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training sets are not identical to the ones from SCOPSUPER95 66 since the number of
training samples is fixed to 44 for all 16 superfamilies (compared to the minimum number
of 44 training sequences in SCOPSUPER95 66). The presentation of ROC curves is given
in figures 6.6, and 6.7.
The particular ROC curves confirm the results obtained for classification experiments
for remote homology detection. If less then the suggested minimum of approximately 20
training sequences are available, the detection performance of SPU based target models is
worse compared to state-of-the-art discrete Profile HMMs (upper diagram of figure 6.6).
However, when 10 training samples more are used for model estimation the detection per-
formance gets better on average and it is comparable to state-of-the-art. Furthermore, when
44 sample sequences are available for model training, SPU based protein family models in
combination with a single state UBM significantly outperform discrete Profile HMMs. In
fact 44 sequences are a reasonably small number. Thus, the SPU based modeling approach
is very promising. For completeness in table 6.7 the characteristic values for fixed working
points of the particular ROC curves are given.
Although the differences between SCFB Profile HMMs and SPU based protein family
models are substantially, the evaluation of the detection performance for the new modeling
approach is promising since they only represent the successful proof of concept. Further
research activities should be directed to this new kind of protein family modeling in order
to further improve their capabilities.
Modeling Variant False Negative Predictions False Positive Predictions
[%] for 5 % False Positives [%] for 5 % False Negatives
20 Training Samples
Discrete Profile HMMs 36.3 80.2
SCFB Profile HMMs + UBM 33.1 0.0 (13.6)
SCFB SPU HMMs + UBM 45.7 0.0 (8.6)
30 Training Samples
Discrete Profile HMMs 31.6 78.2
SCFB Profile HMMs + UBM 19.0 0.0 (25.9)
SCFB SPU HMMs + UBM 34.0 0.0 (19.3)
44 Training Samples
Discrete Profile HMMs 27.8 68.7
SCFB Profile HMMs + UBM 12.9 26.6
SCFB SPU HMMs + UBM 21.9 0.0 (29.1)
Table 6.7: Comparison of characteristic values for SCOPSUPER95 44f detection experiments (20, 30, and
44 training samples) at fixed working points for SPU based protein family models (MLLR adapted
feature space representation) vs. Profile HMMs (discrete and semi-continuous feature based vari-
ants). For those values where the corresponding limit of 5% false predictions was not reached, the
appropriate global maxima at the endpoints of the ROC curves are given in parentheses.
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Figure 6.6: ROC curves illustrating the detection performance of SPU based target models competitively
evaluated to a single state UBM for SCOPSUPER95 44f (upper diagram: 20 training sequences;
lower diagram: 30 samples). A minimum of approximately 20 training sequences is required for
reaching state-of-the-art (red), or outperforming it. The endpoints of the curves not crossing the
y-axis caused by false rejections due to the UBM are marked with ’+’.
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Figure 6.7: SCOPSUPER95 44f based comparison of detection results for the third set of experiments based
on the use of 44 training samples each for the estimation of target family models. The combination
of SCFB SPU models and single state UBMs performs best while obtaining small amounts of
false rejections due to the UBM. Again the endpoints of UBM based curves not crossing the
y-axis caused by false rejections are marked with ’+’.
To summarize, the proof of concept for the general applicability of the new approach
for protein family modeling using automatically derived building blocks was given. Both
classification and detection performance of SPU based target models are improved in com-
parison to current discrete Profile HMMs when approximately 20 training sequences are
available. If the amount of sample data is below this minimum the resulting SPUs are ex-
pected to be not as representative as necessary for the overall protein family. Thus, more
flexibility of target models is required.
6.3.2 Effectiveness of Bounded Left-Right Models
Since the new feature based representation of protein sequences respects the biochemical
properties of particular residues in their local neighborhood, the complex three-state model
topology can be discarded. The reason for this is the incorporation of context information
already at the level of HMM states’ emissions and the flexible modeling using the Bounded
Left-Right topology as developed in section 5.3.1 on pages 130ff. In the following, the
results for the experimental evaluation of BLR protein family HMMs are presented.
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Similarly to the evaluation of SPU based HMMs, the assessment of the effectiveness
of the BLR approach is based on the SCOPSUPER95 66 as well as on the SCOPSU-
PER95 44f corpus. In the following the particular evaluation results are presented sepa-
rately.
SCOPSUPER95 66: Evaluation of Remote Homology Classification
Table 6.8 contains the results of the experimental evaluation of the classification task
performed for the SCOPSUPER95 66 corpus. The most effective variants of feature
space adaptation as discussed in the previous section were applied and appropriate semi-
continuous feature based Bounded Left-Right protein family HMMs were estimated –
SCFB BLR HMMs (MAP/MLLR).
Analyzing the classification error rates of both SCFB Profile HMMs and SCFB BLR
HMMs, it becomes clear that the new models with reduced complexity significantly outper-
form the feature based Profile models containing the standard three-state topology. For the
best configuration, namely BLR HMMs based on the MLLR adapted feature space repre-
sentation, the classification error decreases by approximately 20 percent relative. Compared
to the corresponding state-of-the-art discrete Profile HMMs, this implies almost halving the
classification error.
Note that the Bounded Left-Right model topology requires the new feature representa-
tion of protein sequences. In addition to the comparison of SCFB HMMs, in table 6.8 the
classification error rate for discrete BLR models is given. Discrete BLR models perform sig-
nificantly worse than their feature based counterparts and even worse than state-of-the-art
discrete Profile HMMs. When processing discrete amino acid data, state-of-the-art discrete
Profile HMMs are without doubt the methodology of choice.
Modeling Variant Classification Error E [%] Relative Change ∆E [%]
Base: Profile HMMs
Discrete SCFB
Discrete Profile HMMs 32.9 − −
SCFB Profile HMMs (MAP) 24.0 −27.1 −
SCFB Profile HMMs (MLLR) 20.7 −37.1 −
Discrete BLR HMMs 38.9 +15.4 −
SCFB BLR HMMs (MAP) 21.7 −34.0 −9.6
SCFB BLR HMMs (MLLR) 16.8 −48.9 −18.8
Table 6.8: Classification results for SCOPSUPER95 66 comparing Profile HMMs (both discrete and semi-
continuous feature based) with protein family models with reduced model complexities based on
the Bounded Left-Right architecture (mean confidence range: approximately ± 3.5%). Using the
best configuration (BLR models including MLLR based feature space adaptation) the classifica-
tion error can be further decreased by approximately 20 percent relative (compared to SCFB Pro-
file HMMS) which implies halving the classification error obtained when using standard discrete
Profile HMMs. The significantly worse results for discrete BLR models are given separately.
In figure 6.8 the transition probabilities of the SCOPSUPER95 66 SCFB BLR models are
visualized using a greyvalue representation. According to the definition of Bounded Left-
Right models (cf. page 130f.) the number of transitions varies for all models. Obviously,
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the dominating state transition for all models is the direct connection between adjacent
states (almost white stripes within all sub-images in the second rows). Additionally, the
majority of states in all models contain non-vanishing transition probabilities to themselves
and to farther adjacent states. It can be seen that the model topology is rather suitable since
transitions to states which are not locally adjacent are very unlikely to occur (the lower rows
of all sub-images are almost black).
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Figure 6.8: Visualization of transition probabilities for all superfamily BLR models of the SCOPSU-
PER95 66 corpus: Transition probabilities are mapped to greyvalues as illustrated by the inset
(upper right); the lighter the shades, the higher the corresponding transition probabilities. The
model names are written on the left side of the figure including the number of transitions created
(cf. page 130f.) whereas the x-axis represents the states of the particular superfamily models.
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SCOPSUPER95 66: Evaluation of Remote Homology Detection
In the previous section, evaluation results were presented which illustrate the superior per-
formance of Bounded Left-Right HMMs for protein sequence classification. The effective-
ness of the new modeling alternative for remote homology detection is now evaluated by
means of the same methodology and datasets as previously mentioned for SCFB Profile
HMMs. As suggested by the improved specificity of UBM based model evaluation (cf. fig-
ure 6.3), target BLR models based on either MAP, or MLLR based feature space adaptation
were competitively evaluated to the single state Universal Background Model (UBM).
In figure 6.9 the results for the evaluation of the detection performance are presented
by means of ROC curves. The curves for SCFB BLR models (blue and green) are directly
compared to the curves of the corresponding SCFB Profile HMMs (cyan and pink). Further-
more, the baseline for all SCOPSUPER95 66 experiments discussed in this thesis, namely
the ROC curve for discrete Profile HMMs, is shown in red. Note that some small amounts
of false rejections are produced by the single state UBM. Thus, the corresponding ROC
curves do not cross the y-axis.
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Figure 6.9: SCOPSUPER95 66 based comparison of the detection performance for both SCFB Profile
HMMs (cyan, and pink ROC curves) and SCFB BLR models (blue, and green ROC curves)
when evaluating the particular models competitively to an UBM. Both variants of the feature
based BLR models show excellent performance for target identification tasks (red ROC curve:
corresponding standard discrete Profile HMMs). Due to small amounts of false rejections pro-
duced by the single state UBM applied both BLR MAP and BLR MLLR curves do not cross the
y-axis. For clarity the particular endpoints are marked with ’+’.
It can be seen that Bounded Left-Right models are well suited for remote homology
detection. The target models with reduced complexity, i.e. containing significantly less pa-
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rameters which need to be trained, perform better than Profile HMMs. Thus, improved
performance can be expected for smaller training sets, too. The combination of BLR target
models and an UBM is superior for the SCOPSUPER95 66 based classification task.
In table 6.9 the corresponding percentages of false predictions for fixed points within the
ROC curves allowing five percent false predictions are summarized. It becomes clear that
when applying SCFB BLR protein family models to the practical task of remote homology
detection for e.g. pharmaceutical applications where certain percentages of false classifi-
cations are allowed, the percentages of corresponding false classifications could have been
decreased again (compared to the SCFB Profile HMMs).
Modeling Variant False Negative Predictions False Positive Predictions
[%] for 5 % False Positives [%] for 5 % False Negatives
Discrete Profile HMMs 26.1 57.6
SCFB Profile HMMs (MAP) 7.9 16.0
SCFB Profile HMMs (MLLR) 5.1 5.5
SCFB BLR HMMs (MAP) 8.9 11.9
SCFB BLR HMMs (MLLR) 4.9 4.7
Table 6.9: Characteristic values for SCOPSUPER95 66 UBM based detection experiments: At the working
points of 5 percent allowed false predictions only little corresponding false predictions are obtained
when using the new SCFB BLR based protein families.
The evaluation of both classification and detection performance for SCFB BLR protein
family HMMs using the SCOPSUPER95 66 corpus represents the successful proof of con-
cept for the new modeling approach. Following this, the amount of training samples is ex-
plicitly reduced in order to evaluate the effectiveness of SCFB BLR HMMs for the sparse
data problem. Therefore, experimental evaluations based on the SCOPSUPER95 44f cor-
pus are presented.
SCOPSUPER95 44f: Evaluation of Remote Homology Classification
In order to illustrate the dependency of the classification error obtained for remote ho-
mology classification on the amount of training material available for model estimation,
in figure 6.10 these values are presented for both SCFB Profile HMMs and SCFB BLR
models. The baseline for discrete Profile HMMs is shown for completeness as well. As pre-
viously mentioned, generally two test sets exist for the SCOPSUPER95 44f corpus. Thus,
the results are shown for both of them in separate diagrams.
Inspecting the curves in both diagrams of figure 6.10 it becomes clear that SCFB protein
family HMMs show superior performance for almost the whole range of training subsets.
Only for very small sample sets (less than five sequences), discrete Profile HMMs relatively
outperform the new techniques. However, in this area the absolute classification error is out
of any reasonable range (more than 60 percent). When applying SCFB BLR protein family
HMMs the classification error can be halved for almost all subsets of training samples
compared to the SCFB Profile HMMs.
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Figure 6.10: Illustration of the SCOPSUPER95 44f based classification errors (top: original testset; bottom:
extended testset) depending on the number of training samples used for model training for Pro-
file HMMs (MAP, and MLLR based SCFB, and discrete) as well as for BLR models. The models
with reduced complexity show superior classification performance especially when less training
material is available. Since the training samples are randomly picked the actual classification
error rates (marked by ’+’) are smoothed using Bezier splines (solid lines).
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SCOPSUPER95 44f: Evaluation of Remote Homology Detection
Following the assessment of the classification capabilities of SCFB BLR protein family
HMMs in the following their effectiveness for detection tasks is considered. In analogy to
the argumentation given on page 162, the presentation of ROC curves is limited to three
kinds of experiments.
In figures 6.11 and 6.12 the detection results are presented by means of ROC curves
illustrating the mutual dependencies of false predictions. All diagrams contain ROC curves
for discrete Profile HMMs (serving as baseline reference), SCFB Profile HMMs evaluated
competitively to a structured UBM, SCFB BLR HMMs which are applied in combination
with an unstructured UBM, and the results for standalone evaluation of SCFB BLR HMMs,
i.e. not competing with any kind of UBMs.
In the diagrams the improved performance of advanced stochastic protein family mod-
eling techniques for remote homology detection can be seen even for small training sets.
The ROC curves corresponding to semi-continuous feature based approaches lie almost
everywhere below the reference curves for state-of-the-art discrete Profile HMMs.
Furthermore, it can be seen that SCFB Bounded Left-Right protein family models out-
perform their Profile topology based counterparts when evaluating them competitively to
an UBM. Note that the specificity of this model combinations degrades proportional to the
decreasing numbers of training samples used. The smaller the number of training samples,
the larger the percentage of false negative predictions. In the diagrams this is illustrated by
the positions of the endpoints of the particular ROC curves not crossing the y-axis (marked
with ’+’). The larger the horizontal distance of the endpoints from the point of origin, the
larger the number of (fixed) false rejections.
However, the number of false positive predictions which is extremely relevant for e.g.
pharmaceutical applications due to enormous costs linked to further expensive analysis of
erroneously selected candidates (e.g. in wet-lab experiments) can substantially be reduced.
In addition to identifying the limits of advanced stochastic modeling approaches developed
in this thesis, the experiments clearly highlight their substantial benefits: Already when
using 20 training samples (which is in fact a very small number) great improvements for
remote homology detection tasks can be obtained. Further reductions of the amounts of
training samples makes SCFB BLR protein family models’ capabilities tend to the detection
performance of current discrete Profile HMMs including slight improvements.
Similar to the presentations given in previous sections, in table 6.10 the characteristic
values of the particular ROC curves which concretely specify the mutual dependencies of
false predictions at reasonable working points are summarized. Due to the great effective-
ness of the UBM the limit of five percent false positive predictions is often not reached.
When keeping consistency regarding the definition of the characteristic values, the percent-
age of corresponding false negative predictions is 0.0. However, due to the (occasionally
obtained) larger numbers of false rejections caused by the UBM, additionally, the percent-
ages of these false rejections are given in parentheses. In analogy to the argumentation given
above, when not reaching the limit of five percent false negatives, the percentage of false
positive predictions for the endpoint of the particular ROC curve is given in parentheses,
too.
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Figure 6.11: Detection results for SCOPSUPER95 44f experiments based on target family models estimated
using 20 (upper diagram), and 30 training samples (lower diagram). Even for small training
sets, new modeling techniques outperform discrete Profile HMMs (red). The endpoints of UBM
based curves not crossing the y-axis caused by false rejections due to the UBM are marked with
’+’.
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Figure 6.12: SCOPSUPER95 44f based comparison of detection results for the third set of experiments based
on the use of 44 training samples each for the estimation of target family models. The combina-
tion of SCFB BLR models and single state UBMs performs best while obtaining small amounts
of false rejections due to the UBM. Again the endpoints of UBM based curves not crossing the
y-axis caused by false rejections are marked with ’+’.
To summarize, semi-continuous feature based protein family HMMs with Bounded Left-
Right topology are well suited for remote homology detection tasks where only little train-
ing data is available. Especially in combination with a single state UBM substantial reduc-
tions of false positive prediction rates are achievable which is relevant for e.g. pharmaceu-
tical applications. Generally, advanced stochastic models of protein families as developed
in this thesis outperform current discrete Profile HMMs particularly when only small sets
of training samples are available.
6.4 Acceleration of Protein Family HMM Evaluation
The analysis of the general procedure for evaluating current Profile HMMs when perform-
ing protein sequence classification, or homology detection, showed that state-of-the-art
techniques are rather straightforward. Especially when applying huge numbers of large pro-
tein family models to current databases which consist of tens of thousands of entries, inef-
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Modeling Variant False Negative Predictions False Positive Predictions
[%] for 5 % False Positives [%] for 5 % False Negatives
20 Training Samples
Discrete Profile HMMs 36.3 80.2
SCFB
Profile HMMs (MAP) + UBM 34.5 62.2
Profile HMMs (MLLR) + UBM 33.1 0.0 (13.6)
BLR HMMs (MAP) 33.5 62.1
BLR HMMs (MLLR) 31.8 63.2
BLR HMMs (MAP) + UBM 0.0 (41.4) 0.0 (0.2)
BLR HMMs (MLLR) + UBM 0.0 (51.3) 0.0 (0.6)
30 Training Samples
Discrete Profile HMMs 31.6 78.2
SCFB
Profile HMMs (MAP) + UBM 20.9 45.0
Profile HMMs (MLLR) + UBM 19.0 0.0 (25.9)
BLR HMMs (MAP) 23.7 50.5
BLR HMMs (MLLR) 24.2 51.9
BLR HMMs (MAP) + UBM 0.0 (19.8) 0.0 (1.7)
BLR HMMs (MLLR) + UBM 0.0 (19.9) 0.0 (0.9)
44 Training Samples
Discrete Profile HMMs 27.8 68.7
SCFB
Profile HMMs (MAP) + UBM 15.1 31.4
Profile HMMs (MLLR) + UBM 12.9 26.6
BLR HMMs (MAP) 18.0 35.4
BLR HMMs (MLLR) 18.7 38.3
BLR HMMs (MAP) + UBM 16.6 0.0 (11.1)
BLR HMMs (MLLR) + UBM 9.3 0.0 (6.1)
Table 6.10: Characteristic values for SCOPSUPER95 44f detection experiments (20, 30, and 44 training sam-
ples): When applying SCFB BLR HMMs for small training sets negligible percentages of corre-
sponding false predictions are obtained for the fixed working points of 5% allowed false predic-
tions. For those values where the corresponding limit of 5% false predictions was not reached,
the appropriate global maxima at the endpoints of the ROC curves are given in parentheses.
ficient model evaluation is problematic. Currently, massive parallelization is the only opti-
mization technique used for the acceleration of the model evaluation process. Furthermore,
the computational effort required for the evaluation of the advanced stochastic techniques
developed in this thesis increases due to the additional step of mixture density evaluation
which is performed for semi-continuous Hidden Markov Models.
In section 5.4 different approaches for algorithmic accelerations of protein family model
evaluation were discussed. In this section, the results of the experimental evaluations per-
formed are presented. Since the general behavior of model evaluation is independent of the
datasets which are actually used (as long as they are relevant in terms of the goal the thesis
at hand is addressing) the benchmark of the efficiency of the particular techniques is limited
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to the SCOPSUPER95 66 corpus. For systematic assessments the remote homology classi-
fication task is analyzed. Note that due to the principal similarity of the characteristics of all
corpora used in this chapter the results obtained for SCOPSUPER95 66 can be generalized.
All experiments addressing the optimization of model evaluation were performed on
COMPAQ Professional Workstations XP1000 with 21264 CPUs and 500 MHz clock speed
running under OSF1 Tru64 Unix v4.0. However, most considerations are based on relative
measurements of e.g. the number of HMM states explored which are in fact independent of
the actual CPU speed.
6.4.1 Effectiveness of State-Space Pruning
When estimating stochastic models for complete protein families as addressed by this the-
sis, rather large models are usually created. Currently, these models are evaluated more
or less straightforwardly since the whole state space is explored during Viterbi decoding.3
As discussed in section 5.4.1, the situation is different in alternative pattern recognition
domains. Here, state space pruning techniques are applied resulting in substantial savings
of computational effort while keeping the classification error almost constant. The most
promising technique is the Beam-Search algorithm aiming at limiting the Viterbi decoding
to the most promising paths only (cf. pages 142ff).
In this section the effectiveness of Beam-Search pruning for protein sequence analysis is
investigated. For the general proof-of-concept the state-space pruning technique is initially
applied to discrete, i.e. state-of-the-art, Profile HMMs. Furthermore, for current protein
family models the effectiveness of the combined model evaluation approach is investigated
which is especially relevant for remote homology classification tasks. However, target de-
tection applications can also benefit from it since the most promising results were obtained
when competitively evaluating target models with an UBM, i.e. more than one model. Fol-
lowing this, the effectiveness of the Beam-Search algorithm for SCFB BLR models is eval-
uated. Note that the sub-optimal character of Beam-Search based model evaluation implies
increasing classification error rates when limiting the state space explored improperly.
In figure 6.13 the percentages of states explored are compared to the corresponding clas-
sification error achievable when limiting the exploration of the state-space accordingly. It
can be seen that for both separate and combined model evaluation large parts of the state-
space do not need to be explored. For the separate evaluation of all 16 target models of
SCOPSUPER95 66 the state-space exploration can be limited by 40 percent thereby keep-
ing the classification error at the same level as for the baseline experiment where the whole
state-space is explored (as in the state-of-the-art procedure). Further savings can be obtained
when combining the 16 models into a common state-space. Here, more than 60 percent of
the original combined state-space does not need to be explored.
For advanced stochastic modeling techniques developed in this thesis even more savings
can be obtained. In figure 6.14 the evaluation of the effectiveness of Beam-Search prun-
ing for the combined evaluation of SCOPSUPER95 66 SCFB BLR HMMs is visualized
as in the preceding diagram. It can be seen that a limitation of the state-space exploration
to approximately one fourth is sufficient for reaching the minimum of classification error
achievable. Note that the absolute classification error of SCFB BLR HMMs is significantly
3The same remains true when performing Forward-Backward model evaluation.
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Figure 6.13: Effectiveness of state-space pruning when applying the Beam-Search algorithm to the evalua-
tion of discrete Profile HMMs for SCOPSUPER95 66. If evaluating all models separately (green
’+’-signs) only 60 percent of the overall state-space need to be explored for achieving the same
classification error as when exploring the whole state-space (baseline: black solid line). Further-
more, for the combined model evaluation only less than 40 percent of the whole state-space need
to be explored (red ’+’-signs).
lower than the one for current discrete Profile HMMs (cf. table 6.8), and that the size of the
overall state-space is significantly smaller. Whereas discrete Profile HMMs for SCOPSU-
PER95 66 consist of approximately 8 800 states, about 3 000 states are sufficient for SCFB
Bounded Left-Right protein family models.
The reduction of the number of states to be explored for successful remote homology
analysis is favorable for all kinds of modeling. Even existing state-of-the-art approaches can
immediately benefit from it. Additionally, since single model evaluation can principally be
accelerated by the Beam-Search algorithm, parallelization approaches can be further accel-
erated, too. Furthermore, when applying advanced stochastic models, state-space pruning
is of major importance since for every state explored a set of mixture components needs
to be evaluated. Although efficient techniques are used for this, it is the limiting factor for
high-throughput applications. Thus, the smaller the state-space which actually needs to be
explored, the faster the overall process of remote homology analysis.
6.4.2 Effectiveness of Accelerated Mixture Density Evaluation
The central aspect of advanced stochastic protein sequence analysis addressed by this thesis
is the feature based representation of protein data. Contrary to current Profile HMMs, there-
fore, semi-continuous modeling techniques were applied instead of discrete approaches. For
every state of an HMM an additional third stochastic stage is performed, namely the evalu-
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Figure 6.14: Effectiveness of Beam-Search based state-space pruning when applying SCFB BLR HMMs
to SCOPSUPER95 66 based remote homology classification. Only approximately 25 percent
of the whole state-space need to be explored for achieving the same classification error as the
reference experiment where the complete state-space is evaluated (black solid line).
ation of mixture components representing the underlying feature space.
The evaluation of a mixture density is one substantial factor for the efficiency of the appli-
cation of (semi)-continuous HMMs. Generally, when calculating density values for all 1024
mixture components (which is the number of components used for feature space represen-
tation) even in case of limiting the number of state explorations reasonably by applying the
Beam-Search procedure, high-throughput database screening becomes impossible due to
the enormous computational effort. Thus, further optimizations were discussed in section
5.4.3 whose effects are presented in the following.
Within the ESMERALDA system mixture density evaluation is principally performed
using the efficient estimation technique described on page 144f. Applying this technique
optimally limits the calculations. Furthermore, the Beam-Search idea is generalized to the
mixture density evaluation. Informal experiments proved that the number of mixture com-
ponents which need to be explored can be drastically reduced. Only approximately one
percent of all mixture components need to be evaluated on average for successful remote
homology classification. This implies strong compactness and locality of the protein data
feature space.
Furthermore, according to the argumentation given on page 145f. the mixture classifier
can be decomposed into multiple stages. In combination with the Beam-Search algorithm
for mixture density pruning only small numbers of mixture components actually need to
be explored for the whole 99 dimensional feature vectors. Informal experiments proved
that more than two stages do not substantially influence the efficiency of mixture density
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evaluation. However, the number of feature vector components used for the first stage of the
classifier needs to be evaluated. Therefore, in figure 6.15 the number of components used
for the first stage of the classifier is compared to the overall percentage of computational
time required for the complete process of mixture density classification, i.e. including the
second stage where complete feature vectors are used. Note that the diagram contains only
those configurations where the resulting classification error does not significantly differ
from the baseline result of 16.8% (the average confidence range for SCOPSUPER95 66 is
approximately±3%). Further dimension reduction for the first stage of the classifier implies
significant increase of the classification error.
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Figure 6.15: Effectiveness of the application of two-stage mixture density classifiers and appropriate Beam-
Search pruning for SCFB BLR HMMs based SCOPSUPER95 66 classification experiments.
The computation time for the classification can be reduced by more than 60 percent when using
20 of 99 feature vector components for the first stage of the classifier.
It can be seen that the two-stage mixture density classifier is very effective. The compu-
tational time can be reduced by more than 60 percent when using 20 feature vector compo-
nents for the first classification stage and applying the Beam-Search algorithm for mixture
components reasonably.4
By means of all optimization techniques used for accelerated model evaluation the com-
putation times for SCOPSUPER95 66 classification experiments are as follows: Compared
to the complete state-space evaluation of discrete Profile HMMs which takes approximately
23.9 minutes, the application of state-space pruning reduced the evaluation time to approx-
imately 10.3 minutes. When applying the new advanced stochastic modeling techniques,
the computation time required for decreasing the SCOPSUPER95 66 classification error
by almost one half relative is approximately 27.8 minutes.
4In fact ESMERALDA’s default pruning parameter for mixture density Beam-Search is applied, namely
− ln(B) = 14.
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To summarize, due to efficient model evaluation techniques evaluated in this section,
advanced stochastic protein family models can be evaluated in comparable time as discrete
Profile HMMs. However, both classification and detection performance are improved.
6.5 Combined Evaluation of Advanced Stochastic Modeling
Techniques
In the previous sections, the new techniques developed in this thesis were evaluated sepa-
rately. Following this, the configuration of advanced stochastic protein family models which
turned out to be most suitable for remote homology analysis is used for the combined eval-
uation. The final configuration of the particular protein family HMMs is as follows:
• Feature based protein data processing,
• Bounded Left-Right model topology,
• Competitive evaluation of target model and single state UBM,
• Semi-continuous Hidden Markov Models for protein family modeling,
• k-means based estimation of the general protein data feature space using approxi-
mately 90 000 sequences from SWISSPROT (resulting in 1024 mixture components),
• MLLR, or MAP based specialization of the protein data feature space, and
• Beam-Search based state-space and mixture density pruning (including a two-stage
classifier).
For evaluation, the SCOPSUPER95 20 corpus as well as the PFAMSWISSPROT corpus
are used whereas for SCOPSUPER95 20 the baseline results for the reference evaluation
using state-of-the-art discrete Profile HMMs is given, too.
Evaluation based on the SCOPSUPER95 20 corpus
The first set of experiments performed for the combined evaluation of advanced stochas-
tic modeling techniques is generally comparable to the evaluations described so far. The
SCOPSUPER95 20 corpus is used for both remote homology classification and remote ho-
mology detection tasks.
In table 6.11 the results for the classification task are presented. Compared to current
discrete Profile HMMs both variants of SCFB BLR HMMs, based on either MAP-, or
MLLR-specialization of the general protein feature space, perform significantly better. The
classification error can be decreased by approximately one fourth relative.
In figure 6.16, and table 6.12 the results for the remote homology detection based evalu-
ation for SCOPSUPER95 20 are presented. The ROC curves illustrate the superior perfor-
mance of the new approaches for protein family modeling compared to the state-of-the-art.
Furthermore, the effectiveness of explicit background models can be seen since the UBM
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Modeling Variant Classification Error E [%] Relative Change ∆E [%]
Discrete Profile HMMs 29.5 –
BLR (MAP) 26.4 -10.5
BLR (MLLR) 22.6 -23.4
Table 6.11: Classification results for SCOPSUPER95 20 comparing discrete Profile HMMs with the protein
family models as developed in this thesis in their final parametrization (semi-continuous feature
based type, Left-Right model architecture, 1024 mixture components for feature space repre-
sentation generally obtained from SWISSPROT – adapted using MLLR/MAP). The enhanced
protein family models significantly outperform their discrete counterparts (average confidence
range: approximately ± 2.4%).
based curves are below the corresponding curves for standalone target model evaluation.
Note that only very few false positive predictions are obtained while reasonably limiting
the percentage of false negative predictions.
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Figure 6.16: Detection results for the final evaluation experiments using the SCOPSUPER95 20 corpus.
SCFB BLR models based on MAP (blue ROC curve), or MLLR adaptation (green curve) which
are competitively evaluated to the single state UBM show superior performance compared to the
state-of-the-art discrete Profile HMMs (red). Additionally, the ROC curves for standalone eval-
uation of SCFB BLR models, i.e. not applying any UBM, are given illustrating the effectivity
of the background model for remote homology detection (cyan and pink curves). Due to small
amounts of false rejections produced by the single state UBM applied both BLR MAP and BLR
MLLR curves do not cross the y-axis. They are marked with ’+’ for clarity.
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Modeling Variant False Negative Predictions False Positive Predictions
[%] for 5 % False Positives [%] for 5 % False Negatives
Discrete Profile HMMs 18.7 58.9
SCFB BLR HMMs (MAP) 13.2 32.4
SCFB BLR HMMs (MLLR) 12.8 29.8
SCFB BLR HMMs (MAP) + UBM 0.0 (14.0) 4.9
SCFB BLR HMMs (MLLR) + UBM 0.0 (14.4) 3.1
Table 6.12: Characteristic values for SCOPSUPER95 20 UBM based detection experiments: At the working
points of 5 percent allowed false positive/negative predictions the percentages of correspond-
ing false negative/positive predictions obtained are substantially smaller for SCFB BLR models
compared to state-of-the-art discrete Profile HMMs.
The characteristic values of false predictions at fixed working points within the ROC
curves (given in table 6.12) illustrate the relevance of advanced stochastic protein family
models especially for e.g. pharmaceutical purposes.
Evaluation based on the PFAMSWISSPROT corpus
The final set of evaluations is directed to some kind of “real-world” scenario. The PFAM-
SWISSPROT corpus consists of three exemplary protein domains which were picked from
the Pfam database [Son98]. The actual selection of the particular protein domains corre-
sponds to typical investigations performed for pharmaceutical research. Advanced stochas-
tic models were estimated using the appropriate sets of training sequences.
Once the models are estimated, remote homology detection is performed for the ap-
proximately 90 000 sequences of the SWISSPROT database. Using the techniques and the
configuration which proved most effective in the numerous preceding experimental evalua-
tions (cf. page 180), and fixed thresholds determined from previous detection experiments,
hard decisions regarding target hit or miss are performed. Generally, this is a reasonable
procedure for e.g. pharmaceutical research.
In table 6.13 the corresponding results are summarized. The percentages for correct,
and false predictions are calculated using the appropriate overall number of occurrences
within SWISSPROT. Since SWISSPROT contains sequences for complete proteins, where
the particular domains are actually only parts of them, local alignments are calculated.
Analyzing the prediction results it becomes clear that advanced stochastic protein sequence
models are suitable for real world scenarios of remote homology detection.
Additionally, in figure 6.17 the annotations of two SWISSPROT sequences correspond-
ing to Pkinase hits are given. The comparison of the references annotation provided by the
Pfam database and the one obtained when using the GRAS2P system, i.e. advanced stochas-
tic protein family models, turns out that real world applications can greatly benefit from the
developments described in this thesis.
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Pfam Id Pfam Name # Occurrences # Predictions (Percentage)
in SWISSPROT Correct False
PF00001 7tm 1 1078 1024 (95.0%) 54 (5.0%)
GPCR 7 Transmembrane Receptor
PF00005 PKinase 507 493 (97.2) 14 (2.8%)
Protein Kinase Domain
PF00069 ABC tran 1202 1090 (90.7%) 112 (9.3%)
ABC Transporter
Table 6.13: Summary of the detection results for the PFAMSWISSPROT corpus. For all exemplary domains,
the percentages of correctly predicted occurrences within the approximately 90 000 SWISSPROT
sequences of complete proteins is satisfactorily high. Note that the false predictions contain al-
most exclusively false negative predictions, i.e. the number of false positive predictions can al-
most be neglected.
Pkinase 98−355
Pkinase 204−491
SGK1_HUMAN (O00141)
BMRB_HUMAN (O00238)
... /UBM/ ...
... /UBM/ ... /PF00069/[205..490](−524.998 / 9e−224) ... /UBM/ ... ;
... /UBM/ ... ;/PF00069/[99..353](−694.601 / 2e−297)
Figure 6.17: Illustration of the capabilities of advanced stochastic protein family models for detection tasks:
Two exemplary target hits of SWISSPROT protein sequences containing the Pkinase domain
(PF00069) are shown including the predicted localization of the target. According to the refer-
ence annotation provided by the Pfam database [Son98] and represented by the images given at
the top of every frame, the positions of the domains within the protein sequences are predicted
almost perfectly. The annotation provided by the GRAS2P system are given below the reference
annotation including the domain positions (square brackets) and the E-values of the particular
models based on log-odd scores as negative log-likelihoods (given in paranthesis).
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6.6 Summary
The three fundamental issues formulated for the successful application of advanced stochas-
tic protein family models (cf. page 92) address the general performance improvement for
both classification and detection applications, robust model estimation even when only little
training data is available, and efficient model evaluation. Following the description of the
developments directed to these constraints for new modeling techniques, in this chapter the
particular approaches were extensively evaluated in a large number of experiments. For re-
liable conclusions regarding the effectiveness of the new approaches various data sets were
analyzed aiming at separate evaluations of the new approaches. Furthermore, a combined
assessment of these methods in their final configuration for typical sequence analysis tasks
within molecular biology research was performed.
The concept of feature based protein sequence analysis using HMMs is the fundamental
approach developed in this thesis. Since all further developments are based on the richer
representation of biological data, initially the effectiveness of the new features was evalu-
ated. Therefore, the model topology of state-of-the-art Profile HMMs, namely the compli-
cated three-state architecture, was kept fixed whereas the base for emissions of the particu-
lar HMM states was changed to the features explicitly covering biochemical properties of
residues in their local neighborhood. The resulting semi-continuous feature based Profile
HMMs proved to be very effective for both remote homology classification and detection
tasks. For the representative SCOPSUPER95 66 corpus which consists of sequences for 16
superfamilies the classification error rate could be decreased by more than one third rel-
ative (compared to the state-of-the-art). By means of this evaluation it could be seen that
ML based feature space specialization is usually not suitable since too many training sam-
ples are required for robust adaptation. Instead, the application of MAP as well as MLLR
adaptation greatly improves the quality of Profile HMMs. The significantly improved per-
formance of feature based protein family models could be proved for detection tasks, too. In
combination with an UBM which explicitly covers all non-target specific protein data, both
specificity and sensitivity of stochastic protein family models could be improved drastically.
In order to tackle the so-called sparse data problem, protein family models with re-
duced complexity were developed. The experimental evaluation for both variants, namely
global Bounded Left-Right models and protein family models created by concatenating
automatically derived Sub-Protein Units, showed that models including less parameters
which need to be trained can be estimated even when only little training data is available.
Especially semi-continuous feature based BLR models are very effective. The SCOPSU-
PER95 66 based classification error could almost be halved compared to current discrete
Profile HMMs. The experimental evaluation using the SCOPSUPER95 44f corpus, where
the amount of training data is steadily decreased, showed that approximately 20 training
samples are sufficient on average for both improved classification and detection perfor-
mance. For the new concept of protein family modeling using small building blocks the
proof of concept for their applicability to remote homology analysis could be given.
Since enhanced modeling techniques for protein families require substantially more com-
putational effort (caused by the additional third stochastic stage during model evaluation,
namely mixture density evaluation), acceleration techniques are mandatory. Based on prun-
ing techniques addressing the reduction of state-space exploration as well as of mixture
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density evaluation, the computational effort could be decreased significantly on average
while keeping the superior classification or detection performance. The time required for
current Profile HMM evaluation and pruned evaluation of SCFB BLR HMMs is almost
comparable which implies a gain in classification, or detection accuracy without substan-
tially increasing the processing time.
Finally, the configuration which proved most effective in the separate evaluation of the
new techniques was used for combined evaluation using the SCOPSUPER95 20 as well as
the PFAMSWISSPROT corpus. This configuration consists of:
• Feature based protein data processing,
• Bounded Left-Right model topology,
• Competitive evaluation of target model and single state UBM,
• Semi-continuous Hidden Markov Models for protein family modeling,
• k-means based estimation of the general protein data feature space using approxi-
mately 90 000 sequences from SWISSPROT (resulting in 1024 mixture components),
• MLLR, or MAP based specialization of the protein data feature space, and
• Beam-Search based state-space and mixture density pruning (including a two-stage
classifier).
For both corpora the improved performance of advanced stochastic models for protein fam-
ily models could be proved. Additionally, when occurrences of Pfam based models where
searched within SWISSPROT, the great effectiveness of the new methods could be proved
for real-world scenarios including domain spotting within large protein sequences.
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In the last decade(s) the computational analysis of protein sequences has become the base
for almost all fields of molecular biology research. Usually, the search for homologue
sequences contained in one of the major sequence databases stands at the beginning of
most investigations with respect to the gain of (further) biological insights. Especially for
pharmaceutical research within the drug discovery process, broad scale protein sequence
analysis is of fundamental scientific as well as commercial interest. Traditionally, pairwise
alignment techniques are applied to this task but in the last few years analysis approaches
based on probabilistic protein family models, most notably Profile HMMs, has become
the methodology of choice. Unfortunately, although sophisticated methods for both robust
model estimation and evaluation have been developed, the general problem of remote ho-
mology detection and classification is still far from being solved. Current stochastic protein
family models estimated using small training sets for covering highly diverging sequence
data tend to capture facts, i.e. protein family members, which were more or less known be-
fore. The generalization capabilities of state-of-the-art Profile HMMs are often not satisfac-
tory. Since “post-genome” techniques may at least be partially doomed if the fundamental
sequence analysis fails, new approaches are demanded.
In order to improve the effectiveness of remote homology analysis, in this thesis new
approaches for stochastic protein family modeling were developed. Therefore, the problem
of protein sequence processing was consequently treated as some general pattern recogni-
tion task. Based on this more abstract point of view, various new techniques were presented
which were motivated from alternative pattern classification applications like automatic
speech recognition. Consequently, a generally new and very effective kind of protein se-
quence analysis was developed. By means of the new approaches presented here substantial
improvements for remote homology analysis could be achieved. In the following the thesis
is summarized and the practical applicability of advanced stochastic protein family models
is discussed.
Summary
Current protein sequence analysis approaches are mostly based on direct processing of
amino acid data. Especially for the most successful method, namely probabilistic protein
family modeling using Profile HMMs, no alternative procedures are known. The biologi-
cal functions of proteins are determined by their three-dimensional structure which is the
result of the underlying rather complex folding process. Similar structure corresponds to
similar biological function which justifies the general approach of sequence comparison
based protein analysis. The linear chain of the 20 standard amino acids, the so-called pri-
mary structure of proteins, dominates the folding process. Although the primary structure
gives reasonable hints for the biological function, lots of information are discarded when
limiting protein sequence analysis to it. Note that further protein data like secondary struc-
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ture information is usually not available when processing sequences at the beginning of the
molecular biology processing loop.
The biochemical properties of protein sequences are actually summarized only by the
chain of amino acids. In order to explicitly capture the biochemical properties, the funda-
mental innovation of the thesis describes a paradigm shift towards processing protein data in
a richer representation. Using a sliding window technique, frames based on 16 consecutive
residues are created which consist of a multi-channel signal-like numerical representation
of certain biochemical properties of the amino acids covered by the local context. Every
channel contains a mapping of the 16 frame residues to numerical values that correspond
to the particular property. These mappings are obtained by exploiting certain amino acid
indices which are collected in the literature. By means of this procedure a very detailed de-
scription of proteins’ biochemistry is obtained. In order to concentrate on the corresponding
relevant essentials which determine the actual protein family affiliation, features are ex-
tracted from the new signal-like representation. Therefore, pattern recognition techniques
are applied, namely a Discrete Wavelet Transformation as well as a Principal Components
Analysis, aiming at the extraction of meaningful feature vectors which sufficiently describe
the general protein signal shape. When applying this procedure, protein sequences’ residues
are converted into a 99-dimensional feature vector representation which is used for remote
homology analysis.
Since more or less continuous data is processed when considering the new 99-
dimensional feature vectors, discrete Profile HMMs are not suitable for robust protein fam-
ily modeling. Instead, continuous modeling techniques are applied. As known from the lit-
erature, semi-continuous HMMs are very effective especially when only little training data
is available. Their basic advantage is the principle possibility to separate the estimation of
a feature space representation (using a Gaussian mixture density) from the model training
itself. Only for the actual model estimation moderate amounts of target specific data are
required. The general feature space representation can be obtained by applying mixture
density estimation techniques to large amounts of general protein data. Based on the new
feature representation of biological sequences, semi-continuous Profile HMMs were devel-
oped for remote homology classification. In the approach presented here, approximately
90 000 sequences obtained from SWISSPROT are exploited for robust mixture density esti-
mation. Only small amounts of protein family specific data are required for model training.
In order to specialize the mixture density based feature space representation with respect
to a particular target family, adaptation techniques are applied. Using the family specific
sample data for either MAP or MLLR adaptation, the focus of the general feature space
can be effectively concentrated on a particular protein family which results in robust model
estimation even for small training sets.
Compared to the rather complex three-state topology of Profile HMMs required when
processing discrete amino acid data, by means of the richer protein sequence representation
developed in this thesis, protein family HMMs with reduced complexity become possible.
Their basic advantage is the smaller number of parameters required which need to be trained
using representative sample data. Thus, the amount of training sequences necessary for ro-
bust model estimation can be further reduced. In this thesis two variants of protein family
models with reduced complexity were developed. First, global protein family models as cur-
rently used are created containing a Bounded Left-Right (BLR) architecture. Basically BLR
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HMMs consist of a linear model architecture with reasonably limited numbers of direct
transitions to states adjacent to the right. The second variant represents a general paradigm
shift in protein family modeling. Inspired by alternative pattern classification applications
like automatic speech recognition, target family models are estimated using automatically
derived building blocks, so-called Sub-Protein Units (SPUs). In the exemplary definition
of SPU-candidates described in the thesis, high-energy parts of feature vector sequences
corresponding to protein data are interpreted as building blocks. In an iterative procedure a
non-redundant set of SPUs relevant for describing the essentials of complete protein fami-
lies is extracted. Similar to the BLR models, the number of parameters which needs to be
trained is substantially smaller compared to state-of-the-art Profile HMMs.
For remote homology detection tasks, actual target hits need to be discriminated ro-
bustly from non-targets. Therefore, as usual for protein sequence analysis, log-odd scores
are used for threshold based decisions. The null model used for feature based modeling
techniques developed in this thesis consists of the prior probabilities of the particular mix-
ture components which describe the feature space. By means of this scoring method and
the significance analysis using E-values, detection tasks can actually be solved. For a fur-
ther reduction of the number of false positive predictions, which is especially relevant for
e.g. pharmaceutical applications, in addition to the abovementioned log-odd scoring tech-
nique semi-continuous feature based protein family HMMs are evaluated competitively to
a so-called Universal Background Model (UBM). Such an UBM explicitly covers general
protein data and its application can thus be interpreted as some kind of pre-filtering stage.
When analyzing the common procedure of evaluating state-of-the-art protein family
HMMs, its rather straightforward character becomes obvious. The only methods which
are applied to the acceleration of e.g. database searches for remote homologies are based
on more or less “brute-force” techniques, namely massive parallelization and adding more
computers to the task. Currently, there are hardly any solutions available for the algorith-
mic acceleration of protein family model evaluation. Especially when applying advanced
stochastic modeling techniques as described in the thesis, the problem of inefficient model
evaluation becomes more manifest. Thus, acceleration techniques were adopted from gen-
eral pattern recognition techniques and transferred to the protein sequence analysis domain.
Most of these techniques can be applied to the current procedure, too, i.e. parallelization
remains possible. Among others the HMM state-space which actually needs to be explored
can be substantially reduced by applying pruning techniques like the Beam-Search algo-
rithm. Furthermore, since the feature space representation is rather specific for particular
HMM states, the evaluation of mixture densities can also be severely pruned. Protein family
model evaluation is greatly accelerated resulting in comparable computation times as when
processing discrete Profile HMMs, while simultaneously substantially improving their ef-
fectiveness.
The capabilities of the new modeling techniques were evaluated in numerous experi-
ments. Therefore, the SCOP database was divided into various corpora which were used
for both the separate evaluation of the new approaches as well as for the combined eval-
uation of the resulting advanced stochastic protein family models. It could be shown that
state-of-the-art discrete Profile HMMs, which are in fact the currently most promising ap-
proach for remote homology analysis, are significantly outperformed when using the new
techniques developed in this thesis.
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Figure 7.1: Application scheme of advanced stochastic protein family models developed in this thesis: 1)
Estimation of a general mixture density based feature space representation using general protein
data (SWISSPROT), and estimation of Universal Background Models and feature extraction for
search database; 2) Training of semi-continuous feature based Bounded Left-Right protein family
HMMs using small sets of target specific feature data, and feature space specialization by adap-
tation; 3) Competitive (accelerated) model evaluation of target and UBM HMMs, and threshold
based remote homology detection.
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The general application scheme of advanced stochastic protein family models is summa-
rized in figure 7.1 by means of remote homology detection using semi-continuous feature
based Bounded Left-Right HMMs.
In the first frame (upper block numbered with ’1’), the general preprocessing steps nec-
essary for the application of the new models are illustrated. In particular these are the es-
timation of the general mixture density feature space representation, UBM training, and
the feature extraction for the sequences contained in the database which will be searched
for remote homologues. These rather time-consuming steps are necessary to be processed
only once. Following this, the actual target protein family model estimation procedure is
shown in frame 2. Based on the features extracted from a small sample set, a general semi-
continuous feature based protein family HMM is estimated. For further specialization of
this particular model, either MAP, or MLLR adaptation is applied. The resulting target
model is competitively evaluated to the UBM estimated in the initial preprocessing step.
For efficient model evaluation, various acceleration techniques are applied. The actual re-
mote homology detection process is summarized in the third block.
Discussion
Analyzing the current situation in computational protein sequence analysis, it becomes clear
that especially the detection of remote homologue protein family members is still a very
challenging problem. Apparently, state-of-the-art techniques, most notably the application
of Profile HMMs as probabilistic protein family models, have reached their limits according
to the general classification and detection performance. Since successful remote homology
analysis is the fundamental prerequisite for all further processing steps within the molec-
ular biology research loop, insufficient recognition results are rather problematic. Thus,
new approaches are demanded addressing at least partial solutions to this problem. The de-
velopments of new methods for alleviating the abovementioned problems allowing further
knowledge gains in molecular biology which is especially valuable for e.g. pharmaceutical
applications was basically the motivation for this thesis. The conceptual idea for enhanced
protein family modeling methods was the consequent treatment of the protein sequence
analysis problem from a general pattern classification point of view.
By means of advanced stochastic protein family modeling techniques developed in this
thesis, in fact substantial improvements for remote homology analysis, i.e. classification as
well as detection, become possible. Due to the extensive experimental evaluation which ac-
tually proved the new approaches’ effectiveness for various representative datasets, strong
evidence could be given for the generalization of the improvements to related tasks. This
is especially relevant when actually new members of certain protein families of interest are
sought. When applying the methods developed in this thesis it is much more likely that the
correct protein family affiliation of currently unknown sequence data is predicted reason-
ably accurately (compared to state-of-the-art techniques). The overall application scheme
of the new techniques (which was summarized e.g. in figure 7.1) allows their easy integra-
tion into an already existing protein sequence analysis frameworks, e.g. within a concrete
drug discovery pipeline. Thus, broad areas of molecular biology research can immediately
benefit from the outcome of this thesis.
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Furthermore, the new advanced stochastic protein family models can serve as the founda-
tion for certain further developments. As an example, techniques for iterative model estima-
tion were proposed in the literature (e.g. PSI-BLAST [Alt97] or SAM’s target98 [Kar98])
aiming at successive enhancements of the training sets by alternating recognition and train-
ing phases. Since the methods described in this thesis address the basic modeling procedure,
such iterative techniques can principally be realized as well. It can be seriously expected that
iterative approaches will also benefit from the new techniques. Additionally, especially the
SPU based modeling approach which was discussed and for which a general proof of con-
cept for effectiveness was given, offers the opportunity for further developments. The idea
of explicitly limiting the modeling base to small, automatically obtained building blocks can
be enhanced in various ways. First, alternative criteria for SPU candidate selection can be
applied, e.g. the incorporation of further statistical measures like entropy etc. Furthermore,
general SPUs can be estimated on major protein data (like SWISSPROT) and the resulting
building blocks can serve as some kind of “biological inventory” which is used for protein
family modeling by concatenating the particular building blocks. Similar to e.g. automatic
speech recognition applications, semi-automatic annotations of unknown protein sequences
can be obtained by aligning it to the well trained SPU models. SPUs which are obtained by
either the method outlined in this thesis or by the more general approach mentioned above
include high potential for obtaining new biological insights. However, substantial effort
needs to be dedicated to the biological analysis and interpretation of the particular results.
To conclude, advanced stochastic protein family models as developed in this thesis repre-
sent a major improvement for remote homology analysis tasks. Furthermore, they can serve
as the foundation for various further developments which is very promising for general
molecular biology research.
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Natural or artificial signals evolving in time are usually represented in their most obvious
form, i.e. as a function f of a time-dependent variable t. Besides this, especially for appli-
cations in natural sciences and engineering tasks an alternative but completely equivalent
representation is widely used – the frequency decomposition of the signal. Here, arbitrary
signals f are interpreted as a superposition of basic functions ψ with specialized shapes and
frequencies weighted by ck:
f =
∑
k
ckψk (A.1)
Formally, these basic functions build up an alternative base defining a complete function
space. The signal of interest is transformed into this function space. The alternative repre-
sentation now consists of a function of frequency components k. This spectral representa-
tion contains exactly the same information as the standard signal view but it offers direct
access to the frequencies of the data analyzed which is convenient for a wide range of
applications.
Throughout the years a large number of transformations were developed (cf. e.g. [Pou00]
for an extensive overview). In the following sections a very powerful technique which was
successfully used for protein signal analysis in the thesis at hand, will be summarized –
the Wavelet transformation. Since the Fourier Analysis is the base for a large variety of
transformation techniques and basically the foundation for Wavelets, too, a brief overview
of the principles of this fundamental technique will be given in section A.1. Throughout the
whole chapter, the explanations are limited to one-dimensional signals for simplicity and
clarity of argumentation. Nevertheless, they can easily be generalized to N -dimensional
signals.
A.1 Fourier Analysis
The most prominent spectral representation of signals is based on the Fourier transfor-
mation (FT). Here, signals f are decomposed into basic sine and cosine oscillations, i.e.
ψ = cos(ωt) and ψ = sin(ωt), respectively (cf. equation A.1). The Fourier transformation
is defined as follows:
F(ω) =
∞∫
−∞
f(t)e−i2piωtdt, for continuous signals
F(k) = 1
N
N−1∑
n=0
f(t)e
−i2pik
N , for discrete signals of length N
After transforming signals using the Fourier transformation, the proportions of single fre-
quencies for the signal of interest are easily accessible via F . The basic assumption for the
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discrete Fourier transformation, which is especially relevant for the computational treat-
ment of natural signal reasoned by the necessary discretization, is the existence of infinite
and periodic signals. Unfortunately, this does not hold for the majority of actual signals. Fur-
thermore, information concerning time-localization of single frequencies cannot be read off
fromF(k). So, for signal analysis the Fourier transformation is not always the methodology
of choice.
In order to overcome the limitations of the standard Fourier transformation in time-
localization, the windowed or Short-Time Fourier transformation (STFT) was developed.
Generally, short windows are extracted at designated positions from the original signal by
applying appropriate filters (e.g. Hamming- or Gauss-windows). The filtered signals are
transformed using the standard procedure as described above (here exemplarily shown for
continuous signals only):
F(ω, a) =
∞∫
−∞
f(t)g(t− a)e−i2piωtdt, (A.2)
with e.g. a Gaussian window: g(t) = e−kt2
Depending on the size of the windows and the distance between two adjacent signal parts
analyzed, the time-localization for single frequencies is mostly satisfying. Since the size of
the windows extracted from the signal is fixed, the time-frequency resolution is also fixed.
Therefore, frequent changes in signal characteristics, each requiring specialized frequency
resolutions for successful detection, cannot be localized. If, for example, a signal is com-
posed of small bursts associated with long quasi-stationary components (as e.g. shown in
the outermost left diagram of figure A.3), then each type of component can be analyzed
with good time resolution or frequency resolution, but not both [Rio91]. Furthermore, the
basic assumption of infinite and periodic signals analyzed is still valid. So, although the
STFT is applicable to a wide variety of signals, it still has some limitations.
A.2 Continuous Wavelet Transformation
In order to overcome the drawbacks and limitations of both standard and windowed Fourier
transformation, the Wavelet Transformation (WT) was developed.
“The Wavelet transformation is a tool that cuts up data or functions or operators
into different frequency components, and then studies each component with a
resolution matched to its scale.”[Dau92, p. 1]
In contrast to the STFT (cf. section A.1) the time-frequency resolution of the WT is not
fixed. The time resolution becomes arbitrarily good at high frequencies whereas the fre-
quency resolution becomes arbitrarily good for low frequencies.1 Different from the STFT,
here the filter g (see equation A.2) itself is scaled. Figure A.1 compares the time-frequency
resolutions of the Fourier- as well as of the Wavelet analysis techniques. Due to the flexible
scaling of the Mother-Wavelet functions, the time-frequency localization of the WT is supe-
rior to all other techniques. The basic version of the filter function is called Mother-Wavelet
1The Heisenberg uncertainty principle (∆t∆f ≥ 14pi ) remains valid, though.
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Figure A.1: Comparison of time-frequency resolutions for different signal analysis techniques: For the sim-
plest kind of analysis (time-series at the most-left) at every time-step a continuum of frequency
components exists corresponding to no frequency localization. Using the FT (second-left) fre-
quency components can be determined but not located in time at all which can be done in fixed
resolution steps when using the STFT (second-right). The squares represent particular frequency
components at distinct time steps. The best time-frequency resolution is given by the WT (outer-
right) where smaller time-windows are used for higher frequencies (adopted from [Fri01]).
ψ since all scaled and shifted versions are derived from it and its shape is similar to small
waves.2 Throughout the years a large variety of Mother-Wavelets were developed. Figure
A.2 gives an overview of the most prominent filters. Formally, the Wavelet functions, which
are now the basic functions mentioned earlier, used for the decomposition of the original
signal, build up a complete function space. The actual shape of the Mother-Wavelet is im-
portant only for signal detection tasks. For general signal analysis the differences are neg-
ligible. Thus, for clarity the Haar-Wavelets are used in general explanations of the Wavelet
transformation.
The continuous formulation of the Wavelet transformation is as follows:
W(a, b) = 1√|b|
∞∫
−∞
f(t)ψ
(
t− a
b
)
dt = 〈f, ψa,b〉 (A.3)
with
∞∫
−∞
ψ(t) = 0
In signal analysis applications using the general Fourier transformation, spectrograms,
defined as the square modulus of the transformation, are a very common tool for visual-
ization. In the two-dimensional spectrogram the abscissa represents the frequency compo-
nents whereas the ordinate stands for its amplitude. A similar distribution can be defined
in the Wavelet case – Wavelet spectrograms or scalograms as the squared modulus of the
transformation, too. In contrast to the Fourier spectrogram, here the energy of the signal is
distributed with different resolutions according to the scaling parameter b of equation A.3.
Thus, the abscissa encodes the time-localization (parameter a of equation A.3) and the or-
dinate stands for the frequency resolution (the scaling defined by b). The amplitudes of the
frequencies are visualized in the third dimension – the color or grey-value of the entries.
2In fact, the characteristic change of the sign of the filtering function for becoming a Wavelet is essential for
WT which is proven e.g. in [Ba¨n02].
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Figure A.2: Most prominent Mother-Wavelet shapes.
For the STFT similar spectrograms can be defined, too. Figure A.3 illustrates the differences
between both visualization techniques. On the outer left-hand side an exemplary signal is
visualized including an abrupt change of its frequency characteristics. The diagram in the
middle of the figure visualizes the general Fourier spectrum. Obviously the characteristic
frequencies of the signal can be figured out easily but they cannot be located. This can be
done only in the Wavelet scalogram shown in the diagram at the right-hand side.
scalogram of Wavelet transformoriginal signal spectrogram of Fourier transform
Figure A.3: Spectrogram of a Fourier analyzed signal vs. its scalogram visualizing the Continuous Wavelet
transformation.
A.3 Discrete Wavelet Transformation
Restricting the parameters a for shifting and b for scaling the Mother-Wavelet ψ (cf. equa-
tion A.3) to discrete multiples of some initialization values a0 and b0, respectively, implies
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the transition from continuous to discrete Wavelet functions. A very common choice for
the initialization (especially for the implementation on a computer) is a0 = 1 and b0 = 2
defining a dyadic base. Thus, the discrete Wavelet functions ψa,b are defined as follows:
ψa,b =
1√
2b
ψ
(
t
2b
− a
)
Figure A.4 illustrates the relationships between a Mother-Wavelet and its derivatives ob-
tained by shifting and stretching it by means of the Haar-Wavelet. Using dyadic bases of
Wavelet functions, very efficient implementations become possible. In the following sec-
tion, the most common implementation of the Discrete Wavelet Transformation (DWT) is
presented.
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Figure A.4: Haar Mother-Wavelet and three derivatives obtained by shifting (parameter a) and scaling (pa-
rameter b) the base function.
Multiresolution Analysis (MRA)
The popularity of Wavelets for signal analysis applications is mainly reasoned by a very
efficient technique developed by Mallat – the Multi-Resolution Analysis (MRA) (cf. e.g.
[Mal98]). Generally, a sub-band analysis is performed using the Discrete Wavelet Trans-
formation. Therefore, the pyramid algorithm known from image processing applications
[Bur83] is generalized and applied to the signal of interest. The signal is analyzed itera-
tively using different resolutions at different time-locations.
By means of the MRA which is applicable to all functions f from L2(R) integrable
quadratically, the signal-space is divided into nested sub-spaces, so-called scaling-spaces
Vi:
{0} ⊂ · · · ⊂ Vi+2 ⊂ Vi+1 ⊂ Vi ⊂ Vi−1 ⊂ Vi−2 ⊂ · · ·L2(R)
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Every sub-space describes the signal in a different resolution, whereby the larger i, the
coarser the resolution. For all spaces, so-called scaling-functions exist which together with
its translations span an orthonormal space.
Furthermore, Wavelet-spaces Wi are defined as the orthogonal complement of two adja-
cent scaling-spaces Vi and Vi−1, respectively. Thus, Vi can be defined as follows:
Vi = Vi+1 ⊕Wi+1 with Vi+1 ⊥ Wi+1,
where ⊕ denotes the additive combination of the particular Wavelet- and scaling-spaces.
During transition from Vi to Vi+1 detail information regarding the analyzed signal is lost.
These details are projected onto the Wavelet-space Wi+1. Thus, in order to reconstruct an
arbitrary signal f correctly, two signals are necessary: the signal based on the scaling-space
Vi+1 and the signal based on the Wavelet-space Wi+1. Similar to the scaling-functions,
Wavelet-functions are defined spanning the Wavelet-space. Due to iteration, an arbitrary
scaling-space is determined by the direct sum of all wavelet-spaces with indices larger than
i. Consequently, a scaling-space of a given resolution can be described as the sum of the
coarsest scaling-space – the approximation or trend VT – and all wavelet-spaces up to the
resolution level selected – the details or differences:
Vi = VT ⊕WT ⊕WT−1 ⊕ · · · ⊕Wi+1
Figure A.5 illustrates the decomposition of an exemplary signal s. Below the original signal
the Wavelet decomposition using the Daubechies filter (fifth order) up to level five is shown.
Here, initially the approximation of the signal is given which corresponds to the projection
of s onto the fifth scaling-space (s ∈ R → a5 ∈ V5), succeeded by the five detail signals
which are obtained by continuing the MRA (from top to bottom).
The practical relevance of nested sub-spaces spanned by scaling-functions as well as
Wavelet-functions becomes clear by linking Discrete Wavelets using dyadic bases to the
argumentation given above. Here, for signals of length T only a limited number of different
resolutions exists, namely log2 T . If the signal decomposition at the finest level is selected as
the original signal itself3, the whole decomposition up to level i can be defined as a recursive
filtering operation using analysis filters based on the scaling- and Wavelet-functions. If the
DWT is applied completely, i.e. up to the last possible resolution L = log2(T ), 2L − 1
Wavelet-coefficients and one scaling-coefficient will be determined.
Independent of the resolution level i actually selected, the original signal f can be recon-
structed identically by means of all coefficients. One of the most important properties of
the DWT is the compactification of the energy of the signal which is mainly concentrated
on the upper coefficients. Thus, for signal compression or smoothing applications the lower
coefficients are simply discarded.
It can be shown, that the pairs of scaling- and Wavelet-functions define corresponding
highpass- and lowpass-filters (for details, which are far beyond the scope of this thesis cf.
e.g. [Ba¨n02, Mal98, Per00a]). Additionally, due to the dyadic base of DWT, the Wavelet
3Strictly speaking, this initialization is an erroneous transition from the continuous towards the discrete
world of Wavelets – the Wavelet-crime. Since in most applications no better clue exists it is taken for
granted. In [Ba¨n02, p. 73f.] the applicability is justified more theoretically alleviating the Wavelet-crime.
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Decomposition at level 5 : s = a5 + d5 + d4 + d3 + d2 + d1 .
Figure A.5: Wavelet decomposition (up to level five) of an exemplary signal s using the Daubechies filters
(fifth order); a5 denotes the approximation and d1 to d5 the consecutive detail signals.
analysis can be formulated as the alternate application of a filtering as well as a downsam-
pling process. Figure A.6 gives an overview about the resulting filtering scheme. On the
left-hand side the filtering scheme of the analysis of an exemplary signal is shown, whereas
on the right-hand side the synthesis is visualized making use of all coefficients determined
during analysis. This scheme can be understood as a general sender-transmitter-receiver
application.
Further issues
The brief overview given in this chapter captures the basic idea of the Wavelet transforma-
tion necessary to understand for its application to remote homology detection using prob-
abilistic models for protein families. Besides this, countless enhancements and specialties
exist. The very interesting mathematical foundations behind the theory of Wavelets are ex-
plained in numerous monographs. Especially the design of proper filter-pairs is of extreme
interest for applications in various fields of research. Furthermore, variants within the filter-
ing scheme were developed. Exemplarily, Wavelet-packets are a very powerful technique,
where in addition to the exclusive decomposition of the lowpass-filtered signals, even the
highpass-filtered parts are also further analyzed. Since further theoretical as well as practi-
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Figure A.6: Illustration of combined Wavelet-analysis and -synthesis by means of a sender-transmitter-
receiver application: In the upper part the signal-decomposition at the sender is illustrated. The
coefficients are transmitted via an arbitrary channel (rectangles at the right-hand side of the
sender and the left-hand side of the lower part) to the receiver, which synthesizes the original
signal more or less accurately, depending on the channel based distortions of the coefficients.
cal aspects regarding Wavelets is beyond the scope of this thesis, the reader is referred to
the special literature (e.g. [Rio91, Dau92, Mal98, Per00a, Pou00]) for detailed insights.
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Given an empiric or parametric distribution of N -dimensional data vectors, the general
goal of the Principle Components Analysis (PCA) is the estimation of a new coordinate
system where correlations between particular components are minimized. The axes of the
new coordinate system are aligned in such a way that the maximum scattering of the under-
lying data occurs along the first axis. All following axes cover less variance of the data in
descending order.
The estimation of the PCA is based on the analysis of the scattering of the analyzed
data. They are characterized by so-called scatter matrices which are identical to covariance
matrices if single distributions are considered. The total scatter matrix S of a sample set
~x1, ~x2, . . . , ~xT is defined as:
S =
1
T
T∑
i=1
(~xi − ~¯x)(~xi − ~¯x)T , ~¯x = 1
T
T∑
i=1
~xi,
where ~¯x denotes the average vector of the sample set.
After decorrelation by applying a transformation matrixΘ, the scatter matrix of the trans-
formed sample set is defined as:
S˜ =
1
T
T∑
i=1
Θ(~xi − ~¯x)[Θ(~xi − ~¯x)]T = ΘSΘT .
Thus, in order to decorrelate the data, a transformationΘ is required, which diagonalizes
S. Since the relative position of data vectors to each other must not change, only orthonor-
mal transformations can be applied (cf. e.g. [Fin03, p.141]). It can be shown that the trans-
posed matrix ΦT whose columns consist of the eigenvectors of S fulfills the constraint of
orthonormality and can thus be used for automatic decorrelation of data vectors.
If the transformation is applied to the data vectors with zero mean
~y = ΦT (~x− ~¯x),
than the transformed scatter matrix is received by
S˜ = ΦTSΦ = ΦTΦΛΦTΦ = Λ =

λ1 0
λ2
.
.
.
0 λN
 ,
whereΛ represents the eigenvalue matrix of S. Thus, in the transformed space the variance
of the data is given by the eigenvalues along the coordinate axes.
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Effective dimension reduction including a reasonable estimation of the approximation
error can be performed very easily when applying PCA to the sample set inspected. This
becomes possible due to the previously mentioned fact that the eigenvalues of S denote
the variance of the appropriate data vector components. If the transformation matrix Φ is
created in such a way that its columns only consist of the eigenvectors corresponding to the
M largest eigenvalues, data vectors ~x ∈ R are projected onto the M -dimensional feature
space (M < N ) covering the majority of data variance. The reconstruction error  obtained
when using only M instead of N dimensions can be estimated as follows:
 = E{||~x− ~x′||2} = E{||
N∑
i=M+1
yiφi||2} =
N∑
i=M+1
λi, ~x
′ =
M∑
i=1
yiφi.
By means of this selection of eigenvectors for creating the transformation matrix Φ both
the covered variance of the data analyzed is maximized and the reconstruction error result-
ing from skipping N −M components is minimized.
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Table C.1 provides information about the 35 biochemical amino-acid properties, selected
for the signal based protein sequence encoding. These indices were selected from the com-
pilation of Shuichi Kawashima and Minoru Kanehisa [Kaw00].
Channel Index Description AAIndex Accession Key
0 Average flexibility indices BHAR880101
1 Residue volume BIGC670101
2 Transfer free energy to surface BULH740101
3 Steric parameter CHAM810101
4 Polarizability parameter CHAM820101
5 A parameter of charge transfer capability CHAM830107
6 A parameter of charge transfer donor capability CHAM830108
7 Normalized average hydrophobicity scales CIDH920105
8 Size DAWD720101
9 Relative mutability DAYM780201
10 Solvation free energy EISD860101
11 Molecular weight FASG760101
12 Melting point FASG760102
13 pK-N FASG760104
14 pK-C FASG760105
15 Graph shape index FAUJ880101
16 Normalized van der Waals volume FAUJ880103
17 Positive charge FAUJ880111
18 Negative charge FAUJ880112
19 pK-a (RCOOH) FAUJ880113
20 Hydrophilicity value HOPT810101
21 Average accessible surface area JANJ780101
22 Average number of surrounding residues PONP800108
23 Mean polarity RADA880108
24 Side chain hydropathy, corrected for solvation ROSM880102
25 Bitterness VENT840101
26 Bulkiness ZIMJ680102
27 Isoelectric point ZIMJ680104
28 Composition of amino-acids in extracellular proteins CEDJ970101
29 Composition of amino-acids in anchored proteins CEDJ970102
30 Composition of amino-acids in membrane proteins CEDJ970103
31 Composition of amino-acids in intracellular proteins CEDJ970104
32 Composition of amino-acids in nuclear proteins CEDJ970105
33 Amphiphilicity index MITS020101
34 Electron-ion interaction potential values COSI940101
Table C.1: Biochemical properties selected for sequence representation.
At the website of the authors most indices of the database are clustered with respect to
six coarse categories:
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A. Alpha and turn propensities,
B. Beta propensity,
C. Composition,
H. Hydrophobicity,
P. Physiochemical properties, and
O. Other properties.
In figure C.1 an overview of the indices clustering is given. The indices used which were
assigned by the authors to any of the categories are highlighted.
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Figure C.1: Clustering of the amino acid index database in [Kaw00] as provided by the authors. The amino
acid indices used for this thesis are marked explicitly. Note that for unknown reasons the cluster
map does not include all indices used. These indices are manually assigned to the existing cluster
map and written in parentheses.
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D Detailed Evaluation Results
In chapter 6 the effectiveness of the methods developed for this thesis was presented. Espe-
cially for the detection task only summaries were given. For a more specific analysis of the
detection results in this chapter they are presented in more detail.
SCFB Profile HMMs: SCOPSUPER95 66 Detection
In the following, the results of the experimental evaluation of the effectiveness of the new
feature representation are given by detailed presentation of SCOPSUPER95 66 based ROC
curves. For every superfamily contained in the corpus the appropriate ROC curves are given
individually. Following this, in tables D.1 and D.2, respectively, the characteristic values of
false prediction rates when limiting the appropriately corresponding rates to five percent are
given for every superfamily.
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Figure D.1: ROC curve for Superfamily Globin-like (SCOP-Id: a.1.1).
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Figure D.2: ROC curve for Superfamily Cytochrome C (SCOP-Id: a.3.1).
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Figure D.3: ROC curve for Superfamily EF-hand (SCOP-Id: a.39.1).
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Figure D.4: ROC curve for Superfamily ”Winged helix” DNA-binding domain (SCOP-Id: a.4.5).
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Figure D.5: ROC curve for Superfamily Viral coat and capsid proteins (SCOP-Id: b.10.1).
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Figure D.6: ROC curve for Superfamily Immunoglobulin (SCOP-Id: b.1.1).
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Figure D.7: ROC curve for Superfamily Concanavalin A-like (SCOP-Id: b.29.1).
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Figure D.8: ROC curve for Superfamily Nucleic acid-binding proteins (SCOP-Id: b.40.4).
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Figure D.9: ROC curve for Superfamily Trypsin-like serine proteases (SCOP-Id: b.47.1).
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Figure D.10: ROC curve for Superfamily Cupredoxins (SCOP-Id: b.b.1).
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Figure D.11: ROC curve for Superfamily (Trans)glycosidases (SCOP-Id: c.1.8).
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Figure D.12: ROC curve for Superfamily NAD(P)-binding Rossmann-fold domains (SCOP-Id: c.2.1).
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Figure D.13: ROC curve for Superfamily FAD/NAD(P)-binding domain (SCOP-Id: c.3.1).
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Figure D.14: ROC curve for Superfamily P-loop containing nucleotide triphosphate hydrolase (SCOP-Id:
c.37.1).
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Figure D.15: ROC curve for Superfamily Thioredoxin-like (SCOP-Id: c.47.1).
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Figure D.16: ROC curve for Superfamily Alpha/Beta-Hydrolases (SCOP-Id: c.69.1).
Superfamily Profile HMM Variant false negative predictions [%] false positive predictions [%]
(Adaptation) for 5 % false positives for 5 % false negatives
(bold: best performing) (bold: best performing)
SCOPSUPER95 66 discrete 26.1 57.6
complete feat. based semi-cont. (ML) 17.7 64.4
feat. based semi-cont. (MAP) 7.9 16.0
feat. based semi-cont. (MLLR) 5.1 5.5
a.1.1 discrete 16.7 82.4
feat. based semi-cont. (ML) 11.1 30.0
feat. based semi-cont. (MAP) 0.0 0.0
feat. based semi-cont. (MLLR) 0.0 0.0
a.3.1 discrete 0.0 0.0
feat. based semi-cont. (ML) 9.1 44.6
feat. based semi-cont. (MAP) 4.5 2.5
feat. based semi-cont. (MLLR) 1.5 1.4
a.39.1 discrete 1.4 0.0
feat. based semi-cont. (ML) 2.7 0.0
feat. based semi-cont. (MAP) 1.4 0.0
feat. based semi-cont. (MLLR) 0.0 0.0
a.4.5 discrete 51.4 79.2
feat. based semi-cont. (ML) 25.7 35.3
feat. based semi-cont. (MAP) 14.9 31.4
feat. based semi-cont. (MLLR) 4.1 2.2
b.1.1 discrete 19.8 73.9
feat. based semi-cont. (ML) 3.9 2.9
feat. based semi-cont. (MAP) 2.3 0.1
feat. based semi-cont. (MLLR) 2.3 0.7
b.10.1 discrete 14.6 53.8
feat. based semi-cont. (ML) 22.9 73.2
feat. based semi-cont. (MAP) 6.3 16.7
feat. based semi-cont. (MLLR) 3.1 3.1
Table D.1: Characteristic values for SCOPSUPER95 66 Detection experiments (I).
213
D Detailed Evaluation Results
Superfamily Profile HMM Variant false negative predictions [%] false positive predictions [%]
(Adaptation) for 5 % false positives for 5 % false negatives
(bold: best performing) (bold: best performing)
b.29.1 discrete 10.1 64.5
feat. based semi-cont. (ML) 16.5 73.0
feat. based semi-cont. (MAP) 7.6 21.7
feat. based semi-cont. (MLLR) 5.1 7.4
b.40.4 discrete 54.9 88.8
feat. based semi-cont. (ML) 26.8 80.1
feat. based semi-cont. (MAP) 23.9 39.4
feat. based semi-cont. (MLLR) 1.4 2.5
b.47.1 discrete 0.0 0.0
feat. based semi-cont. (ML) 7.2 14.0
feat. based semi-cont. (MAP) 0.0 0.0
feat. based semi-cont. (MLLR) 3.6 0.2
b.6.1 discrete 3.9 0.2
feat. based semi-cont. (ML) 7.9 41.9
feat. based semi-cont. (MAP) 3.9 0.6
feat. based semi-cont. (MLLR) 1.3 0.4
c.1.8 discrete 20.0 71.0
feat. based semi-cont. (ML) 21.5 92.3
feat. based semi-cont. (MAP) 1.9 0.2
feat. based semi-cont. (MLLR) 2.9 1.3
c.2.1 discrete 43.1 49.7
feat. based semi-cont. (ML) 34.0 85.8
feat. based semi-cont. (MAP) 5.9 7.2
feat. based semi-cont. (MLLR) 5.9 10.6
c.3.1 discrete 1.5 0.9
feat. based semi-cont. (ML) 8.8 50.1
feat. based semi-cont. (MAP) 0.0 0.9
feat. based semi-cont. (MLLR) 1.5 0.8
c.37.1 discrete 5.8 13.4
feat. based semi-cont. (ML) 19.9 78.6
feat. based semi-cont. (MAP) 4.7 4.6
feat. based semi-cont. (MLLR) 6.3 6.9
c.47.1 discrete 7.1 12.3
feat. based semi-cont. (ML) 9.5 25.8
feat. based semi-cont. (MAP) 8.3 10.5
feat. based semi-cont. (MLLR) 4.8 1.6
c.69.1 discrete 29.9 87.5
feat. based semi-cont. (ML) 63.6 99.9
feat. based semi-cont. (MAP) 23.4 19.2
feat. based semi-cont. (MLLR) 6.5 22.0
Table D.2: Characteristic values for SCOPSUPER95 66 Detection experiments (II).
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