Abstract: The aim of the paper is to examine the causal relationship between the real property prices in biggest Polish cities within VAR model framework. Both offer and transactional prices are used. Existing stock market, as well as primary market are analysed. The data are quarterly and taken from 17 biggest Polish cities. The analysed period is 2006-2015. Both VAR and VECM approaches were applied. Their limitations and possible predictions were discussed. A significant interaction between various regional real estate markets in Poland has been observed. However, the leading role of the capital city could not be confirmed by the methodology used.
Introduction
The real property prices in Poland have significantly increased in past few years. This situation is not just a Polish characteristic, but similar increases have been observed in other economies. Some researchers suggest that a house price bubble has occurred; in other words, that the situation cannot be explained on the basis of fundamental factors (Żelazowski, 2011) .
Developing theoretical models for the real property market is a challenge and the same holds for the Polish market. The most important problem is the lack of a suitably long time series. Only recently, Narodowy Bank Polski (2015) has started to publish the reliable time series of house prices in biggest Polish cities. Of course this is also because the free market is relatively recent phenomena in Poland.
Certain researches suggest that the sudden house price increase (especially large between 2006 and 2007) was caused by certain socio-cultural factors. For example, the increased interest of consumers in moving to large cities, which are characterised by low unemployment, etc. (Żelazowski 2007) . Indeed, there is some evidence that the difference in the standard of living between large cities and other regions of the country is continuously rising. Therefore, the increase in real property prices in cities is connected with what these cities offer to their inhabitants: easier access to education, healthcare, better chances of finding a good job, etc.
Yet, there are also some suggestions that the core of the price increase starts in selected, most dynamically expanding, cities and other regions just follow the trend (Drachal, 2014) . Bełej and Kulesza (2014) applied various methods (Chebyshev distance, the damped harmonic oscillator model, etc.) and concluded that the capital city initiates the changes. Therefore, it is interesting to analyse the causality of real property prices in Poland with a help of the vector autoregression model (VAR). It seems that such an analysis has not yet been done. It can help to identify regions which drive the house prices. In this research the analysis has been restricted to the linearity assumption. The aim of the paper is to examine the causal relationship between the real property prices in the biggest Polish cities within VAR and VECM model frameworks.
1 Literature Review Holmes (2007) suggested that for the UK developed market there is no consistent long-run equilibrium relationship between various regions. However, cointegrated regions can be found (Ashworth and Parker, 1997) . On the other hand, Drake (1995) concluded that development of real property prices is different in various regions of UK and the observed differences in price trends are statistically significant. Meen (1999) postulated the existence of the so-called "ripple effect" in UK. In other words, the changes of prices in a certain region result in the changes in some other regions. However, Cook (2005a) noticed that the theoretical foundations of such conclusions can suffer from some significant statistical biases. Recently, Montagnoli and Nagayasu (2015) found that the house prices in UK can be grouped into four convergence clubs. Zohrabyan et al. (2008) concluded that there is a significant cointegration between various regional property prices in the case of the US market. The "ripple effect" was also confirmed by Lean and Smyth (2012) on a bit more exotic, Malaysian, house market. Kyriazakou and Panagiotidis (2014) found that long-run causality in UK is mainly linear, but the short-run one is non-linear. They also found that the effect of the biggest town (London) on the other cities is the most important. Holmes et al. (2011) found that that the speed of adjustment towards long-run equilibrium is inversely related with a distance. Similar conclusions were found by Holmes et al. (2017) for the Paris housing market. Bełej and Kulesza (2013) and Bełej (2013) used bifurcation theory to model how unexpected changes on real property market, even of small parameters, can result in large, structural changes.
The arguments for the causal relationship between house prices and credit policies of banks are also important. Indeed, macroeconomic factors vary significantly through regions. The causality tests of macroeconomic determinants and house prices were reported, for example, by Jadevicius (2016) for the Lithuanian housing market. However, the credit policies of banks are rather uniform. Of course, the relative value of the property to wages, credit risk, unemployment rate, etc. vary through regions. Still, the monetary policy, law regulations are quite uniform. Therefore, certain changes can gradually spread over all regions. It should be noticed that such interactions can be significant also at the multinational level (Horvatova and Kelemenova, 2013) . The discussion of Printzi and Panagiotidis (2015) is also interesting in this context, as well as that of Nikolic (2015) . Lechowicz (2012) studied the impact of banking supervision and central bank actions in UK on the real estate market. These institutions occurred to have a very significant effect on the quantity of new housing space, investments, availability of credit, cost of credit, wealth effect, etc. Wealth effect and the impact of the liberalization of mortgage market on real property prices in UK were also thoroughly studied by Muellbauer and Murphy (2012) .
One can also consider the relationship between the domestic financial market and real estate market (Okunev et al., 2000) . Alexander and Barrow (1994) found a significant impact of real property prices in selected regions on the prices in other regions. They focused on the UK market and found that, especially, migrations play an important role in determining the causal directions (Petrisor, 2012; Strelecek et al., 2010) . Holmes and Grimes (2008) found that in the long term (i.e., between 1973 and 2006) house prices follow the same stochastic trend in various regions. The biggest agglomeration (i.e., London) determines the prices in all other regions. The smallest impact of London region is on the regions geographically far away from London. However, they were very careful that the methodology used and the choice of statistical tests heavily influenced the outcomes. Holly et al. (2011) confirmed these conclusions. Moreover, they suggested that even the prices in US significantly affect UK prices.
Similarly, Cook (2005b) observed that modelling with a certain asymmetric reaction can significantly affect the conclusions. Indeed, manipulating this reaction can lead to opposite outcomes. Meen (2002) also found important similarities between UK and US real property markets. In the case of long-run relationship this was also observed by Holly et al. (2010) . Yang et al. (2018) investigated the spillover in house prices in China. Their research was based on a high-dimensional generalized VAR method and covered the period between 2005 and 2015. Also, the biggest and middle size cities were considered. The spillover effect was confirmed to exist.
Methodology and Data
The causality was simply checked with the help of VAR model (Sims, 1980) . This has several advantages, including flexibility and possible use of ordinary least squares for all equations separately. There is also no division into endogenous and exogenous variables. On the other hand, VAR model is considered a-theoretical.
There are problems with lag length selection. Moreover, for statistical test all components should be stationary. However, one can just examine the relationship between variables. Possible differencing (in order to achieve stationarity) can erase the long-run information (Adkins, 2013; Brooks, 2008; Hill et al., 2011) . Formally, VAR model (Vector Auto-Regression) can be described in the following way:
where represents the vector of variables. In the above (vector) equation there are k lags for each variable;
denotes the matrix of coefficients; stands for the error terms (it is a vector). Each error term should have zero mean.
should be a positive semi-definite matrix and for every k>0 it should be ( ) = 0 , i.e., errors should not be autocorrelated (Lutkepohl, 2005) .
The VAR model is applicable when all variables are stationary. Then each of the single equations (constituting the vector notation used for the sake of clarity) can be estimated by the standard Ordinary Least Squares (OLS) method. However, if the variables are not stationary, then: if they are not cointegrated, then VAR might be applied to their differences -but then the differences have to be stationary. However, if the variables are cointegrated, then the error correction term has to be included in VAR equation. Such models are called VECM (Vector Error Correction Model).
The data were taken from the database of Narodowy Bank Polski (2015) . Quarterly data were used. The analysed the period starting in the 3rd quarter of 2006 and ending in the 2nd quarter of 2015, resulting in 36 observations for each city. Both offer and transaction prices were analysed, as well as the primary (bought from and sold for the first time by a developer) and the existing stock markets (second and next transactions). The database consists of real estate prices in 17 biggest Polish cities, i.e., Białystok, Bydgoszcz, Gdańsk, Gdynia, Katowice, Kielce, Kraków, Lublin, Łódź, Olsztyn, Opole, Poznań, Rzeszów, Szczecin, Warszawa, Wrocław, and Zielona Góra.
Indeed, the selection of a suitable set of prices from the above options is an interesting problem. Łaszek and Widłak (2008) and Łaszek and Olszewski (2014) stressed that real property is not a homogenic product. Moreover, the market is not liquid enough and assets cannot be divided enough in comparison to other markets. The transactional prices can be artificially lowered because of the tax optimization, etc. All computations were done in gretl software. If not stated otherwise, the p-value in statistical tests is assumed to be 5%.
Results
The analysis started from a VAR estimation. The lag length was taken to be just 1. Indeed, for example, Akaike information criterion should be used, but the considered database consists of 36 observations only and taking more lags is impossible due to the numerical restrictions.
The lack of long enough time series for Polish real estate market is a serious problem which cannot be currently overcome. A priori it is assumed that there is no long-run relationship between the variables. Therefore, VAR models were estimated, but for logarithms of prices. The stationarity was checked with ADF test with 9 lags and a constant.
The expression l_X denotes the logarithm of prices from town X. l_X_1 denotes the first lag of logarithm of prices from town X. P-values in Appendices 1-4 refer to the coefficients of the standard VAR model, i.e., coefficients a1,1 , … , a17,17 from the below system of equations:
...
In Table 2 , symbol d_l_X denotes the first difference of the logarithm of prices from town X. P-values from Table 2 refer to coefficients a1 , … , a17 from the below system of equations (the standard VECM model):
In the case of primary market transaction prices, all time-series of log of prices were stationary (ADF test) at 5% significance level, except Białystok (p-value 0.3692), Kraków (p-value 0.8987), Lublin (p-value 0.204), Olsztyn (p-value 0.6772), Opole (p-value 0.7357), Rzeszów (p-value 0.9979), Wrocław (p-value 0.1955), and Zielona Góra (p-value 0.5318).
Appendix 1 presents the results of estimation of VAR model for primary market and transaction prices. It should be noticed that only one lag was taken for each variable. Therefore, using F-test (for joint significance of all lags) is the same as performing t-test (for this one lag). Thus, the performed procedure is just the standard Granger causality testing.
In the case of primary market offer prices, all time-series of log of prices were stationary at 5% significance level, except: Białystok (p-value 0.3005), Gdańsk (pvalue 0.06127), Kraków (p-value 0.2582), Łódź (p-value 0.5877), Opole (p-value 0.05719), Szczecin (p-value 0.2756), Wrocław (p-value 0.2787), and Zielona Góra (p-value 0.3885). This is quite similar as in the case of primary market transaction prices.
Appendix 2 includes the results of estimation of VAR model for primary market and offer prices.
In the case of existing stock market transaction prices, all time-series of log of prices were stationary at 5% significance level, except Gdynia (p-value 0.5883), Kraków (p-value 0.8715), Poznań (p-value 0.6716), Warszawa (p-value 0.7483), and Wrocław (p-value 0.1824). This is much better than in the case of primary market prices.
Appendix 3 presents the results of estimation of VAR model for existing stock market and transaction prices. In the case of the existing stock market offer prices, all time-series of log of prices were stationary at 5% significance level, except: Katowice (p-value 0.1482), Kielce (p-value 0.8508), Olsztyn (p-value 0.9317), Rzeszów (p-value 0.3949), Warszawa (p-value 0.7376), and Wrocław (p-value 0.1079). This is similar as in the case of the existing stock market transaction prices.
Appendix 4 shows the results of estimation of VAR model for the existing stock market and offer prices. Now, it can be seen that for short-run it is not the capital city (Warszawa), which influences the highest number of other cities (Table 1) . Indeed, the most influencing city is Wrocław (which is also quite big) and surprisingly, also Olsztyn (a rather small town). Yet, this can be also the result of a high competition even on smaller regional markets (Kuryj-Wysocka and Wiśniewski, 2013). Warszawa (the capital city) is still one of the most influencing cities, but there are also some quite small ones like Kielce or Bydgoszcz whose influence is important. For example, a big city -Kraków -is not as influential as many other cities, for example, Rzeszów (a smaller town).
These results are quite surprising. However, they must be carefully interpreted. The application of VAR assumes stationarity (which was found to be violated in some cases) and lack of cointegration of variables (see, for example, the paper by Drachal (2015) ). The lack of cointegration was assumed a priori without any tests herein. In this sense the paper of Kyriazakou and Panagiotidis (2014) was followed. Moreover, as it was indicated, there are problems with stationarity. More on stationarity and cointegration analysis for Polish property market can be found in Drachal (2015) .
Therefore, the Engle-Granger test of cointegration was performed (4 lags were assumed). There is evidence for the cointegrating relationship if simultaneously the unit-root hypothesis is not rejected for the individual variables, and the unit-root hypothesis is rejected for the residuals from the cointegrating regression (Adkins, 2013; Fuller, 1976) . At 5% significance level, in the case of the existing stock market and offer prices, the first assumption was not met just for Kraków and Opole, but the second one was met. Therefore, there is evidence of cointegration for the existing stock market and offer prices.
At 5% significance level, in the case of the existing stock market and transaction prices, the first assumption was not met just for Kraków and Zielona Góra, but also the second one was not met. Therefore, there is no evidence of cointegration for the existing stock market and transaction prices.
At 5% significance level, in the case of the primary market and offer prices, the first assumption was not met for Białystok, Gdynia, Lublin, Poznań, Szczecin, and Zielona Góra. However, the second one was met. Therefore, there is quite a weak evidence of cointegration for the primary market and offer prices.
At 5% significance level, in the case of the primary market and transaction prices, the first assumption was not met for Bydgoszcz, Gdynia, Kielce, Lublin, Olsztyn, and Zielona Góra. However, the second one was met. Therefore, there is a weak evidence of cointegration for the primary market and transaction prices.
These results suggest that for the existing stock market and offer prices, the primary market and offer prices and the primary market and transaction prices, VECM model should be estimated instead of VAR model. Source: Own calculations in gretl Table 2 indicates that on the existing stock market and offer prices many cities respond to disequilibrium between the selected region and other regions. On the other hand, on the primary market and offer prices only 5 cities have such a property. This can be, for example, the result of independent price policies of developers in different regions. However, much more regions have such a property, if transaction prices are considered. The results suggest that there is much interaction on the regional level of real estate markets. The analysis suggested that there is a significant interaction between regional real estate markets. However, it was hard to estimate the direct causal relationship. First of all, certain problems with stationarity occurred, which indicate that VAR model assumptions are violated in some cases. Secondly, the analysed time series are very short. Unfortunately, there is a lack of more suitable data currently. These drawbacks can result in significant biases in the presented results.
Conclusions
The motivation for the research reported in this paper was to examine the causal relationship between the real property prices in biggest Polish cities. This task was quite hard as the available time-series are not long enough to perform all standard analyses. However, the VAR framework was applied. Offer and transactional prices were used. Additionally, both the existing stock market and primary market were analysed. However, due to some uncertainty about cointegrating properties of the time-series both VAR and VECM models were estimated.
A significant interaction between various regional real estate markets in Poland has emerged. However, the leading role of the capital city (Warszawa) cannot be confirmed by the used methodology. Yet, the chosen methodology could not be used in a pure and consistent way. Certain important problems were found. Moreover, the lack of long enough time series occurred to be a really hard problem to overcome. In the case of the existing stock market, almost every big city responds to the disequilibrium with other regional markets. However, on the primary market there are more cities which do not respond than the ones which do so. Because of the indicated suggestions and found difficulties, this research can serve as a starting point for some future, more detailed, research.
For example, the researcher having access to more frequent data can perform more meaningful analysis. If monthly data are used, the number of observations should be enough for reasonably performed cointegration tests, etc.
Appendices
Appendix 1 P-values for VAR model of primary market transaction prices Note: Statistically significant relationships are in bold. 10% p-value is assumed.
Source: Own calculations in gretl
Appendix 2 P-values for VAR model of primary market offer prices Note: Statistically significant relationships are in bold. 10% p-value is assumed.
Appendix 3 P-values for VAR model of the existing stock market transaction prices Note: Statistically significant relationships are in bold. 10% p-value is assumed.
Source: Own calculations in gretl 20
Appendix 4 P-values for VAR model of the existing stock market offer prices Note: Statistically significant relationships are in bold. 10% p-value is assumed.
Source: Own calculations in gretl
