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1. Introduction and main result
Consider the following semilinear elliptic equation{−u = λu + f (x,u) in Ω,
u = 0 on ∂Ω, (1)
where Ω ⊂ RN (N  3) is a bounded smooth domain, λ is a real parameter and the nonlinearity f ∈ C(Ω × R, R). Let
F (x, t) = ∫ t0 f (x, s)ds and assume that F satisﬁes the following superquadratic condition:
F (x, t)
t2
→ +∞ as |t| → ∞ uniformly in x ∈ Ω. (2)
Many people were devoted to consider the existence and multiplicity of nontrivial solutions for elliptic equation (see
[1–11] and reference therein). Especially, Mawhin and Schmitt in [1] ﬁrst considered the two-point boundary value problem
−u′′ − λu = f (x,u) + h(x), u(0) = u(π) = 0. (3)
Under the assumption that f is bounded and satisﬁes a sign condition, if the parameter λ is suﬃciently close to λ1 from the
left, problem (3) has at least three solutions; on the other hand, if λ1  λ < λ2, problem (3) has at least one solution, where
λ1, λ2 are the ﬁrst, second eigenvalues of the corresponding linear problem. Ma, Ramos and Sanchez in [2] considered the
boundary value problem u + λu + f (x,u) = h(x) deﬁned on a bounded regular open set Ω ⊂ RN , where f is sublinear at
inﬁnity. No matter whether the boundary conditions are Dirichlet or Neumann condition, as the parameter λ approaches λ1
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for the quasilinear problem in bounded domains as the parameter λ approaches λ1 from the left. In [3], the similar results
were extended to the perturbed p-Laplacian equation with the weight in RN .
Let 0 < λ1 < λ2 < · · · < λi < · · · be the distinct eigenvalues of − in H10(Ω). It is well known that λ1 is sim-
ple and isolated, and the corresponding eigenvector ϕ1 may be taken positive on Ω . Besides, let the multiplicity of
λi (i  2) be mk , then mk  1. Fixed the eigenvalue λi , H10(Ω) can be split as H10(Ω) = Hi−1 ⊕ H0i ⊕ H⊥i , where
Hi−1 = ⊕ ji−1 ker(− − λ j), H0i = ker(− − λi) and H⊥i is the orthogonal complement of Hi in H10(Ω). Moreover,
dim Hi−1 < +∞ and dim H0i < +∞. In 2004, Mugnai in [4] got the following theorem with the aid of variational theorems
of mixed type due to Marino and Saccon, and the same result is obtained for a class of fourth elliptic equations in [13].
Theorem A. (See [4].) Assume that the nonlinearity f satisﬁes the following conditions:
( f1) f : Ω × RN → R is a Carathéodory function;
( f2) There are a1,a2 > 0 and s ∈ (1, (N + 2)/(N − 2)) such that∣∣ f (x, t)∣∣ a1 + a2|t|s
for all t ∈ R and for a.e. x ∈ Ω;
( f3) f (x, t) = o(|t|) as |t| → 0 uniformly in x ∈ Ω;
( f4) For any t ∈ R\{0} and for a.e. x ∈ Ω
0 < μF (x, t) f (x, t)t,
where μ = s + 1.
Then ∀i  2, there is δi > 0 such that ∀λ ∈ (λi − δi, λi), problem (1) possesses at least three nontrivial solutions.
In Theorem A, the condition ( f4) is the global Ambrosetti–Rabinowitz condition with μ = s+ 1, but by a simple compu-
tation, it is easy to see that the function
F (x, t) = t2 ln(1+ t4), ∀(x, t) ∈ Ω × R (4)
does not satisfy the condition ( f4). In this paper, we shall study the multiplicity of nontrivial solutions for problem (1)
which covers the cases like (4). Our main result is the following theorem.
Theorem 1. Assume that the nonlinearity f ∈ C(Ω × R, R) satisﬁes the conditions (2) and ( f3). Suppose that the following conditions
hold:
( f ′2) There are c1 > 0, 1 < s < (N + 2)/(N − 2) such that∣∣ f (x, t)∣∣ c1(1+ |t|s), ∀(x, t) ∈ Ω × R;
( f5) There exist 2Ns/(N + 2) < β < 2∗ := 2NN−2 , c2 > 0 and L > 0 such that
f (x, t)t − 2F (x, t) > 0 ∀x ∈ Ω, |t| > 0, and
f (x, t)t − 2F (x, t) c2|t|β, ∀x ∈ Ω, |t| L;
( f6) F (x, t) 0 for all (x, t) ∈ Ω × R.
Then for any i  2, there is δi > 0 such that for any λ ∈ (λi − δi, λi), problem (1) has at least three nontrivial solutions.
2. Proof of Theorem 1
In order to prove Theorem 1, we will recall an abstract critical point theorem. In this theorem, we need a compactness
condition, i.e., the (PS)c condition. Let X be a real Hilbert space, the functional I ∈ C1(X, R) satisﬁes the (PS)c condition
at the level c ∈ R , if any sequence {un} ⊂ X such that I(un) → c, I ′(un) → 0 in X∗ , the dual space of X , as n → ∞, has a
convergent subsequence. We now introduce the following deﬁnition.
Deﬁnition 1. (See [5].) Let X be a Hilbert space, I ∈ C1(X, R) and M be a closed subspace of X , a,b ∈ R ∪ {−∞,+∞}. We
say that condition (∇)(I,M,a,b) holds if there exists γ > 0 such that
inf
{∥∥PM∇ I(u)∥∥: a I(u) b, dist(u,M) < γ }> 0,
where PM : X → M is the orthogonal projection of X onto M .
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Theorem 2. (See [5].) Let X be a Hilbert space and Xi , i = 1,2,3 three subspaces of X such that X = X1⊕ X2⊕ X3 and dim Xi < +∞,
i = 1,2. Denote by Pi the orthogonal projection of X onto Xi , and I ∈ C1,1(X, R). Let R, R ′ , R ′′ , ρ be such that R > 0, 0 < R ′ < ρ < R ′′
and deﬁne
Γ = {u ∈ X1 ⊕ X2: R ′  ‖P2u‖ R ′′, ‖P1u‖ R} and T = ∂X1⊕X2Γ,
S23(ρ) =
{
u ∈ X2 ⊕ X3: ‖u‖ = ρ
}
and B23(ρ) =
{
u ∈ X2 ⊕ X3: ‖u‖ ρ
}
.
Especially, if R ′ = 0, T may be deﬁned as follows:
T = {u ∈ X1: ‖u‖ R}∪ {u ∈ X1 ⊕ X2: ‖P2u‖ = R ′′, ‖P1u‖ R}∪ {u ∈ X1 ⊕ X2: ‖P2u‖ R ′′, ‖P1u‖ = R}.
Assume that
a′ = sup I(T ) < inf I(S23(ρ))= a′′.
Let a and b be such that a′ < a < a′′ and b > sup I(Γ ). Assume that the condition (∇)(I, X1 ⊕ X3,a,b) holds and that the (PS)c
condition holds at any c ∈ [a,b]. Then I has at least two critical points in I−1([a,b]). Moreover, if
inf I
(
B23(ρ)
)
> a1 > −∞
and the (PS)c condition holds at any c ∈ [a1,b], then I has another critical level in [a1,a′].
Let Iλ : H10(Ω) → R be the functional deﬁned by
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx. (5)
It is not diﬃcult to verify that Iλ ∈ C1(H10(Ω), R) under the conditions of Theorem 1 and it is well known that a critical
point of the functional Iλ in H10(Ω) corresponds to a weak solution of problem (1). By the Sobolev embedding theorem, for
any 1 θ  2∗ , the embedding H10(Ω) ↪→ Lθ (Ω) is continuous and there is a positive constant C such that
‖u‖L1  C‖u‖, ‖u‖L2  C‖u‖, ‖u‖Ls+1  C‖u‖, ‖u‖Lβ/(β−s)  C‖u‖ (6)
for all u ∈ H10(Ω), where ‖ · ‖ and ‖ · ‖Lθ denote the norms of H10(Ω) and Lθ (Ω) respectively. In the following, C will also
denote a positive constant related to the above four inequalities. If 1 θ < 2∗ , the embedding H10(Ω) ↪→ Lθ (Ω) is compact.
For any j  1, we have the following inequalities:∫
Ω
|∇u|2 dx λ j
∫
Ω
|u|2 dx, ∀u ∈ H j, (7)
∫
Ω
|∇u|2 dx λ j+1
∫
Ω
|u|2 dx, ∀u ∈ H⊥j . (8)
For given i ∈ N , let P : H10(Ω) → H0i and Q : H10(Ω) → Hi−1 ⊕ H⊥i be the orthogonal projections. In the following,
we will prove the following three fundamental lemmas to ensure the conclusion that for some b > a > 0, the condition
(∇)(Iλ, Hi−1 ⊕ H⊥i ,a,b) holds.
Lemma 1. Assume that the conditions ( f ′2) and ( f5) hold. Then for any δ ∈ (0,min{λi+1 − λi, λi − λi−1}), there is ε0 > 0 such that
for any λ ∈ [λi − δ,λi + δ], the unique critical point u of Iλ constrained on Hi−1 ⊕ H⊥i such that Iλ(u) ∈ [−ε0, ε0], is the trivial one.
Proof. Assume by contradiction that there are δ0 > 0, λn ∈ [λi − δ0, λi + δ0] and {un} ⊂ Hi−1 ⊕ H⊥i \{0} such that
Iλn(un) =
1
2
∫
Ω
|∇un|2 dx− λn
2
∫
Ω
|un|2 dx−
∫
Ω
F (x,un)dx → 0, (9)
〈
I ′λn (un), v
〉=
∫
Ω
∇un∇v dx− λn
∫
Ω
unv dx−
∫
Ω
f (x,un)v dx = 0 (10)
for any v ∈ Hi−1 ⊕ H⊥ .i
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{x ∈ Ω: |un(x)| L}, from ( f5), we obtain
2Iλn(un) −
〈
I ′λn(un),un
〉=
∫
Ω
(
f (x,un)un − 2F (x,un)
)
dx
 c2
∫
Ωn
|un|β dx.
By (9) and (10) with v = un , the above expression implies that∫
Ωn
|un|β dx → 0 as n → ∞. (11)
Moreover, we have∫
Ω
|un|β dx =
∫
Ωn
|un|β dx+
∫
Ω\Ωn
|un|β dx
∫
Ωn
|un|β dx+ |Ω|Lβ . (12)
Letting un = vn + wn ∈ Hi−1 ⊕ H⊥i , from (7), (8), ‖un‖2 = ‖vn‖2 + ‖wn‖2 and (10) with v = vn − wn , we have∫
Ω
f (x,un)(wn − vn)dx =
(∫
Ω
|∇wn|2 dx− λn
∫
Ω
|wn|2 dx
)
−
(∫
Ω
|∇vn|2 dx− λn
∫
Ω
|vn|2 dx
)
 λi+1 − λn
λi+1
∫
Ω
|∇wn|2 dx− λi−1 − λn
λi−1
∫
Ω
|∇vn|2 dx
 c3‖un‖2, (13)
where c3 = min{ λi+1−λnλi+1 ,
λn−λi−1
λi−1 }. From (6) and Hölder’s inequality, we have
∫
Ω
f (x,un)(wn − vn)dx
(∫
Ω
∣∣ f (x,un)∣∣ 1+ss dx
) s
1+s(∫
Ω
|wn − vn|1+s dx
) 1
1+s
 2C‖un‖
(∫
Ω
∣∣ f (x,un)∣∣ 1+ss dx
) s
1+s
.
Combining (6) and the above inequality implies that
‖un‖ c4
(∫
Ω
∣∣ f (x,un)∣∣ 1+ss dx
) s
1+s
, (14)
where c4 is a positive constant.
On the other hand, from ( f ′2), (6), (12) and Hölder’s inequality, we have∣∣∣∣
∫
Ω
f (x,un)(vn − wn)dx
∣∣∣∣
∫
Ω
∣∣ f (x,un)∣∣∣∣(vn − wn)∣∣dx
 c1
∫
Ω
(|vn − wn| + |un|s|vn − wn|)dx
 c1‖vn − wn‖L1 + c1
(∫
Ω
|un|s· βs dx
) s
β
(∫
Ω
|vn − wn|
β
β−s dx
) β−s
β
 c1C‖vn − wn‖
(
1+
(∫
Ωn
|un|β dx+ |Ω|Lβ
)s/β)
 c1C‖un‖
(
1+
(∫
|un|β dx+ |Ω|Lβ
)s/β)
.Ωn
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without any loss of generality, also denoted by {un}, and u ∈ H10(Ω) such that un ⇀ u weakly in H10(Ω), un → u strongly in
Lθ (Ω) for all θ ∈ (1,2∗) and un(x) → u(x) for a.e. x ∈ Ω . By (9), (10) with v = un and Fatou’s lemma, we obtain
0 = lim
n→∞
(
2Iλn(un) −
〈
I ′λn(un),un
〉)
= lim
n→∞
∫
Ω
(
f (x,un)un − 2F (x,un)
)
dx

∫
Ω
lim inf
n→∞
(
f (x,un)un − 2F (x,un)
)
dx
=
∫
Ω
(
f (x,u)u − 2F (x,u))dx.
By ( f3) and ( f5), the above inequality implies that u = 0.
If un → 0 as n → ∞ in H10(Ω), by ( f3) and (14), we obtain the following contradiction:
1 lim
n→∞ c4
(
∫
Ω
| f (x,un)| 1+ss dx) s1+s
‖un‖ = 0.
If there is α > 0 such that ‖un‖ α, we have
α  lim
n→∞ c4
(∫
Ω
∣∣ f (x,un)∣∣ 1+ss dx
) s
1+s
= 0,
which is a contradiction. 
Lemma2. Assume that the conditions ( f ′2) and ( f5) hold, λ ∈ (λi−1, λi+1) and {un} in H10(Ω) is such that Iλ(un) is bounded, Pun → 0
and Q I ′λ(un) → 0 as n → ∞. Then {un} is bounded.
Proof. If the conclusion does not hold, going if necessary to a subsequence, we can assume that ‖un‖ → ∞ as n → ∞.
Letting un = Pun + Q un , by ( f ′2), Hölder’s inequality and dim H0i < +∞, we have∣∣∣∣
∫
Ω
f (x,un)Pun dx
∣∣∣∣
∫
Ω
∣∣ f (x,un)∣∣|Pun|dx
 c1
(∫
Ω
|Pun|dx+
∫
Ω
|Pun||un|s dx
)
 c1‖Pun‖L1 + c1
(∫
Ω
|un|s· βs dx
) s
β
(∫
Ω
|Pun|
β
β−s dx
) β−s
β
 c5‖Pun‖∞
(
1+ ‖un‖sLβ
)
,
where c5 is a positive constant. Combining the above inequality and ( f5), we obtain
2Iλ(un) −
〈
Q I ′λ(un),un
〉=
∫
Ω
(
f (x,un)un − 2F (x,un)
)
dx
+
∫
Ω
(|∇ Pun|2 − λ|Pun|2)dx−
∫
Ω
f (x,un)Pun dx
 c2‖un‖βLβ + ‖Pun‖2 − λ‖Pun‖2L2 − c5‖Pun‖∞
(
1+ ‖un‖sLβ
)
.
Thanks to 1 < s < β , dim H0i < +∞ and ‖Pun‖∞ → 0 as n → ∞, the above expression implies that
‖un‖sLβ → 0 as n → ∞. (15)‖un‖
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〈
Q I ′λ(un),−vn
〉= λ‖vn‖2L2 − ‖vn‖2 +
∫
Ω
f (x,un)vn dx
 λ − λi−1
λi−1
‖vn‖2 −
∫
Ω
∣∣ f (x,un)∣∣|vn|dx
 λ − λi−1
λi−1
‖vn‖2 − c1
∫
Ω
(|un|s|vn| + |vn|)dx
 λ − λi−1
λi−1
‖vn‖2 − c1
(∫
Ω
|un|s· βs dx
) s
β
(∫
Ω
|vn|
β
β−s dx
) β−s
β
− c1‖vn‖L1
 λ − λi−1
λi−1
‖vn‖2 − c1C‖vn‖
(
1+ ‖un‖sLβ
)
.
Then by (15) and Hölder’s inequality, we obtain
‖vn‖
‖un‖ → 0 as n → ∞. (16)
Similarly for wn , we also have
‖wn‖
‖un‖ → 0 as n → ∞. (17)
It is easy to see that
‖Pun‖
‖un‖ → 0 as n → ∞. (18)
From (16), (17) and (18), we have
1 = ‖un‖‖un‖ 
‖vn‖ + ‖Pun‖ + ‖wn‖
‖un‖ → 0 as n → ∞,
which is a contradiction. Hence, {un} must be bounded. 
Lemma 3. Assume that the conditions ( f ′2) and ( f5) hold, then for any δ ∈ (0,min{λi+1 − λi, λi − λi−1}), there is ε0 > 0 such that
for any λ ∈ [λi − δ,λi + δ] and for any ε1, ε2 ∈ (0, ε0) with ε1 < ε2 , the condition (∇)(Iλ, Hi−1 ⊕ H⊥i , ε1, ε2) holds.
Proof. Assume by contradiction that there is δ0 > 0 such that for all ε0 > 0, there is λ ∈ [λi − δ0, λi + δ0] and ε1, ε2 ∈ (0, ε0)
with ε1 < ε2, the condition (∇)(Iλ, Hi−1 ⊕ H⊥i , ε1, ε2) does not hold.
Let ε0 > 0 be as in Lemma 1. There is a sequence of {un} in H10(Ω) such that d(un, Hi−1 ⊕ H⊥i ) → 0, Iλ(un) ∈ (ε1, ε2)
and Q I ′λ(un) → 0. From Lemma 2, we have that {un} is bounded. Hence, there is a subsequence of {un}, without any loss
of generality, also denoted by {un}, and u ∈ H10(Ω) such that un ⇀ u weakly in H10(Ω). By a standard argument, we have
un → u and u = 0 is a critical point of Iλ constrained on Hi−1 ⊕ H⊥i by Lemma 1. But 0 < ε1  Iλ(u), which implies a
contradiction. 
To prove Theorem 1 by using Theorem 2, we must choose the suitable parameters a, b, so that the condition
(∇)(Iλ, Hi−1 ⊕ H⊥i ,a,b) holds. The following two lemmas are needed to ﬁnish this argument. We introduce some notions
for the later convenience. For ﬁxed i and k in N , and R,ρ > 0, let
Bi(R) =
{
u ∈ Hi: ‖u‖ R
}
and
Ti−1,i(R) =
{
u ∈ Hi−1: ‖u‖ R
}∪ {u ∈ Hi: ‖u‖ = R},
S+k (ρ) =
{
u ∈ H⊥k : ‖u‖ = ρ
}
, B+k (ρ) =
{
u ∈ H⊥k : ‖u‖ ρ
}
.
Lemma 4. Assume that the conditions (2), ( f ′2), ( f3) and ( f6) hold. For any λ ∈ (λi−1, λi), there are R > ρ > 0 such that
0 = sup Iλ
(
Ti−1,i(R)
)
< inf Iλ
(
S+i−1(ρ)
)
.
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Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi−1 − λ
2λi−1
‖u‖2
 0. (19)
From (2) and the continuity of F , for any c6 > 0, there is M1 > 0 such that
F (x, t) c6
2
t2 − M1, ∀(x, t) ∈ Ω × R,
hence, from (7) and the above inequality, for any u ∈ Hi and λ ∈ (λi−1, λi), we get
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi − λ
2λi
‖u‖2 − c6
2
‖u‖2L2 + M1|Ω|
 λi − λ − c6
2λi
‖u‖2 + M1|Ω|.
Letting c6 = 2(λi − λ), the above expression implies that
Iλ(u) → −∞ as ‖u‖ → ∞. (20)
On the other hand, from ( f3) and ( f ′2), for any ε > 0, there is M2 = M2(ε) > 0 such that
F (x, t) ε
2
t2 + M2|t|s+1, ∀(x, t) ∈ Ω × R,
hence, we have∣∣∣∣
∫
Ω
F (x,u)dx
∣∣∣∣ ε2‖u‖2L2 + M2‖u‖s+1Ls+1 , ∀u ∈ H10(Ω). (21)
For any u ∈ H⊥i−1, from (21), we get
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi − λ − ε
2λi
‖u‖2 − CM2‖u‖s+1. (22)
Thanks to λ ∈ (λi−1, λi) and s + 1 > 2, letting ε = (λi − λ)/2, from (19), (20) and (22), there are two constants R > ρ > 0
such that
sup Iλ
(
Ti−1,i(R)
)
< inf Iλ
(
S+i−1(ρ)
)
. 
Lemma 5. Assume that the condition ( f6) holds, then for R > 0 in Lemma 4 and for any ε > 0, there is δ′i > 0 such that for any
λ ∈ (λi − δ′i , λi), one gets
sup Iλ
(
Bi(R)
)
< ε.
Proof. For any u ∈ Hi , from (7), ( f6) and λ < λi , we have
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi − λ
2λi
‖u‖2.
Letting δ′i = λiε/R2, it is easy to see that the conclusion holds. 
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Proof. For any (PS)-sequence {un} of Iλ , we ﬁrst prove that {un} is bounded, and then by ( f ′2), a standard argument ensures
that (PS) condition holds. But from the proof of Lemma 2, it suﬃces to prove
‖Pun‖
‖un‖ → 0 as n → ∞.
In fact, by ( f5), there exist c7 > 0 and c8 > 0 such that
f (x, t)t − 2F (x, t) c7|t| − c8, ∀(x, t) ∈ Ω × R,
which implies that
2Iλ(un) −
〈
I ′λ(un),un
〉=
∫
Ω
(
f (x,un)un − 2F (x,un)
)
dx

∫
Ω
(
c7|un| − c8
)
dx

∫
Ω
(
c7|Pun| − c7|vn| − c7|wn| − c8
)
dx
 c9‖Pun‖ − c10
(‖vn‖ + ‖wn‖ + 1),
where c9, c10 are two positive constants. Combining (16), (17) with the above expression, we have
‖Pun‖
‖un‖ → 0 as n → ∞. 
Proof of Theorem 1. The argument will be divided into two steps.
(a) Two critical points are obtained.
From Lemmas 3, 4 and 5, we can choose a ∈ (0, inf Iλ(S+i−1(ρ))) and b > sup Iλ(Bi(R)) such that 0 < a < b < ε0, then
the condition (∇)(Iλ, Hi−1 ⊕ H⊥i ,a,b) holds. By Lemma 6 and Theorem 2, there are two critical points u1, u2 such that
Iλ(ui) ∈ [a,b], i = 1,2.
(b) The third critical point is obtained. By the classical Linking Theorem (see [12, Theorem 5.3]) and Lemma 6, it suﬃces
to prove that there are δ′′i > 0 and R1 > ρ1 > 0 such that for any λ ∈ (λi − δ′′i , λi), we have
sup Iλ
(
Ti,i+1(R1)
)
< inf Iλ
(
S+i (ρ1)
)
. (23)
Hence, there is a critical point u of Iλ such that Iλ(u) > inf Iλ(S
+
i (ρ1)).
In fact, for any u ∈ H⊥i , from (8) and (21), we get
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi+1 − λ − ε
2λi+1
‖u‖2 − CM2‖u‖s+1.
Thanks to λ < λi and s + 1> 2, letting ε = (λi+1 − λ)/2, there are ρ1 > 0 and α > 0 such that
inf Iλ
(
S+i (ρ1)
)
 α. (24)
On the other hand, for any u ∈ Hi , from (7) and ( f6), we obtain
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi − λ
2λi
‖u‖2,
hence, there are δ′′i > 0 and R1 > 0 such that for any λ ∈ (λi − δ′′i , λi), from the above expression, we have
Iλ(u) < α, ∀‖u‖ R1. (25)
426 Z.-Q. Ou, C. Li / J. Math. Anal. Appl. 390 (2012) 418–426For any u ∈ Hi+1 and λ ∈ (λi − δ′′i , λi), from (7) and ( f6), we get
Iλ(u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
|u|2 dx−
∫
Ω
F (x,u)dx
 λi+1 − λ
2λi+1
‖u‖2
 0. (26)
Therefore, from (24), (25) and (26), the conclusion (23) holds. From the classical Linking Theorem, there is a critical point u
of Iλ such that Iλ(u) inf Iλ(S+i (ρ1)).
Finally, we take δi = min{δ′i, δ′′i }, where δ′i is given in Lemma 5. Hence Theorem 1 is proved. 
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