There are a number of estimators of a long-memory process' long-memory parameter when the parameter is assumed to hold constant over the entire data set, but currently no estimator exists for a time-varying long-memory parameter. In this paper we construct an estimator of the time-varying long-memory parameter that is based on the time-scale properties of the wavelet transform. Because wavelets are localised in time they are able to capture the time-varying statistical properties of a locally stationary longmemory process, and since wavelets are also localised in scale they identify the self-similarity scaling behaviour found in the statistical properties of the process. Together the time and scale properties of the wavelet produce an approximate log-linear relationship between the time-varying variance of the wavelet coefficients and the wavelet scale proportional to the local long-memory parameter. To obtain a least-squares estimate of the local long-memory parameter, we replace the time-varying variance of the wavelet coefficient with the sample variance of the wavelet coefficients computed over the so-called 'cone of influence.' That is, we use only those wavelet coefficients whose time index falls within the support of the wavelet basis function in order to compute the local sample wavelet variance. To test the empirical properties of our estimator we perform a number of Monte Carlo experiments. We find the wavelet-based estimator of the local long-memory parameter to have empirical properties similar to other waveletbased estimators of the long-memory parameter for globally stationary long-memory processes. For processes where the longmemory parameter suddenly changes, the wavelet-based estimator again performs well, only exhibiting an elevated positive empirical bias at points in time right before the long-memory parameter increases, and a negative bias immediately after the change. The wavelet-based estimator of the local long-memory parameter is demonstrated using vertical ocean shear data.
INTRODUCTION
The identification of processes with strong correlation between observations far apart in time or space (so-called long-range dependence) is now widespread in many diverse fields and disciplines. Known as long-memory processes, these stationary series are characterised by an autocovariance sequence s t that decays at a hyperbolic rate rather than the geometric rate of decay found in most stationary time series. The hydrologist Hurst (1951) was the first to empirically observe a time series whose correlation exhibits this slow rate of decay. Since then, researchers in a variety of fields have observed processes with similar characteristics. Examples of such behaviour can be found in a variety of disciplines, for example, geophysics (Percival and Guttorp, 1994; Walden, 1994; Ridsdill-Smith and Dentith, 1999) , hydrology (Lawrence and Kottegoda, 1977) and engineering (Mehrabi et al., 1997; Abry and Veitch, 1998) .
In some situations, the assumption that real-world processes exhibit a constant long-memory structure may not be reasonable. Time-varying long memory characteristics have been hypothesised or observed in telecommunications networks, physiological signals, seismic measurements, etc. Summarising the time-varying nature of such a process through a constant long-memory parameter, also known as the Hurst coefficient H, yields a stationary model that does not capture its non-stationary behaviour. Gonçalvès and Abry (1997) estimated a local scaling exponent for a continuous time, multifractal, Brownian motion process characterised by a time-varying Hurst coefficient H(t) . Their method relies on using the multiple-window scalogram (squaredmagnitude of the continuous wavelet transform) to estimate H(t). This involves constructing non-standard wavelets in order to compute the scalograms, which may hinder practical implementation. We prefer to start from a popular class of discrete long-memory time series models in order to characterise the timevarying properties of a non-stationary long-memory process.
A model that has long-range dependence and is frequently used in modelling long-memory is the fractionally integrated, autoregressive, moving average (ARFIMA) model. The ARFIMA model succinctly captures the slowly decaying autocovariance function of a long-memory process with fractional difference or long-memory parameter d = H -1/2. By letting the difference parameter take on non-integer values, the ARFIMA model is able to model complex long-run behaviour in a more parsimonious manner than traditional integrated, autoregressive, moving-average models (Beran, 1994) .
In this paper we introduce an estimator for the fractional difference parameter of an ARFIMA model, that is allowed to vary smoothly over time, i.e., d(t) . Called a locally stationary ARFIMA model, this long-memory time-series model is a member of the non-stationary class of processes known as locally stationary processes (Dahlhaus, 1996) . Because existing frequency-domain estimators of the long-memory parameter depend on the Fourier transforms localisation in frequency, these estimators are incapable of addressing any time-varying long-memory behaviour (see Geweke and Porter-Hudak (1983) and Fox and Taqqu (1986) for two of the more popular frequency domain, long-memory estimators). Jensen (2000) uses the wavelet transform to decompose the variance of a long-memory process in order to develop an alternative to the frequency-domain estimators of the long-memory parameter, but only for globally stationary longmemory processes.
Our objective is to extend Jensen's wavelet-based ordinary least squares estimator of long-memory to d(t), by using the 'cone of influence' to determine the location in time of the long-memory estimate. The 'cone of influence' is simply the time support of the wavelet filter associated with scales of the discrete wavelet transform (DWT), and was used by Gilbert et al. (1998) to characterise local scaling properties of multifractal processes with application to telecommunications networks. By definition the statistical properties of a non-stationary process is a function of time. Since the wavelet is localised in time it is able to focus on a period where the statistical properties of the non-stationary process are relatively stable and not affected by observations with differing statistical properties. Hence, whereas Fourier analysis is the study of stationary processes, wavelet analysis is the study of nonstationary processes.
We begin by defining the locally stationary ARFIMA model and by describing its time-varying spectral density and autocovariance functions. The DWT of a finite length vector is then defined in terms of filtering and matrix operations. An alternative to the DWT, the non-decimated or maximal overlap DWT (MODWT), is also introduced. We then look at the local wavelet variance based on the MODWT and describe a procedure for estimating the local fractional differencing parameter using the log-log linear relation between the local wavelet variance and wavelet scale. Simulations are performed and results given for long-memory models where (i) the long-memory is globally constant and (ii) where the longmemory is locally constant. A 'time' series of vertical ocean shear measurements is also analysed using our locally stationary longmemory model and a discrete version of Whittle's estimator (Beran, 1994, Ch. 6 .1) over fixed partitions of the data.
THEORY

Locally stationary long-memory model
Define X t,T to be a stochastic process given by where OEd(t)OE < 1/2 is the time varying fractional differencing parameter, e t is a sequence of mean zero normal (Gaussian) random variables with variance s e 2 . Here, B denotes the lag (backshift) operator, that is X t_j,T = B j X t,T , and G( . ) is the gamma function (the notation '"' means 'equal by definition'). The functions Q(B) and F(B) are respectively, p and q order polynomials in the lag operator B, each with roots outside the unit circle, and y j is the solution to j y j z j = Q(z)/F(z). The short-memory parameters found in Q(B) and F(B) could be modelled as functions of t, but since these parameters only affect the short-run dynamics of the process and given that our interest is in estimating the long-memory parameter, we set the short-memory parameters equal to zero.
The stochastic process X t,T is a long-memory process that is locally stationary in the sense of Dahlhaus (1996) , with realisations of length T. In other words, the spectral representation of X t,T equals X t,T = e [-p,p] as defined in Dahlhaus (1996) . Because X t,T is non-stationary, increasing the number of observations by measuring new realisations of the process tells us nothing about the process' behaviour at the beginning of the time period. As a result we fix the time period and as T increases we liken it to measuring the process at higher and higher levels of resolution on a fixed time interval.
Let A(u,w) " A t 0 ,T (w) with u = t/T , then A(u,w) is an even, 2p-periodic function that is uniformly Lipschitz continuous in u ˛[0,1]and w, with the Lipschitz constant a > 1/2. We define S(u,w) " ‰A(u,w)‰ 2 to be the time-varying spectral density function (SDF). The time-varying SDF for X t,T is given by S(u,w) » w -2d(u) as w ¡ 0 + , where the notation '»' means that the ratio of left-and right-hand sides tends to 1. If d(u) > 0, S(u,w) is smooth for frequencies close to zero, but is unbounded when w = 0. In other words, the energy of X t,T is concentrated over those frequencies associated with long-term cycles. If d(u) < 0, then S(u,0) = 0 and X t,T is a locally stationary series that is antipersistent. As a result of the time varying long-memory parameter, X t,T will be smoother with less variation in its amplitude during time periods where d(u) > 0, and will have large fluctuations in its value when d(u) < 0.
Denote the local autocovariance function for X t,T at time u as (Dahlhaus, 1996) . Since S(u,w) is an even function, substituting the SDF of a locally stationary long-memory model into equation (3) and replacing G(j+a)/G(j+b) with j a-b , the local autocovariance function simplifies to
The slow hyperbolic decay of R x (u ,j-k), as indicated in equation (4), is the feature most often noted when discussing the dynamics of a long-memory process.
Discrete wavelet transform
Let X " (X 1,T ,....,X T,T )
T be a single realisation of the locally stationary long-memory model given in equation (1). The notation ' T ' denotes a matrix transpose operation, while ' T ' denotes the length of the vector. For now we assume T to be an integer multiple of 2 J , where J is any positive integer (this assumption will be relaxed later). The discrete wavelet transform (DWT) of X down to level J is represented by where W j , j = 1,2,....,J, are T/2 j · 1 real-valued vectors of wavelet coefficients at scale l j . Intuitively speaking, the wavelet coefficients in W j are associated with changes of scale l j " 2 j-1 (Percival and Walden, in press, Ch. 4.6) . The real-valued T/2 J ·1 vector V J is composed of scaling coefficients that are associated with averages of scale 2l J and higher. Thus, the first T-T/2 J elements of W X are wavelet coefficients and the last T/2 J elements are scaling coefficients.
Define {h 1,l OE l = 0,....,L-1}, where L < T, to be the unit-scale wavelet filter from a Daubechies family of compactly supported wavelets (Daubechies, 1992, Ch. 6) . The wavelet filter {h 1,l } approximates an ideal high-pass filter with pass-band equal to the octave [-p,-p/2)¨(p/2,p]. Thus, passing a process through the {h 1,l } essentially produces W1 where only energy in the highest frequency octave is retained from the original series. The scaling filter sequence {g 1,l OE l = 0,1,....,L -1} corresponding to the wavelet filter is given by the quadrature mirror relationship g1,l = (-1) l+1 h 1,L-1-l , and approximates an ideal low-pass filter whose pass-band is [-p/2,p/2]. The scaling filter then captures the energy lost by passing the process through the wavelet filter.
Together the wavelet and scaling filter constitute a 2-channel filter known as the discrete wavelet transform. The scaling coefficients represent a weighted moving average of the original process, or in multiresolution terms, the process is measured at a lower level of resolution.
Using the wavelet filter {h 1, l } we form the T/2 · T matrix H 1 by circularly shifting a zero-padded row vector of wavelet coefficients in each row of H 1 . Letting C be a T · T matrix operator that circularly shifts a length T vector, such that C 2 = CC, the matrix H 1 can be represented via where is the length T vector of unit-scale wavelet filter coefficients in reverse order. Because of the finite duration of X, the last L-1 rows of H 1 assume the original series is periodic, i.e., X t,T = X T+t,T . This is done to overcome boundary effects associated with linear filtering. Instead of assuming the series is periodic, one could also assume X t,T = 0 for t > T, or extend the series symmetrically in the manner X t,T = X T-t,T for t > T (this is the so-called reflection boundary rule); see, for example, Bruce and Gao (1996, Ch. 15) or Percival and Walden (in press, Sec. 4.11) for more details.
We now generalise the method outlined above for arbitrary scale. Let H 1, k " h l,t e -i2ptk/T , for k = 0,....,T -1, be the discrete Fourier transform (DFT) of the wavelet filter padded with T -L zeros. In a similar manner, let G l,k denote the DFT of the zeropadded scaling filter. For j = 2,....,J, the scale l j wavelet filters {h j,l } are the inverse DFT of
The wavelet filter associated with scale lj has length min{T,Lj} where Lj " (2 j -1)(L -1) +1. The wavelet filter {h j,l } approximates an ideal high-pass filter whose pass-band is equal to the octave [-p/2
]. Define the scaling filter {g J,l } for scale 2l J as the inverse DFT of Then {g J,l } is a low-pass filter whose pass-band is approximately
In a similar manner to H 1 , define the T/2 j · T matrices H j , j = 2,....,J, using the zero-padded wavelet coefficients vectors hj being multiplied by C 2 j m-1 for m = 1,....,T,/2 j . The scaling filter matrix G J is identical in dimension to H J , but using the zero-padded scaling filter {g J,l ‰ l = 0,....,L J -1} to construct g J , instead of hJ , then multiplied by C 2 j m-1 for m = 1,....,T/2 J . The wavelet coefficient vectors in equation (5) may now be computed through matrix multiplication via Wj = HjX and V J = G J X. In practice, the filtering matrices are not explicitly constructed, instead the DWT is implemented via a pyramid algorithm (Mallat, 1989 ) that applies wavelet filter coefficients to the input series and sub-samples the output one scale at a time.
Maximal overlap discrete wavelet transform
Although not an orthonormal transform, the MODWT has several advantages over the DWT such as translation invariance, approximation of a zero-phase filtering operation and easy computation for any sample size (Percival and Walden, in press, Ch. 5) . Approximate zero-phase may be achieved for the MODWT wavelet and scaling coefficients by using the Daubechies least asymmetric family of wavelets and advancing the wavelet filter by an integer number of units. Since we are concerned with estimating a time-varying long-memory parameter, the MODWT zero-phase filter enables us to match up in time changes in the smoothness and roughness of the time series with the changes in the magnitude of the wavelet coefficients.
Rescaling the DWT wavelet filter coefficients, such that hj , l = hj , l / 2 j / 2 , and circularly shifting by unit intervals for all levels of the transform, the MODWT wavelet coefficient vector has dimension (J + 1)T · 1 and may be represented via where the scale lj MODWT wavelet coefficients are
, and the scale lj MODWT scaling coefficients are ṼJ = G J X = (ṽJ,1,ṽJ,2,....,ṽJ,T) T . Notice that, in contrast to the DWT, there are T MODWT coefficients per scale. The MODWT may be interpreted as applying the rescaled wavelet filters of the DWT to X but not decimating (downsampling) the output after filtering. If we continue to assume T to be an integer multiple of 2 J , the only difference between Wj and the T/2 j · 1 vector Wj , is the scaling factor 2 -j / 2 in H j and the odd indexed elements of W j. More information on implementing the MODWT may be found in Percival and Mofjeld (1997) and Percival and Walden (in press, Chap. 5) .
Ordinary least squares estimator of d(u)
The stochastic process obtained by filtering the locally stationary long-memory process in equation (1) with the MODWT at scale lj produces the locally stationary process w
. We are currently extending the theoretical results of Percival (1995) to the class of locally stationary long-memory models such that the scale lj MODWT coefficients (j = 1,....,J) are locally stationary with zero mean, finite time-varying SDF equal to and time-varying wavelet variance Because {hj,l} is an approximation to the ideal high-pass filter with support over the frequencies [-p 
] and the SDF is an even function, the time-varying wavelet variance for X t,T is given by v X 2 (u, lj)¡s The logarithmic transformation of v X 2 (u,lj) provides the loglinear relationship from which the unknown d(u)'s can be estimated with the ordinary least squares (OLS) estimator dˆ(u). To perform this OLS regression we require an estimator of the wavelet coefficients' time-varying variance. Unlike Jensen (1999) , who estimates the wavelet variance using every available wavelet coefficient in computing the sample variance, the local wavelet variance requires us to determine which wavelet coefficients are 'close to' the point t in time, and use only these in computing the sample wavelet variance.
Estimating the local wavelet variance
In order to define the concept of local wavelet variance, we must introduce the notion of width for the scaling filter {g j,l }. Recall that the number of non-zero Daubechies wavelet filter coefficients is given by L j "(2 j -1)(L -1)+ 1, where L is the length of the unit scale filter. However, this is not a very good measure of the effective width of the filter because coefficients around l = 0 and l = L j -1 are very close to zero and thus do not significantly contribute to the calculation of the wavelet coefficient (Percival and Walden, in press, Ch. 4.6 ). An alternative measure is the 'autocorrelation' width of a sequence (Percival and Walden, 1993, Ch. 3.6 ). All scaling filters in the Daubechies family of wavelets satisfy width a {g j,l } = 2 j = 2l j . This agrees with the statement that the level J scaling coefficients are associated with averages of scale 2l J . Note, the wavelet filter {h j,l } can be thought of as the difference between two generalised averages, each half the autocorrelation width of 2 j , and hence associated with changes of scale l j .
When looking at the coefficients from a wavelet filter {h j,l }, the autocorrelation width appears to be too conservative, i.e., not enough wavelet coefficients are taken into account. This is in contrast to the length L j of the wavelet filter that includes too many coefficients. After visual inspection of a wavelet filter at various scales, one notices that there is a 'central portion' of the filter coefficients K j , where indeed the coefficients are noticeably different from zero, and the sides that exhibit coefficients close to zero. Figure 1 shows four Daubechies wavelet filters (j = 6) and Fig. 1. Examples of the 'central portion' of the support for the Haar, D(4), D(8) and LA(8) wavelet filters (j = 6) , defined to be the filter coefficients between the dotted lines. Counting up the number of coefficients in each central portion we arrive at the widths K 6 provided in Table 1 .
We now establish the concept of local wavelet variance that depends on the effective width of the wavelet filter. Given L > 2d(u), we can form an unbiased estimator of the scale l j local wavelet variance based upon the MODWT using where K j is the width and t j is the offset of the wavelet filter. By restricting the summation to the width K j of the scale l j wavelet filter, we include only those wavelet coefficients where the observation X t,T made a significant contribution.
Substituting equation (16) into equation (14) at each point in time u, yields 1nṽ 2 x(u,lj ) which is then regressed against a constant and 1n2 j to produce the wavelet estimator of the local fractional difference parameter dˆ(u).
SIMULATIONS
We first investigate the ability of our local fractional differencing parameter estimator dˆ(u) to capture d for a globally stationary long-memory process. The exact Fourier domain technique (Davies and Harte, 1987; Beran, 1994, Sec. 11. 3) was used to simulate portions of globally stationary ARFIMA timeseries models. Quantiles from 500 simulations (not shown), each of length T = 1024, and a variety of wavelet filters were computed. To summarise our results, we provide the empirical bias of the estimated local fractional differencing parameter and its empirical mean-squared error (MSE) where dˆm(u) is the estimate of d(u) from the m th-sample of the M = 500 total samples.
In the case of a globally stationary long-memory process, the known parameter in equations (17) and (18) may be replaced by d. The median of d(u) , for each value of d, accurately estimates the true value of the fractional differencing parameter, although there appears to be a small negative bias near the boundaries (Figure 2) . When compared with a global wavelet estimator based on least squares regression of the global wavelet variance (Jensen, 1999) , dˆ(u) exhibits a slight increase in its MSE (Figure 3 ). This follows from the fact that a smaller portion of information was used to construct the estimator.
Next, we investigate a sudden shift in the long memory parameter of an ARFIMA process, thus creating a simple example of a locally stationary long-memory process. The specific simulation procedure is outlined in Whitcher (1998) . On either side of the change, the estimated fractional differencing parameter performs well, with a slight bias and increase in MSE at the boundaries (Figures 4 and 5) . The estimate dˆ(u) exhibits an asymmetric behaviour at the change point, with a large positive bias in the direction of a low to high change in the true value of the fractional differencing parameter. This is related to the interaction between how the wavelet coefficients are computed (filtering) and the support of the wavelet filter. A second set of simulations was performed with the direction of change reversed (high to low versus low to high) with results being the mirror image of what was previously described. their central portions K 6 between the two dotted lines. We see that the width, shape and location of the central portion are very specific to the wavelet filter. If we simply count up the number coefficients in this central portion we arrive at the widths given in Table 1 . We use the notation D(L) to denote the Daubechies family of extremal phase wavelets with L non-zero coefficients and LA(L) to denote the Daubechies family of least asymmetric wavelets with L non-zero coefficients.
The widths in Table 1 for wavelet filters of length L > 2 do not follow the autocorrelation width (equivalent to the Haar wavelet filter), nor do they follow the length of the wavelet filter (shown in parentheses for each wavelet filter). When used in estimating the local fractional differencing parameter, a window based on the length of the wavelet filter will be too wide and cause a loss of resolution in parameter estimation. On the other hand, a window based on the autocorrelation width will be too narrow and suffer from an increase in variance of the estimator. The use of K j in defining local variability is a compromise between these two rather extreme choices.
Knowing the width K j is not enough to calculate the local wavelet variance since it sits in the middle of the wavelet filter coefficients. So we introduce an offset t j for each wavelet filter L > 2 that indicates where the width K j begins (see Table 2 ). The Haar wavelet filter requires no offset since its length is equal to its width for all scales. The MODWT, using the reflection boundary rule and a variety of wavelet filters, was used to construct estimates of the local wavelet variance. Percival and Guttorp (1994) analysed a series of vertical ocean shear measurements. These measurements were obtained by dropping a probe into the ocean that records the water velocity every 0.1 m as it descends. Hence, the time index is really depth (in metres). The measurements used here (in s -1 ) are obtained by taking a first difference of the velocity readings over 10 m intervals and applying a low-pass filter to the difference readings. Figure 5a shows all 6875 observations available for analysis. We see two sections of greater variability, one around 450 m and the other around 1000 m, with a fairly stationary section in between. Percival and Guttorp (1994) commented on this fact and only looked at 4096 observations ranging from 489.5 m to 899.0 m in their paper.
VERTICAL OCEAN SHEAR MEASUREMENTS
Using a discrete version of Whittle's estimator (Beran, 1994, Chap. 6 ) to compute the global differencing parameter d for the entire series and the 'stationary' 4096 observations, both estimates of d were found to exceed 1/2. This fact implies that the time series cannot be modelled as a stationary long memory process and agrees with the discovery that a multiresolution analysis using the Haar wavelet filter suffers from a substantial amount of leakage, thus implying d > L / 2 = 1 (Percival and Guttorp, 1994) .
One solution is to simply apply the first difference filter and analyse the resulting output (Figure 6b) . Figures 6c and 6d show the periodograms (on log-log axes) for the entire first difference series and its 'stationary' 4096 observations. When the firstdifference series is analysed the estimates of d are 0.30 and 0.31, respectively, for the series and 'stationary' 4096 observations. Approximate 95% confidence intervals are [0.30,0.33] and [0.28,0.33] , respectively. Figure 7 shows the local long memory parameter for the first difference of vertical ocean shear measurements using two different procedures. Our estimated local fractional differencing parameter dˆ(u) is shown in Figure 7a . The estimates within the dotted lines are relatively stable, except for a slight dip in the value of dˆ(u) just after 800 m. Significant level-shifts are observed at the beginning and end of the series. A previous analysis of these data by Whitcher et al. (submitted) increased variability at a variety of larger scales are present the parameter dˆ(u) decreases in value.
The second series of estimates (Figure 7b ) are the discrete Whittle estimators applied to length 256 blocks of observations. Beran (1994, Ch. 10. 3) utilised a similar method when analysing the Nile River annual minimum water levels. While these estimates agree with ours for certain portions of the time series, where the fractional differencing parameter is relatively constant, they disagree in the key non-stationary regions such as those around 450 m and 1000 m. The ability to estimate local behaviour by applying a partitioning scheme to a global estimating procedure is inadequate when compared with an estimator designed to capture time-varying features.
CONCLUSIONS
We have introduced an estimation procedure for the fractional differencing parameter of a particular class of locally stationary long memory processes. Instead of arbitrarily partitioning the data, we allow the support of the central portion of the wavelet filter to determine a scale-dependent window for computing the local wavelet variance. The estimator is calculated via ordinary leastsquares regression applied to the local wavelet variances. We applied our estimation procedure to a time series of vertical ocean shear measurements that may be regarded as a realisation of a locally stationary long-memory process. When compared with a discrete version of Whittle's estimator, applied to fixed partitions of the original time series, our estimator more accurately tracks sudden changes in the time-varying long-memory parameter.
