Abstract-Consider that an autonomous linear time-invariant (LTI) plant is given and that each member of a network of LTI observers accesses a portion of the output of the plant. The dissemination of information within the network is dictated by a pre-specified directed graph in which each vertex represents an observer. This paper proposes a distributed estimation scheme that is a natural generalization of consensus in which each observer computes its own state estimate of the plant using only the portion of the output vector accessible to it and the state estimates of other observers that, according to the graph, are available to it. Unlike straightforward high-order solutions in which each observer broadcasts its measurements throughout the network, the average dimension of the state of each observer in the proposed scheme does not exceed the order of the plant plus one. We determine necessary and sufficient conditions for the existence of a parameter choice for which the proposed scheme attains asymptotic omniscience of the state of the plant at all observers. The conditions reduce to certain detectability requirements that imply that if omniscience is not possible under the proposed scheme then it is not viable under any other scheme-including higher-order LTI, nonlinear, and time-varying ones-subject to the same graph.
I. INTRODUCTION

C
ONSIDER the following linear time-invariant (LTI) plant in state-space form 1 :
where x(k) ∈ R n and y(k)= (y 1 In order to simplify the notation, without loss of generality, we omit noise terms in the state-space (1) . See Section III-A1 for more discussions. We consider the problem of designing a group of m observers so that each can asymptotically resolve the entire state x. Information exchange among observers is constrained by a pre-selected directed graph G = (V, E) with V = {1, . . . , m}, where each vertex in V represents an observer and the edges in E ⊆ V × V determine the viability and direction of information transfer. We refer to a given G as the communication graph and we denote a group of m observers equipped with G, with each accessing an element of {y 1 , . . . , y m }, as a distributed observer (see Fig. 1 for an illustration).
The internal state of an observer consists of a state estimatê x i and an additional state z i that is updated based on y i , which is its portion of the output of the plant, and the state estimates of the other observers connected to it via the edges of G. We refer to z i as the augmented state of observer i, and define μ i to be the dimension of z i . We say that a distributed observer achieves omniscience asymptotically if it guarantees that
holds for all i in V. Also we say that a distributed observer satisfies the scalability condition if it holds that
a) Our main goals are: i) Given a plant (1) and a graph G, we wish to determine necessary and sufficient conditions for the existence of a LTI distributed observer that achieves omniscience asymptotically and satisfies the scalability condition. ii) Provided such a distributed observer exists, we seek to devise a method to find one.
b) The main technical challenges are: i) Each observer accesses only a portion of the output of the plant. Hence, in general, omniscience requires information exchange among observers. The exception being the trivial case in which the state of the plant can be resolved from the portion of the output available to every observer. ii) Notice that (3) rules out simple LTI schemes in which observers share their measurements throughout the network. 2 iii) The existence of an omniscienceachieving scheme that conforms with both G and (3) cannot be established by classical results.
A. Summary of the Main Contributions
In order to achieve the stated goals, this paper focuses on the following two contributions: i) We propose a parametrized class of LTI distributed observers within which information exchange conforms to a pre-specified directed communication graph G. ii) We find necessary and sufficient conditions for the existence of a parameter choice for the aforementioned class that is omniscience-achieving and satisfies the scalability constraint (3) . We also outline a method to compute such a parameter choice, provided it exists.
In Section V we provide a detailed analysis that hinges on the fact that asymptotic omniscience for the proposed class of distributed observers can be cast as the stabilization of certain LTI systems via fully decentralized output feedback. Using this analogy, in Theorem III.2 we show that an omniscienceachieving parameter choice satisfying (3) exists if and only if the state of the plant (1) is detectable from the combined output portions associated with each source component 3 of G. We also ascertain that if such a detectability condition holds then there exists an omniscience-achieving solution for which the resulting aggregate dimension of all augmented states satisfies
where m s is the number of source components. 4 It follows from our analysis that if there is no omniscience-achieving solution in the proposed class satisfying (3), then omniscience cannot be attained by any other scheme-including higher-order LTI, nonlinear, and time-varying ones-subject to the same graph. 5 
B. Paper Organization
In Section II, we define the parametrized class of distributed observers used throughout the paper, and we provide a comparative and succinct survey of existing work. Section III describes necessary and sufficient conditions for the existence of an omniscience-achieving parameter choice satisfying (3) . A method to find one, provided it exists, is outlined in Appendix A2. An application to the synchronization of coupled multi-agent systems is discussed in Section IV. The detailed proof of the main result is provided in Section V. Section VI ends the paper with conclusions.
2 See Section III-A4 for more details. 3 The definition of the source component is given in Definition III.1. 4 The number of source components of G ranges from 1 to m. 5 See Section III-A2 for detailed discussions.
II. PROBLEM FORMULATION
A. Notation
• m-the number of observers that form the distributed observer.
• G = (V, E)-a graph formed by a vertex set V and an edge set E ⊆ V × V.
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• ⊗-the Kronecker product.
• I p -the p-dimensional identity matrix.
• 1 p -the p-dimensional vector with all entries equal to one.
• diag(K 1 , . . . , K p )-a block diagonal matrix whose diagonal block elements are K 1 , . . . , K p . • (w ij ) i,j∈V -given a set V = {1, . . . , |V|}, W = (w ij ) i,j∈V is a matrix in R |V|×|V| whose i, jth entry is w ij .
• B J , C J -for a set J = {j 1 , . . . , j p } ⊆ {1, . . . , m} and matrices B and C formed by concatenating conformal
T , respectively, we define
B. Problem Description
We consider that a LTI plant (1) and a directed communication graph G are given. Without loss of generality, we consider that the dynamic matrix A is nondegenerate (see Appendix B) and that the output matrices {C i } m i=1 are all nonzero. Each vertex i in V is associated with an observer that accesses y i (k) = C i x(k). We adopt the convention that E includes an edge (j, i) if information can be transmitted from observer j to observer i. The neighborhood of observer i, denoted as N i , is a subset of V that contains i and all other vertices with an outgoing edge towards i. Essentially, elements of N i represent the observers that can transmit information to observer i.
In this paper, we adopt the following parametrized class of distributed observers inspired by [1] , where for each i in V, observer i updates its internal state according to the following state-space equation:
where
μ i ×μ i are the design parameters and μ i is the dimension of the augmented state z i . 7 We refer to {K i , P i , Q i , S i } i∈V as gain matrices and W = (w ij ) i,j∈V as a weight matrix that must satisfy j∈N i w ij = 1 for all i in V. The update scheme (5) complies with G because the estimatex i of observer i only depends on y i and the estimates {x j } j∈N i of the observers in its neighborhood N i .
The following definition of an omniscience-achieving parameter choice will be used throughout the paper.
Definition II.1 (Omniscience-Achieving Parameter
Choice): Consider a LTI plant (1) with state x and a distributed observer whose state estimates {x i } i∈V are computed according to (5) . We refer to a parameter choice W = (w ij ) i,j∈V and {K i , P i , Q i , S i } i∈V for (5) as omniscience-achieving if the resulting distributed observer achieves omniscience asymptotically, i.e., lim k→∞ x i (k) − x(k) = 0 holds for all i in V.
The following is the main problem addressed in this paper.
Problem II.2: Given a LTI plant (1) and a graph G, determine necessary and sufficient conditions for the existence of an omniscience-achieving parameter choice for (5) that satisfies the scalability constraint (3).
C. Comparative Survey of Related Work
The work in [2] and [3] introduced a computationally tractable distributed state estimation scheme for linear plants. The proposed method, so called Distributed Kalman Filtering (DKF), 8 alternates between an estimation (Kalman filtering) step and a data-fusion step that can be viewed as consensus [5] .
Results on the performance and stability of the DKF are presented in [6] - [9] . In particular, the authors of [6] showed non-convexity of performance optimization for a simple system model, e.g., a first-order LTI plant. In [8] and [9] , stability properties of the DKF are studied when multiple data-fusion steps are allowed between two consecutive estimation steps.
Subsequent work [10] - [17] investigates similar estimation schemes which have the structure of an estimation-data fusion alternation as in [2] and [3] . In [12] , the authors performed a stability analysis in terms of the plant model and underlying communication graph to obtain gain parameters for the estimation step; and in [16] , these parameters are obtained via optimization of a quadratic estimation cost. In addition, weighted averaging [10] , diffusion strategies [11] , gossip algorithms [13] , and internal model average consensus [14] are adopted to determine parameters for the data-fusion step.
Other notable approaches to distributed estimation are proposed in [18] - [22] . The authors of [18] introduced a design method for the DKF which is based on spatial decomposition of the plant and a distributed algorithm for matrix computation. In [19] , a distributed estimation algorithm is proposed for plants that consist of overlapping subsystems. In addition, a moving horizon estimation scheme was used in [20] , and a H 2 /H ∞ optimization framework was adopted in [21] and [22] for distributed state estimation.
Moreover, in [23] and [24] , the authors establish necessary conditions for omniscience in distributed state estimation. These conditions specify observability/detectability requirements in terms of the plant model and underlying communication graph.
To achieve asymptotic omniscience, some of the existing schemes require i) strong observability conditions [7] , [11] , 8 An extensive review of the DKF schemes is found in [4] . [19] , ii) multiple data-fusion steps between two consecutive estimation steps [8] , [9] , which imposes a two-time-scale structure, or iii) imposition of algebraic constraints on the underlying graph [12] , [14] , [17] , which are stronger than what is considered in this paper.
In contrast to previous work, we propose a class of distributed observers that operate on a single time-scale, and we find necessary and sufficient conditions for the existence of an omniscience-achieving distributed observer in this class that satisfies the scalability condition. It will follow from our analysis that if asymptotic omniscience cannot be achieved under the proposed scheme then it is not possible under any other scheme-including higher-order LTI, nonlinear, and time-varying ones-subject to the same communication graph.
Comparison With Prior Publications by the Authors: The use of augmented states as in (5) was proposed in [1] , where we also provided sufficient conditions for the existence of an omniscience-achieving parameter choice. In [25] , we developed necessary and sufficient conditions for the existence of an omniscience-achieving parameter choice for the case where W is a pre-selected symmetric matrix. This paper extends and unifies our prior results in the following way: We consider directed communication graphs, which allow asymmetric W, and we investigate necessary and sufficient conditions for the existence of an omniscience-achieving parameter choice for (5) that satisfies the scalability constraint (3).
III. MAIN RESULT
In this section, we present our solution to Problem II.2, and an example that illustrates it. We start by defining the source component of a graph.
Definition III.1: Given a directed graph G = (V, E), we refer to a strongly connected component (V C , E C ) of G as a source component if there is no edge from V \ V C to V C . Also we define a set V R of source component representatives as a subset of V that contains exactly one element (representative) from each source component of G.
We adopt the convention that if the graph G is strongly connected then G itself is a (unique) source component. A choice of the set V R is in general not unique. The following is our main theorem. detectable. In particular, if such a detectability condition holds then there is a parameter choice for which μ i is given by
for all i in V.
A proof of Theorem III.2 is given in Section V. When the conditions of the theorem are verified, the method outlined in Appendix A2 can be used to compute omniscience-achieving parameters for which (6) is satisfied. Notice that because i∈V R ν i ≤ m holds, we can conclude that μ i given by (6) also satisfies (3). In fact, since V R has m s elements, it also follows that (4) holds.
Example III.3: Consider the communication graph G = (V, E) depicted in Fig. 2 and a LTI plant (1) with m = 7. From Definition III.1, we conclude that G 1 and G 2 are the source components of G, and we select V R = {1, 6}. From Theorem III.2, we conclude that there exists an omniscience-achieving parameter choice for which μ i is given by μ 1 = 2, μ 6 = 1, and μ i = 0 if i ∈ {1, 6} if and only if (A, C V 1 ) and (A, C V 2 ) are both detectable.
A. Additional Remarks on the Proposed Class of Distributed Observers
1) The Effect of Noise on the Estimation Performance:
Although our formulation focuses on the noiseless case, the fact that the plant and the distributed observer are LTI guarantees graceful degradation with respect to noise in the communication links and/or measurements. In particular, if the noise amplitude is bounded by β then max i∈V lim k→∞ x i (k) − x(k) may be positive, but one can find an upper bound that scales linearly with β. Also, the effect of noise can be quantified using classical frequency-domain methods.
2) The Detectability Condition of Theorem III.2: Without loss of generality, suppose that the detectability condition of Theorem III.2 does not hold for source component 1, i.e., the subsystem (A, C V 1 ) is not detectable. Since (A, C V 1 ) is not detectable, there is an unstable mode in the unobservable subspace that cannot be resolved by any scheme, including higher-order LTI, nonlinear, and time-varying ones. Information exchange cannot compensate for the lack of detectability because information does not flow into a source component.
3) The Role of the Augmented States: As will be discussed in Section V-C, asymptotic omniscience for the proposed class of distributed observers can be cast as the stabilization of certain LTI systems via fully decentralized output feedback, where each LTI system is associated with a source component of the graph G. The augmented states in (5) are directly related with the internal dynamics of such a decentralized controller, and give us additional freedom in specifying the way local state estimates and measurements are fused. The dimensions of the augmented states needed for asymptotic omniscience, given as in (6) , are related with the controllability indices of the abovementioned LTI systems. In Section V-C, we will establish (6) by showing that the controllability index of each system is equal to the order of an associated source component.
4) Complexity of the Proposed Scheme:
We assess the complexity of the proposed scheme in terms of the dimensions of the augmented states required to achieve asymptotic omniscience. For the sake of argument, we compare our method with a simple relay-based centralized scheme described as follows: Suppose that under the same configuration as in Fig. 1 , every observer would transmit its local measurement to its neighbors and, at the same time, would relay local measurements received from neighboring observers in which each transmission/relay is subject to a unit time delay. Under this setting, the fixedlag smoothing scheme [26] can be adopted at each observer to determine its update rule for state estimation.
Similar to our scheme, the internal state of each observer in the centralized scheme consists of a state estimate and an augmented state to account for the time delay in transmission/relay. However, in what regards to achieving asymptotic omniscience, this centralized scheme would require augmented states whose dimensions would be much larger than what is required by our scheme. To see this, we note that in the centralized scheme, the dimension of the augmented state of each observer i is the order of the plant multiplied by the maximum length among the respective shortest paths from the other vertices to vertex i in the graph G. In contrast, as stated in Theorem III.2, in our scheme only one observer per source component needs an augmented state, whose dimension equals the order of the source component minus one. As a case in point, suppose that G is a directed ring, and let n and m be the orders of the plant and graph G, respectively. Then, for the centralized scheme, the aggregate dimension of all augmented states could be as large as n · m · (m − 1); whereas, for our scheme it is no larger than m − 1.
IV. APPLICATION TO THE SYNCHRONIZATION OF COUPLED MULTI-AGENT SYSTEMS
Given a graph G = (V, E) with V = {1, . . . , m} and a set V I = {1, . . . , m a }, consider a LTI multi-agent system whose state-space representation is given as follows:
For each i in V I , χ (i) (k) takes a value in R n and represents the state of agent i. For each i in V, y i (k) and u i (k) take values in R r i and R p i , and represent the output and control input of the system (7) associated with vertex i of G, respectively.
For each i, j in V I , the matrix F ij in (7a) quantifies the coupling between the state χ (i) of agent i and the state χ (j) of We remark that if all the agents are synchronized at time k 0 , 9 i.e., χ
, then they remain synchronized and the state χ
The goal is to design a set of controllers for which the agents of the system (7) are asymptotically synchronized, i.e.,
In particular, we suppose that each controller i is represented by vertex i in V and has the following state-space representation:
where ξ i is the internal state of controller i, and N i is the neighborhood of controller i defined by G, which represents the controllers that can transmit information to controller i. We refer to a set of controllers equipped with G as a distributed controller. The diagram in Fig. 3 illustrates an example of the overall system considered here. We summarize the problem as follows.
Problem IV.1: Given a graph G = (V, E) and a LTI multiagent system as in (7), we want to i) determine parameters {K (8) such that the interconnection of (7) and (8) results in asymptotic synchronization of the system (7), i.e., lim k→∞
In this case, we may assume that u i (k) = 0, ∀ i ∈ V and k ≥ k 0 , since there is no need to control synchronized agents.
ii) show that the state of each agent converges to a solution of
The literature on the problem of designing distributed controllers for synchronization of multi-agent systems is vast (see, for instance, [5] , [27] - [29] and references therein). To mention a few, the work of [30] considered synchronization of linearly coupled nonlinear agents, and the authors of [31] formulate synchronization as mixed-integer nonlinear optimization. Also, there is recent work [32] - [39] that studies synchronization problems with LTI multi-agent models. The framework in these articles assumes that the states of agents are completely decoupled, and each agent has an associated controller that accesses its full state and has full control of it.
Here, we consider a LTI multi-agent system in which i) agents are interacting according to (7a), ii) for each j in V, the jth control input u j (k) affects the state of the system according to the matrices {G ij } i∈V I , and iii) for each i in V, the ith output vector y i (k) depends on the state of the system according to the matrix H i . The formulation considered in Problem IV.1 may not be cast as one to which existing results for completely decoupled multi-agent models can be applied. More specifically, suppose that each agent has an associated controller that accesses its full state and has full control of it.
To transform the agent model (7a) into a completely decoupled one, each controller needs to access the states of the agents on which the state of its associated agent depends, and generate control to cancel the coupling. However, this may not be possible since the interaction graph G I and the graph G, whose edges determine the viability and direction of information transfer among controllers, may not be identical as exemplified in Fig. 3 .
The proposed scheme can be applied to frequency synchronization in power grids [40] - [42] , which ensures stable operation of grids and efficient power transfer in grids.
Our solution to Problem IV.1 is given as follows. Proposition IV.2: Suppose that a graph G = (V, E) is preselected, that a LTI multi-agent system is given as in (7), and that G and the matrices in (9) satisfy the following two facts. (Notice that (9) is at the bottom of the next page).
i) The pair (A , B ) is stabilizable, where A and B are defined in (9b) and (9c), respectively. ii) The graph G and the pair (A, C) satisfy the detectability condition of Theorem III.2, where A and C are defined in (9a) and (9d), respectively.
There exists a distributed controller (8) that asymptotically synchronizes the system (7), i.e., lim k→∞ χ
Furthermore, if all eigenvalues of F o lie on or inside the unit circle in C, then the state of each agent converges to a solution of (8) for which the interconnection of (7) and (8) results in the asymptotic synchronization of the system (7).
Example IV.3 (Numerical Example):
Consider a multi-agent system (7) and the graph G depicted in Fig. 3 , where the matrices in (7) are given by
0.9950
The assumptions i) and ii) of Proposition IV.2 are satisfied; hence, the existence of a distributed controller (8) that synchronizes the system (7) is guaranteed. We compute a parameter choice for (8) according to the procedure described in Appendix C1 and Appendix C2 (due to space constraints, we omit the details of this computation). The state trajectories of the resulting closed-loop system are depicted in Fig. 4 . Remark IV.4: Since our results can be applied to any interaction graph G I , the assumption ii) of Proposition IV.2 may be stronger than what would be needed for the cases in which the agents are completely decoupled (cf. Assumption 1 in [38] ). As a case in point, consider a system configuration with the same number of agents and controllers and for which the agents are all decoupled, i.e., V I = V and E I = i∈V I (i, i). In addition, assume that the input and output matrices of (7), respectively, satisfy G ij = 0 if i = j for all i in V I and j in V, and H i = e T i ⊗ H i for all i in V and for a matrix H i in R r i ×n , where e i is the ith column of the m a -dimensional identity matrix. Under this setting, the assumption ii) of Proposition IV.2 requires the graph G to be strongly connected, while Assumption 1 in [38] only requires G to have a directed spanning tree. 
V. PROOF OF THE MAIN THEOREM
In this section, we provide a proof for Theorem III.2 based on a randomized method to obtain a parameter choice for (5) as outlined in Appendix A2. The proof has two parts: It starts with Lemma V.3, Lemma V.4, and Theorem V.5 that describe important spectral properties of a parametrized class of weight matrices W. The second part, which consists of Proposition V.7, Theorem V.9, and Remark V.10, determines conditions for a parameter choice W and {K i , P i , Q i , S i } i∈V to be omniscience-achieving. The structure of the proof is outlined in the diagram of Fig. 5 . 
For notational convenience, we define the set of WLMs of G as follows: We provide a proof of Theorem V.5 based on some results from structured linear system theory in Appendix E.
B. A Brief Introduction to Stabilization via Decentralized Control
We review certain classical results in decentralized control that will be used in the proof of Theorem III.2. Of special relevance is the fundamental work of [43] - [46] that investigates the notion of fixed modes for LTI plants, and the work of 11 If l ii = 0 holds for all i in V, then we consider that (max 1≤i≤|V| l ii ) −1 = ∞. 12 An eigenvalue of a matrix is simple if both the geometric and algebraic multiplicities of the eigenvalue are equal to 1.
[47] that studies the effect of decentralized output feedback on LTI plants. To introduce these results, we consider a LTI plant represented asx
for all i in a pre-selected setV = {1, . . . , |V|}, wherex(k) ∈ Rn,ȗ i (k) ∈ Rp i , andy i (k) ∈ Rȓ i are the state, ith control input, and ith output, respectively.
Definition V.6-[43], [44]:
A given λ ∈ C is a fixed mode of (10) if it is an eigenvalue ofȂ +
The following proposition describes an algebraic rank test that characterizes the fixed modes of (10) . In the following theorem, based on Theorem 4 of [47] , we specify the effect of decentralized output feedback of the following form on a strongly connected LTI plant:
Consider a LTI plant given as in (10) and decentralized output feedback (12) . Suppose that the plant is strongly connected and has no unstable fixed modes. For almost every choice of matrices {K i } i∈V\{1} , there exists a choice of matrices K 1 , P 1 , Q 1 , S 1 for which the closed-loop system obtained from the interconnection of (10) and (12) described by (13) is stable:
(13) Remark V.10: The system (13) also can be viewed as the closed-loop system obtained by applying a (centralized) controller described by (12a) to a LTI system described by the following triple:
By adopting the result of [48] , we can find a stabilizing controller (12a) of order μ 1 equal to the controllability index of (14) minus one.
C. Additional Preliminary Results and Proof of Theorem III.2
Let m s be the number of source components of G in which we denote each source component as G l = (V l , E l ). We assume that the vertices of G are labeled so that W has the following structure:
where each l=1 , the sparsity pattern of W given above is consistent with G.
We proceed to illustrate how finding an omniscienceachieving scheme (5) can be viewed as stabilizing an LTI plant via fully decentralized output feedback. Let us assume that G is a single source component G = G 1 = (V 1 , E 1 ). For notational convenience, we suppose that the first vertex is the representative of the source component, i.e., V R = {1} (see Definition III.1). To analyze the asymptotic omniscience of the proposed estimation scheme, we derive the state-space representation for the estimation error dynamics of (5) as follows:
⊗ C i , and the vector e i is the ith column of the |V 1 |-dimensional identity matrix. Notice that (16) can be viewed as the state-space representation of the closed-loop system obtained by applying decentralized output feedback, parametrized by K 1 , P 1 , Q 1 , S 1 , {K i } i∈V 1 \{1} , to a LTI system described by the following triple:
In fact, we can write (16) as in (13) 
This idea, in conjunction with Theorem V.9, allows us to connect the stability of the estimation error dynamics (16) with strong connectivity of (17) and the absence of unstable fixed modes in (17) . 13 The sparsity pattern of a matrix W = (w ij ) i,j∈V is consistent with a
The following lemma establishes certain spectral properties of W determined by Procedure 1 in Appendix A2a. After the proof of the lemma, we also give a proof for Theorem III. Proof: Notice that for each l in {1, . . . , m s }, in Procedure 1 (Line 2-13), we have set W l = I |V l | − αL where α is chosen according to a uniform distribution defined on (0, 1), and L = (l ij ) i,j∈V l is a WLM of G l , each of its nonzero off-diagonal entries l ij is chosen according to a uniform distribution defined on (−(1/(|N i | − 1)), 0) independent of choices of other entries. By Theorem V.5, L satisfies i) of Theorem V.5 which ensures that (P1) holds with probability one.
In addition, according to Lemma V.3 and ii) of Theorem V.5, this choice of α and L ensures that W l is a stochastic matrix and has all simple eigenvalues, and W l ⊗ A satisfies the UEPP (see Definition V.2) with probability one. Since W l is stochastic, its eigenvalues lie on or inside the unit circle in C; hence, an unstable eigenvalue λ of W l ⊗ A can be written as λ = λ W l · λ A where λ W l is an eigenvalue of W l and λ A is an unstable eigenvalue of A. Therefore, invoking Lemma V.4, we conclude that (P2) holds with probability one.
Lastly, the way entries of W m s +1,m s +1 are chosen by Procedure 1 (Line 15-23) ensures that all eigenvalues of W m s +1,m s +1 are zero, and hence (P3) holds.
Proof of Theorem III.2:
The necessity follows directly from the arguments in Section III-A2, so here we focus on proving the sufficiency.
and {K i } i∈V ms +1 , {μ i } i∈V ms +1 are determined by Procedure 1 (Line 15-23) and Procedure 2 (Line 10-13) of Appendix A2, respectively. Notice that by (P3) of Lemma V.11 and due to the choice of {K i } i∈V ms +1 , {μ i } i∈V ms +1 , to prove the sufficiency of Theorem III.2, we only need to show that for each l in {1, . . . , m s }, under the detectability condition of Theorem III.2, there exists a choice of W l and {K i , P i , Q i , S i } i∈V l satisfying (6) for which the estimation error x(k) −x i (k) converges to zero for all i in V l . Here, without loss of generality, we proceed to showing that such a parameter choice exists for the first source component, i.e., l = 1.
To proceed, we first assume that the following three claims (A1)-(A3) are true 14 : Under the choice of W 1 and 14 The proofs of the claims will be given after the proof of the sufficiency of Theorem III.2.
{K i } i∈V 1 \{1} by Procedure 1 (Line 2-13) and Procedure 2 (Line 3-7), respectively, the LTI system (17) is (A1) strongly connected (see Definition V.8) and (A2) has no unstable fixed mode, and (A3) the controllability index of the LTI system described by the triple ⎛
is equal to |V 1 | with probability one. By Theorem V.9 and Remark V.10, there exist matrices K 1 , P 1 , Q 1 , S 1 with μ 1 = |V 1 | − 1 that, in conjunction with the chosen W 1 and {K i } i∈V 1 \{1} , ensure that the estimation error dynamics (16) is stable, where these matrices can be determined by Procedure 2 (Line 8). Hence, we conclude that the detectability condition is sufficient for the existence of an omniscience-achieving parameter choice, and for the parameter choice determined by Procedure 1 and Procedure 2 to be omniscience-achieving with probability one. It remains to verify that the claims (A1)-(A3) are true.
Proof of (A1): Suppose that the transfer function matrix
is zero for some i, j in V 1 , or equivalently C i (W 1 ⊗ A) k B j = 0 holds for all nonnegative integer k. This yields that
where we use the fact that B j = e j ⊗ I n and C i = e T i ⊗ C i . Since G 1 is strongly connected, due to the choice of W 1 by Procedure 1 (Line 2-13), we can see that e T i W k 0 1 e j = 0 for a positive integer k 0 , and hence C i A k 0 = 0 holds. However, this contradicts the fact that A is nondegenerate and C i is nonzero (see Section II-B). Therefore, the transfer function matrix (19) is nonzero for all i, j in V 1 which, by definition, implies that the system (17) is strongly connected with probability one.
Proof of (A2): Let us define B = (B 1 · · · B |V 1 | ) and
According to Proposition V.7, we need to show that the following inequality holds for every unstable eigenvalue λ of W 1 ⊗ A:
where J is an arbitrary subset of V 1 , and
Suppose that J is not empty then by (P1), (P2) of Lemma V.11 and by the definition of B, it holds that
Otherwise, since J c = V 1 , by (P1), (P2) of Lemma V.11, by the definition of C, and by the detectability of the subsystem
Therefore, from (22) and (23), we can observe that the inequality (21) holds for every unstable eigenvalue λ of W 1 ⊗ A, and by Proposition V.7 the system (17) has no unstable fixed mode with probability one.
Proof of (A3):
To verify this, we consider a matrix given as follows:
Note that (24) can be rewritten as
where we use the fact that B 1 = e 1 ⊗ I n . By the nondegeneracy of A, the rank of the matrix (24) equals rank(e 1 W 1 e 1 · · · W |V 1 |−1 1 e 1 ) · n, and by (P1) of Lemma V.11, we can see that the matrix (24) has rank |V 1 | · n with probability one. Hence, the following matrix has generic rank |V 1 | · n, i.e., for almost every choice of {K i } i∈V 1 \{1} , the matrix has rank |V 1 | · n:
Therefore, due to the choice of {K i } i∈V 1 \{1} by Procedure 2 (Line 3-7), the controllability index of (18) is equal to |V 1 | with probability one.
VI. CONCLUSION
We described a parametrized class of LTI distributed observers for state estimation of a LTI plant, where the information exchange among the members of a distributed observer is constrained by a pre-selected communication graph. We developed necessary and sufficient conditions for the existence of a parameter choice for a distributed observer that ensures asymptotic omniscience and satisfies the scalability condition. These conditions can be described by the detectability of the subsystems of the plant that are associated with the source components of the graph.
APPENDIX
A. Computational Considerations
We proceed to outlining how to find the source components of a directed graph and how to compute an omniscienceachieving parameter choice for (5) that satisfies (6) , provided that the conditions of Theorem III.2 hold.
1) Finding Source Components: In [49, Ch. 22.5], the Strongly-Connected Components (SCC) algorithm is described for finding all strongly connected components of a directed graph. For each strongly connected component given by the SCC algorithm, we can check whether there are no incoming edges from outside of it, in which case it is a source component. Since both the SCC algorithm and subsequent checks have linear-time complexity, the overall procedure for finding source components has linear time-complexity.
2) Computing an Omniscience-Achieving Parameter
Choice : We proceed to describing randomized procedures to compute a parameter choice for (5) . Under the detectability condition of Theorem III.2, it follows from our analysis in Section V-C that the parameter choice obtained from the following randomized procedures is omniscience-achieving and satisfies (6) In order to obtain G , we perform multiple rounds of the depth-first search on G where each round of the search starts from a (unvisited) vertex in V m s +1 that is a neighbor of a source component. We continue this search until every vertex in V m s +1 is visited exactly once. The overall search operation gives a disjoint collection of directed trees. Next, we eliminate certain edges of G to obtain a new graph G such that G is same as G except that the subgraph of G induced by V m s +1 is the union of the trees obtained from the aforementioned search operation. By our construction of G , it can be verified that {G l } m s l=1 are the source components of G , and the subgraph of G induced by V m s +1 has no cycle.
For each i in V, let N i be the neighborhood of vertex i defined by G . We choose the submatrices of W in (15) as described by Procedure 1. Here, we denote by q ∼ U (a, b) a randomization in which q is the realization of a random variable uniformly distributed in the interval (a, b) . We assume that the repeated randomizations presented in Procedure 1 are drawn from independent random variables.
w ij ← 0 10: end if 11:
end for 12:
w ij ← 0 21: end if 22: end for 23: end for It follows from Lemmas V.3-V.4 and Theorem V.5 that Procedure 1 will select a weight matrix W randomly from a parametrized set for which almost all parameters lead to a suitable choice, with the possible exception of a subset of measure zero. Our particular choice for the distributions governing the randomizations in Procedure 1 is not important, and any other choice that assigns null probability to a subset of measure zero would work.
In what follows, we describe a randomized method (Procedure 2) to choose gain matrices {K i , P i , Q i , S i } i∈V that, in conjunction with W obtained from Procedure 1, are omniscienceachieving with probability one, provided that the conditions of Theorem III.2 are satisfied. Given a positive real c, we denote by K ∼ U n·r ((−c, c) n·r ) a randomization leading to a matrix K in R n×r whose entries are the realizations of n · r independent random variables uniformly distributed in the interval (−c, c) .
⊗ C i , and the vector e i be the ith column of the |V l |-dimensional identity matrix. We assume that repeated randomizations are drawn from independent random variables; and we note that our particular choice for the distributions governing the randomizations is not important and any other choice that assigns null probability to a subset of measure zero would work. (15) , and (A, C) given in (1) output:
Procedure 2: Computation of {K
μ i ← 0 7: end for 8:
compute
stable, provided they exist. 9: end for
B. Nondegeneracy of the Dynamic Matrix A
Here, we justify the nondegeneracy assumption on the dynamic matrix A in (1) . Suppose that the dynamic matrix A is degenerate. Let M be the real matrix for which J = M −1 AM is a real block diagonal matrix in the following form:
where for each i in {1, . . . , p}, the submatrix J i is the ith real Jordan block. In particular, suppose that J p 0 +1 , . . . , J p are all the Jordan blocks associated with the zero eigenvalue. Notice that there exists a positive integer k 0 for which
By applying a similarity transform to the plant (1) with M , we obtain the following state-space equation:
, and (C a C b ) = CM . Since the block diagonal elements of A b are the Jordan blocks associated with the zero eigenvalue, it holds that x b (k) = 0 for all k ≥ k 0 , and from (28) we can derive the following state-space equation:
for k ≥ k 0 , where A a is a nondegenerate matrix. For this reason, in what regards to achieving asymptotic omniscience, we may design a distributed observer (5) for (29) to asymptotically resolve the state x a (k), from which the state x(k) of (1) can be obtained using the relation
C. Preliminary Concepts and Proof of Proposition IV.2
Let us define
We can rewrite (7) as follows:
for each i in V, where
In (31), the matrices (7), and A and B i are defined in (9b) and (9c), respectively.
To achieve asymptotic synchronization of the system (7), we need to find a distributed controller (8) for which the partial state x (k) of (30) converges to zero as k → ∞. To find such distributed controller, we adopt the following procedure (also see Fig. 6 for an illustration): 1) Using the method described in Section III, we first design a distributed observer (5) for the multi-agent system (30) subject to the pre-selected graph G. 2) Then, using results on the synthesis of decentralized control systems, we find fully decentralized controllers for the multi-agent/distributed observer system obtained in 1). 3) Finally, we recover a distributed controller from the distributed observer and the fully decentralized controllers obtained in 1) and 2), respectively.
Based on the aforementioned design procedure, we note that the resulting distributed controller has the state-space representation given in (32) , shown at the bottom of the next page, which holds for each i in V, wherex i (k) = (0 I (m a −1)·n )x i (k), and A and C i are defined in (31) . It can be verified that (32) is a special case of (8) . Hence, it remains to consider a parameter choice for (32) such that the resulting distributed controller synchronizes the system (7) . In what follows, we describe particular choices of W = (w ij ) i,j∈V , (32) in Appendix C1 and Appendix C2, respectively. A proof of Proposition IV.2 is then followed.
We design a distributed observer (5) for the system (30) subject to the given graph G. The estimation error x i = x −x i of (5) evolves according to the following state-space equation:
In (35) , the vector e i is the ith column of the m-dimensional identity matrix.
By writing (30) and (34) altogether and by omitting the subvector χ (1) of the state x in (30), we can derive (33) , shown at the bottom of the page, 16 which holds for each i in V, (0 I (m a −1)·n ) 0) , the vector e i is the ith column of the m-dimensional identity matrix, and A, A , B i , B i , and C i are defined in (31) and (35), respectively. In (33b), it holds thatx i (k) = (0 I (m a −1)·n )x i (k). Essentially, the state-space equation (33) If there is no input, i.e., u i = 0 for all i in V and the matrix given by
is stable, then we can see that the outputx i (k) converges to
The following lemma establishes the stabilizability and detectability of the system (33) .
Lemma C.1: Let a graph G = (V, E) and a LTI system (30) be given. Suppose that the assumptions i) and ii) of Proposition IV.2 hold. We can find W, K, P, Q, S for which the resulting system (33) is both stabilizable and detectable for all i in V.
Proof: Notice that because of ii) of Proposition IV.2, by Theorem III.2 and the procedures in Appendix A2, we can find W, K, P, Q, S for which the matrix (36) is stable. Under this choice of W, K, P, Q, S, we show the stabilizability and detectability of the resulting system (33) . The stabilizability directly follows from i) of Proposition IV.2. The detectability can be verified by the fact that if u i = 0 for all i in V, then it holds that lim k→∞ x i (k) − x (k) = 0 for all i in V and lim k→∞
Consider a set of fully decentralized controllers whose state-space representation 16 This is valid since (33) does not depend on χ (1) .
Without loss of generality, suppose that (1) and a partition
. . .
Since x (k), w(k), andx (k) converge to zero exponentially as k → ∞, it holds that lim k→∞ χ (1) S (k) = 0. Now, we consider the unstable dynamics of (38) , which can be represented by the following state-space equation:
Since eigenvalues of F o,U lie on or outside the unit circle in C, we can verify that a solution to (39) satisfies
where the right-hand side of (40) converges exponentially as
be the limit point of (40) .
To complete the proof, let us consider the following statespace equation:
for any vector χ o,S of a proper dimension. Recall that F o,U has the unit spectral radius by the assumption of the second statement. Due to the exponential convergence of (40), we can see that
This proves the proposition.
D. Proofs of Lemmas V.3 and V.4
Proof of Lemma V.3: Since the matrix L is a WLM of the graph G and the positive real number α satisfies α ≤ (max 1≤i≤|V| l ii ) −1 , for every α in (0, α ), the matrix W is stochastic. Hence, it remains to show that for almost every α in (0, α ), W ⊗ A satisfies the UEPP.
Let {υ 1 , . . . , υ s } and {λ 1 , . . . , λ t } be the sets of distinct eigenvalues of A and L, respectively. Under the choice W = I |V| − αL, we can observe that if W ⊗ A does not satisfy the UEPP, then its nonzero eigenvalue can be expressed as a product (1 − αλ)υ = (1 − αλ )υ for distinct λ, λ in {λ 1 , . . . , λ t } and for distinct υ, υ in {υ 1 , . . . , υ s }. Since the sets of distinct eigenvalues of A and L are both finite, we conclude that the set of the values of α for which the UEPP does not hold is finite. Hence, for almost every α in (0, α ), W ⊗ A satisfies the UEPP.
Proof of Lemma V.4: By the UEPP of W ⊗ A, for each nonzero eigenvalue λ of W ⊗ A, we can find the unique pair of eigenvalues λ W and λ A of W and A, respectively, for which λ = λ W · λ A holds. Since W has all simple eigenvalues and W ⊗ A satisfies the UEPP, we can show that there is a unique eigenvector (unique up to a scale factor), say v, associated with λ W , and the geometric multiplicities of λ and λ A are equal. 17 Hence, we can see that an eigenvector q of W ⊗ A associated with λ can be written as q = v ⊗ p where p is an eigenvector of A associated with λ A . This proves the lemma.
E. Preliminary Results and Proof of Theorem V.5
In this section, we provide a proof of Theorem V.5. The proof hinges on some results from structured linear system theory (see, for instance, [50] and [51] ). To this end, we briefly review the structural controllability and observability of structured linear systems in Appendix E1 and provide the detailed proof of Theorem V.5 in Appendix E2.
1) Structural Controllability and Observability: Consider a graph G = (V, E) with V = {1, . . . , |V|} and an associated structured linear system whose state-space representation is given as follows: , and if we allow each indeterminate entry to take any value in R, then a choice of these entries can be represented by a vector in R |E|+2 . In other words, the vectors in R |E|+2 specify all numerical realizations of (41) .
The following definition describes the structural controllability and observability of structured linear systems (41) .
Definition E.2: Let a graph G = (V, E) and an associated structured linear system as in (41) T ). We can characterize the structural controllability and observability for the system (41) in terms of its associated graph as in the following proposition.
Proposition E.3: Let a strongly connected graph G = (V, E) 19 and an associated structured linear system as in (41) T ) is structurally observable. Proof: The proof directly follows from relevant results in the structured linear system literature (see, for instance, Theorem 1 in [50] ). The detail is omitted for brevity.
2) A Key Lemma and Proof of Theorem V.5:
The following lemma is used in the proof of Theorem V.5.
Lemma E.4: Given a strongly connected graph G = (V, E) with V = {1, . . . , |V|}, for any fixed vertex r in V, the following are true:
i) There exists a WLM L 1 of G for which the pair (L 1 , e T r ) is observable. ii) There exists a WLM L 2 of G for which the pair (L 2 , e r ) is controllable. iii) There exists a WLM L 3 of G for which all eigenvalues of L 3 are simple. where e r is the rth column of the |V|-dimensional identity matrix.
Proof: We provide a two-part proof: In the first part, we prove i) and ii) using Proposition E.3; and then we provide a constructive proof of iii). 18 A structure matrix [A] is consistent with a graph G if the (i, j)th entry of [A] is indeterminate if (j, i) ∈ E, and the entry is zero otherwise. 19 Recall that every vertex of G has a loop.
Proof of i) and ii):
Consider a structured linear system that is associated with G as in (41) . By Proposition E.3, we can find numerical realizations (A 1 , c T r ) and (A 2 , b r ) that are, respectively, observable and controllable. In particular, we may choose A 1 and A 2 to be primitive and to have positive i, jth entry if (j, i) ∈ E.
We compute L 1 from A 1 by applying a special similarity transform used in [52] . This procedure is described as follows: By the Perron-Frobenius Theorem, we can find a right eigenvectorṽ (of A 1 ) with all positive entries, which corresponds to the Perron-Frobenius eigenvalueλ. Let M be a diagonal matrix whose diagonal elements are the entries ofṽ. Then, by applying a similarity transform to (A 1 , c By a similar argument, we can explicitly find a WLM L 2 of G for which (L 2 , e r ) is a controllable pair. This completes the first part of the proof.
Proof of iii): For a WLM L of G, we represent L as follows:
where l T i is the ith row of L. By re-scaling each row of L, we construct a WLM L 3 of G whose eigenvalues are all simple.
First of all, it is not difficult to show that for a positive real number α 1 , the following matrix has one simple eigenvalue:
where 0 is the |V|-dimensional zero vector. Suppose that for some positive real numbers α 1 , . . . , α k , the following matrix has at least k simple eigenvalues:
Recall that eigenvalues of a matrix depend continuously on entries of the matrix. Since (45) has at least k simple eigenvalues and by Theorem 3.2 of [53] , for a sufficiently small positive real number α k+1 , the following matrix has at least k + 1 simple eigenvalues:
By mathematical induction, we obtain
that is a WLM of G and has all simple eigenvalues for the selected positive real numbers α 1 , . . . , α |V| . This completes the second part of the proof. where e r is the rth column of the |V|-dimensional identity matrix, and R
