By analytical methods we construct the two-parameter Feller semigroup associated with Markov process on a line with moving membrane such that at points on both sides of the membrane it coincides with the ordinary diffusion processes given there, and its behavior after visiting the membrane is determined by one of variants of nonlocal Feller-Wentzell conjugation condition. Keywords: parabolic potential; Wentzell boundary condition; Feller semigroup; method of successive approximations. AMS MSC 2010: 60J60; 35K20.
represents Feller property of process and another one corresponds to the nonlocal Feller-Wentzell conjugation condition for one-dimensional diffusion processes), satisfies only the Hölder condition with exponent greater than 1 2 . The nonclassical parabolic conjugation problem formulated in such a manner is studied presumably for the first time. Its classical solvability is obtained in the paper by the boundary integral equations method with the use of the fundamental solutions of Kolmogorov backward equations and the associated parabolic potentials (see [9, 12, 17, 22, 27] and [3] , where the review of works devoted to the application of this method to investigation of initial-boundary value problems for parabolic equations is presented). Note that in the proof of the theorem on existence of solution of this problem the pride of place goes to justifying the possibility of applying the ordinary method of successive approximations (cf. [13, 14] ) to the system of singular Volterra integral equations of the second kind which appears here, and the results presented in this part of our investigations are the generalizations of the results obtained earlier in [18, 19] for the case of stationary membranes (see also [32] where another variant of general Feller-Wentzell boundary condition was considered). In the paper, in addition, some other properties of the constructed process are established for the first time. In particular, using the integral representation of the constructed semigroup, we succeed in finding its weak infinitesimal generator (cf. [4, 39] ). It is shown that the class of Markov processes extracted in the paper covers as a partial case the generalized diffusion in the understanding of the definition formulated in [30, 31] . Let us also pay attention to possible applications of generalized diffusion processes, as well as the very methodology of their construction developed by us. Thus, in the introductory part of the work [25] it is noted that the diffusion processes admitting the generalized drift vector arise, in particular, in modeling the physical processes, which occur in the core of a nuclear reactor and in [29] the boundary integral equations method was used in the study of one problem in high-energy astrophysics for constructing a classical solution of particular case of nonstationary kinetic equation that describes the acceleration of charged particles in the vicinity of strong shock waves.
Finally, we note that there are many works devoted to construction of diffusion processes (including multidimensional ones) with Wentzell boundary conditions using other approaches. Among them we note the works [8, 23, 34, 35, 37, 38] where there are presented the results of application of analytical approach to description of mentioned class of homogeneous Markov processes based on methods of semigroup theory and functional analysis in relation to the elliptic boundary value problems, and the works [1, 6, 7, 11, 20, 21, 26, 33, 36, 40] which partially reflect the development of methods of stochastic analysis for the construction of such type of processes (see also the references given there). We also mention the work [24] in which the problem of pasting together one-dimensional diffusions is formulated in a slightly different (in relation to our) form and with somewhat different (in comparison with those considered in this paper) boundary conditions. Our paper is organized as follows.
In Section 1 we formulate the problem of pasting together two diffusion processes in terms of parabolic problem of conjugation and provide a review of auxiliary results about the fundamental solution of backward Kolmogorov equation and associated potentials which will be used in the subsequent sections. Section 2 is devoted to the proof of the existence and uniqueness theorems for conjugation problem formulated in Section 1.
In Section 3, using the solution of this parabolic conjugation problem, we define the two-parameter Feller semigroup which describes the desired Markov process. Here also some additional properties of the constructed process are investigated.
Statement of nonlocal parabolic conjugation problem, main assumptions and auxiliary results
Consider the strip
where δ is any positive number. Denote by G the closure of the set G.
In the strip S T we consider two uniformly parabolic operators with bounded continuous coefficients ∂ ∂s
The problem is to find a classical solution u(s, x, t) of equation
which satisfies the "initial" condition
and two conjugation conditions
where ϕ is the given function which is bounded and continuous on R, q i , i = 1, 2 are nonnegative continuous on [0, T ] functions such that
and µ(s, ·) is a nonnegative Borel measure on D s such that for any δ > 0
Here respectively. The solution of problem (2)-(5) will be also represented in the form
Under such a condition this problem is to find the pair of functions u i (s, x, t) (i = 1, 2), continuous and bounded in the closed domain S (i) t , which satisfy in the classical sense the equation (2) in the open domain S (i) t , satisfy the "initial" condition (3) for x ∈ D it , and for x = h(s) they are interrelated by two conjugation conditions (4) and (5) , where B 1 u and B 2 u may be replaced by the following expressions:
We again note that problem (2)-(5) appears, in particular, in the theory of diffusion processes when constructing the one-dimensional model of phenomenon of diffusion with membrane or, what is the same, when solving by analytical methods the so-called problem of pasting together two diffusion processes on a line. In the case under consideration the membrane is assumed to be moving and it is placed at the point x = h(s), i.e., at the point of pasting together two given diffusion processes. If we assume that the solution u(s, x, t) ≡ T st ϕ(x) of problem (2)-(5) is the two-parameter Feller semigroup associated with some inhomogeneous Markov process on a line, then the fulfillment of equation (2) for it means that this process coincides in D is with the diffusion process given there by generating operator L (i) s , i = 1, 2, and the "initial" condition (3) is in agreement with the equality T ss = I, where I is the identity operator. Next, the conjugation condition (4) reflects the Feller property of process and the equality (5) represents one of variants of general Feller-Wentzell conjugation condition (see [18, 23, 37] ) which includes only the terms corresponding to partial reflection of process at point where the membrane is placed and to the possibility of exit of process from this point by jumps. Recall that the most general Feller-Wentzell boundary condition contains two more terms: the unknown function and its derivative with respect to time variable that correspond to such properties of process on the common boundary of the domains as its termination and delay.
We need the following conditions:
I. The equation (2) is the equation of parabolic type in S T , i.e., there exist positive constants b and B such that
II. The coefficients a i (s, x) and b i (s, x), i = 1, 2, are continuous in S T and belong to the Hölder class H IV. The functions q i (s), i = 1, 2, s ∈ [0, T ] in (5) are nonnegative, continuous and satisfy the inequality (6); the measure µ(s, ·) is nonnegative, satisfies the inequality (7) and for any function f ∈ C b (R) and any number δ > 0 the integrals [31, Ch.II, §2]), i.e., the existence of the function G i (s, x, t, y), i = 1, 2 (0 ≤ s < t ≤ T ; x, y ∈ R), which for fixed t ∈ (0, T ], y ∈ R satisfies the equation (2) as function of (s, x) ∈ [0, t) × R and admits the representation
where
and the function Q i (s, x, t, y) is the solution of some singular Volterra integral equation of the second kind. Note that
where i = 1, 2, 0 ≤ s < t ≤ T, x, y, ∈ R, C and c are positive constants (in the sequel, various positive constants depending on data of the problem (2)-(5) will be denoted by symbols C or c without specifying their values); r and p are the nonnegative integers for which 2r + p ≤ 2, D r s is the partial derivative with respect to s of order r, D p x is the partial derivative with respect to x of order p. Remark 1.1 (The estimate for Z i0 ). The inequality (11) holds for any nonnegative integers r and p, when G i is replaced by Z i0 .
Note also that (see [30, Ch.II, §2], [31, Ch.II, §2])
Having the fundamental solution G i (s, x, t, y), i = 1, 2, and functions ϕ(x), x ∈ R, h(s), s ∈ [0, T ], and letting V i (s, t), i = 1, 2, 0 ≤ s < t ≤ T, be given function, consider the integrals:
In the theory of parabolic equations the functions u i0 (s, x, t) and u i1 (s, x, t) are respectively called the Poisson potential and the parabolic simple-layer potential. Note some properties of functions u i0 and u i1 , i = 1, 2. Recall that ϕ ∈ C b (R). From the properties of the fundamental solution G i , i = 1, 2, it follows that the potential u i0 (s, x, t) exists and as a function of (s, x) for fixed t ∈ (0, T ] satisfies the equation (2) 
Furthermore, the function u i0 (s, x, t), i = 1, 2, satisfies the estimate
where 0 ≤ s < t ≤ T, x ∈ R, r and p are the nonnegative integers such that 2r + p ≤ 2.
Consider the integral (17) . If we suppose that the density V i (τ, t) is continuous in τ ∈ [s, t) and admits a weak singularity with exponent ≥ − 1 2 when τ = t, then the function u i1 (s, x, t), i = 1, 2, is bounded and continuous in 0 ≤ s ≤ t ≤ T, x ∈ R and satisfies the equation (2) in the domain (s, x) ∈ [0, t)×(R\h(s)) and the "initial" condition
The important property of the function u i1 is reflected in the so-called theorem on the jump of conormal derivative of parabolic simple-layer potential (see, for instance, [2] , [ 
then for every point
The integral in the right-hand side of (22) is called the direct value of simple-layer potential. Its existence follows from the inequality
Solving the nonlocal parabolic conjugation problem by the boundary integral equations method
We find the solution u(s,
where the functions u i0 and u i1 are defined by formulas (16) and (17) respectively in which ϕ is the "initial" function in (3) and V i are the unknown functions to be determined. Suppose a priori that the unknown densities V i (s, t), i = 1, 2, are continuous in the domain 0 ≤ s < t ≤ T and admit the weak integrability with some exponent ≥ − 1 2 when s = t. Using the conjugation conditions (4), (5) , in view of (22), we obtain the following system of two Volterra integral equations for V i :
We see that the above system of equations, in addition to the Volterra integral equation of the second kind (26) contains also the Volterra integral equation of the first kind (25) . By the Holmgren transform (see [13, 14, 18, 19, 32] ) we reduce this equation to the equivalent Volterra integral equation of the second kind. For this purpose we introduce the integro-differential operator E which acts by the rule
Consider first the application of the operator E to the right-hand side of (25), i.e., to the function Φ 0 (s, t). From the properties of Poisson potential noted in Section 1 it follows that the function Φ 0 (s, t) is continuous in S t and satisfies condition
Furthermore, from the finite-increments formula and from the estimates (19) it easily follows that
In view of (28), (29) , we get the formula
and the following estimate:
Denote by I(s, t) the expression in the left-hand side of (25) . Applying the operator E to I(s, t), we get
In order to take the derivative with respect to s in the last expression, we use the representation
Interchanging the order of integration and using at the same time the finite-increments formula for the difference
and the estimates (11), (12) , we find that
Furthermore, for kernels R j (s, τ ), j = 1, 2, the inequality
holds when 0 ≤ s < τ ≤ t ≤ T. Let us prove the inequality (33) . We shall use the notations
and the following representation for R j (s, τ ), j = 1, 2 :
In order to estimate R
j (s, τ ), we use the finite-increments formula for the difference ∆ h(τ ) h(s) G j (s, h(s), τ, h(τ )), the condition V and the inequalities (11), (12) . We have
Using the representation (8), the mean value theorem for functions G i , Z i0 , Z i1 , i = 1, 2, the Hölder condition for function h and the inequalities (11), (12), we can estimate the integrands and hence the integral itself, which represents the function R (1) j (s, τ ). To do so, we split this integral into two parts integrated over (s, s+τ 2 ) and ( s+τ 2 , τ ) respectively. We use the inequalities
in the first integral and the inequalities
in the second one.
Consequently,
Combining (35) with (36) , the inequality (33) follows. From (30) and (32) it follows that the application of operator E to the both sides of (25) leads to Volterra integral equation of the second kind
Thus, system of equations (25) , (26) can be replaced by equivalent system of Volterra integral equations of the second kind (37), (26) which, after elementary transformations, can be represented as
, i = 1, 2.
Let us investigate the properties of functions Ψ i (s, t), i = 1, 2, and the singularities of kernels N ij (s, τ ), i, j = 1, 2, in the system of integral equations (38) and prove that this system can be solved by the method of successive approximations.
Consider first the right-hand sides of these equations, i.e., the functions Ψ i (s, t), i = 1, 2, which are expressed linearly by the functions Ψ(s, t) and Φ(s, t) in (26) and (30) respectively. We have already established that the function Φ(s, t) is continuous in s ∈ [0, t) and satisfies the inequality (31) . Let us prove that the same inequality holds also for the function Ψ(s, t) . Indeed, the validity of (31) for the first two terms in the expression for Ψ(s, t) is an immediate consequence of the condition V regarding the functions q i (s), i = 1, 2, and of the inequality (19) with (r = 0, p = 1). The third term in this expression is represented as a sum of two integrals (we denote them by I 1 (s, t) and I 2 (s, t)) with respect to the measure µ over D 1s and D 2s respectively. In order to estimate the integral I i (s, t), i = 1, 2, use the partition of range of integration
t)µ(s, dy).
Estimating here the first integral, we apply the mean value theorem, the inequality (19) (with r = 0, p = 1) and the inequality (7) . To estimate the second one, we use only the inequality (19) (with r = 0, p = 0) and the inequality (7) . Then
This completes the proof of the inequality (31) for Ψ(s, t).
Having established the estimates for Φ(s, t) and Ψ(s, t), by the conditions of problem regarding the properties of coefficients of equation (2) and parameters q i , i = 1, 2 in (5), we find that the functions Ψ i (s, t), i = 1, 2, are continuous in s ∈ [0, t) and that in each domain of the form 0 ≤ s < t ≤ T they admit the estimate
with some constant C 0 .
We proceed to study the kernels N ij (s, τ ), i = 1, 2, of the integral equations in (38) , which are expressed linearly by the functions K j (s, τ ) and R j (s, τ ) in (26) and (32) respectively. We have already established that the functions R j (s, τ ) have integrable singularity when τ = t and that they satisfy estimate (33) . From (23) it follows that the first term in the expression for K j (s, τ ) admits the same singularity. Thus it remains to investigate only the integrals with respect to the measure µ in formula for K j (s, τ ) which we shall denote by I j (s, τ ), j = 1, 2. Taking into account (8) and using the partition of range of integration D js into D δ js and D js \ D δ js , δ > 0, we put 
To estimate the first integral I (1) j in (40), use (11) (with r = p = 0) and the inequality (7) . We find that
where 0 ≤ s < τ ≤ t ≤ T, C(δ) is some positive constant which depends on δ.
In order to estimate the second and the third integrals in (40) , apply the mean value theorem, the inequality (7) and, respectively, the estimates (12) and (11) . We have
Combining the inequalities (41)-(43), we get for K j (s, τ ) the estimate of the form (43). This means that kernels N ij (s, τ ), i, j = 1, 2, of the system of Volterra integral equations of the second kind (38) are strongly singular since they contain the terms which for τ = s have non-integrable singularity. Despite this circumstance, let us prove that the ordinary method of successive approximations can still be applied to this system of equations.
Thus, we shall look for solutions of the system of integral equations (38) of the form of the series
We proceed to prove the convergence of series (44). For the function V (0) i (s, t) = Ψ i (s, t), i = 1, 2, we have already established the estimate (39) . In order to estimate other approximations in the series (44), we return once more to the expressions for the kernels K j (s, τ ), j = 1, 2, and use the following representation for the integral I (40):
After differentiating the integrand with respect to θ, we get
If we use the condition V and the inequality (7), we get the estimate (42) for the term I 
where N (s, τ ). As we see, all the terms in the expression for N (1) ij (s, τ ) admit the inequalities (33) or (42). Combining them, we obtain the following estimate for
which holds with some constant C 1 (δ) in every domain of the form 0 ≤ s < τ ≤ t ≤ T . Next, estimating N
ij (s, τ ) in the integral in the formula for V (k) i (s, τ ), i = 1, 2, k = 1, 2, . . . , we shall use the following inequalities for A(θ, y, h(τ ), h(s)) and d i (s), i = 1, 2:
Here B and b are the constants from the inequality in the condition I,
We now estimate V 
and the inequality (7), we find that (0 ≤ s < t ≤ T )
where Γ(σ) is the gamma function,
Furthermore note that our assumptions on measure µ in (5) allow to choose such a positive number δ that m(δ) is less than one. Fix one of these δ = δ 0 and put
In view of the last comment, one can establish the following estimate for V
where h (k)
The inequality (52) ensures the absolute and uniform convergence of series (44) when s ∈ [0, t) and gives the estimate
where 0 ≤ s < t ≤ T and C is some positive constant. Thus, the formula (44) represents the unique solution of the system of integral equations (38) , continuous in the domain 0 ≤ s < t ≤ T and for which the inequality (53) holds.
From estimates (11) (with r = p = 0) and (53) it follows that there exist simple-layer potentials u i1 (s, x, t), i = 1, 2, in (24) , and for them the condition (20) and the inequality
hold. It is obvious (see (19) ) that the same inequality is also true for the Poisson potentials u i0 (s, x, t), i = 1, 2, in (24) and thus for the function u(s, x, t) itself. Taking into account (18) and at the same time the fact that the functions u i0 (s, x, t) and u i1 (s, x, t) satisfy the equation (2) in the domain (s, x) ∈ S (i) t , i = 1, 2, we conclude that u(s, x, t) is the desired classical solution of problem (2)-(5).
Thus we have proved the following theorem:
Theorem 2.1 (Existence). Let the conditions I-IV hold. Then the nonlocal parabolic conjugation problem (2)-(5) has a classical solution, continuous in S t . Furthermore, this solution has the form of the sum of potentials (24) and for it the inequality (54) holds.
In Theorem 2.1 we establish the existence of a classical solution of problem (2)- (5) . Now let us prove the uniqueness theorem. Theorem 2.2 (Uniqueness). Let the conditions I-IV hold. Then there exists no more than one solution of conjugation problem (2)- (5) , which is continuous and bounded in S t .
Proof. Suppose that problem (2)-(5) has two solutions u (1) 
which are continuous and bounded in S t . Then the function x, t) , is the solution of homogeneous conjugation problem (2)-(5) (with ϕ ≡ 0), which is continuous and bounded in S t . Note that each of functions υ i , i = 1, 2, can be considered at the same time as the solution of the following parabolic first boundary value problem:
where g i (s, t) = υ 3−i (s, h(s), t) + B 2 υ(s, h(s), t), i = 1, 2. In view of the fact that B 2 υ = 0, we deduce that the function g i (s, t) is continuous and bounded in S (i) t , i = 1, 2. But under such conditions (see, for instance, [16] ) the first boundary value problem (55)-(57) has a unique classical solution, continuous and bounded in S (i) t , i = 1, 2, which furthermore can be determined by formula (24) with u i0 ≡ 0, i = 1, 2 (see, for instance, [3] ). Thus, υ i (s, x, t), i = 1, 2, can be uniquely represented in the form (24) , where there are no Poisson potentials and V i (s, t) are continuous functions in s ∈ [0, t) which are determined by g i (s, t). Further, in view of the considerations given in the proof of Theorem 2.1, it is easy to note that V i (s, t), i = 1, 2, at the same time is the solution of homogeneous system of integral equations (38) with Ψ i (s, t) ≡ 0, i = 1, 2. Because of uniqueness of solution of system (38) in the class of continuous functions under consideration, we have V i (s, t) ≡ 0 (i = 1, 2) and hence we get that υ i (s, x, t) ≡ 0, i = 1, 2. Therefore u (1) (s, x, t) = u (2) (s, x, t) , and the proof is complete.
Construction of Markov process
Theorem 2.1 allows us to define the two-parameter family of operators (T st ) 0≤s≤t≤T in C b (R) by using the solution u(s, x, t) of problem (2)- (5) . For 0 ≤ s < t ≤ T, x ∈ R and ϕ ∈ C b (R) we put
where T
st ϕ(x) = u i1 (s, x, t), i = 1, 2, the functions u i0 and u i1 , i = 1, 2, are determined by formulas (16) and (17) respectively, and the densities V i (s, t) ≡ V i (s, t, ϕ), i = 1, 2, which are included in simple-layer potentials u i1 represent the solution of the system of singular integral equations (38) to which the problem (2)-(5) is reduced. In addition, T tt = I where I is the identity operator and for T st ϕ(x) the estimate (54) holds in every domain of the form 0 ≤ s ≤ t ≤ T, x ∈ R.
The presence of the integral representation for the family of operators (T st ) 0≤s≤t≤T gives the opportunity to verify easily the following conditions for them:
4) The operators T st are contractive, i.e., they do not increase the norm of element.
We proceed to prove these properties. The first of them is the consequence of the Lebesque bounded convergence theorem and the relation lim
holding for the solution of the system of integral equations (38) . The second property, which means that the family of operators (T st ) is the two-parameter semigroup, follows from the assertion of Theorem 2.2 on uniqueness of solution of problem (2)- (5) . Indeed, to determine u(s, x, t) when u(t, x, t) = ϕ(x) one can do the following: solve the equation in the time interval [τ, t] and then solve it in the time interval [s, τ ] starting with u(τ, x, t) which was obtained; in other words,
We now prove that the operators T st remain a cone of nonnegative functions invariant. 
Moreover, the consequence of Theorem 1 in [15] (cf. Theorem 14 in [9, Ch.II, §4]) asserts that in first two inequalities in (59) the equal signs should be excluded. If we recall at the same time the assumption IV on parameters q i , i = 1, 2, in the conjugation condition (5), then it becomes clear that in the case of s = s 0 the fulfillment of the condition (5) is impossible. The contradiction we arrived at indicates that γ ≥ 0. This completes the proof of the lemma.
Analyzing (61) by taking into account (62), (63), we see how the parameters in Feller-Wentzell conjugation condition (5) influence the different components of the bias of the diffusing particle (i.e., drift, diffusion and random component of jump-like character) after it visits the membrane. In the special case where µ(s, D s ) ≡ 0, s ∈ [0, T ], the corresponding Markov process can be treated as the generalized diffusion process in the sense of the definition given in [30, Ch.III, §1] (see also [31, Ch.I, §2]) by its author. This means that the sample paths of this process are continuous, the diffusion coefficient equals for all x ∈ R, 0 ≤ s < T . Such a result is obviously expected. It is connected directly with the very formulation of the parabolic conjugation problem (2)-(5) we are considering (see the introductory part of this work as well as the corresponding comments in Section 1).
Thus, the conclusion of the second part of our research is the following assertion: 
