Abstract-In this paper, we compare the finite-length performance of non-binary spatially coupled low-density paritycheck (NB SC-LDPC) codes constructed from protographs to non-binary LDPC block codes (NB LDPC-BCs). A sliding window decoding architecture with a stopping rule based on a soft bit-error-rate (BER) estimate for the NB SC-LDPC codes is considered. It is demonstrated that NB SC-LDPC codes with sliding window decoding outperform NB LDPC-BCs with no increase in decoding complexity when the decoding latency of the SC-LDPC codes equals the block length of the LDPC-BCs. We also investigate the relationship between the protograph lifting factor, the decoding window size, and the decoding performance of NB SC-LDPC codes when the decoding latency is fixed. Simulation results for several (3,6)-regular NB code examples confirm that NB SC-LDPC codes can significantly outperform both binary LDPC-BCs and binary SC-LDPC codes with the same decoding latency.
I. INTRODUCTION Low-density parity-check block codes (LDPC-BCs), which were originally proposed by Gallager in 1962 [1] , have been shown to be a class of capacity-approaching codes with decoding complexity that increases only linearly with block length. In particular, well designed LDPC-BCs, combined with low complexity belief propagation (BP) decoding, achieve an error performance approaching the theoretical Shannon limit. In [2] , Davey and MacKay considered the class of non-binary (NB) LDPC-BCs defined over a finite field F q , and generalized Gallager's BP algorithm for decoding q-ary LDPC-BCs. Due to their strong decoding performance for short-to-moderate blocklengths [2] , NB LDPC-BCs have received significant attention in the literature in the last few years [3] [4] [5] [6] .
The convolutional counterpart of LDPC-BCs, called spatially coupled LDPC (SC-LDPC) codes, was proposed in [7] . It was shown in [8] that the BP decoding thresholds of SC-LDPC codes are better than those of corresponding regular and irregular LDPC-BCs. Analogous to LDPC-BCs, SC-LDPC codes are defined by sparse parity-check matrices, which allow them to be decoded using iterative message-passing algorithms, such as BP decoding. In [7] , a parallel, highspeed, pipeline-decoding architecture for SC-LDPC codes was introduced. However, since capacity approaching performance can require a large number of iterations, the latency and memory requirements of the pipeline decoder, which depend on the number of iterations, may be unacceptably high. In [9] , a sliding window decoding architecture with much reduced K. Huang is a visiting student in the Dept. of EE at the University of Notre Dame. This work was partially supported by the China Scholarship Council (CSC), the 973 Program (No. 2012CB316100), the China NSF (No. 61172082), and the U.S. NSF (No. CCF-1161754). latency and memory requirements was proposed, which is a variant of the sliding window decoder introduced in [8] for the purpose of iterative decoding threshold analysis. A construction method for NB SC-LDPC codes was then introduced in [10] , and in [11] the authors proved that the threshold saturation effect (see [12] ) experienced by binary SC-LDPC codes also occurs for NB SC-LDPC codes on the binary erasure channel. Recently, based on numerical techniques introduced in [6, 11] , the threshold performance of NB SC-LDPC codes with sliding window decoding was presented in [13] .
In contrast to the results in [13] , which concentrate on an asymptotic performance analysis of NB SC-LDPC codes, in this paper we focus on finite-length performance comparisons of NB LDPC-BCs and NB SC-LDPC codes constructed from protographs [14] over the additive white Gaussian noise (AWGN) channel. Two comparisons are considered: one when the constraint length of NB SC-LDPC codes is equal to the blocklength of NB LDPC-BCs, the "convolutional gain" comparison [15] , and the other when the decoding latency of NB SC-LDPC codes is equal to the blocklength (latency) of NB LDPC-BCs, the "equal-latency" comparison. In order to reduce decoding complexity and latency, a sliding window decoder with a stopping rule based on a soft bit-error-rate (BER) estimate is used for the NB SC-LDPC codes. Finally, we discuss how to choose the protograph lifting factor and the window size to achieve the best performance when the decoding latency of the sliding window decoder is fixed.
II. NB LDPC CODES BASED ON PROTOGRAPHS

A. NB LDPC-BCs
A block code protograph with design rate R = b/c is a small bipartite graph with c variable nodes and c−b constraint nodes, which can be used to derive the graph of design rate R = b/c block codes of various block sizes with the same degree distribution. Let For LDPC-BCs, data is typically transmitted in a sequence of independent blocks. At the decoder, an entire block must be received before BP decoding is applied. Consequently, the decoding latency for an NB LDPC-BC constructed as described above over F q , in terms of bits, is given by
(1)
B. NB SC-LDPC Codes
Analogous to LDPC-BCs, SC-LDPC codes can also be derived by the protograph expansion method. Consider a (c − b) × c base matrix B. We can use an edge-spreading technique [16] to construct from B a spatially coupled convolutional base matrix In this paper, in order to compare LDPC-BCs and SC-LDPC codes in a fair way, the freedom to select permutation matrices has been fixed in a certain way, i.e., given a block code base matrix B with c columns randomly lifted to form an NB LDPC matrix H, the non-zero elements in the first c columns of B cc are lifted with exactly the same permutation matrices and elements from F q ; these matrices are then repeated periodically for each subsequent set of c columns of B cc to form the NB SC-LDPC matrix H cc . This construction can be viewed as the unwrapping approach first presented in [7] for deriving an SC-LDPC code from an LDPC-BC.
III. SLIDING WINDOW DECODING FOR NB SC-LDPC CODES
A. Sliding Window Decoding
Although the Tanner graph of an NB SC-LDPC code has an infinite number of nodes, the distance between two variable nodes that are connected to the same check node is limited by the constraint length of the code. This restriction allows continuous decoding of the received sequence over a finitelength sliding window. In this subsection, we propose a sliding window decoding architecture for NB SC-LDPC codes, which is an extension of the sliding window decoding architecture presented in [9] for binary SC-LDPC codes.
Assuming a window size of W Mc symbols, decoding proceeds until a fixed number of iterations have been performed or some stopping criterion (see next subsection) is satisfied, after which the window shifts Mc positions and the Mc symbols shifted out of the window are decoded. The first Mc symbols in any window are called target symbols. The decoding latency of the sliding window decoder for NB SC-LDPC codes over F q , in terms of bits, is given by
(3) An example of a sliding window decoder with window size W = 4 operating on the protograph of a (3,6)-regular NB SC-LDPC code is shown in Fig. 1 . The iterative decoding algorithm in a window can be implemented with existing algorithms, such as the fast Fourier transform based QSPA (FFT-QSPA) [17] , EMS algorithms [3, 18] , and so on.
B. Stopping Rules
For LDPC-BCs, iterative decoding can be stopped after any round of iterations if the decoded sequence is a valid codeword, i.e., if and only if all of the parity-check equations are satisfied. However, this stopping rule cannot be used with sliding window decoding of SC-LDPC codes. In this subsection, we propose a stopping rule based on a soft BER estimate for sliding window decoding of NB SC-LDPC codes, which is motivated by the method in [19] .
Let P (j) t (b) for 0 ≤ j < Mc be the probability that the j-th symbol v (j) t in a window at time t is b ∈ F q , given the decoder input from the channel and the constraints of the NB SC-LDPC code. At the decoder, after each iteration of the BP algorithm at time t, we can make hard decisionsv
t (x), x ∈ F q , computed by the decoder. The probability thatv (j) t is wrong is given by e (j)
Assuming that the error probabilities e (j) t at time t are available for the target symbols within a window, the estimated soft BER P t can be calculated as 
Our proposed stopping rule is given as follows: the window shifts only when either a fixed number of iterations I max has been performed orP t is less than a preselected target BER.
IV. CONVOLUTIONAL GAIN COMPARISON In this section, we focus on the case when the constraint length of NB SC-LDPC codes is equal to the blocklength of NB LDPC-BCs, i.e., the "convolutional gain" comparison [15] . We consider binary phase-shift keying (BPSK) modulation over the AWGN channel. For NB LDPC-BCs, the FFT-QSPA with the parity-check-based stopping rule is applied with I max set to 100. For NB SC-LDPC codes, sliding window decoding is also implemented with the FFT-QSPA. I max is again set to 100, and the stopping rule proposed using (5) with a target BER of 10 −6 is used.
A. (2,4)-Regular NB LDPC Codes
In this subsection, (2,4)-regular LDPC-BCs are constructed from the 2 × 4 base matrix
while ( with different protograph lifting factors M for the (2,4)-regular NB codes over F 16 , F 32 , and F 64 are shown in Fig. 2 . For the NB SC-LDPC codes, the window size of the sliding window decoder is set at W = 12. From Fig. 2 , we see that the performance of the (2,4)-regular NB LDPC-BCs and NB SC-LDPC codes improves as the protograph lifting factor M increases. We also see that (2,4)-regular NB SC-LDPC codes with short constraint length (corresponding to small M ) achieve substantial convolutional gains compared to the underlying LDPC-BCs, where the convolutional gains diminish as the protograph lifting factor M increases. For example, the convolutional gain of the SC-LDPC codes over F 32 when M = 24 is about 0.8 dB, but it decreases to 0.3 dB when M = 384. These results are consistent with the threshold performance analysis presented in [13] , where the thresholds of (2,4)-regular SC-LDPC codes with these field sizes are shown to be only slightly better than those of (2,4)-regular LDPC-BCs.
It is observed in [13] that, compared to (2,4)-regular NB SC-LDPC codes, (3,6)-regular NB SC-LDPC codes provide capacity-approaching performance using window decoding when both the finite field size q and the window size W are relatively small. Since small q is desirable for reduced complexity and small W is desirable for reduced latency, we focus on (3,6)-regular NB LDPC codes in the rest of the paper.
B. (3,6)-Regular NB LDPC Codes
In this subsection, (3,6)-regular LDPC-BCs are constructed from the 2 × 4 base matrix
while ( with different protograph lifting factors M for the (3,6)-regular NB codes over F 4 , F 8 , and F 16 are shown in Fig. 3 . Again, for the NB SC-LDPC codes, the window size of the sliding window decoding is set at W = 12. From Fig. 3 , we again see that the performance of the (3,6)-regular NB LDPC-BCs and NB SC-LDPC codes improves as the protograph lifting factor M increases. We also observe that (3,6)-regular NB SC-LDPC codes achieve substantial convolutional gains compared to the underlying LDPC-BCs over the entire range of constraint lengths, with the amount of gain declining gradually as the protograph lifting factor M increases. For example, the convolutional gain of the codes over F 8 , when M = 48, is about 1.3 dB, while it decreases to 0.8 dB for M = 320. From Fig. 2 and Fig. 3 , we see that the convolutional gains of the (3,6)-regular SC-LDPC codes are larger than those of the (2,4)-regular SC-LDPC codes. This is again consistent with the threshold performance analysis presented in [13] , where the thresholds of (3,6)-regular SC-LDPC codes are shown to be substantially better than those of (3,6)-regular LDPC-BCs.
V. EQUAL-LATENCY COMPARISON
In this section, we focus on the case when the decoding latency of NB SC-LDPC codes is equal to the blocklength (latency) of NB LDPC-BCs, the "equal-latency" comparison. For the (3,6)-regular NB SC-LDPC codes used in our simulations, the decoding latency of the sliding window decoder is given by T SC = 2W M SC m, whereas the (3,6)-regular NB LDPCBCs have decoding latency T BC = 4M BC m, where we now distinguish between the lifting factors M SC of the SC-LDPC codes and M BC of the LDPC-BCs.
In Fig. 4 , the values of the protograph lifting factors M SC and M BC are chosen such that the decoding latency of the LDPC-BCs and SC-LDPC codes over F 8 are the same. Even in this case, the performance of the SC-LDPC codes is still better than that of the LDPC-BCs. From Fig. 4 , we also see that the SC-LDPC code with window size W = 6 and a larger lifting factor M SC outperforms window size W = 12 with a smaller M SC for the same decoding latency. In other words, selecting a smaller W , which is typically detrimental to decoder performance, is compensated for by allowing a larger M SC , which improves code performance. For example, for BER = 10 −5 , the SC-LDPC code with M SC = 64 and window size W = 12 gains 0.3 dB compared to the equal latency LDPC-BC with M BC = 384, while the gain increases to 0.4 dB by using window size W = 6 with M SC = 128. Similar behavior for binary SC-LDPC codes was reported in [19] .
The E b /N 0 required to achieve a BER of 10 −5 for equal latency (3,6)-regular NB LDPC-BCs and SC-LDPC codes over F 8 as a function of decoding latency is shown in Fig. 5 , where we observe that the performance of the SC-LDPC codes (with fixed protograph lifting factor M SC ) improves as the window size W (and latency) increases, but it does not improve significantly beyond a certain window size (roughly W = 10). Also, beyond a certain latency, using a larger protograph lifting factor M SC with a smaller window size W will give better performance. For example, when the decoding latency is 2304 bits, the performance of the 8-ary SC-LDPC code with M SC = 64 and W = 6 is better than that of the SC-LDPC code with M SC = 32 and W = 12, and when the decoding latency is 4608 bits, the performance with M SC = 128 and W = 6 is better than with M SC = 64 and W = 12. Furthermore, we observe that the LDPC-BCs perform worse than the SC-LDPC codes in all cases except for very small decoding latencies, i.e., when either M SC and/or W are too small.
From Fig. 5 , we also see that, when the decoding latency is 2304 bits, the performance of the 8-ary SC-LDPC code with M SC = 64 and W = 6 is better than that of the SC-LDPC code with M SC = 128 and W = 3, the reverse of the situation when the latency is 4608 bits. Note that increasing the window size W improves decoder performance and increasing the protograph lifting factor M SC improves code performance. In the case of the SC-LDPC code with M SC = 128 and W = 3, relative to the M SC = 64 and W = 6 case, the performance loss caused by the small window size (W =3) is not compensated for by the larger lifting factor (M SC =128). This raises the interesting issue regarding how to choose M SC and W in order to achieve the best performance when the decoding latency of the sliding window decoder is fixed. Fig. 6 shows the E b /N 0 required for the (3,6)-regular 8-ary NB SC-LDPC codes to achieve a BER of 10 −5 with different window sizes W and decoding latencies of 2304, 4608, and 5760 bits. We observe that the required E b /N 0 decreases dramatically until around W = 4 to W = 6, and then it increases gradually as the window size W increases. We therefore conclude that, for (3,6)-regular 8-ary NB SC-LDPC codes, W = 6 is a good choice to optimize performance. Similar behavior has also been observed for other field sizes. Table I shows the minimum E b /N 0 required to achieve a BER of 10 −5 for some (3,6)-regular (binary and non-binary) LDPC-BCs and SC-LDPC codes for different finite field sizes and decoding latencies of 2304, 4608, and 6912 bits. It is observed that the NB SC-LDPC codes outperform both the binary and non-binary LDPC-BCs, as well as the binary SC-LDPC codes, for fixed decoding latency. In general, unlike NB LDPC-BCs, the required E b /N 0 for NB SC-LDPC codes decreases as we increase the field size. This is consistent with results obtained for the iterative decoding thresholds in [13] , where it is shown that the thresholds of (3,6)-regular NB SC-LDPC codes approach capacity for large q. Note that for a latency of 2304 bits, the minimum E b /N 0 required to achieve a BER of 10 −5 for (3,6)-regular binary SC-LDPC codes is higher than for binary LDPC-BCs, which is due to the error floor effect of SC-LDPC codes with short constraint lengths. This effect is not observed at higher BERs or larger latencies, as can be seen for latencies of 4608 and 6912 bits, where binary SC-LDPC codes outperform binary LDPC-BCs.
VI. CONCLUSIONS
In this paper, we considered the finite-length performance of NB SC-LDPC codes and NB LDPC-BCs. We proposed a sliding window decoding algorithm with a stopping rule based on a soft BER estimate for NB SC-LDPC codes. Simulation results confirm that both (2,4)-regular and (3,6)-regular NB SC-LDPC codes achieve substantial convolutional gains compared to the underlying LDPC-BCs, where the block length of the LDPC-BCs equals the constraint length of the SC-LDPC codes. Finally, we discussed the relationship between the protograph lifting factor, the decoding window size, and the BER performance of NB SC-LDPC codes for fixed decoding latency. It was observed that (3,6)-regular NB SC-LDPC codes outperform both binary and non-binary LDPCBCs and binary SC-LDPC codes with the same decoding latency. An interesting future research topic to complement the work reported here would be to extend the finite-length analysis technique for binary SC-LDPC codes introduced in [20] to the case of NB SC-LDPC codes.
