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CHAPTER I
Introduction
Silicon photonics is a relevant technology to solve several limitations of the integrated
circuit industry. In this chapter, we review the limits of current integrated circuits and
traditional interconnects. We will discuss the associated energy costs, the effect of parasitic
resistance on performance, and the implication of the practical size limit on integrated
circuitry. Next, we will discuss how silicon-based integrated optics solves these issues.
In order to implement silicon-based integrated optics architectures, efficient waveguide
crossings are required for high-density, high-performance hardware. Finally, we review the
performance of recent waveguide crossings in the literature.
I.1 Fundamental Limits to Integrated Circuit Growth
In integrated circuitry, decreasing the feature size of on-chip devices improves cost, per-
formance, and power. Over the years, transistor size has scaled down from 10 µm with Si
bipolar manufacturing to 30 nm achieved with complementary metal oxide semiconductor
(CMOS) manufacturing technology. This trend of scaling transistor feature size has been
deemed Moore’s Law1, which states that IC device density and performance doubles every
year or every two years. To accomodate this increase in density, lithographic manufacturing
tool costs escalated from $10,000 to $35 million, contributing to the $300 billion industry
worldwide2. This has increased the cost per transistor several orders of magnitude3,4.
In addition to cost, another barrier for decreasing device feature dimension is the
minimum practical size limit2,5. With transistor gates smaller than 20 nm, current leaks
from the source happen even when the transistor is in the off stage. A gate this size de-
creases the barrier height between the drain and the source. This is known as short channel
effect (SEC) or drain-induced barrier lowereing. This phenomenon is about 1/5 to 1/3 of
the total power budget in that it requires more energy for cooling and more cooling cir-
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cuitry, which increases cost.
Parasitic resistance and capacitance between devices on a high-density integrated
circuit platform is also an issue even if the transistor size is above the minimum practi-
cal size limit6,7,8. As the distance between on-chip electronic devices decreases, the higher
contact resistance and contact-to-gate capacitance is on the order of the on-chip channel and
intrinsic resistance and capacitance9. To combat these limits for integrated circuit industry,
the computing industry has turned to integrated optics architectures. Integrated optics elim-
inates the inefficiencies of electrical resistance and capacitance found in electronic-based
integrated circuits by using photons instead of electricity. One of the major architectures in
integrated optics is silicon photonics, which will be discussed in the next section.
I.2 Motivation for Integrated Silicon Photonics
Silicon photonics is a relevant technology to solve the limitations of the integrated cir-
cuit industry for several reasons10,11,12,13,14. First, silicon photonic device manufacturing is
compatible with current well-characterized IC manufacturing technologies. This economy
of scale enables mass-market low-cost photonics and ease of implementation into current
circuitry. Second, high-quality silicon-on-insulator (SOI) wafers are readily available for
waveguide circuitry. These wafers enable ideal optical confinement due to the difference
in the refractive index of silicon (n = 3.5) and silicon dioxide (n = 1.5). With this large
difference, the waveguide mode can be decreased to 0.1 µm2 into waveguide devices the
size of hundreds of nanometers, which are completely feasible with current IC manufactur-
ing methods. These device sizes make efficient use of on-chip real estate. Third, silicon’s
properties are better suited for photonics applications compared to other materials, such as
gallium arsenide, gallium nitride and germanium. The bandgaps and refractive indicies of
four major semiconductors are shown in the table below.
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Material Properties Silicon Germanium Gallium Nitride Gallium Arsenide
Bandgap (eV) at 300 K 1.11 eV 0.66 eV 3.40 eV 1.43 eV
Bandgap (nm) at 300 K 1117.0 nm 1878.5 nm 364.6 nm 867.0 nm
Refractive Index 3.497 @ 1.2 µm 4.104 @ 2 µm 2.327 @ 1.2 µm 3.419 @ 1.4 µm
Table I.1: Comparison of Material Properties for Use in On-chip Photonics
Due to low-cost manufacturing and favorable optical properties with available SOI
substrates, a potential solution is to use optical interconnects in conjunction with electrical
CMOS architectures15,16,17. Current interconnects made of copper can handle high on-chip
data rates on the magnitude of Gb/s. However, these interconnects come at a high cost with
as data rates increase. At higher data rates, these small microscale copper-based intercon-
nects generate high heat, causing degradation. With higher heat, the cooling systems then
require more power limiting available for the computation. This increased heat also limits
the computational speed between on-chip processors. This is referred to as the communica-
tion bottleneck. To mitigate this communication bottleneck and divert power from cooling
to computation, less heat needs to be generated. In order to do that, one must not only shift
from using copper as an interconnect material but also shift from electronic interconnects
to optical interconnects. One example architecture using optical interconnects is on an SOI
platform18,19,20. With SOI optical interconnects, less heat is generated at higher data rates,
eliminating the power drain needed for cooling and the subsequent communication bottle-
neck.
Low losses are important for all optical circuitry components with high refractive in-
dex differences. There are three major losses in waveguide devices: propagation, crosstalk,
and insertion losses21,22. Typical propagation losses for silicon waveguides are between
0.1 dB/cm and 3 dB/cm. In a simple waveguide crossing, these wide-angle components
normally diffract from the intended waveguide to the unintended waveguide and the envi-
ronment, creating crosstalk and environmental loss respectively. The way to minimize all
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of these losses is to reduce scattering from the devices by reducing waveguide sidewall and
surface roughness through oxidation. This reduction depends on oxidation time, tempera-
ture, and environment. For example, in our fabrication protocol, annealing at 700oC for 2
hours in air smoothed the surface of a silicon waveguide without significant alteration from
the original profile.
I.3 Review of Waveguide Crossings
An ideal waveguide crossing exhibits high transmission ( 97%), low crosstalk (1%),
small footprint (< 100µm2), and the ability to be integrated into CMOS fabrication tech-
niques23,24. In this section, we will discuss four separate optical waveguide crossing
designs: a periodic dielectric waveguide crossing25, a silicon wire waveguide crossing
utilizing adiabatic coupling26, a crossing utilizing parabolic wave expanders27, and an
impedance matched negative refractive index material waveguide crossing28. For each
waveguide crossing, we will review the related advantages and disadvantages. In the next
section, we will highlight the advantages of our waveguide crossing over those in this sec-
tion.
In 2010, a periodic dielectric waveguide (PDWG) crossing demonstrated little crosstalk
into unintended waveguides and high transmission capability25. Unlike other crossings,
this fabrication is compatible with simultaneous construction with other waveguide de-
vices unlike other crossings. A schematic of this unique design is shown in Figure I.1. The
authors designed a periodic dielectric waveguide crossing using an array of two materials
with drastically different refractive indices is needed, which is evident in Figure I.1. The
orange represents silicon (n = 3.5) and the light blue background represents the air (n = 1)
surroundings. With these materials, he used a 90o dieletric air cylinder array crossing with
cylinders of radius r spaced a nm apart. In this case, a is the spacing between the centers of
the dielectric cylinders and r is the radius of the dielectric cylinders, shown as orange circles
in Figure I.1. In these periodic waveguides, light travels between two neighboring high-
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index cylinders. The waveguide crossing is air (low-index) to ensure low coupling with
unintentional waveguides. This type of waveguide exhibits a broad bandwidth of several
hundred nanometers while maintaining single mode propogation. To further facilitate tran-
sition from a 0.5 µm wide ridge waveguide with traditional taper into the PDWG cylinder
array, the authors rounded the incoming taper to alter the modal spot size to prevent cou-
pling losses into the crossing system. This rounded incoming taper is shown in the inset of
Figure I.1 and was shown to decrease coupling losses between the waveguide and the cross-
ing. To evaluate performance of this PDWG crossing, Fan excited the bottom waveguide
and compared its power (Pin) to the power of the top intentional output waveguide (PT ) and
the power of the left and right unintentional output waveguides (PC). These powers were
compared to the input power to evaluate transmission and crosstalk experimentally.
Figure I.1: Schematic of PDWG Crossing25
The PDWG crossing produced high transmission and low crosstalk losses experi-
mentally as shown on the left in Figure I.2. Between 1520 nm and 1600 nm, the transmis-
sion remained between -1.1 and -0.5 dB, which equates to 77.6% and 89.1%, respectively.
In this same wavelength range, the crosstalk remained around -40 dB or 0.004%. The
crosstalk and transmission is an improvement over the solid waveguide crossings results
shown on the right in Figure I.2. Between the wavelengths of 1520 nm and 1600 nm wave-
5
length, the transmission was around -1.5 dB or 70.8%. In this same wavelength range, the
crosstalk of the plain waveguide crossing was much higher at -16 dB or 2.5%.
Figure I.2: Effectiveness of PDWG Crossing Compared to Plain Waveguide Crossing25
While the performance of the PDWG crossing is high, there are several disadvan-
tages to this approach. One disadvantage is the size requirement for such a crossing. The
crossing itself is 16 µm2 which is quite small, but the taper length required to ensure low
loss has to be at least 10 µm. This increases the effective crossing area to 100 µm2 , which
is too large to be efficient for high-density photonic networks. This size disadvantage be-
comes compounded when crossing several waveguides serially. In order to cross 6 waveg-
uides with PDWG, at least 576 µm2 is needed. This is too much area for a crossing scheme
in high-density photonic networks. Another disadvantage is the performance depenence
on polarization. While transverse electric (TE) and transverse magnetic (TM) fundamental
modes would propagate through same periodic dielectric array, they have different band
structures with a given PDWG structure. This difference in band structure would mean that
the crossing would be effective over a different frequency range.
Another design exhibiting little crosstalk and loss to the environment is the silicon
wire waveguide crossing proposed and simulated by Tsarev26. This waveguide crossing
worked by vertical adiabatic interlayer coupling between a polymer waveguide and a ta-
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pered silicon waveguide with a silica barrier. Through his 3D optimization simulations,
the authors were able to demostrate 98% transmission efficiency and a crosstalk of -77 dB
on an SOI substrate. They optimized this crossing by varying the silicon taper length and
width, the distance between the silicon waveguides and crossed polymer tapers, and the
upper polymer waveguide height and width.
Figure I.3: The Si/Polymer Waveguide Crossing Designed by Tsarev Viewed From the
Bottom. Buried oxide and Si substrate are not shown.26
Although the authors observed high efficiency and low crosstalk, there are a fewma-
jor disadvantages. First, the bandwidth of the waveguide crossing did not exceed 60 nm.
At a bandwidth of this size, this crossing is effective at a few wavelengths. This limited
crossing performance restricts the wavelengths available for the entire photonic network. A
wider bandwidth of at least 80 nm would retain performance across a larger range of wave-
lengths available for computation as other groups have demonstrated29,30. Second, the op-
timized structure of 70 µm is too long for high-density photonic networks.31,32,33 Finally, a
large percentage (38%) of the total power transmitted through the crossing is not in the fun-
damental waveguide mode, but is instead lost through the higher order waveguide modes
and radiated modes. These extra modes can interfere constructively or destructively. The
various interference patterns introduce yet more variables for future further optimization
of the waveguide structures. These issues are compounded by each subsequent crossings,
affecting the performance of an entire circuit.
Another high-performing SOI multilayer waveguide crossing design was designed
by the Bogaerts group achieved 97.5% transmission and -40 dB crosstalk27. The au-
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thors were able to achieve these results by combining wider intersecting waveguides with
parabolic modal expanders along with a simple waveguide crossing. This improved the
crossing transmission by quenching the propagating mode’s wide-angle components from
a ridge waveguide into a slab waveguide mode.
In their study, the authors compared simulated four separate crossings of two waveg-
uides: a plain waveguide intersection, a waveguide crossing with one parabolic modal ex-
pander, a waveguide crossing with two parabolic modal expanders, and their waveguide
crossing with silicon wire waveguides atop two parabolic modal expanders. These four
cases are outlined in Figure I.4. For the plain waveguide intersection, the transmission was
67.6%. In the waveguide crossing with just one parabolic modal expander, even more of the
mode is diffracted out of the intended waveguide due to the longer length of the unconfined
crossing area. Only 61.6% of the waveguide mode is transmitted through the crossing. This
effect on the mode is made even more dramatic with modal expanders on both the incoming
and unintentional waveguides, decreasing the transmission to 31.9%. Bogaerts’ waveguide
crossing made of silicon wires atop two parabolic modal expanders increased transmission
to 98.6% by increasing modal confinement along the crossing while gradually decreasing
the refractive index width-wise in the waveguide leading up to the crossing.
There are several reasons for increased transmission with this compound structure.
They achieved this compound structure by combining two parabolic mode expanders and a
pair of orthogonal silicon wires, making what is known as a multimode interferometer. This
multimode inteferometer utilized wires to provide a high enough refractive index contrast,
preserving a high degree of modal confinement. The parabolic mode expanders decreased
lateral refractive indices by changing the modal wavefronts from a curve to a straight line.
This new wavefront interrupted the easily diffracted wide-angle modal components.
Although the authors were able to experimentally achieve 97.5% transmission and
-40 dB crosstalk, there is a major drawback with this approach. The fabrication of this
device is fairly complicated and would be hard to incorporate into current chip assembly.
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Figure I.4: Various Crossings with Simulated Transmission Efficiencies27
Multistep 248nm UV lithography and multiple dry etching steps shown in Figure I.5 are
more complicated to incorporate into a photonic chip assembly than single-step processes.
The first step is to deeply etch the outline and background of the waveguide crossings with
a optical photolithography and deep reactive ion etch. The second step is to fabricate the
parabolic expanders and isolate the wire waveguides with optical photolithography and
a shallow reactive ion etch. The accuracy of the alignment between the two processes
drastically affects the performance of this type crossings.
In 2010, a group led by Xiudong Sun designed waveguide crossings with perfect
impedance matched, negative refractive index metamaterials28. By controlling the per-
mittivity and permeability of the metamaterial crossing, the index of refraction can be
negative. This negative index metamaterial can be designed to decrease crosstalk into
unintended waveguides, decrease the size of the active waveguide crossing to the actual
physical crossing, and increase the transmission through intended waveguides. Waveguide
crosstalk originates at the crossing intersection from modal diffraction between the original
9
Figure I.5: Schematic of Proposed Bogaert’s Waveguide Crossing27
and unintended waveguide. While the crosstalk affecting transmission through the cross-
ing region is inevitable, it can be mitigated by the crossing angle between the waveguides
involved. As the crossing angle decreases to a particular point, the diffraction effect and
crosstalk decreased.
The most common crossing for a single mode waveguide is a local long tapered
mode expander crossing24,28. This type suppresses cross-diffraction by locally increas-
ing the effective width crossing region as discussed previously28. The mode expander has
performed well both theoretically and experimentally but is not ideal for highly integrated
optical systems. Its major drawback is its large size (> 40 µm) and complicated shape
optimizations. One example of such intensive shape optimization would be the evolution-
ary design progression. Metamaterial-based crossings along with small diffraction angle
optimization has a marked advantage over this conventional approach. By optimizing only
two parameters of the refractive index inside of the crossing and the angle of intersection,
one can achieve similar performance metrics as shown in Figure I.6 and Figure I.7. A
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large refractive index in the crossing nc decreases the wavelength inside of the crossing
lc (which equals lo/nc). However, with a large positive refractive index, there is a large
impedance mismatch, resulting in large reflection off of the crossing interface into the en-
vironment. This problem can be solved by implementing a large negative absolute value
|nc| refractive index material as the crossing. This means that even in the case of slight
implementations from the original design, any light incident at this interface would reflect
into the smaller refractive index, which in this case is the crossing. Theoretically, as the
diffraction angle between the two waveguides q progresses towards zero, the crosstalk is
suprressed, yielding a reflection of zero due to perfect impedance matching.
Dr. Sun and his group demonstrated this principle by sminulating a SOI waveguide
crossing at the frequency of 1.5µm at different angles and with different negative refractive
index profiles28. The authors conjectured that this crossing design can be realized with fab-
rication techniques available in the literature. While this metamaterial crossing is possible
to create, it would add a degree of difficulty to implement on an integrated optical circuit
with other components fabricated with traditional SOI CMOS techniques.
Figure I.6: 90 Degree Waveguide Crossings With and Without (Inset) Metamaterial De-
sign.28
With that being said, the authors’ results are impressive and are on the order of
required waveguide crossing performance metrics for use in integrated optics. With op-
timized metmaterial parameters and crossing angles, his group was able to demonstrate a
11
Figure I.7: 60 Degree Waveguide Crossings With and Without (Inset) Metamaterial De-
sign.28
transmission of more than 99 percent and a crosstalk of less than 0.5 percent as shown in
Figure I.8 below.28
Figure I.8: Simulated Transmission Efficiencies and Crosstalk Loss for Various Negative
Index Metamaterial Crossing Angles.28
In this section, we discussed four separate optical waveguide crossing designs: a pe-
riodic dielectric waveguide crossing, a silicon wire waveguide crossing utilizing adiabatic
coupling, crossing utilizing parabolic wave expanders, and an impedance matched negative
refractive index material waveguide crossing. For each waveguide crossing, we reviewed
the related advantages and disadvantages. In Chapter 2, we will highlight the advantages
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of the Maxwell fisheye waveguide crossing over those in this section. The Maxwell fisheye
waveguide crossing design and the realization through tapered waveguides designed with
effective waveguide theory is discussed. Next, the 2D and 3D modeling performance of
the crossing is evaluated along with results in Chapter 3. Then, both grayscale focused
ion-beam lithography and grayscale electron-beam lithography procedures for device fab-
rication are examined in Chapter 4. Finally, in Chapter 5, future directions for this research
is articulated.
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CHAPTER II
Proposed Maxwell Fisheye Waveguide Crossing Design
In this section, we will discuss the basics of the Maxwell fisheye and derive the MFE
profile with both ray optics and transformation optics. Here we discuss a new type of
waveguide crossing designed to retain high transmission efficiency in a small crossing area
while crossing several waveguides simultaneously34. A major advantage of the MFE pro-
file as a waveguide crossing is that it focuses an image source from one lens edge to the
opposite with no loss or aberration35,36,37. This low loss and low aberration mitigates any
crosstalk into unintended waveguides. In addition to this lower crosstalk, we hypothesize
that the transmission of this waveguide crossing will be high due to the perfect imaging
of the source on the edge of the waveguide crossing. Furthermore, we hypothesize this
radial refractive index profile can realized by modulating the thickness of a tapered SOI
waveguide system which in turn modulates the modal refractive index.
The purpose of this study is to propose a solution to the waveguide crossing problem
by merging aMaxwell fisheye index profile with tapered waveguides on an SOI architecure.
The proposed crossing should produce a compact, efficient waveguide hub crossing that is
able to be fabricated with straightforward CMOS fabrication techniques.
II.1 Background of Maxwell Fisheye Lens
In 1854, Maxwell proposed a lens where light is focused onto the opposite side with
no aberration as shown in the figure below35 . The refractive index profile of this lens is
described as
n=
no
1+
  r
R
 2 (II.1)
where no is the refractive index in the lens center, r is the radial axis, and R is the lens
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radius. An example of a Maxwell fisheye refractive index profile is demostrated in Figure
II.1 below with the highest refractive index of 3.2 represented by the color red and the
lowest refractive index of 1.6 represented by the color blue.
Figure II.1: An Example of the Maxwell Fisheye Lens Refractive Index Profile
In 1854, Maxwell derived this lens with ray optics theory35. However, the ray optics
paradigm has a major disadvantage38. It does not take into account the wave nature of light.
With ray optics, the size of the lens would not severely affect performance, but this is not
experimentally the case. The wave nature becomes more relevant as the size of the lens
decreases to the order of the wavelength of light. This wave nature is important for our lens
size and its effect can be verified experimentally. To include the wave nature of light in this
refractive index profile, we describe this lens with transformation optics. In transformation
optics, optical properties in a transformed physical medium are spatially manipulated to
guide light along intended propagation directions given in a virtual medium. Specifically
for a Maxwell fisheye, the curved space in the transformed physical space of the lens is
mapped as a virtual flat straight propogation direction.
II.2 Derivation of Maxwell Fisheye Lens Refractive Index Profile
II.2.1 Ray Optics Approach
In order to describe how light travels in gradient refractive index materials with the ray
optics approach, we must consider the fact that light rays travel the path with the smallest
amount of time between two points. In homogenous refractive index materials, this path
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would be a straight line. In heterogenous refractive index materials, this is not the case. In
such a material, light takes the shortest optical path, which is a curved path as shown in
Figure II.2 below. The light rays travel in the various refractive indices at different speeds.
The dotted line represents the straight line optical path in a homogenous refractive index
profile. The solid line represents the curved line optical path in a heterogenous refractive
index.
This curving of the path in a heterogenous refractive index profile is known as Fermat’s
Figure II.2: Fermat’s Principle of Least Action in heterogenous refractive index materi-
als.39
Principle of Least Action and is mathematically described by the following equation:
s=
Z b
a
ndl =
Z b
a
n
p
dx2+dy2+dz2, (II.2)
where x, y, and z are the real space coordinates between points a and b, and n is an arbitrary
spatially varying refractive index.
II.2.2 Transformation Optics Approach
One way to describe the Maxwell fisheye refractive index profile through the trans-
formation optics paradigm is through mapping the curved surface as a flat surface. First,
we start with the stereographic projection of a 3D sphere with radius ro along the 2D x,y
plane as a great circle. In the physical space, light propogates along the great circle, or the
geodesic of the sphere. In this system, the source is perfectly imaged on the antipodal point
along the geodesics of the lens sphere via a specific non-uniform refractive index profile.
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The coordinates of the original physical circular system (x, y, z) in terms of the transformed
flat system (x’, y’, z’) are
x=
x0
1+ z0/ro
(II.3)
y=
y0
1+ z0/ro
(II.4)
r2o = x
02+ y02+ z02 (II.5)
The coordinates of the flat transformed system (x’, y’, z’) in terms of the physical circular
system (x, y, z) are shown in the equations below:
x0 =
2x
1+(r/ro)2
, (II.6)
y0 =
2y
1+(r/ro)2
, (II.7)
z0 = ro
(r/ro)2 1
(r/ro)2+1
, (II.8)
and (II.9)
r2 = x2+ y2 (II.10)
As light propogates along the circular system, the line element (ds) in flat transformed
space with homogenous refractive index of no is
ds2 = n2o(dx
02+dy02+dz02) (II.11)
To enact this change in physical space, the spatial refractive index profile is reflected in
a transformed coordinate system as shown in Figure II.3 shown below. In terms of the
physical coordinates x, y, and ro, the line element (ds) and the refractive index profile (n) is
described as
ds2 = n2(dx2+dy2) (II.12)
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Figure II.3: Optical transformation of the physical space Maxwell fisheye lens imaging.40
and
n=
2nor2o
x2+ y2+ r2o
(II.13)
The Maxwell fisheye lens profile works as designed for wavelengths much smaller
than the radius of the lens; however, as the wavelength increases, the limitations of this
design become more apparent. When the wavelength of incident light (l ) is on the order
of lens radius, the resolution of the lens decreases to l3 for transverse magnetic polarized
light and l4 to as large as
l
2 for transverse electric polarized light
39.
In this section, we reviewed the basics of the Maxwell fisheye and derived the MFE
profile with both ray optics and transformation optics. Our group proposed a new type of
waveguide crossing to retain high transmission efficiency in a small crossing area while
crossing several waveguides simultaneously34. A major advantage of the MFE profile as a
waveguide crossing is that it focuses an image source from one lens edge to the opposite
with no loss or aberration35,36,37. This low loss and low aberration mitigates any crosstalk
into unintended waveguides. In addition to this lower crosstalk, we hypothesized that the
transmission of this waveguide crossing will be high due to the perfect imaging of the
source on the edge of the waveguide crossing. Furthermore, we hypothesized that this
18
radial refractive index profile can realized by modulating the thickness of a tapered SOI
waveguide system which in turn modulates the modal refractive index. In the following
section, we will discuss the performance of the Maxwell fisheye waveguide crossing both
in 2D and 3D simulations.
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CHAPTER III
Modeling and Performance
To compare our design of a Maxwell fisheye crossing performance to other crossings
reported in the literature, we employ both 2D and 3D finite element analysis method with
commercial software COMSOL34. In this section, we will discuss the details of these simu-
lation. For the 2D simuation, we will review input field parameters, output field parameters,
and waveguide crossing performance in terms of crosstalk and transmission efficiency. For
the 3D simulation, these three topics will also be discussed.Next, the results from both types
of simulation will be compared. Afterwards, the discrepancies between the two simulation
results will be examined with a projection for future study.
III.1 2D Simulation of MFE Crossing Performance
For the 2D simulations, we eliminated reflections at the boundaries by surrounding
them with perfectly matched layers (PMLs)34. The schematics for 2D simulated crossings
of both two and multiple waveguides are shown in the Figures III.1 and III.2 below, re-
spectively. In Figure III.1, two waveguides were crossed orthogonally with a 6 µm MFE
waveguide crossing at the intersection. In Figure III.2, seven equidistant waveguide were
crossed orthogonally with a 6 µm MFE waveguide crossing at the intersection. In both
figures, the red and blue represents the crest and trough of the mode propogating through
the waveguide, respectively. For both cases, the center left waveguide was excited with an
electric field profile of the form of a Gaussian wave given by the following equation:
E = ae
 (x b)2
2c2 , (III.1)
where a is the amplitude of the input wave, b is the center of the input wave, and c is the
constant scaling factor, which is related to the full width half maximum (FWHM). This
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scaling factor c is given by the following equation:
c=
FWHM
2
p
2ln(2)
(III.2)
For our simulations, a was chosen to be 1 V/m, b was the center of the waveguide or 0 nm,
and the FWHM was chosen to be 50 nm.
To calculate the transmitted power efficiencies of each waveguide setup, the fields
were captured both 2 microns before the lens and 2 microns after the lens on the intended
waveguide. The powers at these positions were compared and multiplied by 100 %. To
calculate the crosstalk of the signal into the unintended waveguides for the two waveguide
crossing case, the fields were captured 2 microns before the lens in the intended waveguide
and 2 microns after the lens in both of the unintended waveguides.
For our 2D study, both the crossing and the waveguides were designed for TM po-
larization, yielding Ez, Hx and Hy. To maintain a modal index of 1.6 in the 2D model, we
utilized waveguides with a refractive index of 3.5 and a width of 53.4 nm. To prevent reflec-
tion at the intersection of the waveguide and the waveguide crossing due to an impedance
mismatch, the index at the edge of the crossing was chosen to match the waveguide modal
index of 1.6. This yielded a maximum modal index at the center of the crossing to be 3.2.
The wavelength of interest was 1.3 microns. To simulate the lens on an SOI architecture,
the refractive index of the background was chosen to match that of the silicon dioxide layer
(n = 1.5) in the SOI system. For the section of the 2D study involving crossing multiple
waveguides, the schematic is different. Three to eight equidistant waveguides were added.
As a result of this 2D study with only two waveguides with the Maxwell fisheye
crossing, the transmission efficiency and crosstalk was found to be 97.2% and 2%, respec-
tively. The rest of the signal (0.8%) was lost to the environment through insertion losses.
The electric field profile of this case is shown in Figure III.1 below. In this case, limited
bandwidth operation was observed. This was not attributed to the waveguide crossing it-
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Figure III.1: Electric Field Inside of a 6 µm Wide Maxwell Fish Eye Crossing with One
Auxillary Waveguide34
Figure III.2: Electric Field Inside of a 6 µm Wide Maxwell Fish Eye Crossing with Eight
Auxillary Waveguides
self but to the limited broadband modal operation of the incoming waveguide. The 2D
Maxwell fisheye refractive index profile behaved as a waveguide crossing excited with a
dipole on the crossing edge performed for a broad bandwidth up to R/3. This R/3 impedi-
ment was due to the fact that the wavefront was too large to respond to sudden changes in
the refractive index profile.
The transmission efficiencies with multiple crossing waveguides is presented in Fig-
ure III.3 below. While the 6 µm wide crossing coupled the majority of the incident signal
into its intended waveguide at the wavelength of 1.3 µm, there is a threshold of effective-
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ness that was crossed with eight equidistant waveguides for a 6 µm wide MFE crossing.
When eight waveguides enter the Maxwell fisheye crossing of this size, the modal electric
field of the incoming waveguide began to couple into the surrounding waveguides, diluting
the point source. This dilute point source entered the crossing, which was designed for a
focused point source. Subsequently, the performance was diminished.
Figure III.3: Transmission Loss Plot of Maxwell Fish Eye Crossing with Up to Seven
Equidistant Waveguides
III.2 3D Simulation of MFE Crossing Performance
For 3D simulations, the Maxwell fisheye refractive index profile was implemented by
modulating the thickness of silicon in a TE air-SOI asymmetric slab waveguide system as
shown in Figure III.4 below. With the TE air-SOI asymmetric waveguide slab system, we
relate the modal refractive index directly with waveguide height in nanometers as shown
in Figure III.5. For more detail on the TE asymmetric waveguide modal index relation we
utilized, please refer to Appendix A. With this relation, we were able to produce the actual
radially symmetric height needed to implement the refractive index for the MFE waveguide
crossing as shown in Figure III.6. This 2D height profile was rotated to create a 3D radially
symmetric profile as shown in Figure III.7 This 3D height profile was imported into the
commercial finite element analysis method software COMSOL for testing. The incoming
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waveguides for the 3D study were ridge waveguides with dimensions of 250 nm tall and
250 nm wide. To ensure a single-mode operating waveguide, we employed the operating
wavelength used for experimental realization, 1.2 µm.
Figure III.4: Modal Refractive Index Profile of a 10 µm Radius Maxwell Fish Eye
In order to eliminate reflections at all boundaries, we surrounded them with 3D
domains with boundary conditions of perfectly matched layers (PMLs). The schematics
for 3D simulated crossings is shown in the figure below. The input electric field for the 3D
ridge waveguide was of the form of a Gaussian wave given by:
E = Ae
 ( (x xo)2
2c2x
+(y yo)
2
2c2y
)
, (III.3)
where A is the amplitude of the input wave, xo is the center of the input wave on the x-
axis, yo is the center of the input wave on the y-axis, and cx and cy are the constant scaling
factors, which is related to the full width half maximum (FWHM) on the x and y axes,
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Figure III.5: 3D Maxwell Fish Eye Modal Refractive Index With Respect to Tapered Slab
Waveguide Height
respectively. This scaling factor c is given by the following equation:
cx =
FWHMx
2
p
2⇤ ln(2) (III.4)
cy =
FWHMy
2
p
2⇤ ln(2) (III.5)
For our simulations, A was chosen to be 1 V/m, b was the center of the waveguide or 0 nm,
FWHMx was chosen to be 150 nm and FWHMy was chosen to be 200nm. This produced a
mode that was both TE- and TM-like, unlike the pure TM mode for the 2D simulations.
Another thing to note is that in order to efficiently use available computing power,
the 3D study was restricted to observing the transmission efficiently and crosstalk of only
2 crossed waveguides. To calculate the transmitted power efficiencies of each waveguide
setup, the fields were captured both 2 microns before the lens and 2 microns after the lens
on the intended waveguide. To calculate the crosstalk of the signal into the unintended
waveguides for the 2 waveguide crossing case, the fields were captured 2 microns before
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Figure III.6: Waveguide Height (in nm) for a 10 µm Radius Maxwell Fish Eye
the lens in the intended waveguide and 2 microns after the lens in both of the unintended
waveguides.
The transmission efficiency of the 3D simulated waveguide crossing was found to be
72%. The majority of the scattered light was at the intersection of the ridge waveguide and
the waveguide crossing. One possible explanation for this is that the crossing height was
derived with TE slab parameters, but the ridge waveguide mode contained both TE and
TM elements. At the intersection, the TE-like component’s modal index of 1.6 matched
the TE height profile modal index of 1.6. However, for the TM-like ridge waveguide field
component encountered a lower slab modal index at the edge of the lens. This is due to the
fact that the height of the TE slab waveguide yields a lower modal index than a TM slab
waveguide. This impedance mismatch that the TM-like component of the ridge waveguide
mode encounters contributes to large reflections seen at the intersection of the crossing.
Subsequently, the performance is diminished. To confirm this result, more 3D studies with
various types of incoming waveguides should be performed.
To compare our design of a Maxwell fisheye crossing performance to other cross-
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Figure III.7: 3D Maxwell Fish Eye Height Profile Realized By TE Tapered Slab Waveg-
uides
ings reported in the literature, we employed both 2D and 3D finite element analysis method
with commercial software COMSOL. In this section, we discussed the details of these sim-
ulation. For the 2D simuation, we reviewed input field parameters, output field parameters,
and waveguide crossing performance in terms of crosstalk and transmission efficiency. For
the 3D simulation, these three topics were also discussed. In addition, we reviewed the
height profile determined by effective waveguide theory. Next, the results from both types
of simulation were compared. Afterwards, the discrepancies between the two simulation
results were examined with a projection for future study.
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CHAPTER IV
Fabrication Protocols
In this chapter, we will discuss the conversion of design height to actual device height
via bitmap translation. The resulting bitmaps focused ion beam (FIB) and electron-beam
lithography (EBL). Both types of fabrication have their advantages and challenges, which
we will discuss. Finally, we will discuss the agreement of final FIB fabrication to designed
MFE waveguide crossing.
IV.1 Grayscale Bitmap to Fabricated Device Height Translation
A novel grayscale fabrication method was developed in 2005 using a computer-generated
bitmap pattern with 256 gray levels41. This bitmap was then translated into FIB or EBL
dose levels, making three-dimensional varied structures. This method increases the scope
of milled materials from binary to arbitrary height profiles, perfect for our application. For
our waveguide crossings, we constructed bitmap patterns through MATLAB programming
converting desired height to corresponding gray levels. The final milled heights have units
of nanometers, while the grayscale bitmap levels do not. The relationship between the
desired milled height and the grayscale bitmap is given by, Gi = 255 ⇤Di/Do, where Gi
is the desired grayscale bitmap level, Di is the desired milled depth (nm), and Do is the
maximum milled depth (nm). This formula produces bitmap level between 0 (black) and
255 (white). The black bitmap level corresponds to maximum FIB exposure and mimimum
milled height. The white bitmap level corresponds to mimimum exposure and maximum
milled height.
For our design, the maximum relief height (Do = 500 nm) is the height of the silicon
layer in our SOI platform34. The total number of pixels used in our pattern was 810,000 for
a 900 x 900 bitmap. Both our FEI-200 and RAITH-EBL was equipped with operation soft-
ware that converted the grayscale between 0 and 255 into the corresponding dose required
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Figure IV.1: Grayscale Lithography with Do as the Largest Feature Height and Di as the
Spatially Varying Feature Height41
for the desired milling depth.
IV.2 Focused Ion Beam Grayscale Lithography Procedure
The precision of the final device is dependent on milling parameters, such as beam
current, overlapping, pixel spacing, ion energy, exposure area, and dwell time34. The ion
beam spot size plays a direct role in the grayscale pattern resolution, making the selection
of beam spot aperture, pixel spacing, and the chosen bitmap pattern size relevant to the
dimensions of the final milled waveguide crossing. The resulting bitmap was uploaded
onto our FEI-200 FIB for direct grayscale milling with 350 pA - 1.0 nA beam current, 50%
overlapping in X and Y directions, 60 nm pixel spacing and 30-keV Ga+ ion energy in an
area of 20.0 x 20.0 µm2. The normally-oriented beam moves during the milling procedure
with as fast of a raster as possible, which is dependent on the dwell time. On our machine,
the lowest possible dwell time for each pixel is 0.1 µs. Figure IV.2 below is an example of
the resolution we are able to achieve with bitmap grayscale FIB lithography in VINSE.
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Figure IV.2: Example of Grayscale FIB Fabrication Resolution Capabilities in VINSE
An issue we discovered when milling the radially symmetric waveguide crossings
was the presence of a surplus circle in the center of the crossing as shown in the Figure IV.3
below. Figure IV.3 is an AFMmicrograph taken of our final FIB direct-milled MFE waveg-
uide crossing on SOI, as well as an atomic force microscope (AFM from NanoScope) with
tapping mode. This surplus circle is worth noting because any defect of this nature can
negatively affect the focusing power of the lens and scatter light from the waveguide cross-
ing into the environment. This circle happens due to the inability of the milling software to
distinguish between small differences in dwell time in terms of the gray-scale pattern41.
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Figure IV.3: Grayscale FIB Fabrication of Maxwell Fisheye Waveguide Crossing34
The diameters of these circular artifacts vary depending on the resulting gradient res-
olution41,42. By decreasing the beam size and current, the resolution increases. Through
increased resolution, one can negate these effects during milling. However, this introduces
another issue. By decreasing the spot size and current, one not only increases resolution,
but also write time. Due to increased write time, the element of stage drift more strongly
affects the accuracy of pattern writing. It is a trade-off; one must balance high gradient
resolution with a high degree of milling accuracy.
IV.3 Grayscale Electron-Beam Lithography with RIE Pattern Transfer Procedure
Grayscale electron-beam lithography is similar to grayscale FIB milling in that dot dose
exposure locally controls the resultant device height34,43. Experimentally, the dot clearing
dose was fitted to the resultant height for various bitmap spacings. With this information,
any arbitrary grayscale bitmap was able to be converted to localized dot dose exposure
patterns through a curve fitted function which results in arbitrary varying height profiles.
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However, there are several technical complications to avoid when using dot dose based
grayscale lithography. The largest of these is the proximity effect. The proximity effect
from electron scattering can decrease the accuracy of the exposed design with decreasing
feature sizes, which can severely affect the performance of smaller diameter waveguide
crossings (10 µm). With small crossings and small pixel spacings, a pixel with a designated
dose can affect the starting depth of a nearby pixel by pre-exposing it. This effect is known
as blurring, and precisely controlling exposure in nearby dot pixel areas is essential to the
fabrication accuracy of an intended design. To prevent this blurring, one can utilize patterns
over a larger area along with greater pixel spacing. However, there is a limit. With large
patterns, stitching between write areas can create jogs in fabricated grayscale patterns.
These jogs function as a defect from which light inside of the waveguide crossing can
scatter into the environment. Also, implementing large patterns puts a large computational
load on the lithography software, causing it to crash often.
Silicon wafer samples were spin-coated with 50k chain length polymethylmethacry-
late (PMMA) in anisole with 20% solid content at 4000 rpm for 55s, resulting in a final
photoresist thickness of 1100 nm. Then, the samples were baked at 180oC for 8 min.
Ellipsometry and profilometry were used to measure the silicon and PMMA thicknesses.
Patterns were exposed using a RAITH EBL operated at 30 keV. To develop the resist, the
sample was immersed in 1:3 methylisobutyl ketone (MIBK): isopropyl alcohol (IPA) for
60 s and pure IPA for 60 seconds at room temperature.
After the PMMA is patterned according to the above EBL protocol, reactive ion
etching was used to transfer the radial test pattern from the resist onto the silicon substrate,
(i.e, the silicon was masked by the grayscale patterned resist)34,44 as shown in Figure IV.4
below. The grayscale bitmap pattern used in EBL patterning is shown in the top left of
Figure IV.4. The second image in Figure IV.4 shows a cross section of the patterned PMMA
on crystalline silicon on top of quartz. The third image in Figure IV.4 depicts the completed
RIE transfer of the PMMA pattern into the silicon substrate underneath. Depending on
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the PMMA and silicon etch rate ratio, the silicon substrate was etched according to the
varying resist thickness. RF power, ICP power, gas composition, and gas pressure were
used to control the RIE etching accuracy of our designs. Then, the required optimization
experiments and error analyses were performed. The active gases used for etching were O2
and SF6, where the SF6 flow rate was 25 sccm and the O2 flow rate varied.
Figure IV.4: Grayscale EBL-RIE Protocol on an SOI Substrate
The resulting silicon and PMMA etching rates obtained through our optimization
experiments are provided in the table below. It is evident that a connection exists between
the ICP power, oxygen flow rate, and RF power. The silicon etch rate decreased with
increasing oxygen flow rate due to oxidation of the silicon. The opposite effect on the
etching rate was true with PMMA with respect to increasing oxygen flow rate. The silicon
etch rate was lower than the PMMA etch rate with low RF power level due to unequal
reactivity between the two materials. This unequal atomic activity is logical given that
the molar volume for silicon is higher than the polymer, requiring more active species to
produce volatile products. Also, at low RF power, the limiting step for the etch rate is not
the reaction but the low speed of transport of the reactive gases. This low transport speed
becomes more apparent along the course of the reaction as more silicon is exposed. This
increased exposure area reacts with the same small amount of transport gases decreasing
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the silicon etch rate. The RF power was increased to overcome this effect and bring the
silicon and resist etch rates closer together. With increased RF power, the active species
transport limiting step becomes less of a factor and the silicon reaction rate becomes more
apparent with increased transport. This is due to the bonds on the silicon surface being
weakened by the increased energy of the RIE ion bombardment.
The RIE protocol that gave the best etching rate results were an RF power of 100
W, an ICP power of 200W, a pressure of 25 mTorr and an oxygen flow rate of 16 sccm.
The resulting etching rates of silicon and PMMA were close to 7 nm/s. The etched silicon
profiles were measured by atomic force microscopy (AFM). The etched silicon profile and
intended design is shown in Figure IV.5 The surface roughnesses were calculated from the
raw AFM data separately on the flat areas, sloped areas of the profile, and the top of the
radial test, and were averaged together for a complete picture. The completely exposed
surroundings are fairly uniform with roughness along the slopes increasing slightly and
decreasing again at the least exposed center. This means that radial resist profiles were able
to be successfully transferred onto silicon with our setup here in VINSE.
Figure IV.5: Comparison of Designed and FIB Fabricated Maxwell Fisheye Crossing
Height Profile
The etched silicon profiles were rougher than the the resist profiles and some edge
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smoothing was observed34 as shown in Figure IV.6. This can be attributed to possible
imperfect anisotropy from the RIE process. The degree of the slopes can be affected if
the lateral etching is not the same as the vertical component, making sharp features like
the edges and the intersection between the lens and the background vary from the original
design. One more observation is that the structures also tended to shift down into the
silica underlayer when overetched. Great care must be taken during fabrication to ensure
that these deviations from the designed structures do not potentially affect the waveguide
crossing performance.
Figure IV.6: Grayscale EBL-RIE of Arbitrary Radially Symmetric Design
In this section, we discussed a novel grayscale fabrication method developed using
a computer-generated bitmap pattern with 256 gray levels. This bitmap was then translated
into FIB or EBL dose levels, making three-dimensional structures. This method increased
the scope of milled materials from binary to arbitrary height profiles, perfect for our ap-
plication. In this chapter, we discussed the conversion of design height to actual device
height via bitmap translation. The resulting bitmaps were used in focused ion beam (FIB)
and electron-beam lithography (EBL). Both types of fabrication have their advantages and
challenges, which we discussed. Finally, we discussed the agreement of final FIB fabrica-
tion to designed MFE waveguide crossing.
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CHAPTER V
Conclusions and Future Work
The focusing of the Maxwell fisheye realized by effective waveguide theory has been
demonstrated. This new type of waveguide crossing was shown to retain high transmission
efficiency in a small crossing area while crossing several waveguides simultaneously in a
two-dimensional computer simulation. Two-dimensional mathematical computer simula-
tions were used to predict the behavior of the Maxwell fisheye gradient index lens as a
compact, efficient waveguide hub crossing. More work in three-dimensional mathemat-
ical computer simulations is needed to inspect the performance of the Maxwell fisheye
waveguide crossing. The performance of this waveguide crossing will be confirmed with
transmission and crosstalk found experimentally in future work.
In order to obtain experimental results, it is imperative to fabricate both the smooth
grayscale Maxwell fisheye waveguide crossing and the sharp steps of the waveguides them-
selves. For the smooth crossing, two fabrication methods of the Maxwell fisheye with
tapered height waveguides with effective waveguide theory were demonstated in this pa-
per. Combining the smooth grayscale patterning with traditional step waveguide pattern-
ing proved to be an involved process which will require future work. Fortunately, the
ground work for fabrication processes utilizing either grayscale focused ion beam lithogra-
phy (FIB) or grayscale electron beam lithography (EBL) has been discussed in detail. With
future work in simulation, fabrication, and experimental testing, the waveguide crossing
can be shown to produce a compact, efficient waveguide hub crossing that is able to be
fabricated with straightforward CMOS fabrication techniques.
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Appendix A
Appendix A: Slab Waveguide Theory
A.1 Symmetric Waveguides
Waveguides consist of a high-index dielectric core material surrounded by dielectric mate-
rial or materials of a lower refractive index also known as cladding45,46. Light propogates
along the length of the waveguide by total internal reflection off of the interfaces between
the lower refractive indices of the cladding and core. The higher refractive index dielectric
core is used to confine the beam into guided modes, which propogate with no loss. In this
section, we will discuss TE and TM modes in asymmetric and symmetric slab waveguides.
For more information, please consult Yariv45 and Pollock46. These modes can be charac-
terized by solving Maxwell’s equations for light traveling along the waveguide based on
the geometry of the particlar waveguide system which are characterized by the following
equations:
—⇥H = iweon2E (A.1)
—⇥E = iwµH (A.2)
In a symmetric waveguide system, the refractive index both above and below the
high index core is the same as shown in Figure A.1 below. In Figure A.1, n f is the refractive
index of the high-index core waveguide material and ns is the refractive index of the lower-
index surrounding material. In this figure, h is the height of the waveguide along the x
direction. The mode of this waveguide would propogate along the z direction.
For the symmetric waveguide case, the plane wave equations are the following:
E(x, t) = Em(x)ei(wt b z) (A.3)
H(x, t) = Hm(x)ei(wt b z) (A.4)
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Figure A.1: Symmetric Waveguide Schematic46
where m is the mode number, E is the electric field, H is the magnetic field, x is the
position along the height of the waveguide core, z is the distance along the propogation
length of the material, w is the excitation frequency along t time, and b is the propogation
constant, which is the component of the mode along the length of the waveguide. Two
boundary conditions are necessary in order to completely solve these equations. First, the
tangental field components at each interface must be equal for continuity. When these
components are equal at the interface, the combination of Equations A.4 in terms of the
electric field at the boundary, they are represented by:
✓
d 2
dx2
+
d 2
dy2
◆
E(x,y)+ [k2on
2n(r) b 2]E(x,y) = 0 (A.5)
where k0 is the vacuum wavenumber or w/c and n is the refractive index as a function of
radius.
The second boundary condition requires that the field decays into the surrounding me-
dia. This means that the 2nd term of Equation A.5, or [k2on2n(r) b 2], is negative outside
of the high index waveguide layer and a maximum inside the high index waveguide layer.
To describe the decay in the surroundings, b becomes:
b > kon (A.6)
b > wn1
c
(A.7)
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To describe the maximum of the field in the waveguide, one must take the second derivative
of the field to be negative, which yields:
b < kon (A.8)
b < wn2
c
(A.9)
For light propogating along the waveguide with the electric field transverse to this di-
rection, the vertical refractive index profile is as follows:
n(x) =
8>><>>:
n2, |x| < d2
n1, otherwise
(A.10)
For transverse electric (TE) modes, the magnitude of the electric field is transverse to the
propapation along the waveguide with a height of d. Only Ey, Hz, and Hx exist. The field
above the core, inside the core itself, and below the core is as follows
Em(x) =
8>>>>>><>>>>>>:
Asin(hx)+Bcos(hx), |x| < d2 , Inside the Core
Ce qx, x> d2 , Above the Core
Deqx, x< d2 , Below the Core
Hz =
i
wµ
dEy
dx
(A.11)
where A, B, C, andD are amplitude coefficients. The constants h and q are the transverse
components in the core layer and the cladding, respectively. They are calulated by
h=
r
[
⇣n2w
c
⌘2 b 2 (A.12)
q=
s⇣
b 2  n2w
c
⌘2 
(A.13)
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In order to solve for the electric field Ex and magnetic field Hx at the top interface (x =
1/2d) and the bottom interface (x = -1/2d) of the waveguide, their magnitudes have to be
equal at all interfaces. These magnitudes are represented by the following equations:
Ex@1/2d : Asin(hd/2)+Bcos(hd/2) =Ce qd/2 (A.14)
Ex@ 1/2d : Asin(hd/2)+Bcos(hd/2) = De qd/2 (A.15)
Hz@1/2d : hAcos(hd/2) hBsin( hd/2) = qCe qd/2 (A.16)
Hz@ 1/2d : hAcos(hd/2)+hBsin( hd/2) = qDe qd/2. (A.17)
Equations A.17 simplify to the following:
12Asin(hd/2) = (C D)e qd/2 (A.18)
2Bcos(hd/2) = (C+D)e qd/2 (A.19)
2hAcos(hd/2) = q(C D)e qd/2 (A.20)
2hBsin(hd/2) = q(C+D)e qd/2 (A.21)
Both the symmetric and antisymmetric modes can be solved by the equation
tan(hd) =
2hq
h2 q2 (A.22)
The normalized propogation constant of the waveguide, also known as the modal effec-
tive refractive index, is described by the following equation:
ne f f = b¯ =
b
wc
=
c
vp
(A.23)
where vp is the phase velocity of the mode through the waveguide.
TM modes occur when the magnetic field of the mode propogating through the waveg-
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uide is perpendicular to the plan of propagation. In that case, the fields are characterized
as:
1Hy(x,z, t) = Hm(x)ei(wt b z) (A.24)
Ez =  iwµ
dHy
dx
(A.25)
Ex =
i
wµ
dHy
d z
(A.26)
(A.27)
where Hm is defined as:
Hm(x) =
8>>>>>><>>>>>>:
Asin(hx)+Bcos(hx), |x| < d2
Ce qx, x> d2
Deqx, x< d2
(A.28)
Similarly, both symmetric and antisymmetric modes in this case can be characterized
with the following equation:
tan(hd) =
2hq¯
h2  q¯2 (A.29)
where q¯ is:
q¯=
n22
n21
q (A.30)
A.2 Asymmetric Waveguides
For asymmetric waveguides, the refractive indices above and below the high index core are
the not the same. In this case the refractive index profile is as follows:
n(x) =
8>>>>>><>>>>>>:
n1,0< x
n2, t < x< 0
n1,x< t
(A.31)
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where n2 > n1,n3, and t is the thickness of the waveguide. For TE modes confined within
the waveguide core where the electric field is perpendicular to the direction of propagation,
the electric field is defined as:
Ey(x,y,z, t) = Em(x)ei(wt b z) (A.32)
where Em is:
Em(x) =
8>>>>>><>>>>>>:
Ce qx, 0 x
C(cos(hx)  qh sin(hx)),  t  x 0
C(cos(ht)+ qh sin(ht))e
p(x+t),x t.
(A.33)
In this case, we have three transverse constants h, q, and p. In the symmetric waveguide
case, only two constants were needed to describe the transverse field behavior in the core
waveguide and on the interfaces of the core waveguide which were identical. This is no
longer true for the asymmetric waveguide case. In the asymmetric waveguide case, three
transverse components are required to adequately describe the system: h to describe the
transverse field inside of the high-index core material with a refractive index of n2, q to
describe the transverse field in the material above the core (n3), and p to describe the trans-
verse field in the material below the core. These three components are calculated by:
1h=
r
[
⇣n2w
c
⌘2 b 2 (A.34)
q=
s⇣
b 2  n1w
c
⌘2 
(A.35)
p=
s⇣
b 2  n3w
c
⌘2 
(A.36)
(A.37)
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Both symmetric and antisymmetric modes in the asymmetric waveguide system can be
solved by the equation:
tan(ht) =
q+ p
h(1  pqh2 )
(A.38)
The normalized propogation constant of the waveguide, also known as the modal effec-
tive refractive index is can by the following equation
ne f f = b¯ =
b
wc
=
c
vp
(A.39)
where b is numerically solved for in this case and vp is the phase velocity of the mode
through the waveguide.
Transverse magnetic (TM) modes occur when the magnetic field of the mode propogat-
ing through the waveguide is perpendicular to the plane of propagation. In that case, the
fields are characterized as:
1Hy(x,z, t) = Hm(x)ei(wt b z) (A.40)
Ex =
i
wµ
dHy
d z
=
b
we
Hm(x)ei(wt b z) (A.41)
Ez =  iwµ
dHy
dx
(A.42)
(A.43)
where Hm is defined as: Hm(x) =8>>>>>><>>>>>>:
 C(hq¯ cos(ht)+ sin(ht))ep(x+t),x t
C( hq¯ cos(hx)+ sin(hx)),  t  x 0
 hq¯Ce qx, 0 x
(A.44)
where C, q, and p are the same as previous examples. Two new variables p¯ and q¯ describe
the transverse magnetic field component in the top cladding and the bottom cladding, re-
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specitively. They are described by the following equations:
p¯=
n22
n23
p (A.45)
q¯=
n22
n21
q. (A.46)
Both symmetric and asymmetric modes for the asymmetric waveguide system in trans-
verse magnetic operation can be defined by:
tan(ht) =
h(p¯+ q¯)
(h2  p¯q¯) (A.47)
An important difference to note between the symmetric and asymmetric TE/TM cases
is the relationship between waveguide thicknesses and modal propogation. For asymmetric
waveguides, there is a particular thickness to wavelength ratio above which modes can
propogate. This is known as the cutoff thickness. For symmetric waveguides, there is no
cutoff waveguide thickness to wavelength ratio after which modes can propogate. These
thickness for mth mode can be calculated by:
(
t
l
)TE =
1
2p
q
n22 n23
"
mp+
s
tan 1(
n23 n21
n22 n23
)
#
(A.48)
(
t
l
)TM =
1
2p
q
n22 n21
"
mp+
s
tan 1(
n23 n21
n22 n23
)
#
(A.49)
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