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The maturation of analytical derivative theory over the past few decades has enabled classical
electronic structure theory to provide accurate and efficient predictions of a wide variety of observable
properties. However, classical implementations of analytical derivative theory take advantage of
explicit computational access to the approximate electronic wavefunctions in question, which is not
possible for the emerging case of hybrid quantum/classical methods. Here, we develop an efficient
Lagrangian-based approach for analytical first derivatives of hybrid quantum/classical methods using
only observable quantities from the quantum portion of the algorithm. Specifically, we construct the
key first-derivative property of the nuclear energy gradient for the recently-developed multistate,
contracted variant of the variational quantum eigensolver (MC-VQE) within the context of the ab
initio exciton model (AIEM). We show that a clean separation between the quantum and classical
parts of the problem is enabled by the definition of an appropriate set of relaxed density matrices,
and show how the wavefunction response equations in the quantum part of the algorithm (coupled-
perturbed MC-VQE or CP-MC-VQE equations) are decoupled from the wavefunction response
equations and and gradient perturbations in the classical part of the algorithm. We explore the
magnitudes of the Hellmann-Feynman and response contributions to the gradients in quantum circuit
simulations of MC-VQE+AIEM and demonstrate a quantum circuit simulator implementation of
adiabatic excited state dynamics with MC-VQE+AIEM.
I. INTRODUCTION
The emergence of hybrid variational quantum/classical
algorithms1 for the approximate diagonalization of the
electronic Hamiltonian represents a promising pathway
to the robust and accurate determination of observ-
able properties in strongly-correlated molecular systems
on noisy intermediate-scale quantum (NISQ) hardware.2
However, most efforts to this point have focused
on ground-state1,3–8 and, more-recently, excited-state
energies1,9–14 at a single nuclear geometry. To make fur-
ther progress, efforts are needed to extend these meth-
ods to the efficient computation of analytical deriva-
tive properties such as nuclear energy gradients,15–25 re-
laxed dipole moments,26,27 dipole derivatives,16,20,28 elec-
tronic polarizabilities,29–32 polarizability derivatives,33
circular dichroism spectra,34–36 nuclear magnetic reso-
nance (NMR) shielding tensors,37–43 NMR spin-spin cou-
pling constants,44,45 hyperfine coupling constants,46 vi-
brational frequencies,17,20,47,48 and non-adiabatic cou-
pling vectors.49–53 In attempting such extensions, we will
have to contend with the fact that the hybrid quan-
tum/classical methods generally utilize an approximate
wavefunction ansatz and will therefore carry wavefunc-
tion response terms in the desired analytical derivative
properties. The efficient computation of such analyti-
cal derivative properties using only the simple low-order
Pauli expectation values that are available at the output
of quantum circuits (i.e., without explicit knowledge of
the many-electron wavefunctions) is the major focus of
the present work. Specifically, we will focus on develop-
ing analytical nuclear gradients of our recently-developed
multistate, contracted variant of the variational quan-
tum eigensolver14 (MC-VQE) within the ab initio exci-
ton model54–56 (AIEM) framework. MC-VQE provides a
route to the balanced treatment of ground-state, excited-
state and transition properties, and is the latest in an
extensive series of methods proposed to extend VQE to
accurately and efficiently handle excited states.1,9–13
In the context of classical electronic structure theory,
much progress has been made in the last few decades in
the computation of accurate observable properties as an-
alytical derivatives of expectation values of approximate
electronic wavefunctions. As one key example, determin-
ing the analytical gradient of the adiabatic energy for a
given electronic state with respect to the nuclear posi-
tions yields the classical forces acting on the nuclei at
a given nuclear configuration and electronic state. This
provides first-order Taylor series information of the po-
tential energy surface for the electronic state, and al-
lows for myriad applications that would be otherwise
intractable with only energies.57 For instance, gradient-
based optimization of the energy with respect to nuclear
coordinates yields local energy minima of the potential
energy surface, which are useful proxies for the stable
equilibrium geometries of molecular species. First-order
saddle points on the potential energy surface can be lo-
cated with similar gradient-based algorithms, yielding
the transition state structures for interesting chemical
reactions. Second-order derivatives of the energy with
respect to the nuclear coordinates (Hessians) can be used
at optimal structures to obtain a harmonic approxima-
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2tion for the nuclear wavepacket, including predictions of
zero-point vibrational energy, finite-temperature vibra-
tional enthalpy/entropy, and infrared and Raman spec-
tra. Taken together, the first and second-order derivative
properties at two minimal structures and the connecting
transition state can provide an estimate of the reaction
energy and a transition-state-theory estimate of the re-
action rate.58–62 Additionally, in the real time axis, ana-
lytical nuclear gradients can also be used to perform ab
initio molecular dynamics (AIMD), which, in its simplest
form, involves the classical Newtonian propagation of the
nuclei along the Born-Oppenheimer electronic potential
surface. Note that with efficient codes for the compu-
tation of the electronic energy and its analytical nuclear
gradient at a given nuclear configuration, AIMD can be
performed with “on-the-fly” sampling of the potential en-
ergy surface, allowing for its deployment in systems with
thousands of atoms, e.g., no intractable grid-based rep-
resentation of the potential surface is needed. AIMD is
particularly useful for computing time-resolved observ-
ables of non-equilibrium chemical processes. Many ex-
tensions of AIMD have been developed to account for the
fact that the nuclei are non-classical and/or to relax the
Born-Oppenheimer approximation and target the full so-
lution of the molecular Schro¨dinger equation - such meth-
ods include ab initio multiple spawning (AIMS),63 fewest
switches surface hopping (FSSH),64 multi-configurational
Ehrenfest (AI-MCE),65 variational multiconfiurational
Gaussian methods (vMCG),66 and many variants. Aside
from heavy reliance on the nuclear energy gradient, a
critical derivative quantity encountered ubiquitously in
AIMS and the other non-adiabatic dynamics methods is
the “non-adiabatic coupling vector,” which determines
how much the electronic overlap between two adiabatic
states changes as one of the states is moved.49–53 The
non-adiabatic coupling vector is usually formulated as a
highly unusual derivative property that does not straight-
forwardly resemble an observable but nonetheless relies
heavily on analytical derivative machinery - we will dis-
cuss the hybrid quantum/classical treatment of the non-
adiabatic coupling vector in MC-VQE in a forthcoming
companion paper.
In all of these applications, the practitioners of analyti-
cal gradient theory have developed two coupled governing
principles:
1. Regardless of the origins or definitions of the ap-
proximate electronic wavefunction, one should al-
ways take the exact derivative of the approximated
observable expectation value - no further approxi-
mations should be permitted in the derivative. This
makes the derivative self-consistent with the ap-
proximated observable expectation value, which of-
ten provides for markedly favorable cancellation of
errors in properties. In many cases, this principle is
fundamentally required for practical use the deriva-
tive property: As one such instance, the gradient
of the energy with respect to nuclear coordinates
must be self-consistent with the approximate en-
ergy observable to allow for the equations of motion
of ab initio molecular dynamics to be integrated
while respecting the inviolable invariant of conser-
vation of energy. Generally, satisfying this princi-
ple mandates the consideration of the derivatives
of the approximations built into the wavefunction
definitions with respect to gradient perturbations,
a topic loosely known as “wavefunction response.”
2. With careful effort, it is generally possible to for-
mulate first derivatives of arbitrary observable ex-
pectation values in a way that depends weakly (or
ideally not at all) on the number of gradient pertur-
bations. More concretely, it is generally possible to
restructure the derivative problem in a way where
the explicit wavefunction response does not need to
be computed separately for each gradient perturba-
tion - instead, an effective collective wavefunction
response can be computed once and used in con-
junction with the chain rule to efficiently compute
the desired total derivatives. Often this leads to the
ideal case where the computation of the analytical
derivative property costs the same as the underly-
ing observable, to within some constant prefactor.
Analytical derivative theory has a long and rich history
in the electronic structure literature. Starting from the
pioneering work by Pulay and others in the computation
of the analytical gradient of approximate Hartree-Fock
theory,15–17 it was immediately noticed that analytical
derivative theory was plagued by extreme verbosity of the
required equations, requiring careful efforts to produce
correct derivatives (particularly those involving explicit
wavefunction response terms). The explicit forward dif-
ferentiation of the wavefunction response contributions
was heavily developed during the 1980s in a style charac-
terized by noteworthy contributions from Yamaguchi and
Schaefer.67 At around this time, a major breakthrough
was realized in the widespread deployment of Handy-
Schaefer Z-vector method68 (also sometimes known as
the “Delgarno-Stewart interchange theorem”69), which
removed the need to explicitly solve for the response
of the wavefunction parameters to each gradient per-
turbation. The Z-vector method substantially acceler-
ated analytical gradient theory, to the point that it was
generally far superior to finite difference approximations
in both runtime and accuracy, but was often seen as a
clever mathematical/computational manipulation rather
than a fundamental feature of analytical gradient theory.
This changed with the widespread adoption of the La-
grangian formalism of Helgaker70 for analytical deriva-
tives of approximate wavefunctions in the late 1980s
and early 1990s42,46,71–80 - the non-variational energy
(or other observable) expression for a given approximate
wavefunction method can be exchanged for an equiva-
lent Lagrangian scalar quantity with additional Lagrange
multiplier parameters. Making the Lagrangian varia-
tional with respect to the Lagrange multiplier parameters
provides a succinct and rigorous definition of the usual
3wavefunction parameters, while making the Lagrangian
variational with respect to the usual wavefunction pa-
rameters determines the values of the Langrange mul-
tiplier parameters through a series of linear “wavefunc-
tion response” equations. Notably, the Handy-Schaefer
Z-vector method arises naturally in the Lagrangian for-
malism, automatically minimizing the number of wave-
function response equations that must be solved for a
given observable (regardless of the number of derivative
perturbations).
While there have been considerable recent efforts to de-
velop hybrid quantum/classical methods for zeroth-order
scalar observables such as ground-state and excited-state
energies and transition properties, the existing literature
on hybrid quantum/classical analytical derivative theory
is notably sparse. An approach for the nuclear energy
gradient (and higher derivatives) has been proposed81
based on Jordan’s quantum gradient estimation algo-
rithm within the phase estimation algorithm. More re-
cently, another approach has been proposed82 for linear
response based on perturbations of the phase estima-
tion algorithm. Within the original VQE method, it is
also clear that the nuclear energy gradient of the ground
state is straightforward to compute, as the variational
density matrix is available as a byproduct of the VQE
optimization.3 However, this approach will not be appli-
cable to most excited state VQE extensions or to transi-
tion properties, as here the quantities to be differentiated
are not variational in the quantum circuit parameters.
Finally, as the numerical experiments in this manuscript
were being finalized, two separate groups have proposed
methodology for the computation of the nuclear energy
gradient using a sum-over-states approach83 and using an
explicit differentiation approach.84 Both groups demon-
strate their method in the context of H2. Notably, no
correspondence of the Handy-Schaefer Z-vector method
or the Lagrangian formalism has yet been introduced -
existing approaches either ignore the effect of wavefunc-
tion response or compute it through direct forward evalu-
ation of the response derivatives84 or effectively through
a sum-over-states resolution.83
In the present manuscript, we first review some techni-
cal prerequisites related to the Lagrangian formalism of
analytical derivative theory and efficient/accurate tech-
niques for computing the analytical gradients of quan-
tum circuit observable expectation values with respect
to circuit parameters. We then carefully define and dif-
ferentiate each stage of the MC-VQE algorithm in the
specific context of the AIEM. The expressions developed
herein are deliberately specific to the AIEM to provide
an impression of the flow of a Lagrangian workflow for
hybrid quantum/classical derivative theory. However,
the overall steps would be similar for other Hamiltonian
representations, such as fermionic systems represented
by the Jordan-Wigner,85,86 Bravyi-Kitaev,87,88 or other
spin-lattice representations.89–93 Moreover, the general
hybrid quantum/classical Lagrangian approach adopted
herein should be straightforward to adapt to other vari-
ants of VQE. Finally, the broad sketches of the approach
developed in this work should apply equally to other
derivative properties such as non-adiabatic coupling vec-
tors - in particular, the various response equations ap-
pearing here will be identical up to the choice of right-
hand side.
II. TECHNICAL BACKGROUND
A. Analytical Derivative Theory
Analytical derivative theory is concerned with the com-
putation of derivatives of expectation values of observable
quantities of approximate wavefunctions,
dζOΘ ≡ dζ〈ΨΘ|Oˆ|ΨΘ〉 (1)
Here dζ is shorthand for the total derivative d/dζ (∂ζ
will similarly serve as shorthand for the partial deriva-
tive ∂/∂ζ). For instance, substituting Oˆ ≡ Hˆ and taking
ζ to be the Cartesian coordinates of the nuclei yields the
traditional “energy gradient,” Eζ which is equivalent to
the opposite of the force acting on the nuclei at a given
nuclear geometry. We will specialize to the case of the nu-
clear gradient in all derivations in the present manuscript.
Analytical derivatives of other properties such as non-
adiabatic coupling vectors, dipole derivatives, etc, would
follow similar manipulations.
In general there are several contributions to the gradi-
ent,
dζEΘ = 〈ΨΘ|dζHˆ|ΨΘ〉+ 〈ΨΘ|Hˆ|dζΨΘ〉+ H.C. (2)
The first term is the “Hellmann-Feynman”
contribution,94–97 which reflects the expectation
value of the intrinsic derivative of the Hamiltonian with
respect to ζ. The last two terms are the “wavefunction
response” contributions, which reflect the fact that the
wavefunction parameters may vary with respect to ζ,
providing an additional nonzero contribution to the
gradient.
More explicitly, the wavefunction |ΨΘ〉 might defini-
tionally depend on a set of parameters {θi}, which them-
selves depend on Hˆ (or perhaps other operators), and
from thence depend on ζ. E.g., {θi} might be determined
by solving another electronic structure method involving
implicit equations in Hˆ. Therefore,
dEΘ(Hˆ, {θi})
dζ
=
∂EΘ
∂Hˆ
dHˆ
dζ
+
∂EΘ
∂θi
dθi
dζ
(3)
The explicit computation of the wavefunction response
over a large number of perturbation coordinates ζ may
prove to be exhaustingly tedious.
The Lagrangian formalism70 can help overcome this
difficulty and reduce the number of wavefunction re-
sponse contributions that must be considered. The La-
grangian formalism involves the replacement of the ob-
servable EΘ(Hˆ, {θi}) with an equivalent scalar quantity
4LΘ(Hˆ, {θi}, {θ˜i}),
LΘ(Hˆ, {θi}, {θ˜i}) ≡ EΘ(Hˆ, {θi})+
∑
i
θ˜ifi(Hˆ, {θj})︸ ︷︷ ︸
0
(4)
in such a way that the definitions of the wavefunctions
parameters {θi} are built into LΘ by Lagrange multi-
pliers {θ˜i}. I.e., for each set of (generally nonlinear)
equations {fi(Hˆ, {θj}) = 0} determining a class of wave-
function parameters {θj}, a Lagrange multiplier term∑
i θ˜ifi(Hˆ, {θj}) is added into the Lagrangian LΘ. Mak-
ing the Lagrangian stationary with respect to the La-
grange multiplier parameters {θ˜i}, e.g., dθ˜iLΘ = 0 pro-
vides the definition of the wavefunction parameters, e.g.,
⇒ {fi(Hˆ, {θj}) = 0}. Making the Lagrangian station-
ary with respect to the intrinsic wavefunction parame-
ters {θi}, e.g., dθjLΘ = 0 determines the values of the
Lagrange multipliers {θ˜j} via the solution of a set of
linear equations (the “response equations”). Once the
response equations have been solved, the total gradient
does not require the explicit determination of the param-
eter derivatives with respect to ζ,
dEΘ
dζ
=
dLΘ
dζ
=
∂LΘ
∂Hˆ
dHˆ
dζ
+
∂LΘ
∂θi︸ ︷︷ ︸
0
∂θi
∂ζ
+
∂LΘ
∂θ˜i︸ ︷︷ ︸
0
∂θ˜i
∂ζ
=
∂LΘ
∂Hˆ
dHˆ
dζ
(5)
Though note that,
∂LΘ
∂Hˆ
=
∂EΘ
∂Hˆ
+
∑
i
θ˜i
∂fi
∂Hˆ
(6)
The last term contains the additional “response” contri-
butions to the gradient - these are generally computa-
tionally expedient to build once the Lagrange multipliers
{θ˜i} are determined. Also note that the second term in
the final chain rule expression is written dζHˆ rather than
∂ζHˆ - this is because Hˆ might itself have implicit param-
eters in ζ, for which a separate set response equations will
have to be solved and corresponding response contribu-
tions accounted for. This will occur in a key place in
the present manuscript - one set of Lagrangians will be
built, fully variationally optimized, and then differenti-
ated in the quantum part of the MC-VQE algorithm to
determine the quantum gradient in the AIEM monomer
basis. Subsequently, a second set of (now fully classical)
Lagrangians will be built, fully variationally optimized,
and then differentiated to determine the contributions of
the classical AIEM matrix elements to the total gradient.
This nesting provides a natural separation between the
quantum and classical parts of the MC-VQE+AIEM gra-
dient algorithm, and should prove to be a general feature
of hybrid quantum/classical analytical derivative meth-
ods in other Hamiltonian representations.
As a final note, we point out that, by convention, the
particular derivative quantity,
Γˆ ≡ dEΘ
dHˆ
=
∂LΘ
∂Hˆ
(7)
is referred to as the “relaxed density matrix,” while the
corresponding derivative quantity,
Γˆ0 ≡ ∂EΘ
∂Hˆ
(8)
is referred to as the “unrelaxed density matrix.”
B. Circuit Gradients and Hessians
A key technical ingredient in the hybrid quan-
tum/classical analytical derivative methodology devel-
oped below is an efficient and robust approach to com-
pute the analytical derivatives of quantum circuit observ-
able expectation values with respect to perturbations in
the gate angle parameters of the quantum circuit. Par-
ticularly, finite difference approaches are entirely unac-
ceptable due to extreme precision requirements in the in-
volved observables, which would require intractable sta-
tistical convergence and noise requirements. Here, we
exploit known tomography formulae for the dependency
of quantum circuit observable expectation values on a
handful of active gate angles to develop formulae for the
gradient and Hessian that require determination of the
observable expectation value on a stencil of widely-spaced
gate angles, with similar statistical convergence require-
ments as required for the original observable expectation
values.
Consider a quantum circuit starting with the refer-
ence state |~0〉, proceeding through an arbitrary unitary
Uˆ , thence through a parametrized Rˆy gate with param-
eter θ acting on qubit C (an arbitrary qubit index), e.g.,
RˆCy (θ) ≡ e−iθYˆC , and finally through an arbitrary unitary
Vˆ . I.e., sketched in circuit form,
|0A〉
Uˆ Vˆ
|0B〉
|0C〉 RˆCy (θ)
|0D〉
(9)
The expectation value of an observable operator Oˆ is,
O(θ) = 〈Oˆ〉 = 〈~0|Uˆ†RˆC†y (θ)Vˆ †OˆVˆ RˆCy (θ)Uˆ |~0〉 (10)
It can be shown that this expectation value always ex-
actly follows a sinusoidal dependence,
O(θ− θ0) = A+B cos(2(θ− θ0)) +C sin(2(θ− θ0)) (11)
5where θ0 is the current setting of the gate angle. The
three circuit-specific tomography coefficients A, B, and
C can be determined by sampling O at any three angles.
Particularly, sampling at O0 ≡ O(θ0) and O± ≡ O(θ0 ±
pi/4) yields,
C = (O+ −O−)/2 (12)
A = (O+ +O−)/2 (13)
B = O0 − (O+ +O−)/2 (14)
With the tomography coefficients resolved, the first
derivative is now analytical,
∂O(θ)
∂θ
= 〈~0|Uˆ†RˆC†y (θ + pi/4)Vˆ †OˆVˆ RˆCy (θ + pi/4)Uˆ |~0〉
−〈~0|Uˆ†RˆC†y (θ − pi/4)Vˆ †OˆVˆ RˆCy (θ − pi/4)Uˆ |~0〉
= O(θ + pi/4)−O(θ − pi/4) (15)
This is remarkable when we consider the symmetric
finite-difference formula with stepsize h,
∂O(θ)
∂θ
= O(θ + pi/4)−O(θ − pi/4)
≈ 1
2h
[O(θ + h)−O(θ − h)] (16)
This can easily be extended to higher-order derivatives,
by inspection,
∂2O(θ)
∂θ2
= O(θ + pi/2)− 2O(θ) +O(θ − pi/2)
≈ 1
4h2
[O(θ + 2h)− 2O(θ) +O(θ − 2h)] (17)
and,
∂2O(θ, θ′)
∂θ∂θ′
= O(θ+ pi/4, θ′+ pi/4)−O(θ+ pi/4, θ′− pi/4)
−O(θ − pi/4, θ′ + pi/4) +O(θ − pi/4, θ′ − pi/4)
≈ 1
4h2
[O(θ + h, θ′ + h)−O(θ + h, θ′ − h)
−O(θ − h, θ′ + h) +O(θ − h, θ′ − h)] (18)
A key observation is that the coefficients of the observ-
ables in tomography-based formulae for the gradients and
Hessians are of order unity, in contrast to the 1/h or 1/h2
coefficients of the finite-difference formulae. This implies
that the tomography-based formulae do not experience
subtractive cancellation, and may be evaluated with sim-
ilar statistical precision as the underlying observables to
obtain similar absolute accuracy in the derivative quan-
tities.
Note that many other three-point quadratures can be
used to analytically/exactly resolve the tomography co-
efficients of Equation 11 and it’s multi-Rˆy-gate counter-
part, and to compute the corresponding derivatives. For
instance, the three-point Fourier grid with collocation
points {−pi/3, 0,+pi/3} can be used, and only the minu-
tia of the quadrature collocation-to-tomography coeffi-
cient transformation changes.
III. EXPLICIT MC-VQE+AIEM ENERGY AND
GRADIENT RECIPE
In this section, we carefully define and then differen-
tiate the MC-VQE+AIEM adiabatic state energies. The
flow of this section roughly follows reverse accumulation
automatic differentiation, with a Lagrangian approach
used for implicit portions of the derivatives.
1. Indices
The following index classes are used in this work,
• A - Monomer.
• I - Contracted reference state (CRS) configuration,
e.g., configuration interaction singles (CIS) config-
uration.
• Ξ - CRS eigenstate.
• Θ - MC-VQE eigenstate.
• M - CIS quantum circuit angle.
• g - VQE entangler quantum circuit angle.
• ζ - Nuclear gradient perturbation.
Primes are used to distinguish repeated indices.
A. Classical AIEM Energy Stage
1. Monomer Properties
To begin, for an ab initio exciton model (AIEM) with
N neutral monomers, each with two relevant electronic
states, and with restricted two-body interactions com-
puted in the dipole-dipole approximation, compute the
following quantities at the current nuclear positions {~rζ}.
• AH: The energy of the singlet ground (hole) state
of the monomer.
6• AP : The energy of the first singlet excited (particle)
state of the monomer.
• ~µAH: The total dipole moment of the hole state of
the monomer.
• ~µAP : the total dipole moment of the particle state
of the monomer.
• ~µAT: the transition dipole moment between the hole
and particle states.
• ~rA0 : The geometric centroid of the monomer,
e.g., the center of mass of the nuclei, ~rA0 ≡∑
ζmζ~rζ/
∑
ζ′ mζ′ , where ~rζ is the Cartesian co-
ordinates of atom ζ and mζ is the mass of atom
ζ.
These quantities can all be computed efficiently by clas-
sical electronic structure methods that scale only with
the monomer size, and which are independent of the to-
tal size of the system N . For instance, today we will use
ground-state Kohn-Sham density function theory (KS-
DFT) to compute the ground-state monomer proper-
ties AH and ~µ
A
H, and the Tamm-Dancoff approximation
for time-dependent density functional theory (TDA-TD-
DFT) TDA-TD-DFT to compute the excited state and
transition properties AP , ~µ
A
P , and ~µ
A
T (excited state and
transition dipole moments computed in the unrelaxed ex-
pectation value formulation), though many other elec-
tronic structure methods could also be used.
It may be convenient to also compute the analytical
nuclear gradients of all of these monomer properties at
this stage in the computation: A,ζH , 
A,ζ
P , ~µ
A,ζ
H , ~µ
A,ζ
P , ~µ
A,ζ
T ,
and ~rA,ζ0 will all be required at the very end of this proce-
dure. Here, e.g., A,ζH ≡ d~rζ AH. The computation of these
analytical derivatives of classical monomer properties of-
ten requires a Lagrangian formalism and the solution
of classical response equations, e.g., coupled-perturbed
Kohn-Sham (CP-KS) equations must be solved in the
computation of A,ζP , ~µ
A,ζ
H , ~µ
A,ζ
P , and ~µ
A,ζ
T . Note that
these response equations may be solved separately from
the quantum response equations that will appear later in
the procedure. Alternatively, if one wishes to follow the
spirit of the Lagrangian formalism to its zenith, these
monomer derivative property computations can be de-
ferred to the very end of the procedure, in which case
they will appear as chain rule terms contracted against
density matrix quantities from the quantum portion of
the algorithm. This formulation can provide enhanced
screening if some density matrix elements are small, and
can also reduce the number of classical response equa-
tions that must be explicitly computed. E.g., the hole
dipole chain-rule contribution is EA,ζΘ ← ~ηA,ΘH ~µA,ζH , which
can be computed with a single CP-KS response if the hole
dipole density matrix ~ηAH,Θ is available, vs three separate
CP-KS response contributions to compute the Cartesian
hole dipole derivatives ~µA,ζH beforehand.
2. Dimer Interaction Matrix Elements
In the present work, electrostatic interactions between
monomers are computed in the dipole-dipole approxima-
tion,
vAA
′
=
~µA · ~µA′
r3AA′
− 3(~µA · ~rAA′)(~µA′ · ~rAA′)
r5AA′
(19)
Here ~rAA′ ≡ ~rA′0 − ~rA0 , and rAA′ =
√|~rAA′ |2. The dipole
moments run over the types of H, T, and P for monomers
A and A′, leading to 9× possible two-body coupling ma-
trix elements for a given A,A′ pair: vAA
′
HH , v
AA′
HT , v
AA′
HP ,
vAA
′
TH , v
AA′
TT , v
AA′
TP , v
AA′
PH , v
AA′
PT , and v
AA′
PP . Note the sym-
metries, vAA
′
HH = v
A′A
HH , v
AA′
TT = v
A′A
TT , v
AA′
PP = v
A′A
PP ,
vAA
′
HT = v
A′A
TH , v
AA′
HP = v
A′A
PH , and v
AA′
TP = v
A′A
PT . Due to the
r−3AA′ decay of these matrix elements, distant A,A
′ pairs
may often be eliminated with insignificant errors (e.g.,
today we assert a nearest-neighbor-only coupling model,
for simplicity). We denote the set of significant A,A′
pairs included in the AIEM by the notation < A,A′ >
(including both A > A′ and A < A′). Note that A = A′
pairs are never included - these are already accounted for
in the one-body matrix elements AH and 
A
P .
Also note that it is entirely possible to go beyond the
dipole-dipole approximation for these dimer interaction
matrix elements: in prior work we have also used fully ab
initio matrix elements involving the electrostatic inter-
actions between state or transition densities to account
for higher-order multipole contributions and charge pene-
tration terms. Such matrix elements could easily be used
within MC-VQE+AIEM energies and derivatives, though
the full Lagrangian formalism discussed above would be
useful to avoid having to explicitly form the derivatives
of the two-body matrix elements vAA
′,ζ .
3. Monomer-Basis AIEM Hamiltonian
In the monomer basis, the AIEM Hamiltonian is suc-
cinctly written as,
Hˆ ≡ Hˆ(1) + Hˆ(2) (20)
=
∑
A
∑
p,q∈[0,1]
(pA|hˆ|qA)|pA〉〈qA|
+
1
2
∑
<A,A′>
∑
p,q,r,s∈[0,1]
(pAqA|hˆ|rA′sA′)|pA〉〈qA|⊗|rA′〉〈sA′ |
Where now |0A〉 refers to the monomer ground state
(hole), |1A〉 refers to the monomer excited state (par-
ticle), and in chemist’s notation |00) refers to H (hole),
|11) refers to P (particle), and |01) or |10) refers to T
(transition). Note that the correspondence of the matrix
elements is,
(0A|hˆ|0A) = AH (21)
7(1A|hˆ|1A) = AP (22)
(0A|hˆ|1A) = (1A|hˆ|0A) = 0 (23)
(0A0A|vˆ|0A′0A′) = vAA′HH (24)
(0A0A|vˆ|1A′1A′) = vAA′HP (25)
(1A1A|vˆ|0A′0A′) = vAA′PH (26)
(1A1A|vˆ|1A′1A′) = vAA′PP (27)
(0A0A|vˆ|0A′1A′) = (0A0A|vˆ|1A′0A′) = vAA′HT (28)
(0A1A|vˆ|0A′0A′) = (1A0A|vˆ|0A′0A′) = vAA′TH (29)
(1A1A|vˆ|0A′1A′) = (1A1A|vˆ|1A′0A′) = vAA′PT (30)
(0A1A|vˆ|1A′1A′) = (1A0A|vˆ|1A′1A′) = vAA′TP (31)
(0A1A|vˆ|0A′1A′) = (0A1A|vˆ|1A′0A′) (32)
= (1A0A|vˆ|0A′1A′) = (1A0A|vˆ|1A′0A′) = vAA′TT
In practice, the monomer-basis representation of the
AIEM Hamiltonian is only used for a formal definition: in
computational practice, we transition immediately from
the definition of the matrix elements in the previous sec-
tion to the Pauli-basis representation of the AIEM Hamil-
tonian in the following section.
4. Pauli-Basis AIEM Hamiltonian
After some straightforward algebra, the AIEM Hamil-
tonian can be succinctly re-written in terms of Pauli op-
erators,
Hˆ ≡ E +H(1) +H(2) = E Iˆ +
∑
A
ZAZˆA + XAXˆA
+
1
2
∑
<A,A′>
XXAA′XˆA ⊗ XˆA′ + XZAA′XˆA ⊗ ZˆA′
+ ZXAA′ZˆA ⊗ XˆA′ + ZZAA′ZˆA ⊗ ZˆA′ (33)
The matrix elements are,
E =
∑
A
(AH+
A
P)/2+
1
2
∑
<A,A′>
(vAA
′
HH +v
AA′
HP +v
AA′
PH +v
AA′
PP )/4
≡
∑
A
AS +
1
2
∑
<A,A′>
vAA
′
SS (34)
XA = AT︸︷︷︸
0
+
1
2
∑
A′
(vAA
′
TH + v
AA′
TP )/2 + (v
A′A
HT + v
A′A
PT )/2
≡ AT︸︷︷︸
0
+
1
2
∑
A′
vAA
′
TS + v
A′A
ST (35)
ZA = (AH − AP)/2
+
1
2
∑
A′
(vAA
′
HH + v
AA′
HP − vAA
′
PH − vAA
′
PP )/4
+(vA
′A
HH + v
A′A
PH − vA
′A
HP − vA
′A
PP )/4
≡ AD +
1
2
∑
A′
vAA
′
SD + v
A′A
DS (36)
XXAA′ = vAA′TT (37)
XZAA′ = (vAA′TH − vAA
′
TP )/2 ≡ vAA
′
TD (38)
ZXAA′ = (vAA′HT − vAA
′
PT )/2 ≡ vAA
′
DT (39)
ZZAA′ = (vAA′HH − vAA
′
HP − vAA
′
PH + v
AA′
PP )/4 ≡ vAA
′
DD (40)
Here the new letters are S (sum) and D (difference). Iˆ
operators correspond to S, Xˆ operators correspond to T,
and Zˆ operators correspond to D.
B. Quantum MC-VQE Energy Stage
1. Formal Definition: MC-VQE Eigenstates
MC-VQE approximates the exact diagonalization of
the Pauli Hamiltonian Hˆ by producing a number NΘ of
MC-VQE approximate eigenstates |ΨΘ〉.
|ΨΘ〉 ≡ Uˆ(θg)
∑
Ξ
|ΦΞ〉VΞΘ (41)
= Uˆ(θg)
∑
I
∑
Ξ
|I〉CIΞVΞΘ (42)
= Uˆ(θg)
∑
I
|I〉ΓIΘ (43)
8= Uˆ(θg)|ΓΘ〉 (44)
The MC-VQE eigenstates are orthonormal,
〈ΨΘ|ΨΘ′〉 = δΘΘ′ (45)
and within the MC-VQE contracted, entangled subspace,
the Hamiltonian is diagonal,
〈ΨΘ|Hˆ|ΨΘ′〉 = EΘδΘΘ′ (46)
Specific quantities are defined below.
2. Configuration Interaction Singles Contracted Reference
States
To begin, we classically determine a number NΞ = NΘ
of “contracted reference states” (CRS), {|ΦΞ〉}, by solv-
ing a polynomial-scaling electronic structure problem to
“sketch out” the shapes of the desired electronic states.
One particularly appealing choice for the contracted ref-
erence states is the set of eigenstates of a restricted con-
figuration interaction method, such as configuration in-
teraction singles (CIS),
Form the configuration interaction singles (CIS)
Hamiltonian. This matrix is indexed by a restricted set
of configurations {|I〉} ≡ {|0〉} + {|A〉} consisting of the
reference configuration |0〉 ≡ |00 . . . 0〉, followed by the
N singly-excited configurations {|A〉} including |10 . . . 0〉,
|01 . . . 0〉, and finally |00 . . . 1〉 (N + 1 configurations to-
tal). The CIS Hamiltonian has the block form,
HˆCIS ≡
[
H00 H0A′
HA0 HAA′
]
(47)
The reference-reference block is,
H00 = 〈0|Hˆ|0〉 = E +
∑
A
ZA + 1
2
∑
<A,A′>
ZZAA′ ≡ Eref
(48)
The diagonal singles-singles block is,
HAA = 〈A|Hˆ|A〉 = Eref − 2ZA −
∑
A′
[ZZAA′ + ZZA′A]
(49)
The reference-singles block is,
H0A = HA0 = 〈0|Hˆ|A〉 = XA + 1
2
∑
A′
[XZAA′ + ZXA′A]
(50)
The off-diagonal singles-singles block is,
HA 6=A′ = 〈A|Hˆ|A′〉|A 6=A′ = XXAA′ (51)
Now, classically diagonalize the CIS Hamiltonian to
obtain the CIS contracted reference states (CRS),
|ΦΞ〉 ≡
∑
I
|I〉CIΞ :
∑
J
HIJCJΞ = CIΞE
CIS
Ξ , (52)∑
I
CIΞCIΞ′ = δΞΞ′
Note that we often focus on NΘ = NΞ ≤ NI - from this
point forward, it is assumed that any Θ or Ξ index only
runs up to NΘ.
Note that other choices of contracted reference states
would lead to different forms/results for the MC-VQE
eigenstates and different response contributions in ana-
lytical derivatives, but the manipulations would be sim-
ilar. One particularly interesting alternative example is
the use of single configurations (e.g., “determinants”) or
a priori known combinations of several configurations
(e.g., “configuration state functions”) - here, no implicit
equations are solved to determine the contracted refer-
ence states, and so no response terms would appear in
the corresponding analytical derivatives.
3. Technical Detail: CIS State Preparation Circuit
A quantum circuit to prepare the CIS state |Φ〉 ≡∑
I |I〉CI ≡ UˆCIS|0〉 is sketched for N = 4,
|0A〉 Ry(θ0) •
|0B〉 Ry(−θAB/2) • Ry(+θAB/2) • •
|0C〉 Ry(−θBC/2) • Ry(+θBC/2) • •
|0D〉 Ry(−θCD/2) • Ry(+θCD/2) •
(53)
The Ry(θ0) gate controls the amplitude of the reference ket |00 . . .〉, while the composite two-body gates between
9each pair of wires control the amplitudes of each singly-
excited ket |10 . . .〉, |01 . . .〉, etc. Specifically, the com-
posite two-body gate is,
•
Ry(−θ/2) • Ry(+θ/2) •
=
 1 +s(θ) −c(θ)+c(θ) +s(θ)
1
 (54)
The action of this composite two-body gate on a stat-
evector of the form µ|00〉+ µ′|10〉 yields a statevector of
the form µ|00〉+ α|10〉+ β|01〉, where α = µ′ cos(θ) and
β = µ′ sin(θ). 1 +s(θ) −c(θ)+c(θ) +s(θ)
1

 µ0µ′
0
 =
 µµ′s(θ)µ′c(θ)
0
 (55)
E.g., this gate transfers single excitation from qubit A
to qubit B. We note that there are many possibly
choices for the composite two-body gates and the overall
CIS state preparation circuit; the definition used here is
merely pragmatic. Overall, our selected CIS state prepa-
ration circuit requires a linear number of gates and, as
written, requires linear depth with only linear nearest-
neighbor qubit connectivity - a drastic simplification over
our previous efforts which used a quadratic sequence of
CNOT gates. It is worth noting that it appears that this
state-preparation circuit can be extended to use logarith-
mic depth at the cost of higher two-qubit connectivity
and modified definitions of the gate angles, e.g., by mov-
ing from a linear control sequence to a binary-tree control
sequence.
By inspection, it is straightforward to classically de-
termine the CIS circuit gate angles from the CIS wave-
function amplitudes,
θ0 = cos
−1
(
C0/
√
C20 + C
2
A + . . .+ C
2
N
)
(56)
θAB = cos
−1
(
CA/
√
C2A + C
2
B + . . .+ C
2
N
)
(57)
... (58)
θMN = sign(CN ) cos
−1
(
CM/
√
C2M + C
2
N
)
(59)
Note that the raw value of the last CIS coefficient CN is
not used inside of the arccos formula set, so an additional
phase factor appears in the last angle to preserve the total
information content of the CIS coefficient vector.
A succinct classical function to return the N CIS cir-
cuit angles {θM} for an arbitrary normalized CIS state
with N + 1 coefficients {CI} is,
θM [CI ] ≡ PM cos−1
 CM√∑N
L=M C
2
L
 , M ∈ [0, N − 1]
(60)
PM ≡
{
sign(CN ) M = N − 1
1 else
(61)
We will need this function in several places, with a num-
ber of different choices for the N+1 input CIS coefficients
{CI}. Another function that will prove to be extremely
useful is the contraction of an arbitrary N -dimensional
vector dM with the Jacobian ∂θM [CI′ ]/∂CI ,
dO
dCI
[CI′ , dM ] ≡
∑
M
∂O
∂θM [CI′ ]︸ ︷︷ ︸
dM
∂θM [CI′ ]
∂CI
(62)
=
∑
M
dMPM
− δMI√∑N
L=M+1 C
2
L
+
CMCIδI≥M√∑N
L=M+1 C
2
L
(∑N
K=M C
2
K
)

4. CIS Circuit Angles
Using the recipe from the previous section, compute
the N CIS circuit angles from the N + 1 CIS coefficients,
for each state Ξ:
θM [CIΞ] (63)
5. State-Averaged VQE
A key step in MC-VQE is the use of a state-averaged
VQE entangler operator UˆVQE(θg) to maximally decou-
ple the contracted reference states {|ΦΞ〉} from the rest of
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the Hilbert space, i.e., using the VQE entangler operator
to maximally block-diagonalize the Hamiltonian. This
VQE entangler operator acts over the full qubit Hilbert
space (tractable because of the use of a quantum com-
puter), and is specified by a polynomial number of non-
linear parameters {θg}. The maximal decoupling condi-
tion is equivalent (in the 2-norm sense) to minimizing the
state-averaged energy,
UˆVQE(θg) = argmin
UˆVQE(θg)
[E¯] (64)
which is defined as,
E¯ ≡ 1
NΘ
∑
Θ
EΘ ≡ 1
NΘ
∑
Θ
〈ΨΘ|Hˆ|ΨΘ〉 (65)
=
1
NΘ
∑
Ξ
〈ΦΞ|Uˆ†VQEHˆUˆVQE|ΦΞ〉 (66)
where Hˆ is the Hamiltonian operator in the qubit Hilbert
space. The MC-VQE state energy is defined as,
EΘ ≡ 〈ΨΘ|Hˆ|ΨΘ〉 (67)
The weak form of the state-averaged variational condi-
tion is the zero-gradient condition,
∂E¯
∂θg
= 0 (68)
Let us consider a key set of Pauli density matrices,
which are defined as a function for an arbitrary set of
CIS state preparation angles {θM} and an arbitrary set
of VQE Rˆy gate parameter angles {θg}, e.g.,
λZA [θg, θM ] ≡ (69)
〈0|Uˆ†CIS[θM ]Uˆ†VQE[θg]ZˆAUˆVQE[θg]UˆCIS[θM ]|0〉
or,
ΛZZAA′ [θg, θM ] ≡ (70)
〈0|Uˆ†CIS[θM ]Uˆ†VQE[θg]ZˆA ⊗ ZˆA′UˆVQE[θg]UˆCIS[θM ]|0〉
These can be evaluated by statistically-converged tomog-
raphy measurements of quantum circuits passing through
a CIS-state preparation stage UˆCIS and a VQE stage
UˆVQE with the specified parameters. Many of the mea-
surements correspond to commuting operators in disjoint
sets of qubits, and can be performed in parallel. Measure-
ments in the Xˆ basis can be easily made by postpending
the circuit with a Hadamard gate(s) in the appropriate
position(s). Note that we will require the one-body Pauli
density matrices for all one-body elements ZA and XA,
and for all two-body elements XXAA′ , XZAA′ , ZXAA′ ,
ZZAA′ , for all A,A′ pairs in < A,A′ >.
The energy of a VQE-entangled CIS contracted refer-
ence state is, with appropriate parameters,
ε[{θg, θM ] ≡ E +
∑
A
λZAZA + λXAXA (71)
+
1
2
∑
<A,A′>
ΛXXAA′XXAA′ + ΛXZAA′XZAA′
+ΛZXAA′ZXAA′ + ΛZZAA′ZZAA′
This energy can be computed classically after the Pauli
density matrices have been evaluated. Note that only the
Pauli density matrices {λ} and {Λ} depend on the CIS
or VQE parameters {θM} or {θg}.
A useful specialization to VQE-entangled CIS con-
tracted reference states is,
λΞZA [θg] ≡ λZA [θg, θM [CIΞ]] (72)
and the corresponding energy is,
εΞ[θg] ≡ HΞΞ = ε[θg, θM [CIΞ]] (73)
A further specialization to state-averaged VQE-
entangled CIS contracted reference states is,
λ¯ZA [θg] ≡
1
NΘ
∑
Ξ
λΞZA [θg] (74)
and the corresponding state-averaged MC-VQE energy
is,
E¯[θg] ≡ 1
NΘ
∑
Ξ
εΞ[θg] (75)
The goal of the hybrid quantum/classical MC-VQE op-
timization procedure is to find the set of VQE parameters
{θ∗g} that minimize the state-averaged VQE energy,
{θ∗g} ≡ argmin
{θg}
(
E¯[θg]
)
(76)
To aid in the optimization, it can be useful to have the
gradient of the state-averaged VQE energy for a given
set of VQE parameters,
∂E¯[θg′ ]
∂θg
(77)
E.g., the weak form of the state-averaged VQE functional
is the stationary condition,
∂E¯[θ∗g′ ]
∂θg
= 0 ∀ g (78)
Moreover (subject to noise constraints), the state-
averaged VQE energy optimization procedure can use
gradient-based optimization algorithms such as L-BFGS
11
to enhance the convergence of the MC-VQE energy func-
tional.
The gradients with respect to the VQE parameters are,
∂E¯[θg′ ]
∂θg
=
1
NΘ
∑
Ξ
∂εΞ[θg′ ]
∂θg
(79)
and,
∂εΞ[θg′ ]
∂θg
≡
∑
A
(
∂θgλ
Ξ
ZA
)ZA + (∂θgλΞXA)XA (80)
+
1
2
∑
<A,A′>
(
∂θgΛ
Ξ
XXAA′
)
XXAA′ +
(
∂θgΛ
Ξ
XZAA′
)
XZAA′
+
(
∂θgΛ
Ξ
ZXAA′
)
ZXAA′ +
(
∂θgΛ
Ξ
ZZAA′
)
ZZAA′
and, by the results from analytical circuit gradients,
∂θgλ
Ξ
ZA = λ
Ξ,θg+pi/4
ZA − λ
Ξ,θg−pi/4
ZA (81)
Here λ
Ξ,θg+pi/4
ZA is a shorthand to indicate that the Pauli
matrix should be reevaluated with all parameters frozen,
but with θg updated to θg + pi/4.
The sole goal/directive of this subsubsection is to
determine the optimal state-averaged VQE parameters
{θ∗g}. The diagonal subspace Hamiltonian matrix ele-
ments HΞΞ ≡ εΞ are determined as a side externality of
this computation.
6. Technical Detail: VQE Entangler Parametrization
The definition and parametrization of the VQE entan-
gler circuit is something of an art. In any configuration-
space basis, the adiabatic eigenfunctions of the real elec-
tronic or ab initio exciton Hamiltonian can be written
as real, orthonormal vectors with arbitrary total phase
of ±1. Therefore, the VQE entangler operator Uˆ can be
restricted to SO(2N ) without loss. We have previously14
elected to construct the total VQE entangler circuit for
the ab initio exciton model by placing a two-body en-
tangler restricted to SO(4) at each two-body interaction
site in the exciton Hamiltonian. E.g., for a linear ar-
rangement,
|A〉
UAB2|B〉
UBN2|N〉
UNZ2|Z〉
(82)
If additional variational flexibility in the ansatz is desired,
a straightforward approach is to add additional layers of
entanglers of the form shown here, or to extend two-body
entanglers to the next layer(s) of nearest neighbors.
We now detail the specific choice of circuit for Uˆ2 used
to cover SO(4) used in this work. Note that there has
been much interest in the literature on the construction
of optimal 2-body quantum circuits covering SU(4) or
SO(4) using various or arbitrary gate libraries - for an
overview, see98–101. SO(4) is the group of real, orthogo-
nal matrices with determinant +1, and covers all possi-
ble two-body entangler matrices needed in our VQE task.
There are infinitely many equivalent logical parametriza-
tions of SO(4) with 6 real parameters, but some of these
will prove easier to optimize and/or differentiate than
others in VQE applications. For today, our selected two-
body entangler circuit is101,
|0A〉 Ry(θ1) • Ry(θ3) • Ry(θ5)
|0B〉 Ry(θ2) Ry(θ4) Ry(θ6)
(83)
This circuit was chosen because of its simple represen-
tation of parameters in terms of Rˆy gates, which allows
for direct implementation of our circuit gradient recipe
developed above.
Note that when joining individual SO(4) entangler cir-
cuit elements, adjacent Rˆy gates should be merged to
minimize the number of VQE parameters and avoid zero
eigenvalues of the SA-VQE parameter Hessian (caused
by redundancies in the parameters). E.g., for a N = 4
linear VQE circuit, the simply adjoined circuit,
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|0A〉 Ry(θ1) • Ry(θ3) • Ry(θ5)
|0B〉 Ry(θ2) Ry(θ4) Ry(θ6) Ry(θ1′) • Ry(θ3′) • Ry(θ5′)
|0M 〉 Ry(θ1′′) • Ry(θ3′′) • Ry(θ5′′) Ry(θ2′) Ry(θ4′) Ry(θ6′)
|0N 〉 Ry(θ2′) Ry(θ4′) Ry(θ6′)
(84)
should be merged to,
|0A〉 Ry(θ1) • Ry(θ3) • Ry(θ5)
|0B〉 Ry(θ2) Ry(θ4) Ry(θ7) • Ry(θ3′) • Ry(θ5′)
|0M 〉 Ry(θ1′′) • Ry(θ3′′) • Ry(θ8) Ry(θ4′) Ry(θ6′)
|0N 〉 Ry(θ2′) Ry(θ4′) Ry(θ6′)
(85)
To verify the correctness of the analytical gradients, be-
low we will also use shortened versions of these entangler
circuits designed to limit the variational flexibility of the
MC-VQE ansatz and to increase the magnitude of the
response terms.
7. Subspace Eigenstates
The final MC-VQE eigenstates are determined by solv-
ing for the subspace eigenvectors VΞΘ and eigenvalues EΘ
by classically solving the entangled, contracted subspace
eigenproblem,∑
Ξ′
HΞΞ′VΞ′Θ = VΞΘEΘ :
∑
Ξ
VΞΘVΞΘ′ = δΘΘ′ (86)
where the entangled, contracted subspace Hamiltonian
is,
HΞΞ′ ≡ 〈ΦΞ|Uˆ†VQEHˆUˆVQE|ΦΞ′〉 (87)
This can be evaluated by partial tomography measure-
ments on a quantum computer.
2HΞ6=Ξ′ = (〈ΦΞ|+ 〈ΦΞ′ |) Uˆ†VQEHˆUˆVQE (|ΦΞ〉+ |ΦΞ′〉) /2
− (〈ΦΞ| − 〈ΦΞ′ |) Uˆ†VQEHˆUˆVQE (|ΦΞ〉 − |ΦΞ′〉) /2 (88)
= 〈χ+ΞΞ′ |Uˆ†VQEHˆUˆVQE|χ+ΞΞ′〉 − 〈χ−ΞΞ′ |Uˆ†VQEHˆUˆVQE|χ−ΞΞ′〉
where the “interfering” contracted reference states are,
|χ±ΞΞ′〉 ≡
∑
I
|I〉χ±IΞΞ′ ≡
∑
I
|I〉 1√
2
[CIΞ ± CIΞ′ ] (89)
I.e., modified CIS states which can be prepared by the
usual CIS state preparation circuits with modified angles.
The procedure to determine the subspace Hamiltonian
matrix elements and subspace eigenstates is as follows:
Define the “interfering” contracted reference state coeffi-
cients as,
χ±IΞΞ′ ≡
1√
2
[CIΞ ± CIΞ′ ] ∀ Ξ > Ξ′ (90)
Define the corresponding CIS state preparation circuit
angles,
θM [χ
±
IΞΞ′ ] (91)
Compute the off-diagonal VQE-entangled contracted
subspace Hamiltonian elements,
HΞΞ′ = HΞ′Ξ =
(
ε[θg, θM [χ
+
IΞΞ′ ]] (92)
−ε[θg, θM [χ−IΞΞ′ ]]
)
/2 ∀ Ξ > Ξ′
Note that the diagonal subspace Hamiltonian matrix el-
ements are available from the state-averaged VQE opti-
mization step above. Finally, classically diagonalize the
subspace Hamiltonian to determine the subspace eigen-
vectors VΞΘ and MC-VQE eigenvalues EΞ,∑
Ξ′
HΞΞ′VΞ′Θ = VΞΘEΘ :
∑
Ξ
VΞΘVΞΘ′ = δΘΘ′ (93)
8. Generating State Coefficients
For convenience, the MC-VQE states can be re-
expressed in terms of “generating states” |ΓΘ〉,
|ΨΘ〉 ≡ UˆVQE|ΓΘ〉 (94)
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where,
|ΓΘ〉 ≡
∑
I
|I〉ΓIΘ (95)
where,
ΓIΘ ≡
∑
Ξ
CIΞVΞΘ (96)
Thus the generating states are rotations of the contracted
reference states, and can also be expressed in CIS form.
To utilize this expression, classically form the “gener-
ating state coefficients,”
ΓIΘ ≡
∑
Ξ
CIΞVΞΘ (97)
And then define the corresponding CIS state preparation
circuit angles,
θM [ΓIΘ] (98)
As a check, one should find,
EΘ = ε[θg, θM [ΓIΘ]] (99)
C. Quantum MC-VQE Gradient Stage
1. Formal Definition: MC-VQE Energy Gradient and
Lagrangian
Pauli-Basis Density Matrices: For a given MC-VQE
wavefunction |ΨΘ〉, the adiabatic state energy is,
EΘ ≡ 〈ΨΘ|Hˆ|ΨΘ〉 (100)
and our objective in this section is to form the “relaxed”
one- and two-particle density matrices in the Pauli basis,
e.g.,
γΘZA ≡
dEΘ
dZA , ∀ A (101)
ΓΘZZAA′ ≡
dEΘ
dZZAA′ , ∀ A,A
′ ∈ < A,A′ > (102)
Once these are obtained, the total energy gradients can
be obtained in the classical portion of the algorithm by
the chain rule,
dζEΘ = Eζ +
∑
A
ZζAγΘZA + X ζAγΘXA
+
1
2
∑
<A,A′>
XX ζAA′ΓΘXXAA′ + XZ
ζ
AA′Γ
Θ
XZAA′
+ ZX ζAA′ΓΘZXAA′ + ZZ
ζ
AA′Γ
Θ
ZZAA′ . (103)
Where, e.g., ZζA ≡ dζZA is the gradient of the matrix ele-
ment ZA with respect to ζ, which can be determined in a
final, classical step (itself requiring classical response the-
ory). Note that this gradient always appears contracted
with a density matrix quantity, which can often be used
to improve efficiency.
The “unrelaxed” one- and two-particle density matri-
ces are, e.g.,
γΘ,0ZA ≡
∂EΘ
∂ZA = 〈ΨΘ|ZˆA|ΨΘ〉, ∀ A (104)
ΓΘ,0ZZAA′ ≡
∂EΘ
∂ZZAA′ = 〈ΨΘ|ZˆA ⊗ ZˆA
′ |ΨΘ〉,
∀ A,A′ ∈ < A,A′ > (105)
These carry the Hellmann-Feynman contributions to the
gradient, but are missing the MC-VQE wavefunction re-
sponse contributions.
MC-VQE Quantum Lagrangian: The correspond-
ing Lagrangian has subspace eigenstate, state-averaged
VQE entangler, and contracted reference state constraint
terms,
LΘ = EΘ + LSEΘ + LVQEΘ + LCRSΘ︸ ︷︷ ︸
0
(106)
Here, the subspace eigenstate (SE) Lagrangian contribu-
tion is,
LSEΘ ≡
∑
Ξ′Θ′
Ξ˜ΘΞ′Θ′
[∑
Ξ′′
HΞ′Ξ′′VΞ′′Θ′ − VΞ′Θ′EΘ′
]
︸ ︷︷ ︸
∂EΘ′/∂VΞ′Θ′≡RΞ′Θ′
: EΘ ≡
∑
Ξ
∑
Ξ′
VΞΘHΞΞ′VΞ′Θ (107)
The state-averaged VQE Lagrangian contribution is,
LVQEΘ ≡
∑
g
θ˜Θg
∂E¯
∂θg
(108)
The contracted reference state (CRS) Lagrangian contri-
bution is,
LCRSΘ ≡
∑
I
∑
Ξ
Ξ˜ΘIΞ
[∑
I′
HII′CI′Ξ − CIΞECISΞ
]
︸ ︷︷ ︸
∂ECISΞ /∂CIΞ≡RIΞ
: ECISΞ ≡
∑
I
∑
I′
CIΞHII′CJΞ (109)
Note the nesting of parametric dependencies in the var-
ious Lagrangian contributions,
EΘ(VΞΘ, θg, CIΞ) (110)
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LSEΘ (VΞΘ, θg, CIΞ) (111)
LVQEΘ (θg, CIΞ) (112)
LCRSΘ (CIΞ) (113)
This nesting is ubiquitous in Lagrangian approaches to
analytical derivative theory. When determining the base
quantity EΘ, we start at the right side of the Lagrangian
and work left. When determining the gradient EζΘ, we
start at the left side of the Lagrangian and work right.
2. Subspace Eigenstate Response (Analytical)
The subspace eigenstate response equations have an
analytical solution that yields a trivial result for the spe-
cial case of energy gradients. However, it is still useful
to explicitly demonstrate this, as nonzero responses arise
from this term for other properties such as non-adiabatic
coupling vectors.
The subspace eigenstate response equations are,
∂LΘ
∂VΞ′Θ′
= 0 ∀ Ξ′,Θ′ (114)
The “driver” term is,
EΘ ≡
∑
Ξ
∑
Ξ′
VΞΘHΞΞ′VΞ′Θ (115)
The gradient is,
GΘΞ′Θ′ ≡
∂EΘ
∂VΞ′Θ′
= 2
∑
Ξ′′
HΞ′Ξ′′VΞ′′Θ′δΘ′Θ
= 2VΞ′Θ′EΘ′δΘ′Θ (116)
The Hessian is,
HΞ′Θ′,Ξ′′Θ′′ ≡ ∂
2EΘ
∂VΞ′Θ′∂VΞ′′Θ′′
(117)
= δΘ′Θ′′ [HΞ′Ξ′′ − EΘ′ (δΞ′Ξ′′ + 2VΞ′Θ′VΞ′′Θ′)]
Note that the Hessian is block diagonal in Θ and that
the only nonzero gradient term is in the specific state
Θ. Therefore, we will only need to solve the subspace
eigenstate response equations in the specific state Θ.
The subspace eigenstate response equations (for state
Θ) are, ∑
Ξ′
HΞΘ,Ξ′ΘΞ˜ΘΞ′Θ = −GΘΞΘ (118)
By inspection (e.g., substitute into the above), the ana-
lytical solution is,
Ξ˜ΘΞΘ = VΞΘ (119)
Therefore, the subspace eigenstate response contribution
is,
LSEΘ ≡
∑
Ξ
Ξ˜ΘΞΘ
[∑
Ξ′
HΞΞ′VΞ′Θ − VΞΘEΘ
]
= EΘ − EΘ = 0 (120)
Note that we are able to write the final zero in this con-
text only because the resultant Lagrangian quantity is
absolutely zero in the sense that it and all possible deriva-
tives are zero.
Therefore, we can entirely ignore contributions from
LSEΘ for the rest of the derivation of the energy gradient.
3. Unrelaxed Pauli Density Matrices
Form the unrelaxed Pauli density matrices, e.g.,
γΘ,0ZA ≡
∂EΘ
∂ZA = λZA [θg, θM [ΓIΘ]] (121)
ΓΘ,0ZZAB ≡
∂EΘ
∂ZZAB = ΛZZAB [θg, θM [ΓIΘ]] (122)
4. CP-SA-VQE Response
The coupled-perturbed state-averaged variational
quantum eigensolver equations (CP-SA-VQE) are,
∂LΘ
∂θg
= 0 ∀ g (123)
Both the right- and left-hand-sides of the CP-SA-VQE
equations involve quantities from quantum tomography
measurements.
5. CP-SA-VQE Response RHS
Form the gradient of the energy with respect to VQE
parameters,
GΘg ≡
∂EΘ
∂θg
= εθg+pi/4[θg, θM [ΓIΘ]] (124)
−εθg−pi/4[θg, θM [ΓIΘ]]
6. CP-SA-VQE Response LHS
Form the SA-VQE Hessian, including the diagonal,
Hgg ≡ ∂
2E¯
∂θ2g
=
1
NΘ
∑
Θ
εθg+pi/2[θg, θM [CIΘ]]
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+2εθg [θg, θM [CIΘ]]
− εθg−pi/2[θg, θM [CIΘ]] (125)
and off-diagonal contributions,
Hg 6=g′ ≡ ∂
2E¯
∂θg∂θg′
=
1
NΘ
∑
Θ
εθg+pi/4,θg′+pi/4[θg, θM [CIΘ]]
−εθg+pi/4,θg′−pi/4[θg, θM [CIΘ]]
−εθg−pi/4,θg′+pi/4[θg, θM [CIΘ]]
+ εθg−pi/4,θg′−pi/4[θg, θM [CIΘ]] (126)
7. CP-SA-VQE Response Equations
Solve the CP-SA-VQE response equations,∑
g′
Hgg′ θ˜Θg′ = −GΘg (127)
8. CP-SA-VQE Response Contribution
The CP-SA-VQE response contribution to the Pauli
density matrix is, e.g.,
γΘ,VQEZA =
∑
g
θ˜g
∂2E¯
∂θg∂ZA =
1
NΘ
∑
Θ
∑
g
θ˜g (128)
[
λ
θg+pi/4
ZA [θg, θM [CIΘ]]
−λθg−pi/4ZA [θg, θM [CIΘ]]
]
9. CP-CRS Response
The coupled-perturbed contracted reference state (CP-
CRS) equations are,
∂LΘ
∂CIΞ
= 0 ∀ I,Ξ (129)
The right-hand-side of the CP-CRS equations involves
quantities from quantum tomography measurements -
the left-hand-side is a classical coupled-perturbed con-
figuration interaction singles (CP-CIS) Hessian.
10. CP-CRS Response RHS
The CP-CRS RHS is defined as,
GΘIΞ ≡
∂EΘ
∂CIΞ
+
∂LVQEΘ
∂CIΞ
(130)
11. CP-CRS Response RHS #1
The first contribution to the CP-CRS RHS involves
the derivative of the state energy with respect to the CIS
CRS coefficients through the generator state coefficients
and angles,
GΘIΞ ←
∑
M
∂Eθ
∂θM [ΓIΘ]
∂θM [ΓIΘ]
∂ΓIΘ
∂ΓIΘ
∂CIΞ
=
∑
M
∂ε[θg, θM [ΓIΘ]]
∂θM [ΓIΘ]
∂θM [ΓIΘ]
∂ΓIΘ
VΞΘ (131)
The gradients of the CIS circuit angles with respect to
the corresponding CIS coefficients, i.e., ∂θM/∂ΓIΘ are
classically computed by the Jacobian formula in Equation
62.
The gradients of the VQE-entangled CIS contracted
reference states with respect to CIS circuit angles, i.e.,
∂ε/∂θM can be evaluated by analytical circuit gradients,
but care must be taken to account for the fact that pairs
of Rˆy gates (plus a CZ gate or equivalent) are used to im-
plement the controlled Fˆy gate for CIS circuits as laid out
in Equations 53 and 54. The gradient for the reference
angle θ0 is the usual,
∂ε
∂θ0
= εθ0+pi/4 − εθ0−pi/4 (132)
But the gradients the later angles such as θAB have ad-
ditional contributions,
∂ε
∂θAB
= −(εθLAB+pi/4 − εθLAB−pi/4)/2
+ (εθ
R
AB+pi/4 − εθRAB−pi/4)/2 (133)
Where θLAB ≡ −θAB/2 is the argument to the left-side
Rˆy gate, and θ
R
AB ≡ +θAB/2 is the argument to the
right-side Rˆy gate in Equation 54.
12. CP-CRS Response RHS #2
The second contribution to the CP-CRS RHS involves
the derivative of the SA-VQE Lagrangian energy with
respect to the CIS CRS coefficients,
GΘIΞ ←
∑
g
∑
M
θ˜Θg
∂2E¯
∂θg∂θM [CIΞ]
∂θM [CIΞ]
∂CIΞ
(134)
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=
1
NΘ
∑
g
∑
M
θ˜Θg
∂εθg+pi/4[θg, θM [CIΞ]]
∂θM [CIΞ]
∂θM [CIΞ]
∂CIΞ
− 1
NΘ
∑
g
∑
M
θ˜Θg
∂εθg−pi/4[θg, θM [CIΞ]]
∂θM [CIΞ]
∂θM [CIΞ]
∂CIΞ
This can be evaluated with the analytical CIS circuit gra-
dients and CIS angle Jacobian discussed in the previous
section.
13. CP-CRS Response LHS
The CP-CRS Hessian is (block diagonal in CIS eigen-
state Θ),
HIΞ,I′Ξ′ = δΞΞ′
[
HII′ − ECISΞ (δII′ + 2CIΞCI′Ξ)
]
(135)
14. CP-CRS Response Equations
Solve the CP-CRS response equations (block diagonal
in CIS eigenstate Ξ),
HIΞ,I′Ξ′Ξ˜ΘI′Ξ′ = −GΘIΞ (136)
15. CP-CRS Response Contribution
The CRS response contribution to the density matrix
is, e.g.,
γΘ,CRSZA ≡
∂
∂ZA
∑
IΞ
Ξ˜ΘIΞRIΞ =
∑
IΞ
Ξ˜ΘIΞ
∂
∂ZARIΞ
=
∑
IΞ
∑
I′I′′
Ξ˜ΘIΞ
∂RIΞ
∂HI′I′′
∂HI′I′′
∂ZA
=
∑
I′I′′
DΘI′I′′
∂HI′I′′
∂ZA (137)
where,
DΘI′I′′ =
∑
Ξ
Ξ˜ΘI′ΞCI′′Ξ −
∑
Ξ
[∑
I
Ξ˜ΘIΞCIΞ
]
CI′ΞCI′′Ξ
(138)
The final partials of the CIS Hamiltonian with respect to
the Pauli-basis potential matrix elements, e.g., ∂ZAHI′I′′ ,
are easily formed by differentiating Equations 48 to 51,
which are linear in the Pauli basis potential matrix ele-
ments.
16. Relaxed Pauli Density Matrices
The target relaxed Pauli density matrices are simply
given as the sum of the unrelaxed density matrices plus
the individual response contributions, e.g.,
γΘZA ≡
dEΘ
dZA =
∂LΘ
∂ZA = γ
Θ,0
ZA + γ
Θ,VQE
ZA + γ
Θ,CRS
ZA (139)
D. Classical AIEM Gradient Stage
1. Pauli Basis AIEM Gradient
At present, we have the Lagrangian representation,
EΘ = LΘ = E +
∑
A
ZAγΘZA + XAγΘXA
+
1
2
∑
<A,A′>
XXAA′ΓΘXXAA′ + XZAA′ΓΘXZAA′
+ ZXAA′ΓΘZXAA′ + ZZAA′ΓΘZZAA′ (140)
But, due to the solution of the response equations above,
the Lagrangian is fully relaxed in terms of MC-VQE pa-
rameters. Therefore,
dζEΘ = ∂ζLΘ = Eζ +
∑
A
ZζAγΘZA + X ζAγΘXA
+
1
2
∑
<A,A′>
XX ζAA′ΓΘXXAA′ + XZ
ζ
AA′Γ
Θ
XZAA′
+ ZX ζAA′ΓΘZXAA′ + ZZ
ζ
AA′Γ
Θ
ZZAA′ (141)
Where, e.g., ZζA ≡ dζZA is the gradient of the matrix el-
ement ZA with respect to ζ. What remains is to evaluate
the derivatives of the classical matrix elements (including
any classical response equations) and efficiently assemble
the finished analytical derivative dζEΘ.
2. Monomer Basis AIEM Gradient
At this point it is advantageous to perform a linear
transformation to a monomer-basis matrix element rep-
resentation of the gradient,
dζEΘ =
∑
A
A,ζH γ
A,Θ
H + 
A,ζ
P γ
A,Θ
P + 
A,ζ
T︸︷︷︸
0
γA,ΘT
+
1
2
∑
<A,A′>
vAA
′,ζ
HH Γ
AA′,Θ
HH + v
AA′,ζ
HT Γ
AA′,Θ
HT + v
AA′,ζ
HP Γ
AA′,Θ
HP
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+vAA
′,ζ
TH Γ
AA′,Θ
TH + v
AA′,ζ
TT Γ
AA′,Θ
TT + v
AA′,ζ
TP Γ
AA′,Θ
TP
+ vAA
′,ζ
PH Γ
AA′,Θ
PH + v
AA′,ζ
PT Γ
AA′,Θ
PT + v
AA′,ζ
PP Γ
AA′,Θ
PP (142)
Here, the monomer-basis density matrices are defined as,
e.g.,
γA
′′,Θ
H ≡
∂
∂A
′′
H
LΘ = ∂
∂A
′′
H
[
E +
∑
A
ZAγΘZA + . . .
]
=
[
∂
∂A
′′
H
E
]
︸ ︷︷ ︸
1/2
+
∑
A
[
∂
∂A
′′
H
ZA
]
︸ ︷︷ ︸
δAA′′/2
γΘZA + . . . (143)
The transformation coefficients indicated by underbraces
are easily determined by differentiating Equations 34 to
40, which are linear in the monomer-basis potential ma-
trix elements.
3. Dimer Interaction Matrix Element Gradients
At this point, it is advantageous to contract through
partial derivatives of the dimer interaction matrix ele-
ments to obtain a monomer-property-only representation
of the analytical derivative.
dζEΘ =
∑
A
A,ζH γ
A,Θ
H + 
A,ζ
P γ
A,Θ
P + 
A,ζ
T︸︷︷︸
0
γA,ΘT
+ ~µA,ζH ~η
A,Θ
H + ~µ
A,ζ
P ~η
A,Θ
P + ~µ
A,ζ
T ~η
A,Θ
T + ~r
A,ζ
0
~ξA,Θ (144)
The monomer property density matrices are defined
as, e.g.,
~ηA
′′,Θ
H ≡
∂
∂~µA
′′
H
LΘ = ∂
∂~µA
′′
H
1
2
∑
<A,A′>
vAA
′
HH Γ
AA′,Θ
HH . . .
=
1
2
∑
<A,A′>
[
∂
∂~µA
′′
H
vAA
′
HH
]
ΓAA
′,Θ
HH . . . (145)
and,
~ξA
′′,Θ ≡ ∂
∂~rA
′′
0
LΘ = ∂
∂~rA
′′
0
1
2
∑
<A,A′>
vAA
′
HH Γ
AA′,Θ
HH . . .
=
1
2
∑
<A,A′>
[
∂
∂~rA
′′
0
vAA
′
HH
]
ΓAA
′,Θ
HH . . . (146)
Some needed partials of Equation 19 are,
∂
∂~µA′′
vAA
′
=
[
~µA′
r3AA′
− 3(~µA′ · ~rAA′)~rAA′
r5AA′
]
δAA′′
+
[
~µA
r3AA′
− 3(~µA · ~rAA′)~rAA′
r5AA′
]
δA′A′′ (147)
and,
∂
∂~r0A′′
vAA
′
=
[
−3(~µA · ~µA′)~rAA′
r5AA′
+15
(~µA · ~rAA′)(~µA′ · ~rAA′)~rAA′
r7AA′
−3(~µA′ · ~rAA′)~µA
r5AA′
− 3(~µA · ~rAA′)~µA′
r5AA′
]
[δA′A′′ − δAA′′ ]
(148)
4. Monomer Property Gradients
Finally, the contraction of the monomer property den-
sity matrices with the monomer property nuclear gradi-
ents can be performed as indicated in Equation 144. For
today’s exercise, this is a simple set of multiply-add op-
erations with pre-supplied monomer property gradients
(obtained with classical Lagrangian theory in methods
like TD-DFT, including classical response equations like
CP-KS). However, it is also possible to defer computa-
tion of these derivatives until the last possible moment, at
which point the monomer property density matrices are
known, and can be contracted with the monomer prop-
erty gradients on the fly. This can reduce the number of
classical response equations that must be solved, and can
help sieve the classical gradient equations if some of the
monomer property density matrices are sparse.
IV. COMPUTATIONAL DETAILS
The MC-VQE+AIEM energy and analytical gradi-
ent expressions of Equations 19 through 148 were im-
plemented in our in-house quantum circuit simulator
Quasar. For the purposes of this manuscript, we
simulate ideal infinite sampling of Pauli density ma-
trices by contraction of the relevant statevector am-
plitudes. Ground state properties are computed with
Kohn-Sham density functional theory (KS-DFT), ex-
cited state properties are computed with time-dependent
DFT in the Tamm-Dancoff approximation (TDA-TD-
DFT).102 The excited state and transition dipole mo-
ments are computed in the unrelaxed expectation value
formalism. Dipole moments are computed at the mass
centers of the monomers. Analytical gradients of the
ground- and excited-state energies and the ground-state,
excited-state and transition dipole moments are com-
puted within a classical Lagrangian approach involving
coupled-perturbed configuration interaction (CP-CI) and
coupled-perturbed Kohn Sham (CP-KS) equations in the
relevant places. These derivative quantities are computed
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up front, and are stored for later contraction with the re-
laxed density matrices emanating from the quantum MC-
VQE portion of the algorithm - we do not explore the full
Lagrangian approach with delayed computation of classi-
cal response in the present work. All classical electronic
structure computations are performed in double preci-
sion (unless otherwise indicated) within the TeraChem
GPU-accelerated electronic structure package,103–105 and
all iterative portions of the computations are tightly con-
verged to facilitate comparison of numerical derivative
properties.
V. RESULTS AND DISCUSSION
A. Validation: BChl-a Dimer
As implied by the verbosity of the derivation above, an-
alytical derivative theory requires extensive demonstra-
tion of validity to eliminate myriad potential sources of
mathematical or programmatical errors. To proceed, we
consider the case of a small dimer of simplified BChl-a
chromophores depicted in Figure 1. We shorten the VQE
entangler circuit to only a pair of Ry gates and we con-
sider only two contracted reference states out of a total
of three CIS states. This deliberately limits the flexibil-
ity and accuracy of the MC-VQE ansatz, and thereby
ensures that the contributions from both CP-SA-VQE
response and CP-CIS response will be large, providing
a stress test that the non-Hellmann-Feynman contribu-
tions have been correctly derived and implemented. We
then compare the analytical derivatives to second-order
symmetric finite difference derivatives in three successive
bases: the relaxed Pauli density matrices 139 (the total
derivatives of the state energies with respect to pertur-
bations in the Pauli Hamiltonian matrix elements), the
monomer property density matrices of Equations 143,
145, and 146 (the total derivatives of the state energies
with respect to perturbations in the classical monomer
properties), and the full nuclear gradient of Equation 144
(the total derivatives of the state energy with respect to
perturbations in the nuclear positions). This pipeline of
comparisons allows us to separately verify the gradients
of the quantum portions of the MC-VQE method, the
gradients of the AIEM-to-Pauli Hamiltonian transforma-
tion, and the classical electronic structure gradients.
1. Pauli Density Matrices
Table I compares the deviations of Pauli-basis den-
sity matrices computed with different methods and gra-
dient approaches for the ground state and first ex-
cited states of BChl-a dimer within the AIEM based on
ωPBE(ω = 0.3)/6-31G*-D3.106,107. The principal find-
ing is that MC-VQE including all response terms [de-
noted as VQE(Y,Y) in the table] agrees to ∼ 10−10 with
second-order symmetric finite difference with a stepsize
of 10−7 a.u. This is the same level of agreement as ob-
tained between the analytical gradient methodology and
finite difference within FCI and CIS, and is several or-
ders of magnitude better agreement than is obtained if
either CP-SA-VQE or CP-CIS response is neglected in
MC-VQE. In fact, inspection of the top three and bottom
three rows of the table indicates that the errors induced
by neglecting response terms in MC-VQE gradients are
of essentially the same order as the intrinsic deviations
between different methods.
2. Monomer Property Density Matrices
Table II shows the same analysis as Table I, but now
for monomer-property density matrices. The findings
are identical - the response-including MC-VQE gradients
agree with finite difference to the same order as FCI or
CIS, and the errors induced by neglecting response terms
in MC-VQE gradients are of essentially the same order
as the intrinsic deviations between different methods.
3. Full Nuclear Gradients
Table III shows the same analysis as Table II, but now
for the complete nuclear gradients of selected atoms. The
very nature of this study highlights the imperative to
have efficient analytical gradient methodology where only
a minimal number of response equations are solved: ob-
taining the finite difference gradient for the full system
would have necessitated the computation of the classi-
cal electronic structure quantities on a 528-point stencil,
which is more computational effort than will be required
in the excited-state dynamics study of the following sec-
tion. This effort was deemed to be overtly laborious,
and so finite-difference spot checks of the gradients were
performed for the five selected atoms indicated in the ta-
ble. The conclusion is the same as in the previous two
sections - response-including MC-VQE gradients agree
with finite difference to the same order as FCI or CIS,
and the errors induced by neglecting response terms in
MC-VQE gradients are of essentially the same order as
the intrinsic deviations between different methods. In all
cases, the analytical gradient methods agree with finite
difference to at least one order of magnitude better than
if any response terms are neglected. Moreover, most of
the remaining deviation between the analytical gradient
methodology and the finite difference methodology likely
originates from the error in the finite difference stencil.
As evidence for this, full analytical nuclear gradients for
FCI and CIS were checked between this code and a sepa-
rate code written by a different author and using a differ-
ent set of working equations, and were found to agree to
∼ 10−15. This, together with the fact that the response
including monomer property density matrices of Table
II achieved a more-substantial ∼ 106× improvement in
agreement with finite difference and the fact that the
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contraction with the classical electronic structure prop-
erty gradients between Table II and Table III is identical
between FCI, CIS, and MC-VQE, provides a strong indi-
cator that the full MC-VQE gradients are true analytical
derivatives of the MC-VQE energy.
Figure 2 shows a visual comparison of nuclear gradients
computed with various levels of theory and inclusions of
response terms. The key finding of this study is that
there are visual deviations between MC-VQE gradients
using different levels of completeness of response terms
(bottom panel) and that these deviations are of the same
scale as the intrinsic deviations between different meth-
ods (top panel).
B. Demonstration: Excited State Dynamics
To demonstrate the potential utility of our hybrid
quantum/classical methodology, we have performed an
adiabatic excited state dynamics simulation of the sys-
tem shown in Figure 1. The methodology for this study
is the same as previously described, except that the ba-
sis is reduced to STO-3G and mixed precision compu-
tations are used to facilitate computational expediency
of the monomer classical electronic structure computa-
tions. The dynamics are initiated on S1 with a random-
ized initial momentum vector drawn from a Maxwellian
distribution at T = 300 K (the same initial conditions
are used for all methods). The dynamics are propagated
using velocity Verlet with a timestep of 20 a.u. (∼ 0.5
fs) for 300 timesteps (∼ 145 fs). The energy profiles of
the dynamics are depicted in Figure 3. Inspection of the
top panel shows a rather ordinary adiabatic dynamics en-
ergy profile with reasonable energy conservation profile
considering the short overall timescale of the dynamics.
The bottom panel shows a magnified view of the total en-
ergy profile, in this case zeroed to the mean total energy.
A highly compelling finding emerges: the energy conser-
vation profiles of FCI, CIS, and MC-VQE with full in-
clusion of response are essentially coincident to the order
of the linewidths (there are some minor deviations ap-
parent if one zooms in), but MC-VQE without response
contributions immediately diverges from the other curves
and additionally exhibits larger “excursions” at ∼ 10 fs
and ∼ 75 fs. Even though FCI, CIS, and MC-VQE all
have intrinsic differences, it seems that the internal self-
consistency of their analytical gradients works to pro-
mote a highly coincident energy conservation profile. By
contrast, MC-VQE without response contributions has a
non-self-consistent gradient that manifests as a loosely
random perturbing force, leading to an immediate diver-
gence of the corresponding energy conservation profile.
The energy excursions experienced by MC-VQE without
response are also characteristic of a non-self-consistent
gradient, and will likely lead to more-substantive en-
ergy conservation problems at longer timescales. While
more-flexible VQE entangler circuits will doubtless lead
to higher-accuracy MC-VQE solutions, and, therefore,
smaller response contributions, this study highlights the
importance of fully self-consistent analytical derivative
methodology with complete inclusion of wavefunction re-
sponse.
C. Larger Systems and Entangler Circuits
It might be reasonable to expect that one could forgo
computation of the response terms if a sufficiently flexi-
ble VQE entangler circuit were utilized - i.e., in a hypo-
thetical “full MC-VQE” ansatz, the Hellmann-Feynman
formula would be exact because the full MC-VQE states
would be equivalent to the FCI states, and one could es-
chew the response computation without loss. Here, we
provide a short case study that indicates that this is not
generally the case with practically-sized VQE entangler
circuits. We consider the case of a linear BChl-a hex-
amer (N = 6), and use both a truncated VQE entangler
circuit consisting of a single Ry gate at the end of each
qubit wire (analogous to the truncated entangler used
for he BChl-a dimer test case above) and a “standard”
VQE entangler circuit with SO(4) entanglers between
each nearest neighbor as in Equation 85. The results are
summarized in Table IV. The top portion of the table
shows that the use of the more-powerful standard VQE
entangler circuit reduces the error of the observables by
∼ 3− 5×, concordant with a 4.4× reduction in the error
in the full MC-VQE gradient in the fourth line of the bot-
tom portion of the table. This improvement moves the
MC-VQE results from being negligibly better than CIS
with the truncated VQE entangler to substantially bet-
ter than CIS with the standard VQE entangler. However,
the magnitudes of the response terms in MC-VQE do not
substantially diminish, as indicated in the first three lines
of the bottom portion of the table. In fact, for the stan-
dard entangler, the response terms are of the same size
or even larger than the discrepancy between MC-VQE
and FCI. Clearly, this is just one case study, and a more-
thorough analysis is warranted in future work, but these
initial results do seem to indicate that the response terms
are non-negligible even in larger systems with practically-
sized (non-truncated) VQE entangler circuits.
D. Prospects for Iterative Solution of Quantum
Response Equations
As mentioned in the introduction, one of the key find-
ings of Lagrangian-based analytical nuclear theory in
classical electronic structure is that the nuclear gradi-
ent (or other first derivative properties) can generally be
formed in effort that is strictly congruent with the effort
required to form the original energy - e.g., the formation
of the first excited state energy and analytical nuclear
gradient of TD-DFT requires roughly double the cost of
the formation of only the first excited state energy, irre-
spective of the system size. In the present work, we have
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nearly obtained this goal - in particular the invocation of
the Lagrangian formalism naturally led to a single set of
response equations to be solved, regardless of the num-
ber of nuclear or other derivative perturbations applied,
allowing e.g., for tractable production of nuclear gradi-
ents with 264 perturbations in BChl-a dimer. However,
close inspection of the critical quantum portions of the
gradient algorithm developed herein indicates that the
number of quantum observables required to form the gra-
dient does rise in a system-size-dependent manner over
that required to form the MC-VQE energy (assuming a
gradient-based or Jacobi-1 style108 approach to converge
the MC-VQE parameters). The offending terms stem
from the present manuscript’s prescription to explicitly
evaluate the quantum Hessian quantities ∂2E¯/∂θg∂θg′
and ∂2E¯/∂θg∂θM for the CP-SA-VQE LHS of Equation
126 and the CP-CIS RHS of Equation 134, respectively.
However, it is important to recognize that these Hessian
quantities are not intrinsically important intermediates
- all that we require is their action on certain trial vec-
tors. For instance, the mixed VQE-CIS angle Hessian
term arises in a contribution to the CP-CIS RHS where
the salient intermediate is,
τM ≡
∑
g
θ˜Θg
∂2E¯
∂θg∂θM
(149)
Additionally, if iterative linear equation solvers such as
PCG, DIIS,109,110 or GMRES are invoked (as is often
done in the solution of response equations in classical
electronic structure methods), the relevant quantity from
the VQE-VQE angle Hessian term is,
τg′ ≡
∑
g
bg
∂2E¯
∂θg∂θg′
(150)
where bg is an arbitrary (classically known) trial vector.
The contracted quantum response primitives of Equa-
tions 149 and 150 have thus far resisted an analytical
linear-scaling tomography resolution, but they resemble
the gradients of directional derivatives of functions with
smoothness bounded by the overall sinusoidal support of
the Nθg -dimensional VQE quantum circuit tomography.
Therefore, it seems likely that an accurate tomography
approach could be used to resolve these primitives with
effort that is linear in Nθg . Such an approach would re-
duce the effort of forming the full analytical MC-VQE
gradient to within a constant prefactor of the underlying
MC-VQE energy. Such methodology will be considered
in future work.
VI. SUMMARY AND OUTLOOK
We have explored the application of the Lagrangian
formalism for analytical derivative theory to the hybrid
quantum/classical MC-VQE+AIEM method, with spe-
cialization to the analytical nuclear gradient. In partic-
ular, we demonstrated that this approach provides for
a clean separation between the quantum and classical
portions of the algorithm, with a cost for the quantum
portion that is independent of the number of nuclei per
AIEM monomer. Within the quantum portions of the al-
gorithms, the Lagrangian formalism initiated the natural
emergence of CP-SA-VQE and CP-CIS response equa-
tions which must be solved to account for the definitional
choices of the SA-VQE and CIS portions of the MC-VQE
wavefunction ansatz. We developed quadrature-based
tomography methodology to extract the needed gradi-
ent and Hessian matrix elements from quantum circuit
measurements, and have outlined a key primitive opera-
tion to form contractions of the quantum Hessians with
known trial vectors which could potentially reduce the
cost of the complete analytical MC-VQE gradient to a
constant scaling factor over the underlying MC-VQE en-
ergy. Within a trial BChl-a dimer system with a trun-
cated VQE entangler circuit, we validated the analyti-
cal MC-VQE gradients by comparison to finite difference
computations in the Pauli, monomer-property, and nu-
clear perturbations, using an ideal quantum circuit sim-
ulator. We then explored adiabatic excited state dy-
namics of the same system, and demonstrated the im-
portance of self-consistent nuclear gradients by showing
that Hellmann-Feynman-approximated MC-VQE gradi-
ents exhibit unphysical energy excursions due to the miss-
ing response terms. In systems with more extensive VQE
entangler circuits, the absolute accuracy of MC-VQE
will definitionally increase, possibly leading to smaller re-
sponse contributions that might be able to be neglected
in certain applications. However, it remains important
to have fully exact analytical derivative methodology to
characterize the potential errors arising from such situa-
tions. Moreover, if the proposed endeavor to develop im-
proved tomography methodology for the observation of
quantum Hessian-vector contractions succeeds, the over-
all analytical derivative methodology will cost only a con-
stant multiple of the underlying energy, so the use of
full response-including nuclear gradients should be vastly
preferred to the use of Hellmann-Feynman gradients.
The outlook for hybrid quantum/classical derivative
methodology is, in our opinion, highly promising. With
the present manuscript, most of the known lore on ana-
lytical derivative methodology that has been developed
over the past few decades has been translated from the
classical to the quantum realm. There exist a num-
ber of technically straightforward but highly compelling
projects to extend the present methodology to other
derivative properties such as non-adiabatic coupling vec-
tors, polarizabilities, and optical response properties.
There is also a need to explore the use of this methodol-
ogy within MC-VQE in Hamiltonians beyond AIEM, e.g.,
in fermionic Hamiltonians. Finally, many practical issues
will have to be dealt with when making the jump from an
ideal quantum circuit simulator to noisy quantum hard-
ware. These challenges are well worth tackling, given the
prospects of performing large-scale non-adiabatic dynam-
ics simulations with hybrid quantum/classical computing
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in the near future.
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A. Geometry
B. MC-VQE Quantum Circuit
CIS State Prep VQE Entangler
FIG. 1: Schematic of (A) BChl-a dimer system and (B)
corresponding truncated MC-VQE quantum circuit selected
for analytical gradient validation and excited-state dynamics
demonstration in Sections V A and V B. The VQE entangler
circuit element is deliberately truncated to limit the flexibility
of the ansatz, yielding large wavefunction response contribu-
tions.
A. S0 vs. S1 Gradients (FCI):
B. FCI vs. CIS vs. VQE(Y,Y) Gradients (S1):
C. VQE(Y,Y) vs. VQE(Y,N) vs. VQE(N,Y) vs. VQE(N,N)  
Gradients (S1):
FIG. 2: Visual comparison of nuclear gradients computed for
BChl-a dimer within the AIEM based on ωPBE(ω = 0.3)/6-
31G*-D3. (A) Ground-state [red] vs. first-excited-state [blue]
gradients computed with FCI. (B) FCI [blue] vs. CIS [green]
vs. VQE [red] gradients computed on S1. (C) VQE gradients
computed with different inclusion of response terms on S1.
The notation VQE(N,Y) indicates that VQE response (the
first argument) was not used while CIS response (the second
argument) was used. For MC-VQE, two states were computed
and the VQE entangler circuit of Figure 1 was used.
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TABLE I: Comparison of Pauli-basis density matrices computed for BChl-a dimer within the AIEM based on ωPBE(ω = 0.3)/6-
31G*-D3. The upper portion of the table shows the deviation between the analytical and finite-difference formulations of the
Pauli-basis density matrices, with a second-order symmetric finite difference stencil with stepsize of 10−7 used for all quantities.
The bottom portion of the table shows the deviation between different methods with analytical formulations of the Pauli-basis
density matrices. In all cases, the maximum absolute deviation across the ground-state and first-excited-state Pauli density
matrices is reported. The notation VQE(N,Y) indicates that VQE response (the first argument) was not used while CIS
response (the second argument) was used. For MC-VQE, two states were computed and the VQE entangler circuit of Figure
1 was used.
Method γΘXA γ
Θ
ZA Γ
Θ
XXAA′ Γ
Θ
XZ/ZXAA′ Γ
Θ
ZZAA′
Analytical vs. Finite Difference
VQE(N,N) 1.2× 10−1 1.2× 10−1 5.7× 10−2 6.1× 10−2 4.0× 10−2
VQE(N,Y) 7.0× 10−2 1.0× 10−2 1.4× 10−2 4.0× 10−2 1.6× 10−2
VQE(Y,N) 5.0× 10−2 1.3× 10−1 7.1× 10−2 5.0× 10−2 2.4× 10−2
VQE(Y,Y) 3.0× 10−10 2.4× 10−11 2.6× 10−11 2.1× 10−10 5.0× 10−11
FCI 1.3× 10−10 1.7× 10−10 1.2× 10−10 9.1× 10−11 7.6× 10−11
CIS 1.5× 10−10 1.5× 10−10 3.1× 10−11 1.5× 10−10 9.6× 10−11
Method vs. Method (Analytical)
FCI-VQE 9.4× 10−2 3.7× 10−2 1.9× 10−1 6.7× 10−2 2.5× 10−2
FCI-CIS 2.3× 10−1 1.5× 10−1 1.6× 10−1 2.4× 10−1 3.7× 10−2
VQE-CIS 2.0× 10−1 1.2× 10−1 5.4× 10−2 1.8× 10−1 2.2× 10−2
TABLE II: Comparison of monomer property density matrices computed for BChl-a dimer within the AIEM based on ωPBE(ω =
0.3)/6-31G*-D3. The upper portion of the table shows the deviation between the analytical and finite-difference formulations
of the monomer property density matrices, with a second-order symmetric finite difference stencil with stepsize of 10−7 used for
the γ quantities and with stepsize of 10−6 used for the ~η and ~ζ quantities. The bottom portion of the table shows the deviation
between different methods with analytical formulations of the monomer property density matrices. In all cases, the maximum
absolute deviation across the ground-state and first-excited-state monomer property density matrices is reported. The notation
VQE(N,Y) indicates that VQE response (the first argument) was not used while CIS response (the second argument) was used.
For MC-VQE, two states were computed and the VQE entangler circuit of Figure 1 was used.
Method γA,ΘH γ
A,Θ
T γ
A,Θ
P ~η
A,Θ
H ~η
A,Θ
T ~η
A,Θ
P
~ζA,ΘP
Analytical vs. Finite Difference
VQE(N,N) 6.0× 10−2 1.2× 10−1 6.0× 10−2 4.7× 10−4 5.0× 10−4 3.9× 10−4 3.1× 10−4
VQE(N,Y) 5.2× 10−3 7.0× 10−2 5.2× 10−3 7.3× 10−5 1.9× 10−4 3.7× 10−4 1.3× 10−4
VQE(Y,N) 6.3× 10−2 5.0× 10−2 6.3× 10−2 4.4× 10−4 4.5× 10−4 3.8× 10−4 3.0× 10−4
VQE(Y,Y) 2.0× 10−10 1.6× 10−10 1.7× 10−10 4.0× 10−11 3.3× 10−11 3.9× 10−11 2.1× 10−11
FCI 8.4× 10−11 1.3× 10−10 7.3× 10−11 1.3× 10−11 1.4× 10−11 2.3× 10−11 3.4× 10−11
CIS 4.0× 10−11 1.5× 10−10 6.4× 10−11 2.6× 10−11 9.0× 10−12 1.6× 10−11 1.6× 10−11
Method vs. Method (Analytical)
FCI-VQE 1.9× 10−2 9.4× 10−2 1.9× 10−2 2.3× 10−4 1.2× 10−3 4.6× 10−4 1.2× 10−3
FCI-CIS 7.7× 10−2 2.3× 10−1 7.7× 10−2 4.0× 10−4 1.2× 10−3 1.6× 10−3 1.7× 10−3
VQE-CIS 5.8× 10−2 2.0× 10−1 5.8× 10−2 3.3× 10−4 8.8× 10−4 1.3× 10−3 1.1× 10−3
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TABLE III: Comparison of nuclear gradients computed for BChl-a dimer within the AIEM based on ωPBE(ω = 0.3)/6-31G*-
D3. The upper portion of the table shows the deviation between the analytical and finite-difference formulations of the monomer
property density matrices, with a second-order symmetric finite difference stencil with stepsize of 0.002 A˚. The bottom portion
of the table shows the deviation between different methods with analytical formulations of the nuclear gradients. In all cases,
the maximum absolute deviation across the ground-state and first-excited-state monomer nuclear gradients is reported. The
notation VQE(N,Y) indicates that VQE response (the first argument) was not used while CIS response (the second argument)
was used. For MC-VQE, two states were computed and the VQE entangler circuit of Figure 1 was used. The notation Mg20A
indicates that the comparison is over the x, y, and z components of the nuclear gradient on the Mg atom at index 20 (zero-based)
on monomer A.
Method Mg20A O
41
A N
16
A C
22
B H
31
B
Analytical vs. Finite Difference
VQE(N,N) 7.5× 10−4 1.4× 10−3 1.1× 10−3 1.8× 10−3 2.7× 10−5
VQE(N,Y) 4.0× 10−4 7.1× 10−4 1.3× 10−3 1.1× 10−3 2.0× 10−5
VQE(Y,N) 3.5× 10−4 7.1× 10−4 1.1× 10−3 2.9× 10−3 4.6× 10−5
VQE(Y,Y) 6.3× 10−7 5.5× 10−6 2.2× 10−6 2.5× 10−6 1.3× 10−6
FCI 6.3× 10−7 5.5× 10−6 2.4× 10−6 2.5× 10−6 1.3× 10−6
CIS 6.2× 10−7 5.5× 10−6 1.9× 10−6 2.5× 10−6 1.3× 10−6
Method vs. Method (Analytical)
FCI-VQE 5.7× 10−4 9.6× 10−4 1.0× 10−3 5.8× 10−4 2.2× 10−5
FCI-CIS 1.7× 10−3 2.9× 10−3 5.3× 10−3 7.6× 10−4 2.0× 10−5
VQE-CIS 1.5× 10−3 2.5× 10−3 4.3× 10−3 3.2× 10−4 1.3× 10−5
TABLE IV: Comparison of nuclear gradients computed for BChl-a hexamer (N = 6) within AIEM based on ωPBE(ω = 0.3)/6-
31G*-D3. The upper portion of the table shows the errors of the MC-VQE energy and oscillator strength observables vs. FCI.
The lower portion of the table shows the maximum absolute deviations between various analytical gradient methods for the
first excited state nuclear energy gradient. The first column of data shows the results from a truncated VQE entangler with a
single Ry gate at the end of each qubit wire, analogous to the truncated VQE entangler used for the BChl-a dimer example in
the rest of the manuscript. The second column of data shows the results from a full SO(4) entangler of Equation 85.
Method 1-Layer 5-Layer
Accuracy Characteristics
E0 5.4× 10−3 7.6× 10−4
E1 3.9× 10−3 5.7× 10−4
∆E0→1 1.4× 10−3 1.9× 10−4
O0→1 1.5× 10−4 5.9× 10−5
Gradient Deviations
VQE(Y,Y)-VQE(N,N) 1.2× 10−3 1.7× 10−3
VQE(Y,Y)-VQE(N,Y) 2.4× 10−3 1.5× 10−3
VQE(Y,Y)-VQE(Y,N) 1.2× 10−3 7.5× 10−4
FCI-VQE(Y,Y) 4.9× 10−3 1.1× 10−3
FCI-CIS 8.5× 10−3 8.5× 10−3
VQE(Y,Y)-CIS 3.6× 10−3 7.5× 10−3
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FIG. 3: Energy characteristics of S1 adiabatic excited-
state dynamics of BChl-a dimer within the AIEM based on
ωPBE(ω = 0.3)-D3/STO-3G, computed using velocity Verlet
with a timestep of 20 au (∼ 0.5 fs) and analytical nuclear
gradients. Top panel: Kinetic, potential, and total energy
profiles, all zeroed to the values at the initial frame. Bot-
tom panel: magnified view of the total energy profile from
the top panel, zeroed to the mean total energy. The notation
VQE(N,Y) indicates that VQE response (the first argument)
was not used while CIS response (the second argument) was
used. For MC-VQE, two states were computed and the VQE
entangler circuit of Figure 1 was used.
