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ON TANGENT CONE TO SYSTEMS OF INEQUALITIES AND
EQUATIONS UNDER RELAXED CONSTANT RANK CONDITION
EWA M. BEDNARCZUK1, KRZYSZTOF W. LEŚNIEWSKI2, AND KRZYSZTOF E. RUTKOWSKI3
Abstract. Under the relaxed constant rank condition, introduced by Minchenko
and Stakhovski, we prove that the linearized cone is contained in the tangent cone
(Abadie condition) for sets represented as solution sets to systems of finite numbers
of inequalities and equations given by continuously differentiable functions defined
on Hilbert spaces.
1. Formulation of the problem
Conditions ensuring the equality between the tangent and the linearized cones to the
constraint set lay at the core of optimality conditions in constrained optimization. Let
E be a Hilbert space and
F := {x ∈ E | hi(x) = 0, i ∈ I0, hi(x) ≤ 0, i ∈ I}, (1.1)
where hi : E → R, i ∈ I0 ∪ I are off class C1(E;R) and sets I0, I are finite. The
aim of the present paper is to discuss the relationship between the Relaxed Constant
Rank Constraint Qualification (RCRCQ), the form of the tangent cone to F at a given
x0 ∈ F and the existence of Lagrange multipliers to the problem
minimize h0(x)
s.t. x ∈ F. (P)
In the finite dimensional setting, when E = Rn, this question has been discussed in
Theorem 1 of [6].
We start with some preliminary facts and definitions which will be useful in the
sequel.
Definition 1.1. The closed subspace H of Banach space E is said to be split or
complemented, if there is a closed subspace G ⊂ E such that E = H ⊕ G, where ⊕
denotes the direct sum of H and G.
Proposition 1.2. ([1, Theorem 2.1.15]) If E is a Hilbert space andH a closed subspace,
then E = H ⊕H⊥. Thus every closed subspace of a Hilbert space splits.
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Proposition 1.3. ([1, Theorem 2.5.14] Local Representation Theorem) Let f : U ⊂
E → H be of class Cr, r ≥ 1, x0 ∈ U and suppose Df(x0) has closed split image
H1 with closed complement H2 and closed split kernel E2 with closed complement
E1 (if E = R
m, H = Rn assume that rank (Df(x0)) = k, k ≤ n, k ≤ m, so
that H2 = R
n−l, H1 = R
k, E2 = R
k, E2 = R
m−k). Then there are open sets
U1 ⊂ H1 ⊕ E2 and U2 ⊂ U , x0 ∈ U2 and a Cr diffeomorphism Φ : U1 → U2 such
that (f ◦ Φ)(u, v) = (u, η(u, v)) for any (u, v) ∈ U1, where u ∈ H1, v ∈ E2 and
η : U1 → H2 is a Cr map satisfying Dη(ψ−1(x0)) = 0.
Remark 1.4. In Local Representation Theorem in finite dimensions it is enough to
assume that dim rangeDf(x) = k for x in some neighbourhood U ′(x0). By Inverse
Function Theorem (see, for example [1, Theorem 2.5.7]), there exists an invertible
function Ψ′ : U ′(x0) → U such that f ◦Ψ′ depends on k variables.
2. Constant rank condition (CRC)
Definition 2.1. Let fi : E → R, i = 1, . . . , n be C1 functions. We say that
constant rank condition (CRC) holds at x0 ∈ E if there exists a neighbourhood V (x0)
such that
rank {∇fi(x0), i = 1, . . . , n} = k = rank {∇fi(x), i = 1, . . . , n},
for all x ∈ V (x0).
In the sequel we will make a frequent use of the following observation.
Remark 2.2. If ∇fij (x0), j = 1, . . . , k are linearly independent then, by continuity of
∇fij , j = 1, . . . , k, there exists a neighbourhood U0(x0) such that vectors ∇fij (x),
j = 1, . . . , k are linearly independent for all x ∈ U0(x0). Additionally, if we assume
that the constant rank condition (CRC) holds for f := [f1, . . . , fn] at x0 ∈ E in some
neighbourhood V (x0) and rank {∇fi(x0), i = 1, . . . , n} = k, then, for any x ∈
V (x0) ∩ U0(x0) and l ∈ {1, . . . , n} \ {i1, . . . , ik}, the vectors
∇fi1(x), . . . ,∇fik(x),∇fl(x)
are linearly dependent.
Let us note that, when f : E → Rn, and the constant rank condition (CRC) holds
at x0, then dimDf(x0)(E) = k, and consequently, R
n has a closed split image H1,
dimH1 = k with closed complement H2, dimH2 = n− k.
Moreover, for any e ∈ B(0, δ),
‖Df(x0)e‖ =
∥∥∥∥∥∥∥
〈∇f1(x0) | e〉
...
〈∇fn(x0) | e〉
∥∥∥∥∥∥∥ =
n∑
i=1
|〈∇fi(x0) | e〉| ≤ ‖e‖
n∑
i=1
‖∇fi(x0)‖ < ε,
whenever δ < ε‖∇fi(x0)‖ , i.e., Df(x0) is continuous, and E2 := kerDf(x0) = {h ∈
E | Df(x0)h = 0} is a closed subspace of E. By Proposition 1.2, its complement E⊥2
is a closed subspace of E and dimE⊥2 = k.
3. Rank theorem under CRC
Let x0 ∈ E and E2 = kerDf(x0). By E1 we denote the orthogonal subspace to
E2, i.e. E1 = E
⊥
2 , where E
⊥
2 = {e ∈ E | 〈e | e2〉 = 0, ∀e2 ∈ E2}.
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Lemma 3.1. Let x0 ∈ E and fi : E → R, i = 1, . . . , n be continuously differentiable
functions in a neighbourhood of x0. Assume that vectors ∇fi(x), i = 1, . . . , n, for
x ∈ U(x0) are linearly independent. Then there exists a neighbourhood U0(x0) such
that for any x ∈ U0(x0), the vectors
ej(x) :=


〈∇f1(x) | ∇fj(x0)〉
...
〈∇fn(x) | ∇fj(x0)〉

 = Df(x)∇fj(x0), j = 1, . . . n,
form a basis in Rn.
Proof. For any x ∈ U(x0) let us define n× n matrix Gx,
Gx :=


〈∇f1(x) | ∇f1(x0)〉 . . . 〈∇f1(x) | ∇fn(x0)〉
...
. . .
...
〈∇fn(x) | ∇f1(x0)〉 . . . 〈∇fk(x) | ∇fn(x0)〉

 .
Let us note that the matrix Gx0 is the Gram matrix of linearly independent vectors
∇f1(x0), . . . ,∇fn(x0), thus, Gx0 is of full rank.
Now we show that there exists a neighbourhood U0(x0) such that, for any x ∈
U0(x0), vectors e
j(x), j = 1, . . . , n, form a basis in Rn.
On the contrary, suppose that for any neighbourhood U0(x0) there exists x ∈ U0(x0)
such that vectors ej(x), j = 1, . . . , n are linearly dependent. Then there exists a
sequence of xk → x0 such that vectors ej(xk), j = 1, . . . , n are linearly dependent.
Let us note that, by the continuity of ∇fj(·), j = 1, . . . , n, we have ej(xk)→ ej(x0).
Hence,
0 = detGxk → detGx0 6= 0,
a contradiction. Thus, there exists a neighbourhood U0(x0) such that e
j(x), j =
1, . . . , n, form a basis in Rn for any x ∈ U0(x0). 
Proposition 3.1. Let x0 ∈ E and fi : E → R, i = 1, . . . , n be continuously
differentiable functions in a neighbourhood of x0. Assume that CRC holds at x0 with
a neighbourhood V (x0). Then Df(x)|E1 : E1 → Df(x)(E) is an isomorphism for x
in some neighbourhood of x0.
Proof. Let rank {∇fi(x0), i = 1, . . . , n} = k. By Remark 2.2 there exist indices
i1, . . . , ik ⊂ {1, . . . , n}, such that ij 6= il for i 6= l and there exists a neighbourhood
U(x0) such that
∇fi1(x), . . . ,∇fik(x) for all x ∈ U(x0), (3.1)
form a maximally linearly independent subset of ∇fi(x), i = 1, . . . , n, x ∈ U(x0).
Let f1(x) := [fi1(x), . . . , fik(x)]. Clearly, kerDf(x0) = kerDf
1(x0), where
kerDf1(x0) = {u ∈ E | Df1(x0)u = 0}. Hence,
E1 = E
⊥
2 = span{∇fi1(x0), . . . ,∇fik(x0)}
and dimE1 = k. By CRC, dim(Df(x)(E)) = k for all x ∈ U(x0).
Since∇fi1(x0), . . . ,∇fik(x0) are linearly independent,Df1(x0)|E1 : E1 → Df1(x0)(E)
is an injection. Indeed, suppose that there exists e1, e2 ∈ E1, e1 6= e2 such that
Df1(x0)(e1) = Df
1(x0)(e2). Then e1− e2 ∈ E1 since E1 is a linear space and at the
same time e1 − e2 ∈ E2. This contradicts the fact that e1 6= e2.
Since E1 = span{∇fi1(x0), . . . ,∇fik(x0)} and ∇fi1(x0), . . . ,∇fik(x0) are linearly
independent, the vectors {∇fij (x0)}kj=1 form a basis of E1. By observation (3.1), for
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any x ∈ U(x0) there exists a linear isomorphism Lx : E1 → span{∇fi1(x), . . . ,∇fik(x)}
such that Lx(∇fij (x0)) = ∇fij (x), j = 1, . . . , k. Hence, for any x ∈ U(x0),
E1 = L
−1
x (span{∇fi1(x), . . . ,∇fik(x)}) and Df(x)|E1 : E1 → Df(x)(E) is an
injection.
Now we discuss the surjectivity of Df(x)|E1 : E1 → Df(x)(E) in a neighbourhood
of x0. To this aim we note that it is enough to investigate the surjectivity ofDf
1(x)|E1 :
E1 → Df1(x)(E).
Let us note that Df(x)e, e ∈ E1 is fully determined by the Df1(x)e. To see this
take e ∈ E1. Then e =
∑k
j=1 λj∇fij (x0), where λj ∈ R, j = 1, . . . , k. For any
x ∈ U(x0) we have
Df1(x)e = [〈∇fil(x) | e〉]kl=1 =

 k∑
j=1
λj〈∇fil(x) | ∇fij (x0)〉


k
l=1
Since ∇fl(x), l ∈ {1, . . . , n} \ {i1, . . . , ik} depend linearly on ∇fi1(x), . . . ,∇fik(x),
x ∈ V (x0), we have that
〈∇fl(x) | e〉 =
k∑
h=1
αlh(x)〈∇fih (x) | e〉, (3.2)
where αlh(x) ∈ R, h ∈ 1, . . . , k, l ∈ {1, . . . , n} \ {i1, . . . , ik}, x ∈ V (x0) and
∇fl(x) =
k∑
h=1
αlh(x)∇fih (x).
Now we show the surjectivity of Df1(x)|E1 : E1 → Df1(x)(E) for some neigh-
bourhood of x0. By Lemma 3.1, there exists a neighbourhood U0(x0) such that the
vectors
ej(x) :=


〈∇fi1(x) | ∇fij (x0)〉
...
〈∇fik(x) | ∇fij (x0)〉

 = Df(x)∇fj(x0), j = 1, . . . k,
form a basis in Rk. Let x ∈ U0(x0) ∩ V (x0), g ∈ Df(x)(E) and for i ∈ {1, . . . , n}
let us denote gi as i-th component of g. By (3.2), we have gl =
∑k
h=1 α
l
h(x)gih ,
l ∈ {1, . . . , n} \ {i1, . . . , ik} and, moreover

gi1
...
gik

 = k∑
j=1
βj(x)e
j(x),
for some βj(x) ∈ R, j = 1, . . . , k. Hence,

gi1
...
gik

 = k∑
j=1
βj(x)


〈∇fi1(x) | ∇fij (x0)〉
...
〈∇fik(x) | ∇fij (x0)〉

 =


〈∇fi1(x) |
∑k
j=1 βj(x)∇fij (x0)〉
...
〈∇fik(x) |
∑k
j=1 βj(x)∇fij (x0)〉

 =
= Df1(x)(
k∑
j=1
βj(x)∇fij (x0)).
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And, for l ∈ {1, . . . , n} \ {i1, . . . , ik},
gl = 〈
k∑
h=1
αlh(x)∇fih (x) |
k∑
j=1
βj(x)∇fij (x0)〉.
Observe that
∑k
j=1 βj(x)∇fij (x0) ∈ E1, and hence Df(x)|E1 : E1 → Df(x)(E)
is surjective. Since Df(x)|E1 : E1 → Df(x)(E) is surjection and injection between
finite-dimensional spaces, it is a (linear) isomorphism. 
By the Rank Theorem 2.5.15 of [1] (for the finite dimensional case see [5] and [7])
and Proposition 3.1, we obtain the following result.
Theorem 3.2 (Rank theorem). Let x0 ∈ U , where U is an open subset of E and
f : U → Rn, f = [f1, . . . , fn], fi : E → R, i = 1, . . . , n be continuously differentiable
functions in a neighbourhood of x0. Assume that CRC holds at x0 with a neighbourhood
V (x0). As previously, let E1 = kerDf(x0), E2 = E
⊥
1 . Then there exist open sets
U1 ⊂ H1⊕E2, U2 ⊂ E, V1 ⊂ H , V2 ⊂ H and diffeomorphisms of class C1, ϕ : V1 →
V2 and ψ : U1 → U2, x0 = (x01, x02) ∈ U2 ⊂ U ⊂ E1 ⊕E2, i.e. x01 ∈ E1, x02 ∈ E2,
f(x0) ∈ V1 satisfying
(ϕ ◦ f ◦ ψ)(w, e) = (w, 0), where w ∈ H1, e ∈ E2
for all (w, e) ∈ U1.
Remark 3.3. Let f = [f1, f2], where f i : U → Hi, i = 1, 2. Using this notation,
the Banach space isomorphism Dψ(f1(x0), x02) : H1 ⊕ E2 → E = E1 ⊕ E2 is a
block diagonal operator and Dφ(x, y)|H1×{0} : H1 × {0} → E = E1 ⊕ E2 is a block
diagonal operator and Dφ(x, y)|H1×{0} : H1×{0} → E1×{0} is an isomorphism for
all (x, y) ∈ U1. The isomorphism Dϕ(v) : H1 ⊕H2 → H1 ⊕H2 is the identity on H2
for any v ∈ V1 and Dψ(f(x0)) is a block diagonal operator.
4. Functional dependence
We extend to Hilbert spaces the definition of functional dependence of functions
fi : E → R, i = 1, . . . , n at some x0 ∈ E given in [1].
Definition 4.1. Let U ⊂ E be an open set and let functions fi : E → R, i = 1, . . . , n
be of class C1. Functions f1 . . . , fn are said to be functionally dependent at x0 ∈ U
if there is a neighbourhood V of point y0 := (f1(x0), . . . , fn(x0)) ∈ Rn and a smooth
function F : V → R of class C1 such that DF (y0) 6= 0 and
F (f1(x), . . . , fn(x)) = 0
for all x in some neighbourhood of x0.
We say that functions fi : E → R, i = 1, . . . , n are functionally independent
at x0 if fi : E → R, i = 1, . . . , n are not functionally dependent at x0, i.e. for all
neighbourhoods V of y0 and for all F : V → R of class C1, if F (f1(x), . . . , fn(x)) = 0
for all x in some neighbourhood of x0, then DF (y0) = 0.
Remark 4.2. Let us note that in paragraph 8.6.3 of [7], the functional independence is
defined for continuous functions fi : R
m → R, i = 1, . . . , n, the function F : Rn →
R appearing in the definition is assumed to be only continuous and the condition
DF (y0) 6= 0 is replaced by F 6≡ 0 on any neighbourhood of y0.
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In [2] the functional dependence is defined for smooth functions fi : R
m → R,
i = 1, . . . , n, the function F : Rn → R is assumed to be smooth and such that F 6≡ 0
on any neighbourhood of y0.
Clearly, if f1, . . . , fn are functionally dependent at x0 in the sense of the definition
given in [1], then f1, . . . , fn are functionally dependent at x0 in the sense of the defi-
nition given in [2, 7]. From among these three definitions the definition of functional
dependence given in [7] is the most general.
The example below illustrates the difference between of definitions of functional
dependence given in [1] and [2].
Example 4.3. Let f1(x1, x2) = x
2
1, f2(x1, x2) = x
2
2 and x0 = (0, 0). We will show
that f1, f2 are functionally dependent at x0 in the sense of definitions given in [2] and
are functionally independent at x0 in the sense of definition given in [1].
Let F (y1, y2)be defined as follows
F (y1, y2) :=


0 if y1 ≥ 0 ∧ y2 ≥ 0,
y21 if y1 < 0 ∧ y2 ≥ 0,
y22 if y1 ≥ 0 ∧ y2 < 0,
y21 + y
2
2 if y1 < 0 ∧ y2 < 0.
Then F : R2 → R is a smooth function and
F (f1(x1, x2), f2(x1, x2)) = F (x
2
1, x
2
2) = 0
for all (x1, x2) ∈ R2. Moreover, in any neighbourhood of y0 := (f1(x0), f2(x0)) =
(0, 0) there exists y = (y1, y2) such that y1 < 0 or y2 < 0, i.e. F (y) 6= 0. Hence,
f1, f2 are functionally dependent at x0 in the sense of definition given in [2].
Now we show that f1, f2 are functionally independent at x0 in the sense of definition
given in [1]. By contrary, suppose, that f1, f2 are functionally dependent at x0 in the
sense of definition given in [1]. Then there exists a smooth function F : R2 → R
such that DF (y) 6= 0 in some neighbourhood of y0 := (f1(x0), f2(x0)) = (0, 0)
and F (x21, x
2
2) = 0 for all (x1, x2) in some neighbourhood of x0. Let V (x0) be any
neighbourhood of x0 and V (y0) be any neighbourhood of y0. Let V
′(x0) = {(x1, x2) ∈
R
2 | (sgn(x1)x21, sgn(x2)x22) ∈ V (x0)}, where sgn if the signum function. There
exists y′ ∈ V (y0) ∩ V ′(x0) such that y′ = (y′1, y′2), where y′1 > 0 and y′2 > 0. Let
V (y′) = int(V (y0) ∩ V ′(x0) ∩ R2++), where R2++ := {(x1, x2) | x1 > 0 ∧ x2 >
0}. Then for all y = (y1, y2) ∈ V (y′) we have (√y1,√y2) ∈ V (x0) and, moreover,
F (y) = F (
√
y1
2,
√
y2
2) = 0. Thus, DF (y) = 0 for all y ∈ V (y′) ⊂ V (y0), which is a
contradiction with the assumption DF (y) 6= 0 for all y ∈ V (y0).
Now we discuss sufficient conditions ensuring functional dependence/independence.
In the proposition below we generalize Proposition 1 of section 8.6.3 of [7] to the
case where argument space is a Hilbert space.
Proposition 4.4. Let x0 ∈ U , U ⊂ E - open set and f : U → Rn, f = [f1, . . . , fn],
fi : E → R, i = 1, . . . , n be continuously differentiable functions in a neighbourhood
of x0. Assume that CRC holds at x0 with a neighbourhood V (x0), i.e.
rank {∇fi(x), i = 1, . . . , n} = rank {∇fi(x0), i = 1, . . . , n} = k ∀x ∈ V (x0).
Let E1 = kerDf(x0), E2 = E
⊥
1 . Let i1, . . . , ik ⊂ {1, . . . , n} be such that ij 6= il for
j 6= l and ∇fi1(x0), . . . ,∇fik(x0) are linearly independent.
(1) If k = n, then functions f1, . . . , fn are functionally independent at x0.
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(2) If k < n, then for any l ∈ {1, . . . , n} \ {i1, . . . , ik} functions fi1 . . . , fik , fl are
functionally dependent at x0 and there exists a smooth function gl : R
k → R such
that for any x in some neighbourhood of x0
fl(x) = gl(fi1(x), . . . , fik(x)).
Proof.
(1) The proof follows the line of the proof of Propositon 1 of section 8.6.3 of [7].
Let f = [f1, . . . , fn]. By Rank Theorem 3.2, there exist diffeomorphisms of
class C1, ϕ : V1 → V2 and ψ : U1 → U2 such that
(ϕ ◦ f ◦ ψ)(w, e) = (w, 0) for all (w, e) ∈ U1 ⊂ H1 × E2.
Since ϕ, ψ are diffeomorphisms we have
f = ϕ−1 ◦ (ϕ ◦ f ◦ ψ) ◦ ψ−1,
and hence, y0 := f(x0) is an interior point (in space R
n) of the image of a
neighbourhood of x0 ∈ E. Thus, for any function F , the relation
F (f1(x), . . . , fn(x)) ≡ 0
can hold in a neighbourhood of x0 only if
F (y1, . . . , yn) ≡ 0
in an neighbourhood of y0. Hence, DF (y) ≡ 0 in an neighbourhood of y0.
(2) The proof follows the line of the proof of [1, Theorem 2.5.12].
If {1, . . . , n}\{i1, . . . , ik} = ∅, the assertion is automatically satisfied. Suppose
that {1, . . . , n} \ {i1, . . . , ik} 6= ∅. Without loss of generality we assume that
ij = j, j = 1, . . . , k. By Local Representation Theorem 1.3, there exist open
sets U1 ⊂ . . .1 ⊕ E2, U2 ⊂ U ⊂ E, x0 ∈ U2, and a diffeomorphism of class C1,
ψ : U1 → U2 such that
f¯(u01, u02) := f ◦ ψ(u01, u02) = (u01, η(u01, u02)), (4.1)
where for u ∈ U1 we have u = (u01, u02) with u01 ∈ H1, u02 ∈ E2 η : U1 → H2
is a C1 map satisfying Dη(ψ−1(x0)) = 0.
We can always shrink U1 (and hence also U2), if necessary, in order to ensure
that for all (u01, u02) ∈ U1 the linear map Df¯(u01, u02)|Rk×{0} : Rk × {0} →
Df¯(u01, u02)(R
k ⊕ E2) is an isomorphism. To see this, note that Dψ(u01, u02) :
R
k ⊕ E2 → E2 ⊕ E2 = E is an isomorphism and the formula Df¯(u01, u02) =
Df(ψ(u01, u02))◦Dψ(u01, u02) impliesDf¯(u01, u02)(Rk⊕E2) = Df(ψ(u01, u02))◦
Dψ(u01, u02)(R
k ⊕ E2) = Df(ψ(u01, u02))(E).
By Proposition 3.1, Df(x)|E1 : E1 → Df(x)(E) is an isomorphism in some
neighbourhood of x0. Since the restriction Dψ(u01, u02)|Rk⊕{0} : Rk ⊕ {0} →
E1 ⊕ {0} is an isomorphism, we obtain that Df¯(u01, u02)|Rk⊕{0}Rk ⊕ {0} →
Df¯(u01, u02)(R
k ⊕ E2) is an isomorphism.
If P1 : R
n = Rk ⊕ Rn−k → Rk is the projection onto Rk, then
P1|Df¯(u01,u02)(Rk⊕E2) : Df¯(u01, u02)(Rk ⊕ E2) → Rk
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is the inverse of Df¯(u01, u02)|Rk×{0} : Rk × {0} → Df¯(u01, u02)(Rk × {0}) =
Df¯(u01, u02)(R
k × E2) ⊂ Rn. To see this, observe that
Df¯(u01, u02) · (w, e) = (Du01, Dη(u01, u02)) · (w, e)
= ((Id, 0), Dη(u01, u02)) · (w, e)
= (w,Dη(u01, u02) · (w, e)),
for w ∈ Rk, e ∈ E2, which implies that (P1 ◦ Df¯(u01, u02))(w, 0) = (w, 0).
Therefore,
Df¯(u01, u02) ◦ P1|Df¯(u01,u02)(Rk⊕E2) is the identity on Df¯(u01, u02)(Rk × E2).
Let (w,Dη(u01, u02) · (w, e)) ∈ Df¯(u01, u02)(Rk ⊕ E2). Since
(Df¯(u01, u02) ◦ P1)(w,Dη(u01, u02) · (w, e)) = Df¯(u01, u02) · (w, 0)
= (w,Dη(u01, u02) · (w, 0))
= (w,D1η(u01, u02)w),
whereDη(u01, u02) = [Du01η(u01, u02), Du02η(u01, u02)] = [D1η(u01, u02), D2η(u01, u02)],
we have D2η(u01, u02)e = 0 for all e ∈ E2, that is, D2η(u01, u02) = 0. How-
ever, since D2f¯(u01, u02) · e = (0, D2η(u01, u02)e), this in turn implies that
D2f¯ ≡ 0 ∈ Rn on U1, that is
f¯(u01, u02) does not depend on variable u02 ∈ E2. (4.2)
Let x ∈ U2 and denote
yi = fi(x), i = 1, . . . , n. (4.3)
There exists u = (u01, u02) ∈ U1 ∈ Rk ⊕ E2 such that
x = ψ(u).
By (4.1), we have
yj = fj ◦ ψ(u01, u02) = uj01, j = 1, . . . , k.
For l ∈ {k + 1, . . . , n} we have
yl = fl(x) = fl(ψ(u01, u02)) = f¯l(u01, u02) = f¯l(y1, . . . , yk, u02).
In consequence, by (4.2), yl = f¯l(y1, . . . , yk), l ∈ {k + 1, . . . , n}. Hence, for any
x ∈ U2, fl(x) = f¯(f1(x), . . . , fk(x)), l ∈ {k + 1, . . . , n}.

The following example illustrates functional independence of functions at x0 under
CRC.
Example 4.5. Let f1(x1, x2) = x1, f2(x1, x2) = x2. We will show that f1, f2
are functionally independent at x0 = (0, 0). Suppose, by contrary, that f1, f2 are
functionally dependent, i.e there exists a smooth function F : R2 → R such that
F (f1(x1, x2), f2(x1, x2)) = 0 for all (x1, x2) in some neighbourhood of (0, 0) and
DF 6= 0 in some neighbourhood of (f1(0, 0), f2(0, 0)) = (0, 0). By implicit func-
tion theorem (see e.g. [1, Theorem 2.5.7]), there exists g : R → R such that
f2(x1, x2) = g(f1(x1, x2)) for all (x1, x2) in some neighbourhood of x0 and
∇f2(x1, x2) =
[
∂g
∂f1
(f1(x1, x2)) · ∂f1∂x1
∂g
∂f1
(f1(x1, x2)) · ∂f1∂x2
]T
=
∂g
∂f1
(f1(x1, x2))∇f1(x1, x2),
ON TANGENT CONE TO SYSTEMS OF INEQUALITIES AND EQUATIONS 9
i.e. ∇f1(x1, x2),∇f2(x1, x2) are linearly dependent for all (x1, x2) in some neighbour-
hood of (0, 0), which is not true.
5. Functional dependence without CRC
Let us note that the function f1, f2 from Example 4.3 do not satisfy the CRC
condition at x0 = (0, 0). In this section we investigate functional dependence and
independence without CRC.
Proposition 5.1. Let x0 ∈ E and suppose that f1, . . . , fn : E → R are of class C1.
Suppose that for every neighbourhood U(x0) of x0 there exists x ∈ U(x0) such that
∇f1(x), . . . ,∇fn(x) are linearly independent. Then functions f1, . . . , fn are function-
ally independent at x0.
Proof. Let F : V → Rn be a smooth function defined on a neighbourhood V (y0) of
y0 such that F (f1(x), . . . , fn(x)) = 0 for any x in some neighbourhood U(x0) of x0.
We show that under our assumption it must beDF (y0) = 0, where y0 = (f1(x0), . . . , fn(x0)).
Let V (x0) be a neighbourhood of x0 and x
′ ∈ V (x0) be such that∇f1(x′), . . . ,∇fn(x′)
are linearly independent. There exists a neighbourhood V (x′) of x′ such that V (x′) ⊂
V (x0) and ∇f1(z′), . . . ,∇fn(z′) are linearly independent for all z ∈ V (x′). By (1) of
Proposition 4.4, it must be DF (f(x′)) = 0. By smoothness of function F and f the
latter equality implies that DF (f(x0)) = 0. 
Remark 5.2. Let us note that, if f1, . . . , fn are functionally dependent at x0, then there
exists a neighbourhood V (x0) of x0 such that f1, . . . , fn are functionally dependent at
any x ∈ V (x0).
The fact below relates functional dependence with linear dependence of gradients.
Fact 5.1. Let x0 ∈ E and suppose that f1, . . . , fn : E → Rn are class C1. Suppose
that f1, . . . , fn are functionally dependent at x0. Then ∇f1(x0), . . . ,∇fn(x0) are
linearly dependent.
Proof. The proof follows immediately from Remark 2.2 and (1) of Proposition 4.4. 
The proposition below provides sufficient conditions for functional independence.
Proposition 5.3. Let x0 ∈ E and suppose that f1, . . . , fn : E → Rn are of class C1.
Let f = [f1, . . . , fn]. If, for any neighbourhood of V (x0) of x0, int f(V (x0)) 6= ∅, then
f1, . . . , fn are functionally independent at x0.
Proof. Let V (x0) be a neighbourhood of x0 and V be an open set containing y0 =
[f1(x0), . . . , fn(x0)]. Note that, for any smooth function F : V → R, if F (f1(x), . . . , fn(x)) =
0 for all x ∈ V (x0), then F (y) = 0 for all y ∈ int f(V (x0)). Thus DF (y) = 0 for all
y ∈ int f(V (x0)).
By the continuity of f , for any neighbourhood V (y0) there exists V
′(x0) such
that f(V ′(x0)) ⊂ V (y0). Let V ′′(x0) = V (x0) ∩ V ′(x0). Then, by assumption,
int(f(V ′′(x0))) 6= ∅ and, moreover, [intf(V ′′(x0))] ∩ V (y0) = intf(V ′′(x0)) is a
nonempty open set. For any smooth function F : V → R, if F (f1(x), . . . , fn(x)) = 0
for all x ∈ V (x0) thenDF (y) = 0 for all y ∈ intf(V ′′(x0))∩V (y0). By the smoothness
of F , it must be DF (y0) = 0. In consequence, functions f1, . . . , fn are functionally
independent at x0.

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6. Tangent and linearized cones
Following section 0.2.4. of [4] we introduce the tangent cone
TC(x0) = {d ∈ E | ∃ε > 0 ∃ a vector function o(t) such that ‖o(t)‖t−1 → 0, as t ↓ 0
and x0 + td+ o(t) ∈ C ∀ 0 ≤ t ≤ ε}.
For the set F given by (1.1) and x0 ∈ F , the linearized cone is given as
ΓF (x0) = {d ∈ E | 〈∇hi(x0) | d〉 ≤ 0, i ∈ I(x0), 〈∇hi(x0) | d〉 = 0, i ∈ I0},
where I(x0) := {i ∈ I | hi(x0) = 0}.
Definition 6.1 (Relaxed Constant Rank Constraint Qualification). The relaxed con-
stant rank constraint qualification (RCRCQ) holds for a set F , given by (1.1) at
x¯ ∈ F , if there exists a neighbourhood V (x¯) of x¯ such that, for any index set J ,
I0 ⊂ J ⊂ I0 ∪ I(x¯), for every x ∈ V (x¯), the system of vectors {∇hi(x), i ∈ J} has
constant rank. Precisely, for any J , I0 ⊂ J ⊂ I0 ∪ I(x¯),
rank (∇hi(x), i ∈ J) = rank (∇hi(x¯), i ∈ J) for all x ∈ V (x¯).
Remark 6.2. Note that RCRCQ holds for F at x0 ∈ F if and only if for any index set
J , I0 ⊂ J ⊂ I0 ∪ I(x0), CRC holds for hi, i ∈ J .
Below we prove our main result. The finite-dimensional case has been proved by
Minchenko and Stakhovski in [6]. We start with the following technical lemma.
Lemma 6.1. Let x0 ∈ F , where F is given by (1.1) and d ∈ ΓF (x0). For any vector
function r(t) : (0, 1) → E such that ‖r(t)‖t−1 → 0, as t ↓ 0, there exists a number
ε0 > 0 such that
hi(x0 + td+ r(t)) < 0 for all i ∈ I \ I(x0, d) and for all t ∈ (0, ε0), (6.1)
where I(x0, d) := {i ∈ I(x0) | 〈∇hi(x0) | d〉 = 0}.
Proof. Let d ∈ ΓF (x0). If i ∈ I \ I(x0), then hi(x0) < 0 and, therefore,
hi(x0 + td+ r(t)) = hi(x0) + 〈∇hi(x0 + θ(td+ r(t)) | td+ r(t)〉)
= hi(x0) + t〈∇hi(x0 + θ(td+ r(t)) | d〉+ t〈∇hi(x0 + θ(td+ r(t)) | r(t)
t
〉 < 0,
where 0 < θ < 1, for all sufficiently small t > 0.
If i ∈ I(x0) \ I(x0, d), then
hi(x0 + td+ r(t)) = hi(x0) + t〈∇hi(x0) | d〉+ oi(t) = t〈∇hi(x0) | d〉+ oi(t).
In this case hi(x0 + td+ r(t)) < 0 for sufficiently small t > 0 since
〈∇hi(x0) | d〉 < 0 and oi(t)t−1 → 0.
Consequently, hi(x0 + td + r(t)) < 0, for all i ∈ I \ I(x0, d) and for all t ∈ (0, ε0),
which proves (6.1).

Theorem 6.3. Let RCRCQ hold at x0 ∈ F , where F is given by (1.1), with a neigh-
bourhood V (x0). Then ΓF (x0) = TF (x0).
Moreover, for each d ∈ TF (x0) there is a vector function r(t), ‖r(t)‖/t → 0 when
t ↓ 0, such that for all t sufficiently small
d ∈ ker h′(x0), hi(x0 + td+ r(t)) = 0, i ∈ J(d),hℓ(x0 + td+ r(t)) ≤ 0 ℓ ∈ I \ J(d), (6.2)
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where h = [hi]i∈J(d), J(d) := I0 ∪ I(x0, d), and I(x0, d) = {i ∈ I(x0) | 〈∇hi(x0) |
d〉 = 0} and ℓ ∈ I \ I(x0).
Proof. Let d ∈ ΓF (x0) and J := J(d). By RCRCQ of F at x0 we have
rank {∇hi(x0 + td+ r), i ∈ J} = rank {∇hi(x0), i ∈ J} = k,
for (t, r) in some neighbourhood of (0, 0). By the continuity of ∇hi(·), i ∈ J , there
exist indices i1, . . . , ik, such that ∇hi1(x0+ td+ r), . . . ,∇hik(x0+ td+ r) are linearly
independent for (t, r) in some neighbourhood of (0, 0). Without loss of generality, we
can assume that ij = j, j = 1, . . . , k. By Proposition 4.4, applied to hi, i ∈ J and
ij = j, j = 1 . . . , k, there exist functions gl, l ∈ J \ {1, . . . , k} of class C1, such that
hl(x0 + td+ r) = gl(h1(x0 + td+ r), . . . , hk(x0 + td+ r)),
for (t, r) in some neighbourhood of (0, 0).
Consider the system
hi(x0 + td+ r) = 0, i ∈ J (6.3)
with respect to variables t, r. Let us note that system (6.3) is satisfied for (t, r) = (0, 0).
Obviously, in some neighbourhood of (0, 0), system (6.3) is equivalent to

h1(x0 + td+ r) = 0
. . .
hk(x0 + td+ r) = 0
(6.4)
with additional condition
hl(x0+td+r) = gl(h1(x0+td+r), . . . , hk(x0+td+r)) = 0, l ∈ J\{1, . . . , k}. (6.5)
Note that gl(h1(x0), . . . , hk(x0)) = 0, l ∈ J \{1, . . . , k} and therefore gl(0, . . . , 0) = 0,
l ∈ J \ {1, . . . , k}.
We have
〈∇hi(x0) | d〉 = 0, i ∈ J = I0 ∪ I2(x0, d).
Hence, d ∈ kerh′(x0), where h(x) = [h1(x) . . . , hk(x))]. By applying Ljusternik
theorem (see [4, section 0.2.4]) to h at x0, we obtain that d ∈ TH(x0), where H =
{x ∈ E | hi(x) = 0, i = 1, . . . , k}. This means that there exist ε > 0 and a function
r(t) : [0, ε)→ E, ‖r(t)‖t−1 → 0, t ↓ 0, such that

h1(x0 + td+ r(t)) = 0
. . .
hk(x0 + td+ r(t)) = 0.
By (6.5), hi(x0 + td + r(t)) = 0, i ∈ J for t ∈ [0, ε]. By Lemma 6.1, there exists
ε0 > 0 such that
x0 + td+ r(t) ∈ F t ∈ [0,min{ε0, ε}]. (6.6)
Thus, d ∈ TF (x0). 
The following theorem refers to the special case, where there is no inequality con-
straints in the definition of the set F .
Theorem 6.4. Suppose that I = ∅, i.e. there is no inequalities in the representation
(1.1) of the set F i.e.
F = {x ∈ E | hi(x) = 0 i = 1, . . . , n}
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and CRC holds at x0 ∈ F , i.e. there exists a neigbourhood of x0 s.t.
rank {∇hi(x0), i = 1, 2, . . . , n} = rank {∇hi(x), i = 1, 2, . . . , n} = k.
Then
TF (x0) = {d : 〈∇hi(x0) | d〉 = 0, i = 1, 2, . . . , n}.
Moreover, if Ik = {i1, i2, . . . , ik} is such that ∇hij (x0), ij ∈ Ik are linearly indepen-
dent, then TF (x0) = kerA, where A =


∇hi1(x0)
...
∇hik(x0)

 .
Proof. By assumption, for any il /∈ Ik
∇hil(x0) =
∑
i∈Ik
λi∇hi(x0).
This shows that TF (x0) does not depend upon the choice of the set Ik.

7. Relaxed Constant Rank Constraint Qualification and Lagrange
multipliers
Let us consider the problem (P),
minimize h0(x)
s.t. x ∈ F, (P)
where F is of the form (1.1), i.e.
F := {x ∈ E | hi(x) = 0, i ∈ I0, hi(x) ≤ 0, i ∈ I}, (7.1)
where h0, hi : E → R, i ∈ I0 ∪ I are of class C1(E;R) and sets I0, I are finite.
Let Λ(x) be the set of Lagrange multipliers at x ∈ F , i.e.
Λ(x) := {λ ∈ Rn | ∇xL(λ, x) = 0, λi ≥ 0 and λihi(x) = 0, i ∈ I},
where
L(λ, x) := h0(x) +
n∑
i=1
λihi(x), λ = (λ1, . . . , λn), h = (h1, . . . , hn).
Proposition 7.1. Let x0 ∈ F be a local minimum of problem (P) and let F satisfy
RCRCQ at x0. Then Λ(x0) 6= ∅.
Proof. By Theorem 6.3, for any d ∈ ΓF (x0) there exists a function o(t) : → E such
that limt→0 ‖o(t)‖t−1 → 0 as t → 0 and x0 + td + o(t) ∈ F . Since x0 is a local
minimum of h0 of F we have h0(x0+ td+o(t))−h0(x0) ≥ 0 for all t sufficiently small.
By Taylor expansion we have
0 ≤ h0(x0 + td+ o(t)) − h0(x0)
= h0(x0) + 〈∇h0(x0 + θ(td+ o(t))) | td+ o(t)〉 − h0(x0)
= t〈∇h0(x0 + θ(td+ o(t))) | d〉+ 〈∇h0(x0) + 〈∇h0(x0 + θ(td+ o(t))) | o(t)〉,
where θ ∈ [0, 1] and θ depends on t, d. Hence,
〈∇h0(x0 + θ(td+ o(t))) | d〉 ≥ −〈∇h0(x0 + θ(td + o(t))) | o(t)t−1〉. (7.2)
By passing to the limit with t→ 0 in (7.2) we obtain 〈∇h0(x0) | d〉 ≥ 0. Hence
−∇h0(x0) ∈ (ΓF (x0))◦, (7.3)
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where (ΓF (x0))
◦ is dual cone defined as
(ΓF (x0))
◦ := {d∗ ∈ E | 〈d∗, d〉 ≤ 0, ∀d ∈ ΓF (x0)}.
Let us observe that
ΓF (x0) =

d ∈ E |
〈∇hi(x0) | d〉 ≤ 0 i ∈ I(x0)
〈∇hi(x0) | d〉 ≤ 0 i ∈ I0
〈−∇hi(x0) | d〉 ≤ 0 i ∈ I0

 . (7.4)
By [3, Theorem 6.40] the dual cone to ΓF (x0) is given as follows
(ΓF (x0))
◦ = {d∗ ∈ E | d∗ =
∑
i∈I0∪I(x0)
λi∇hi(x0), λi ≥ 0, i ∈ I(x0), λi ∈ R, i ∈ I0}.
By (7.3) there exist λi ≥ 0, i ∈ I(x0), λi ∈ R, i ∈ I0 such that
−∇h0(x0) =
∑
i∈I0∪I(x0)
λi∇hi(x0).
By putting λi = 0 for i ∈ {1, 2, . . . , n} \ (I0 ∪ I(x0)), we have Λ(x0) 6= ∅. 
Let us consider the linearized problem
minimize 〈∇h0(x0) | d〉
s.t. 〈∇hi(x0) | d〉 ≤ 0 i ∈ I(x0),
〈∇hi(x0) | d〉 = 0 i ∈ I0.
(7.5)
Problem (7.5) is equivalent to the following
minimize 〈∇h0(x0) | d〉
s.t. 〈∇h(x0) | d〉 ∈ K, (7.6)
where h = [hi]i∈I(x0)∪I0 , K = {k ∈ R|I0|+|I(x0)| | ki ≤ 0, i ∈ I(x0), ki = 0, i ∈ I0}.
Lagrangian to (7.6) is defined as follows
L(d, λ) = 〈∇h0(x0) | d〉+ 〈λ | ∇h(x0)d〉. (7.7)
We define K∗ := {k∗ ∈ R|I0|+|I(x0)| | 〈k | k∗〉 ≤ 0} = {k∗ ∈ R|I0|+|I(x0)| | ki ≥ 0, i ∈
I(x0), ki ∈ R, i ∈ I0}. The dual to (7.6) takes the form
maximize infd∈E L(d, λ)
s.t λ ∈ K∗. (7.8)
Let us consider the objective of the dual. We have
inf
d∈E
L(d, λ) = inf
d∈E
〈∇h0(x0) | d〉+ 〈λ | ∇h(x0)d〉
= inf
d∈E
〈∇h0(x0) | d〉+
∑
i∈I0∪I(x0)
λi〈∇hi(x0) | d〉
= inf
d∈E
〈∇h0(x0) +
∑
i∈I0∪I(x0)
λi∇hi(x0) | d〉
Hence
inf
d∈E
〈∇h0(x0)+
∑
i∈I0∪I(x0)
λi∇hi(x0) | d〉 =
{ −∞ if ∇h0(x0) +∑i∈I0∪I(x0) λi∇hi(x0) 6= 0
0 if ∇h0(x0) +
∑
i∈I0∪I(x0)
λi∇hi(x0) = 0.
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Thus (7.8) is equivalent to the following
maximize 0
s.t ∇h0(x0) +
∑
i∈I0∪I(x0)
λi∇hi(x0) = 0
λ ∈ K∗.
(7.9)
In conclusion, we obtain the following corollary.
Corollary 7.2. Under assumption of RCRCQ at x0 ∈ F , where x0 is a local minimum
of (P), we have the element d = 0 is a solution of (7.5) and the feasible set of (7.9)
is nonempty.
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