Introduction {#sec1}
============

Chemical activation in both enzymatic and interfacial environments is often governed by strong, local electric fields.^[@ref1]−[@ref4]^ The heterogeneous electrocatalytic interface, which is crucial to many energy technologies, is such an environment where electrostatics influence which chemical transformations are possible and the rates at which such reactions occur.^[@ref5],[@ref6]^ Thus, a reliable characterization of the electrostatic potentials and electric fields at electrode--solution interfaces is important for understanding heterogeneous catalytic reactivity and the energy conversion processes that rely on such catalysis.

Chemical functional groups featuring polar bonds have served as useful experimental probes for elucidating electric fields in diverse environments via vibrational spectroscopy.^[@ref7]^ Chief among these probes is the nitrile group,^[@ref8]−[@ref10]^ which features a notably large Stark tuning rate and has been utilized to characterize electric fields in enzymes,^[@ref11]−[@ref16]^ solution,^[@ref17]−[@ref19]^ and more recently at solid--liquid interfaces.^[@ref20]−[@ref26]^ Typically the change in the CN stretching mode frequency Δν is assumed to be related to the change in the local electric field Δ*F* through the linear Stark equationwhere *h* is Planck's constant, and Δμ is the Stark tuning rate. Recent vibrational sum-frequency generation (SFG) spectroscopy experiments probed the response of the nitrile stretching frequency of 4-mercaptobenzonitrile (4-MBN) affixed to gold electrodes to changes in solvent, ionic strength, and electrode potential.^[@ref22],[@ref23]^ This surface-specific, *in situ* approach elucidated the electrostatic environment characteristic of chemically active electrode--electrolyte interfaces using approximately spatially fixed and surface-normal nitrile probes.

Simulating solid--liquid interfaces under voltage bias with quantum mechanical methods has been a long-standing challenge for computational chemistry. At such interfaces, the formation of an electrical double layer (EDL)^[@ref27]−[@ref29]^ leads to anomalous structural and dielectric properties of the solvent as a consequence of very strong, anisotropic electric fields.^[@ref30]^ The presence of this EDL necessitates the explicit electrification of the interface and calibration of the electrode potential. While some reaction thermodynamics may be corrected *a posteriori* for the electrode potential,^[@ref31]^ emerging techniques have enabled the direct simulation of biased electrochemical half-cells. These techniques include grand-canonical approaches with variable numbers of electrons to maintain a potentiostat,^[@ref32]−[@ref37]^ as well as canonical simulations with doped semiconductor counter electrodes.^[@ref38]^ Moreover, expanding capabilities for continuum solvation in periodic calculations have allowed the direct computation of the so-called "absolute" electrode potential,^[@ref39]^ defined to be the change in electrostatic potential from deep in the electrode to bulk solution.^[@ref40]−[@ref45]^

Herein, controlled-potential density functional theory (DFT) calculations were utilized to model gold electrode interfaces decorated by 4-MBN vibrational probe molecules. Continuum solvation methods with a low-dielectric interfacial region to qualitatively model the EDL effects, coupled with the explicit electrification of the metal slab, allow for the electrode potential and the corresponding interfacial electric fields to be determined. The effects of the solvent and the applied voltage on the CN stretching frequency were computed within this framework, demonstrating the vibrational Stark effect on the CN frequency due to the electrode potential. The computed electric fields in the interfacial region induced by the applied bias were shown to be nonmonotonic and even oscillatory near and inside the 4-MBN chemisorbate. Understanding this behavior is essential for determining the applicability of the linear Stark equation to electrochemical interfaces, specifically in terms of characterizing the local electric field. In contrast to vibrational Stark effect experiments, which reflect averaged or effective electric fields, these types of DFT calculations produce instantaneous fields with atomic-level resolution. Thus, these computational tools provide insights that may assist in the interpretation of vibrational Stark effect experiments as well as elucidate the limitations of the linear Stark equation and mean-field models of the EDL.

Results and Discussion {#sec2}
======================

Model System {#sec2.1}
------------

We performed periodic DFT calculations with the PBE functional^[@ref46]^ using Quantum ESPRESSO.^[@ref47],[@ref48]^ The gold electrode was modeled with a three-layer Au(111) slab with 4 atoms by 4 atoms in the surface-parallel dimensions. Geometry optimizations of the 4-MBN molecule attached to this gold slab were performed with the bottom two layers of the Au slab frozen to the bulk geometry. The sulfur atom of the 4-MBN molecule formed three bonds to Au atoms, as depicted in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. The effects of solvent were described via dielectric continuum solvation using the Environ module of the Quantum ESPRESSO code.^[@ref47],[@ref49]^ In this approach, the Poisson equation is solved self-consistently with the Kohn--Sham equations, thereby including solvent polarization effects at the interface and beyond. Three different continuum solvation schemes were employed to describe the gold--liquid interface, all of which included a vacuum region with a dielectric constant of unity on the inactive side of the slab. The simplest scheme imposed the bulk solvent dielectric constant (e.g., 78.3 for water) everywhere beyond the Au slab. The other two schemes included a low dielectric region of width 3.5 or 6.3 Å at the interface with a physically reasonable dielectric constant^[@ref50]^ of 2.8 and the bulk solvent dielectric constant beyond that region (illustrated in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}, with more details in [Figure S1](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf)). In this simplified model, the low-dielectric region qualitatively models the EDL at the electrode interface, specifically the less mobile solvent molecules, which are known to have a significantly reduced dielectric constant.^[@ref50],[@ref51]^ Molecular dynamics simulations suggest that the interfacial solvent dielectric constant is highly anisotropic and can vary strongly with distance from the electrode.^[@ref52],[@ref53]^ A more quantitatively accurate model would include the anisotropic behavior of the solvent dielectric constant near the interface,^[@ref52],[@ref53]^ as well as the dependence of this behavior on the specific solvent. However, these details are not expected to alter the qualitative conclusions of this work. More details about these models and the computational methods are given in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf).

![Schematic depiction of the periodic computational unit cell used in this study. The Au atoms are gold in color, the S atom yellow, the C atoms gray, the H atoms white, and the N atom blue. At the lowest values of *z* is the vacuum region, followed by the three-layer Au(111) slab and the chemisorbed 4-MBN probe molecule. As depicted, the region with ε = 2.8 has a width of 6.3 Å, the upper end of which bisects the CN triple bond of the probe molecule. Calculations were also performed with a low-dielectric region width of 3.5 Å and with no such region. At values of *z* beyond the low-dielectric interfacial region, the dielectric constant is that of the bulk solvent.](oc9b01297_0001){#fig1}

Calculation of Electrode Potential {#sec2.2}
----------------------------------

To apply voltage bias in the model electrochemical half-cell, we varied the number of electrons in the unit cell and calculated the corresponding applied potential. Within this framework, we obtained the electrostatic potential Φ(*x*, *y*, *z*) everywhere in the unit cell upon solving the Kohn--Sham equations self-consistently. The plane-averaged electrostatic potential Φ̅(*z*) is obtained by averaging Φ(*x*, *y*, *z*) in the surface-parallel dimensions. Herein, the bar indicates a plane-averaged quantity that depends only on *z*. The potentials deep in the metal electrode, Φ~e~ (hereafter denoted the electrode potential), and deep in bulk solution, Φ~sol~ (hereafter denoted the solution potential), were obtained from Φ̅(*z*). The electrode and solution potentials are related through the Fermi energy μ~M~ as follows:^[@ref39],[@ref43]^

According to this terminology, the absolute electrode potential is the solution potential (i.e., the electrostatic potential measured at a unit cell value of *z* containing only dielectric continuum solvent) versus the Fermi energy of the system. The plane-averaged absolute electrostatic potentials, relative to their different Fermi energies μ~M~, for the Au(111)/4-MBN system with the 6.3 Å low-dielectric region and a bulk solvent dielectric constant of 78.3 are depicted in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A. Note that these potentials relative to their respective Fermi energies become nearly identical inside the metal and nearly constant in the bulk solvent.

![(A) Electrostatic potentials relative to the Fermi energy, plane-averaged in the surface-parallel dimensions, as a function of the surface-normal distance *z* for Au(111)/4-MBN unit cells with a 6.3 Å low-dielectric interfacial region for electrode charges from −0.6 to +0.6. Overlaid text provides the schematic of the unit cell. Note that the potentials are not constant in the vacuum region due to the imposed periodic boundary conditions. The value of each curve at large *z* is Φ~e~. (B) Computational PZC-referenced electrostatic potentials Δφ̅(*z*) corresponding to part A, where the PZC case (black curve) is zero by construction, as defined in the equation for Δφ(*x*, *y*, *z*) in the text. The dashed vertical lines in parts A and B near 5 and 13 Å correspond to the bottom and top (*z*~surf~) surfaces of the Au(111) slab, respectively. The dashed vertical line near 19 Å is the boundary between the low-dielectric interfacial region and the bulk solvent region.](oc9b01297_0002){#fig2}

The electrode and solution potentials can also be computed relative to the electrostatic potential Φ~PZC~(*x*, *y*, *z*) of the uncharged metal slab, considered to be the computational potential of zero charge (PZC) herein. Specifically, the quantities ΔΦ(*x*, *y*, *z*), ΔΦ~e~, ΔΦ~sol~, and Δμ~M~ are the electrostatic potential, electrode potential, solution potential, and Fermi energy relative to those at the computational PZC, respectively. Within this notation, the computational PZC-referenced electrostatic potentials, Δφ(*x*, *y*, *z*), are defined asand the corresponding plane-averaged quantity is denoted Δφ̅(*z*). [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}B depicts Δφ̅(*z*) for the potentials given in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A. This quantity is equal to −ΔΦ~e~ inside the metal and decays to zero in bulk solution, where the electrode polarization has been entirely screened. These one-dimensional electrostatic profiles are reminiscent of classical^[@ref27]−[@ref30]^ descriptions of the EDL potentials in that raising or lowering the electrode potential affects the steepness of the potential decay, or equivalently the magnitude of the interfacial electric fields. The electrostatics of these polarized interfaces will be analyzed in greater detail below.

The relationship between the electrode charge and the electrostatic potential in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} yields a differential capacitance for this system of approximately 0.44 elementary charges per V per unit cell area, or 5.8 μF/cm^2^. This value is lower than the range of experimental estimates for the differential capacitance of the Au(111)--aqueous electrolyte interface, which varies widely over the range 11--40 μF/cm^2^,^[@ref54]−[@ref56]^ depending considerably on experimental conditions such as the identity and concentration of the electrolyte. Although we tested some computational schemes that yielded differential capacitances in the experimental range, the model used herein was chosen to reproduce the experimental nitrile frequency shifts with solvent dielectric constant, as shown below (see the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf) for further details and discussion). This general procedure for calibrating the electrode charge--potential relationship allowed for controlled-potential simulations of the Au(111)/4-MBN system and the qualitative characterization of its interfacial electrostatics.

Calculated CN Stretching Frequency Shifts {#sec2.3}
-----------------------------------------

The CN stretching frequency was calculated with a grid-based approach that includes the anharmonic effects, as inspired by previous computational work.^[@ref15],[@ref17],[@ref18]^ The normal mode coordinates and mass associated with the CN stretch were obtained from a geometry optimization and Hessian calculation of an isolated, gas-phase 4-MBN molecule. The potential energy curve for this mode within the Au(111)/4-MBN system was determined by single-point periodic DFT energy calculations at geometries obtained by moving the atoms along this normal mode vector. The CN stretch frequency was determined as the difference in the lowest two vibrational energy levels for the normal mode mass moving on this potential energy curve. The absolute frequencies are presented in [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf) and are in reasonable agreement with experiment.^[@ref23]^ The emphasis of this study, however, is on the changes in these vibrational frequencies in response to changes in the solvent dielectric constant and applied potential. More details about the CN stretch frequency calculations are given in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf).

The CN stretch frequency was computed as a function of the solvent dielectric constant ε~solv~ both with and without a low-dielectric interfacial region. [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A shows the changes in nitrile stretching frequency Δν for each solvation scheme, as well as the fit to the experimental data (solid blue curve). Each set of calculated data is fitted (dashed curves) using the same interfacial solvation reaction field model used to fit the experimental data. The form of this model and the parameters for each curve in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A are provided in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf). Hydrogen bonding solvents such as water were found to behave anomalously,^[@ref23]^ demonstrating higher CN frequencies than would be predicted based on their dielectric constants, and were therefore neglected from the fit. Overall, the computed frequencies decrease (i.e., are red-shifted) with increasing solvent dielectric constant for all solvation schemes utilized. This red shift in the frequency is a consequence of the stronger interaction of the polar CN bond with the more polar solvent environment. The decrease in frequency occurs most rapidly at lower dielectric constants, and the change in frequency becomes negligible at higher dielectric constants.

![(A) Calculated nitrile stretching frequencies, Δν, relative to vacuum as a function of the solvent dielectric constant for three different solvation schemes: fully bulk solvent (black points) and low-dielectric (ε = 2.8) interfacial regions of widths 3.5 and 6.3 Å (red and purple points, respectively) at the PZC. The solid blue line is the fit to experimental data,^[@ref23]^ and the dashed lines are fits to the three sets of computed data, both using the interfacial solvation reaction field model of Dawlaty and co-workers^[@ref23]^ (details in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf)). (B) Nitrile stretching frequency at applied potentials ranging from −0.75 V to +0.75 V vs PZC relative to the frequency with no applied potential. These frequencies were computed in bulk water with a 6.3 Å width low-dielectric interfacial solvent region.](oc9b01297_0003){#fig3}

[Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A also demonstrates the agreement of each solvation scheme with the experimental data. The fully bulk solvent approach significantly overestimates the red shift of the nitrile stretching frequency with increasing solvent dielectric constant. The presence of an interfacial region with a low dielectric constant improves the agreement with experiment. In particular, the decrease in the nitrile stretching frequency is significantly attenuated by the presence of this region. Among the three solvation schemes investigated, the best agreement with experiment was found for a low-dielectric interfacial region with a width of 6.3 Å, approximately the same length as the 4-MBN probe molecule. This observation suggests that the dielectric properties of the solvent near the electrode are different from those of bulk solvent, even under no applied bias. Indeed, recent experiments demonstrate the dielectric constant of surface-confined water to be approximately two.^[@ref50]^ The formation of a type of self-assembled monolayer by the 4-MBN molecules may also significantly alter the dielectric properties of the interfacial solvent.

To investigate the vibrational Stark effect on the probe molecule at the electrode interface, we computed the change in the nitrile stretching frequency with applied electrode potential. These calculations were performed with the low-dielectric (ε = 2.8) interfacial region of width 6.3 Å and bulk water (ε~solv~ = 78.3) beyond the interfacial region because this model accurately described the solvent polarity effect ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A). [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}B shows the change in nitrile stretching frequency Δν for electrode potentials spanning a range of 1.5 V. At positive electrode potentials, the nitrile frequency increases (i.e., is blue-shifted) as the potential becomes more positive. At negative potentials, the frequency decreases (i.e., is red-shifted) as the potential becomes more negative. This observation reflects a response of the frequency to the electrification of the electrode surface, which induces an electric field either in the same direction or in the opposite direction as the permanent dipole moment of CN.

A linear fit to the data in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}B yields a slope of 10.7 cm^--1^/V for the frequency shift vs applied potential. This slope did not change significantly with an explicit water molecule hydrogen bonded to N and also did not depend strongly on the unit cell size or the presence and character of the interfacial dielectric region ([Figure S5 and Table S6](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf)). The calculated slope is greater than recent experimental estimates of 3--5 cm^--1^/V from vibrational SFG experiments^[@ref22]^ and 7--8 cm^--1^/V from surface-enhanced infrared absorption spectroscopy.^[@ref21],[@ref57]^ The calculations are in better agreement with surface-enhanced Raman spectroscopy experiments^[@ref26]^ that measured a CN frequency shift for 4-MBN on Au of up to 7.6 cm^--1^ at +0.6 V (i.e., 12.3 cm^--1^/V, assuming linearity from zero volts). However, such experiments are prone to oversampling what are known as "hot spots" on the surface where the electric fields are much more intense than is typical.^[@ref26]^ Moreover, the experimental frequency shifts depend strongly on ionic strength^[@ref22]^ and electrolyte identity,^[@ref58]^ which are challenging to simulate with an implicit solvation model^[@ref37],[@ref41],[@ref59]^ and were not investigated in this work. Our calculations also assume a static and nearly surface-perpendicular probe molecule, whereas real systems have ensembles of tilt angles due to dynamics and diverse chemisorption on polycrystalline electrodes. In addition, the frequency shifts observed here were greater for negative electrode potentials than for positive potentials. This nonlinearity in the frequency shift, which was also observed experimentally for 4-MBN on Au(111) in ionic liquids,^[@ref58]^ suggests that higher-order terms than those included in the linear Stark equation are required to describe the frequency response of this probe to changes in electrode potential.

With the linear Stark equation given in [eq [1](#ueq1){ref-type="disp-formula"}](#ueq1){ref-type="disp-formula"} and an experimental Stark tuning rate for the 4-MBN nitrile stretch of 0.022 D,^[@ref22]^ we can estimate the electric field local to CN induced by the applied electrode potential. The estimated electric fields induced by even modest applied electrode potentials are very large, on the order of 1 V/nm = 10 MV/cm = 10^9^ V/m, typical of the field strengths in enzymatic and other biological active sites.^[@ref4],[@ref10]^ Because this estimate is based on a simple linear transformation of the calculated frequency shifts, we also found induced electric fields of greater magnitude at negative electrode potentials than at positive potentials. However, the single-valued fields obtained via the linear Stark equation are an oversimplified characterization of the interfacial electric field environment, as will be demonstrated below from direct calculations of the electric fields with DFT.

Direct Calculations of Interfacial Electrostatic Potentials and Electric Fields {#sec2.4}
-------------------------------------------------------------------------------

Although the nitrile frequency shifts provide an estimate of the electric field local to the nitrile probe through the linear Stark equation, a more global characterization of the interfacial electrostatic environment can be obtained directly from the periodic DFT calculations of the electrified interface. By solving the Kohn--Sham equations self-consistently, we obtained the three-dimensional electrostatic potential Φ(*x*, *y*, *z*), which was plane-averaged in the surface-parallel dimensions to obtain the quantities shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}. However, analysis of the three-dimensional electrostatic potentials relative to the PZC illustrates the heterogeneity of the environment induced by the electrode potential and the presence of the 4-MBN molecule. [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} depicts the computational PZC-referenced electrostatic potentials Δφ(*x*, *y*, *z*), in the approximate plane of the 4-MBN probe for equal and opposite electrode potentials of ±0.50 V. The analogous data for the other electrode potentials studied are qualitatively similar, increasing or decreasing in magnitude with the magnitude of the electrode potential, and are presented in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf).

![Contour plots of the computational PZC-referenced electrostatic potentials, Δφ, in the *yz* plane nearest that of the 4-MBN molecule near the Au(111) surface at electrode potentials −0.50 V (left) and +0.50 V (right). The vertical axes have been shifted by the position of the Au(111) surface, *z*~surf~, and the structure of the 4-MBN molecule has been transparently overlaid based on its coordinates.](oc9b01297_0004){#fig4}

The electrostatic potentials shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} are approximately equal and opposite and decrease in magnitude monotonically for the most part in the surface-normal dimension *z*. A notable exception to the monotonic decay of Δφ in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} is in the vicinity of the CN bond, where this electrostatic potential increases in magnitude. The presence of the 4-MBN molecule (designated by its overlaid structure in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}) significantly delays the decay of the electrostatic potential to zero compared to its more rapid decay further away from the 4-MBN molecule. This behavior is a departure from the physical picture of mean-field electrostatic theories such as Gouy--Chapman--Stern theory.^[@ref27]−[@ref30]^ The electrostatic potentials in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} clearly depend on the presence of the molecule occupying the EDL.

Furthermore, the *z*-directional derivative of the three-dimensional electrostatic potential yields the relative surface-normal electric fields at each electrode potential. [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} shows Δ*F*(*x*, *y*, *z*) in the approximate plane of the 4-MBN probe molecule and at electrode potentials of ±0.50 V, analogous to [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}. The electric fields induced by the applied electrode potential generally decrease as a function of distance, particularly away from the probe molecule, but they exhibit oscillations and even change signs within the 4-MBN molecule. Similar to the calculated frequency shifts, we found the magnitudes of Δ*F* to be slightly larger at Φ~e~ = −0.5 V than at Φ~e~ = +0.5 V. The electric field contour plots for the other electrode potentials studied are qualitatively similar, increasing or decreasing in absolute value with the electrode potential, and are presented in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf).

![Contour plots of the surface-normal electric field relative to the field at the PZC, Δ*F*(*x*, *y*, *z*), in the *yz* plane nearest that of the 4-MBN molecule near the Au(111) surface at electrode potentials −0.50 V (left) and +0.50 V (right). The vertical axes have been shifted by the position of the Au(111) surface, *z*~surf~, and the structure for the 4-MBN molecule has been transparently overlaid based on its coordinates.](oc9b01297_0005){#fig5}

The spatial inhomogeneity of the interfacial electric fields associated with the applied bias is in contrast to the single-valued estimation of the field given by the Stark equation. The oscillatory nature of Δ*F* reflects the electronic rearrangements within the 4-MBN molecule in response to the voltage bias because there is no oxidation or reduction of the probe molecule. The corresponding changes in charge density in the 4-MBN molecule with applied potential are presented in [Figure S10](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf), demonstrating the intramolecular polarization. Most notably, Δ*F* changes sign through the polar CN bond, exhibiting an induced field of opposite directionality inside the triple bond, whereas Δ*F* has the same directionality (and a greater magnitude) as would be observed in the absence of 4-MBN above and below the triple bond. The values of Δ*F* estimated using the linear Stark equation with the calculated CN frequency shifts and the experimental Stark tuning rate (i.e., 0.022 D) are −1.71 and 1.56 V/nm at electrode potentials of −0.5 and +0.5 V, respectively, and appear in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} as some of the largest induced field values directly calculated in the vicinity of the nitrile group. However, the single-valued fields do not capture the substantial inhomogeneity of the polarization environment induced by the electrode surface charge. The addition of atomic-level resolution of the field to the experimental observation of the frequency shifts is a key result of this work and an important role of theory and computation.

Conclusion {#sec3}
==========

In this study, we utilized periodic DFT calculations with implicit solvation and applied potential to characterize the frequency shifts of a nitrile vibrational probe attached to a gold electrode. A one-dimensional grid-based method for calculating the CN stretching frequency was employed to determine the dependence of this frequency on the solvent dielectric constant and the applied electrode potential. We found that the interfacial solvation field effect, corresponding to a red-shift of the CN stretching frequency with increasing solvent polarity, could be reproduced upon inclusion of a low-dielectric constant region for the solvent at the electrode interface. These computational methods also described the blue-shift in the CN frequency at positive electrode potentials and conversely its red-shift at negative electrode potentials, albeit slightly overestimating the magnitudes of the shifts relative to experimental measurements. The slope associated with the dependence of the CN frequency on the electrode potential was somewhat lower for positive potentials than for negative potentials, as observed experimentally in ionic liquids. An improved model of the electrolyte may lead to more quantitative agreement between the calculations and experimental measurements.

Furthermore, the electrostatic environment associated with the polarized electrode--electrolyte interface was analyzed in the context of the electrostatic potentials and surface-normal electric fields. Our calculations illustrated significant deviations in the relative electrostatic potentials from mean-field EDL theories. In addition to the characteristic decay of the electric field with distance from the electrode, we observed substantial spatial inhomogeneity of the interfacial electric fields near and inside the molecular probe attached to the surface. The electric fields relative to those at the PZC inside the probe molecule were even oscillatory, most likely a consequence of electronic rearrangements in response to the strong polarization environment. This information was attainable through the atomic-level quantum mechanical modeling of the biased electrode--electrolyte interface. These calculations highlight the limitations of mean-field models of the EDL and the linear Stark equation and suggest that the use of such approximate approaches could lead to qualitatively incorrect physical pictures. In particular, the interpretation of the average or effective electric field central to vibrational Stark effect experiments is unclear in the context of the computed instantaneous, inhomogeneous fields. More broadly, the important effects of inhomogeneous fields and molecular polarizability at electrode--solution interfaces should be considered in the design of heterogeneous catalysts.

The Supporting Information is available free of charge at [https://pubs.acs.org/doi/10.1021/acscentsci.9b01297](https://pubs.acs.org/doi/10.1021/acscentsci.9b01297?goto=supporting-info).Computational details, additional figures depicting the electrostatics and nitrile frequencies, charge density analysis, atomic coordinates, and sample input files ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b01297/suppl_file/oc9b01297_si_001.pdf))

Supplementary Material
======================

###### 

oc9b01297_si_001.pdf

The authors declare no competing financial interest.

The authors acknowledge Jahan Dawlaty, Alexander Soudackov, and Yan Choi Lam for fruitful discussions, as well as Oliviero Andreussi for assistance with Environ. This material is based upon work supported by the Air Force Office of Scientific Research under AFOSR Award FA9550-18-1-0420.
