The paper deals with the Dirichlet problem for the nonstationary Stokes system in a threedimensional cone. The authors study the asymptotics of the solutions near the vertex of the cone.
Introduction
The present paper deals with the Dirichlet problem for the nonstationary Stokes system ∂u ∂t − ∆u + ∇p = f, −∇ · u = g in K × (0, ∞),
u(x, t) = 0 for x ∈ ∂K, t > 0, u(x, 0) = 0 for x ∈ K,
where K = {x ∈ R 3 : |x| −1 x ∈ Ω} is a three-dimensional cone with vertex at the origin. Here, Ω is a domain on the unit sphere with boundary ∂Ω of the class C 2,α , where α is an arbitrarily small positive number. In our recent paper [13] , we proved existence, uniqueness and regulartiy assertions for solutions of this problem in weighted Sobolev spaces. Analogous results for the twodimensional case were obtained in [22] . The goal of the present paper is to describe the asymptotics of the solutions near the vertex of the cone K. The behavior of solutions of elliptic boundary value problems (including the stationary Stokes system) near conical points or edges is well-studied in many papers (see e. g. the bibliography in the monographs [9, 10, 19, 21] ). For the stationary Stokes system, we refer also to [4, 11, 17, 18, 23] . Furthermore, there are several papers dealing with the behavior of solutions of the heat equation near conical points and edges (see [3, 8, 12, 15, 20, 24, 25] ). In particular, it was shown in [8] that the solution of the first initial boundary value problem for the heat equation in a 3-dimensional cone is a sum of "singular" terms r λ j φj(ω) (r 2 ∂t) k (E hj)(r, t) and a regular remainder. Here, r = |x|, ω = |x| −1 x, φj is an eigenfunction of the Beltrami operator −δ on Ω corresponding to the eigenvalue Λj = λj (1 + λj), hj is a function in t and E is an extension operator. A similar result was obtained in [5, 6, 7] for a class of general parabolic problems. However, the class of problems considered in [5, 6, 7] does not include the Stokes system. In fact, in a number of results, there are essential differences between the Stokes system on one hand and the heat equation (and other parabolic problems) on the other hand. For all these problem, one has existence and uniqueness results in weighted Sobolev spaces. For the heat equation, and also for the class of problems in [5, 6, 7] , the bounds for the weight parameter depend only on the eigenvalues of one operator pencil. In the case of the Stokes system, the eigenvalues of two different operator pencils appear in these bounds. Concerning the behavior of the solutions at infinity, we have completely different assertions for the heat equation and the Stokes system (see [14] ). Nevertheless, similarly as in [5, 6, 7] , we can split the solution of the problem (1), (2) into finitely many singular terms and a regular remainder. The singular terms depend on the eigenvalues λj of the operator pencil generated by the stationary Stokes system in a cone.
The major part of the paper (Section 1 and 2) deals with the parameter-depending problem sũ − ∆ũ + ∇p =f , −∇ ·ũ =g in K,ũ = 0 on ∂K,
which arises after the Laplace transformation with respect to the time t, for Re s ≥ 0, s = 0. In Section 1, we present an existence and uniqueness theorem for this problem which was proved in [13] . Let V l β (K) be the weighted Sobolev space of all functions (vector-functions) with finite norm
while E l β (K) is the weighted Sobolev space with the norm
r = r(x) denotes the distance of the point x from the vertex of the cone. By Theorem 1.1, there exists a uniquely determined solution (ũ,p) ∈ E
* if the weight parameter β satisfies the inequalities 1 2 − λ1 < β < min µ2 + 1 2 , λ1 + 3 2 , β = 1 2 (6) and Kg (x) dx = 0 for β > 1 2 . Here, λ1 and µ2 are positive numbers depending on the cone. More precisely, λ1 is the smallest positive eigenvalue of the operator pencil L(λ) generated by the Dirichlet problem for the stationary Stokes system, while µ2 is the smallest positive eigenvalue of the operator pencil N (λ) generated by the Neumann problem for the Laplacian, respectively (see Section 1). Since λ = 1 is always an eigenvalue of the pencil L(λ), the eigenvalue λ1 is not greater than 1.
Section 2 is concerned with the asymptotics of the solutions (ũ,p) of the problem (3) near the vertex of the cone. Suppose thatũ ∈ E 2 β (K),p ∈ V 1 β (K), where β satisfies the inequalities (6) , and that the dataf ,g belong to the spaces E 0 γ (K) and
* , respectively, where γ < β. We show in Section 2, that (ũ,p) is a sum of terms ζ |s|r 2 c j,k (s) u j,k,γ (x, s), p j,k,γ (x, s) and a remainder (ṽ,q) ∈ E 2 γ (K) × V 1 γ (K). Here, ζ is a cut-off function on (0, ∞) with support in [0, 1], ζ(r) = 1 for r < 1/2, c j,k are constants depending on s and on the data, and u j,k,γ , p j,k,γ are functions of the form
where λj are eigenvalues of the pencil L(λ), Pµ(ω, log r), Qµ(ω, log r) are polynomials in log r with coefficients depending on ω = x/|x|. Furthermore, we prove a formula for the coefficients c j,k and obtain an upper bound for |c j,k | depending on s (Theorem 2.1). In the case γ > −µ2 −
for arbitrary s. We denote this operator by A β .
We introduce the following operator pencils L(λ) and N (λ) generated by the Dirichlet problem for the stationary Stokes system and the Neumann problem for the Laplacian in the cone K, respectively. For every complex λ, we define the operator L(λ) as the mapping
where r = |x| and ω = x/|x|. The properties of the pencil L are studied, e.g., in [10] . In particular, it is known that the numbers λ,λ and −1 − λ are simultaneously eigenvalues of the pencil L(λ) or not. The eigenvalues in the strip −2 ≤ Re λ ≤ 1 are real, and the numbers 1 and −2 are always eigenvalues of the pencil L(λ). If Ω is contained in a half-sphere, then λ = 1 and λ = −2 are the only eigenvalues in the interval [−2, 1] (cf. [10, Theorem 5.5.5]). We denote by λj the eigenvalues with positive real part and by λ−j = −1 − λj the eigenvalues with negative real part, j = 1, 2, . . ., and state that · · · ≤ Re λ−2 < λ−1 < λ1 < Re λ2 ≤ · · · Here, 0 < λ1 ≤ 1 and −2 ≤ λ−1 < −1. Note that the eigenvalues λj and λ−j have the same geometric and algebraic multiplicities. The operator N (λ) is defined as
µ−1 = −1 with the eigenfunction φ1 = const. The interval (−1, 0) is free of eigenvalues. Let µj be the nonnegative and µ−j = −1 − µj the negative eigenvalues of the pencil N (λ), j = 1, 2, . . ., where
Obviously, µj and µ−j are the solutions of the equation µ(µ + 1) = −Mj, where Mj is the jth eigenvalue of the operator −δ with Neumann boundary condition. As was shown in [13, Theorem 2.1], the operator A β has closed range and finite-dimensional kernel if the line Re λ = −β + 1/2 does not contain eigenvalues of the pencil L(λ) and −β − 1/2 is not an eigenvalue of the pencil N (λ). Furthermore, the following result was proved in [13, Lemma 2.10, Theorem 2.4] Theorem 1.1 Suppose that Re s ≥ 0 and s = 0.
, then the operator A β is an isomorphism onto E 0
, and the estimate
Here, the constant c is independent of f, g and s.
3) If
Furthermore, the estimate (9) is valid for every solution (u,
The conditions on β in Theorem 1.1 are sharp if λ1 < 1. In the case that λ1 = 1 and λ1 is a simple eigenvalue of the pencil L(λ), an analogous existence and uniqueness result holds even for max − µ2 − (see [14] ). Remark 1.1 For s = 0 (i.e., for the stationary Stokes system), the mapping
This mapping is bijective if and only if the line Re λ = −β + 1/2 is free of eigenvalues of the pencil L(λ). Under this condition every
β (K) of the problem (8) also satisfies the inequality (9) (see, e. g., [16] , [21, Chapter 3, Theorem 5.1]).
Furthermore, the following regularity result will be used in this paper.
We assume that one of the following two conditions is satisfied:
(i) β < γ and the interval −γ − 1/2 ≤ λ ≤ −β − 1/2 does not contain eigenvalues of the pencil N (λ),
(ii) β > γ and the strip −β + 1/2 ≤ Re λ ≤ −γ + 1/2 is free of eigenvalues of the pencil L(λ).
Here, the constant c is independent of f , g and s.
2 Asymptotics of solutions of the parameter-depending problem
, where γ < β. If the condition of Lemma 1.1 is not satisfied, i. e., if the strip −β + 1/2 ≤ Re λ ≤ −γ + 1/2 contains eigenvalues of the pencil L(λ), we cannot expect that u ∈ E 2 γ (K) and p ∈ E 1 γ (K). We show that then the solution is a finite sum of "singular" terms and
Singularities of solutions near the vertex of the cone
As was mentioned above, the eigenvalues λi and λ−i have the same algebraic multiplicity κi = κ−i. Thus for every eigenvalue λi (with positive or negative i), there exist κi linearly independent solutions (u
which have form
where (φ i,k,ν , ψ j,k,ν ) are eigenvectors (if ν = 0) or generalized eigenvectors (if ν > 0) of the pencil L(λ) with respect to the eigenvalue λj . The pairs (u
i,k ), k = 1, . . . , κi form a basis in the space of the solutions of the problem (11) which have the form (12) . Now let i ≥ 1, and let γ be an arbitrary real number, γ < 1 2 − λi. We define Ni,γ as the smallest integer N such that γ + Re λj + 2N > − . Then for µ = 1, 2, . . . , Ni,γ there exist vector functions (u
such that
(cf. [9, Lemma 5.1.6]). Note that the pair (u (14), (15) is uniquely determined for a given vector function u
is not an eigenvalue of the pencil L(λ). If however λi + 2µ = λm is an eigenvalue, then, together with the vector function (u
are also solutions of the problem (14) , (15) which have the form (13) . We define
Obviously, u i,k,γ = 0 on ∂K\{0}.
Remark 2.1
The number λ = 1 is always an eigenvalue of the pencil L(λ) with the constant eigenfunction (φ, ψ) = (0, c). In the case λi = 1, u
i,k = c, we can obviously set u
In the following, let ζ be a two times continuously differentiable function on (0, ∞) such that ζ(r) = 1 for r < 1/2 and ζ(r) = 0 for r > 1. Furthermore, let ζs(r) = ζ |s| r 2 .
This proves the lemma.
be a solution of the problem (8) . We assume that β < λ1 + . Then the half-plane Re λ > −β + 1/2 contains only eigenvalues of the pencil L(λ) with positive real part.
Suppose that the lines Re λ = 
where I β,γ is the set of all i such that
− γ, c i,k are constants depending on s, and
is satisfied, where c is independent of s.
P r o o f. Note that the set I β,γ contains only positive integers since
where c depends only on |s|. This proves the lemma for β − 2 ≤ γ < β.
2) Suppose that β − m ≤ γ < β − m + 1, where m is an integer, m ≥ 3, and that the lemma is proved for γ ≥ β − m + 1. We can choose a number δ such that γ < β − 2 ≤ δ < β − 1 and there are no eigenvalues of the pencil L(λ) on the line Re λ = 1 2
, it follows from the first step of the proof that
if |s| = 1. We define
Since
Furthermore, it follows from Lemma 2.1 that
Since γ ≥ β − m > δ − m + 1, we can apply the induction hypothesis and obtain
This together with (21) implies (18) . If |s| = 1, then it follows from the induction hypothesis that
Using the last estimate together with (20) and (22), we get (19).
Remark 2.2 The functions u (µ)
i,k and p
i,k have the form (13) . We denote by U
i,k (x, τ ) the functions which arise if we replace log r by log(τ r) in (13), where τ is an arbitrary positive number, i. e., U
form also a basis in the space of the solutions of the problem (11) which have the form (12) . Furthermore, U (14) and (15) for arbitrary τ > 0. For this reason, one can replace u i,k,γ (x, s) and p i,k,γ (x, s) in Lemma 2.2 by
and
Then, instead of (18), we obtain the decomposition
with coefficients C i,k depending on s and τ . However, the remainder (v, q) is the same as in (18).
Indeed, the difference
is a sum of terms of the form
, the expression (24) is an element of the space E 2 γ (K) only if all coefficients C i,k,µ (s, τ ) are zero. Hence the function v in (23) is the same as in (18) . The same holds for the function q.
A formula for the coefficients in the asymptotics
We consider the eigenvalues λ−j = −1 − λj with negative real parts and define
−j,l are the special solutions of (11) introduced in the foregoing subsection. Let
and let χ be an arbitrary two times continuously differentiable function on K with compact support which is equal to one in a neighborhood of the vertex of the cone. Then the functions (v
is satisfied for all i, j ≥ 1, k ≤ κi, l ≤ κj (cf. [9, Theorem 5.1.1 and Lemma 5.1.5], where t = log r).
Note that the expression on the left-hand side of (25) is independent of the cut-off function χ. Indeed, if χ ′ is another function with compact support equal to 1 near the origin, then we get
i,k = 0.
Let Nj be the smallest integer such that 2Nj > Re λj − 1. Analogously to the functions u
The functions v
j,l are uniquely determined for given v
is a solution of (27), (28), then every pair
is also a solution of (27), (28) which has the form (26). We define
for j = 1, 2, . . . and l = 1, . . . , κj . Furthermore, we introduce the bilinear form
Lemma 2.3 Let χ be an arbitrary two times continuously differentiable function on K with compact support which is equal to zero near the origin, and let γ < 
It is evident that the coefficients a j,l,ν i,k,µ do not depend on the cut-off function χ. Thus, one can replace χ in (31) by the function χτ (x) = χ(τ −1 x) with arbitrary positive τ . Then the substitution x = τ y in the integral representation of the form A yields
are polynomials of log τ . Hence, we get the representation
In the case λi = λj (i. e., i = j), we have a j,l,ν j,k,µ = 0 for µ + ν ≥ 1 and, consequently
We
We replace the pairs (v
(the remaining pairs (v
j,l ) are not changed). Then, instead of the pair (v j,l , q j,l ), we obtain the pair
This means, we can choose the coefficients c l,σ such that 2) Let U i,k,γ (x, s, τ ) and P i,k,γ (x, s, τ ) be the functions introduced in Remark 2.2. Furthermore, let
for τ > 0, i. e., V j,l , Q j,l arise if we replace log r by log(τ r) in the representation (29) of v j,l and q j,l . Then it follows from Lemma 2.3 that
for 0 < λi, λj < − γ, k = 1, . . . , κi, l = 1, . . . , κj.
Let γ be a given real number less than 1 2 . We assume that the functions v −γ, k = 1, . . . , κi, l = 1, . . . , κj . Analogously to Lemma 2.1,
. Suppose that max(
. Then by Theorem 1.1, there exists a uniquely determined solution (v
for 0 < λi <
We assume that the line Re λ = 1 2
− γ is free of eigenvalues of the pencil L(λ). Then
where Iγ is the set of all i such that 0 < Re λi <
The constants c i,k satisfy the estimate
Here, c is independent of f, g, s.
P r o o f. Suppose first that β < . Then we can choose the number δ in the interval
Here, (u, p) admits the decomposition (34) with a remainder (v, − γ, we get
Therefore, Lemma 2.3 implies
We estimate the coefficient
Obviously,
where 0 < Re λi < 1 2 − γ. Since moreover ζs(x) = 0 for |sr 2 | > 1, we obtain
We consider the integral of f · v
where
Furthermore, v
, β + δ ≥ 0. By Theorem 1.1, the functions v 
with a constant c independent of s. We estimate the right-hand side of (39). Using the equality
(cf. (17)) and the fact that ζs(x) = 0 for |sr 2 | > 2, ζs(x) = 1 for |sr 2 | < 1, we get the estimate
This implies
The function G i,k satisfies the estimates
Furthermore, G i,k (x) = 0 for |sr 2 | < 1 and sr 2 > 2. Thus, one easily obtains the estimates
Thus, by (39),
Let Ks = {x ∈ K : |sr 2 | < 1}. Since β + δ ≥ 0 and γ + δ ≤ 2, we obtain
Analogously,
Using (40), we obtain
This proves (36). We estimate the norms of v and q. In the case |s| = 1, the estimate (35) follows directly from Theorem 1.1 and Lemma 2.2. If |s| is arbitrary, we set x = |s| −1/2 y and definê
Obviously, (û,p) is a solution of the Dirichlet problem for the system
Consequently,
By Remark 2.2, we can replace u i,k,γ (y, |s| −1 s), p i,k,γ (y, |s| −1 s) by the functions U i,k,γ (y, |s| −1 s, τ ) and P i,k,γ (y, |s| −1 s, τ ), respectively, and obtain the decomposition
with the same remainder v(y),q(y) . Substituting y = |s| 1/2 x and τ = |s| −1/2 , we get
where v(x) =v(y) and q(x) = |s| 1/2q (y). Using (42) and the equalities
and f
we get (35). This proves the lemma for the case β < + λ1 and that β ′ is a number in the interval (
Consequently, by the first part of the proof, we get the representation (34), where (v, q) and c i,k satisfy the estimates (35) and (36) with β ′ instead of β.
Using the inequality r
and g
γ (K) . Thus, (v, q) and the coefficients c i,k satisfy the estimates (35) and (36), respectively. The proof of the theorem is complete.
Note that the number di in the estimate (36) is the greatest exponent of log r in the representation of (v i,k , q i,k ).
Remark 2.4
Under the conditions of Theorem 2.1, the solution (u, p) in the last theorem has also the representation (23)) for arbitrary τ > 0, where U i,k,γ (x, s, τ ), P i,k,γ (x, s, τ ) are the functions introduced in Remark 2.2 and (v, q) is the same remainder as in (34). The coefficients C i,k are given by the formula
Our goal is to estimate the coefficients c i,k and the remainder (v, q) in (34) only by the V 
where l is a nonnegative integer, β and σ are real numbers, 0 < σ < 1. Note that
is a solution of the problem (8), where
If f (x) and g(x) are zero for |s| r 2 > 1, then u(x) and p(x) satisfy the estimate
for |s| r 2 < 1, where
Furthermore, the estimate
holds for |s| r 2 > 1 if g satisfies the condition (10). If (10) is not satisfied, then the eigenvalue µ2 in the last estimate has to be replaced by µ1 = 0. P r o o f. We assume first that |s| = 1. Let χ be an infinitely differentiable function in K, χ(x) = 1 for |x| < 1, χ(x) = 0 for |x| > 2. Then
Furthermore, it follows from well-known regularity results for elliptic systems (see [1] 
Applying [16, Theorem 5.1, Corollary 5.1], we obtain the estimate
Here, by Theorem 1.1,
In particular, the estimate (43) holds for |x| < 1, where c is independent of s.
We estimate u(x) and p(x) for |x| > 1, |s| = 1. Since f (x) and g(x) are zero for |x| > 1, we have
(K) for arbitrary γ > δ. Let γ be such that γ > δ + 2 and γ − 1 2 is not an eigenvalue of the pencil N (λ). We denote the set of all integer j such that 0 ≤ µj < γ − 1 2 by Jγ . By [14, Lemma 2.5], the vector function (u, p) admits the decomposition
Here, η = 1 − ζ, the functions u j,l,γ and p j,l,γ satisfy the inequalities
and the remainder (v, q) satisfies the estimate
where c is independent of s. If g satisfies the condition (10), then it follows from [13, Lemma 1.13]
. In this case, the set Jγ in (44) can be replaced by Jγ \{1}. Theorem 1.1 implies
Since (v, q) = (u, p) in the neighborhood |x| < 1/2 of the origin, we have
It follows from [14, Lemmas 2.4 and
Applying [16, Theorem 5.1, Corollary 5.1] and the inequality
with a constant c independent of s. In particular,
for all x ∈ K. We may assume that γ ≥ µ2 + . Then the last estimate together with (45) implies
if g satisfies (10) . The same estimate with µ1 = 0 instead of µ2 holds if (10) is not satisfied. Thus, the lemma is proved for |s| = 1.
If |s| is arbitrary, we consider the same functionsû,p,f ,ĝ as in the proof of Theorem 2.1. The pair (û,p) is a solution of the system (41), wheref (x) = 0 andĝ(x) = 0 for |x| > 1. Using the equalities
for y = |s| 1/2 x and (f, g) δ = |s| (−δ+1/2)/2 (f ,ĝ δ , we obtain the estimate (43) for |s| r 2 < 1. Analogously, the desired estimate for the case |s| r 2 > 1 holds.
We estimate the functions (32) by means of the last lemma.
Lemma 2.5 Let i ≥ 1, k ≤ κi, and let (v * i,k , q * i,k ) be the solution of the problem (11) which has the form (32) with a remainder (v
. If λi = 2m + 1 with an integer m ≥ 0, then
for |α| ≤ 2 and
for |α| ≤ 1. Here, di is the greatest exponent of log r in the representations of v i,k and q i,k . If λi = 2m + 1, then the same estimates with µ1 = 0 instead of µ2 are valid.
is the uniquely determined solution of the problem (37), with the right-hand sides F i,k and G i,k defined by (38). Let · δ be the norm introduced in Lemma 2.4. Since (17)), it follows that
with a constant c independent of s. We show that
for λi = 2m + 1. Let τ be positive and ζτ (x) = ζ(τ r 2 ). Since ∇ · (ζτ v i,k ) = v i,k · ∇ζτ vanishes in the regions τ |x| 2 < 1/2 and τ |x| 2 > 1, we get
for arbitrary τ > 0, where S 1/ √ τ is the sphere with radius τ −1/2 and n is the normal vector to this sphere. The vector function v i,k has the form
If λi = 2ν + 1 for ν = 0, 1, . . . , Ni, then the last expression is either zero or a nonconstant function of τ . Since this expression must be independent of τ , we obtain (46) for λi = 2m + 1. Now the estimates for v 
with a constant c independent of f , g and s.
2) If −µ2 − 1 2
, the eigenvalue λ = 1 is simple and there are no odd integer eigenvalues of the pencil L(λ) in the interval 1 < λ <
The coefficients c i,k in (47) and (49) satisfy the estimate
Here, di is the same number as in Lemma 2.5. In particular, di = 0 for 0 < λi < 1.
P r o o f. By Theorem 2.1, the solution (u, p has the representation (34). Obviously, Ni,γ = 0 for i ≥ 1 and γ > − . In this case, the pair (u i,k,γ , p i,k,γ ) coincides with (u 
Using the estimates
we easily obtain
− γ. Using Lemma 2.5, we obtain (since −2γ − 2δ + 1 > −2γ > −3). Furthermore,
This proves (51). We prove (48) for γ > − 
Using the equalities −∆ u i,k = 0, we get
This together with (51) yields
Since the operator Aγ is injective (see Theorem 1.1) and has closed range, we obtain the estimate (48) for the remainder (v, q).
We consider the case γ < −1/2. Then the strip 0 < Re λ < 
. By Remark 2.2, we can write these decompositions of u and p also in the form
where τ is an arbitrary positive real number, v and q ′ are independent of τ . The coefficients C i,k (s, τ ) are given by the formula
4). One easily checks that
Using the estimates for v ′ i,k and ζsv i,k given above, we obtain
Hence, in the case τ = |s|, we obtain
The pair (v, q ′ ) is a solution of the problem
Using the equalities
(see Lemma 2.1), we obtain the estimate
. Thus, in the case τ = |s|, we obtain
Under the conditions of the theorem, the operator Aγ is injective (see Theorem 1.1) and has closed range (see [13, Theorem 2.1] ). This implies
−γ (K)) * . In particular, the estimate (50) holds. The proof of the theorem is complete. where (φ i,k , ψ i,k ) are eigenvectors of the pencil L(λ) corresponding to the eigenvalue λi.
The time-dependent problem
Finally, we consider the problem problem (1), (2) . Using the results of the last section, we obtain the asymptotics of the solution near the vertex of the cone.
Asymptotics of the solution near the vertex of the cone
Let Q = K × R+ = K × (0, ∞). We denote by W and g(x, 0) = 0 for x ∈ K, where β satisfies the inequalities (6). In the case β > 1/2, we assume in addition that K g(x, t) dx = 0 for almost all t. Then there exists a uniquely determined solution (u, p) ∈ W 
with a constant c independent of f and g.
The condition on β in Theorem 3.1 can be weakened if λ1 = 1 and λ1 is a simple eigenvalue of the pencil L(λ) (see [14] ).
We consider the solution (u, p) ∈ W 2,1 β (Q) × L2 R+, V 1 β (K) of the problem (1), (2), where
and ∂tg ∈ L2 R+, (V
β satisfies the inequalities (6) and γ < β. If γ > 
respectively. Obviously, K i,k (x, y, t) and H i,k (x, y, t) depend only on r = |x|, y and t. Finally, let u i,k,γ (x, s), p i,k,γ (x, s) be the functions defined in (16) . These functions are polynomials in s of degree Ni,γ . If we replace s by ∂t we get the differential operators u i,k,γ (x, ∂t) and p i,k,γ (x, ∂t), In the case γ + Re λi > −
