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Abstract
It is conjectured that the eigenvalues of random Schro¨dinger operators at the lo-
calization transition in dimensions d ≥ 2 behave like the eigenvalues of the Gaussian
Orthogonal Ensemble (GOE). We show that there are sequences of n ×m boxes with
1 ≪ m ≪ n so that the eigenvalues in low disorder converge to Sine1, the limiting
eigenvalue process of the GOE. For the GOE case, this is the first example where
Wigner’s famous prediction is proven rigorously: we exhibit a complex system whose
eigenvalues behave like those of random matrices.
1 Introduction
When Wigner (1957) introduced random matrices to model large atomic nuclei, his main
goal was to find a simple mathematical model that shows repulsion between eigenvalues as
observed in the data. The Gaussian orthogonal ensemble (GOE) has since been a remarkable
success in the physics literature: several important complex systems are predicted to have
eigenvalue repulsion akin to the GOE, most notably the Laplacians of many planar domains,
see Bohigas et al. (1984).
Given all the non-rigorous theories that predict GOE behavior, as well as a lot of numeri-
cal evidence, it is surprising that there are hardly any mathematically rigorous results in this
direction. Most objects with rigorously known bulk GOE behavior are themselves random
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matrices constructed similarly to the Gaussian orthogonal ensemble, see Tao and Vu (2012)
and Erdo˝s et al. (2011) for recent breakthrough results in this direction.
The goal of this paper is to provide the first example where Wigner’s prediction is proven
rigorously: a complex system whose eigenvalues behave like those of random matrices. To
clarify, the Gaudin-Mehta theorem implies that the rescaled eigenvalue process of the n× n
GOE matrix converges to a limiting point process, which we call Sineβ , β = 1; the same
holds for GUE and GSE matrices, with β = 2, 4, respectively (see Valko´ and Vira´g (2009)
for general β). A model is called (bulk) universal if its eigenvalue process converges to
Sineβ , for β = 1, 2 or 4.
We show that certain random Schro¨dinger operators on long m × n boxes, 1 ≪ m ≪ n
behave like the Gaussian orthogonal ensemble. More precisely, we will show
Theorem 1. There exists a sequence of m × n boxes, 1 ≪ m ≪ n so that the rescaled
eigenvalue process of the adjacency matrix plus suitable diagonal noise converges to the Sine1
point process.
Theorem 1 will be proved in Corollary 11 which is based on Proposition 9 (see Section
5).
The boxes we consider are very long, so in some ways our result is related to the quasi-one
dimensional setting, except that both dimensions of the box converge to infinity.
Recall that the Sine1 point process is the limit of the eigenvalues at the bulk of the spec-
trum of the Gaussian orthogonal ensemble, see Mehta (2004). The process-level convergence
described here implies convergence of eigenvalue gap sizes and all similar local statistics.
Lack of true universality in one dimension
We would like to put the present work in the context of two results. The first is due to
Killip and Stoiciu (2009). They consider the CMV matrices with random Verblunski coeffi-
cients, which are a unitary analogue of a random Schro¨dinger operators. Their focus is the
CMV representation of the Haar unitary random matrix. The entries of this matrix are built
out of the Verblunski coefficients, which, in this case are independent, but non-identically
distributed complex random variables with a spherically symmetric distributions. Naturally,
since these are conjugates of Haar unitary matrices, the eigenvalue process converges to the
Sine2 process, the bulk limit of the GUE. Moreover, Killip and Stoiciu (2009) show that
this holds even if the distribution of the random variables is changed, as long as spherical
symmetry and the variances are kept. In this sense, this is a universality result. (A similar
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result, for the Hermitian case was proven by Valko´ and Vira´g (2009), but there, due to the
lack of spherical symmetry, more moments need to be fixed.)
However, in one-dimension, a very special, non-iid variance structure was necessary to
get the Sine2 limit. In fact Killip and Stoiciu (2009) show that a constant factor change for
all variables will change the limiting process (they call the limit CβE, later shown to be
identical with Sineβ). Many limiting processes, can be achieved by adjusting the variances
judiciously. It is expected that the more natural model, in which the variances are identical,
would give a version of the Schτ process, described below.
The standard critical one-dimensional Schro¨dinger operators were treated in Kritchevski et al.
(2012): we considered adding i.i.d. diagonal noise with variance σ2/n to the adjacency ma-
trix of a 1-dimensional path of length n. In this critical regime, as n→∞ we got a limiting
point process Schτ , whose parameter is given by τ = σ
2/(2−λ2∗), where λ∗ is the macroscopic
location of our window in the spectrum. The key is that Schτ is not a limit of GOE, GUE,
or other usual random matrix models. It is a different point process with stronger repulsion
and long-range order. As τ ranges from 0 to ∞, it interpolates between the clock and Pois-
son distributions. In Kritchevski et al. (2012) it is also shown that for a special sequence of
decaying variances, all Sineβ processes can also be achieved as limits. Again, this is not true
universality: GOE-like limits appear only for a careful choice of variances.
Universality when 1≪ m≪ n
As we have seen, in order to find truly universal GOE/GUE phenomenon in Schro¨dinger
operators, one has to go beyond one dimension. This is what we do here, by considering an
m× n box, with 1≪ m≪ n with diagonal noise added.
Our strategy is similar to that of Katz and Sarnak (1999), who proved the first true
universality result for GUE for zeta functions of random algebraic curves over finite fields.
There are two parameters, the degree n and characteristic p. They first let p→∞ and use
the Deligne equidistribution theorem to show that the zeros of that zeta function have the
same distribution as eigenvalues of a Haar unitary matrix. They then conclude universality
from a double limit argument (Section 13.8).
We proceed similarly. We first find a regime where as n → ∞ the eigenvalues of our
operator converge to that of a certainm×m randommatrix which is similar, but not identical,
to the GOE. Then, using results of Erdo˝s, Yau, et al and a diagonalization argument we
show that for a certain sequence of 1≪ m≪ n, we get the universal Sine1 limit.
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Random Schro¨dinger operators
The concept of localization for random Schro¨dinger operators was introduced by Anderson
(1958). As more and more diagonal noise is added to the Laplacian of a large box, the
eigenvectors change from being spread out over the entire box to localized on smaller regions.
It is believed (see, for example, Altshuler and Shklovski (1986), Efetov (1997)) that near this
transition the eigenvalue process is GOE-like, and, as the noise increases, it is approximately
Poisson.
In the long box case, we have a related phenomenon. As n→∞, we get a limiting point
process Λm,σ depending on the noise. In a certain scaling, when σ → 0, this Λm,σ converges
to the eigenvalue process of an m×m Gaussian random matrix. More precisely, we have
Theorem 2 (Eigenvalue process transition). Consider boxes in Z2 with fixed base Zm and
fix a weight 0 < r ≤ 1. Consider the process of eigenvalues of
n((rZm)× Zn + σ√
n
V − Iλ∗), (1)
where V are diagonal matrices with independent, mean zero, variance 1 entries with bounded
third moment. Then
• For almost all λ∗ ∈ (−2(1− r cos(π/(m+1))), 2(1− r cos(π/(m+1))), for appropriate
subsequences, this process has a limit Λσ which depends on m, r and λ
∗.
• As σ → 0, the process σ−1Λσ converges to the (randomly shifted) eigenvalue process of
a random matrix with independent real Gaussian entries.
• For every σ, the process Λσ is the zero process of the determinant of a m-dimensional
matrix-valued analytic function described by a stochastic differential equation.
Remark 3. To illustrate the transition to Poisson, it is possible to show that
• as σ →∞ the process Λσ converges to the Poisson point process.
We plan to do this in a subsequent article.
The proofs of both theorems are based on the analysis of transfer matrices. The proof
of Theorem 2 is given in Section 4, it is based on Proposition 4 and Corollary 6 which are
proved in the same section.
The noise term in the transfer matrix evolution in this scaling regime for block Jacobi
matrices has been studied in Ro¨mer and Schulz-Baldes (2010) using a language different
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from SDEs. The first arxiv version of the present paper was followed by the preprint of the
paper Bachmann and De Roeck (2010), who, in independent work, also study SDE limits of
transfer matrices. Their starting point is the so-called DMPK theory in the physics literature
(due to Dorokhov-Mello-Pereyra- Kumar), which is essentially the study of diffusive limits of
quasi-one-dimensional random Schro¨dinger operators from a slightly different point of view.
We refer the reader to Bachmann and De Roeck (2010) for a discussion of this theory. One of
the novelties of our approach is that it allows for studying the dependence on the eigenvalue
λ, which in turn allows us to deduce the scaling limit of the spectrum, the main focus here.
Noise explosion
The central reason for the appearance of random matrices is noise explosion. For a simple
case of this, consider
Bη,n(t) =
1√
n
⌊nt⌋∑
k=0
eiηkXk,
where the Xk are independent random variables, with, say, standard normal distribution.
If η = 0 (mod 2π), then the sequence of functions Bη,n converges in law to real Brownian
motion. Otherwise, Bη,n converges to complex Brownian motion. Thus a one-dimensional
noise process Xk gives rise to a two real-dimensional Brownian motion in the presence of
oscillatory terms. Moreover, if η, ν are linearly independent over the integers, then Bη,n, Bν,n
converge jointly to two independent Brownian motions.
Now we change the setting so that the Xk are m×m diagonal matrices with independent
standard normal entries. Let U be a unitary matrix with eigenangles that are linearly
independent over the integers, and also assume that the absolute squares of the eigenvectors
of U are not orthogonal to each other. Now consider the sum
Bn(t) =
1√
n
⌊nt⌋∑
k=0
U−kXkUk.
A simple computation shows that Bn(t) converges to a Hermitian matrix-valued Brownian
motion process which is m2-real dimensional. In such oscillatory sums, noise that was origi-
nally restricted to the diagonal explodes into all possible directions, and changes dimension
from m to m2. This phenomenon, which we call noise explosion, plays a central role in
the proofs below.
The method of analysis in this paper is an extension of the 1-dimensional case in-
troduced in a different setting in Valko´ and Vira´g (2009) and further refined and simpli-
5
fied in Kritchevski, Valko´, and Vira´g (2012). The latter paper studies the most natural
1-dimensional random Schro¨dinger operator at the localization transition.
Open problems
The current paper does not give any bounds on the aspect ratio of the long boxes m/n. This
would require rates of convergence estimates for diffusion approximation.
Problem 1. Show that the result in this paper holds for n = O(mq) for some q ≥ 1.
What is the smallest possible value of q for which the results hold? Is it q = 1?
Problem 2. Extend the results to long boxes of higher dimension. The eigenvalue
structure of the base here is more complicated, see Remark 12.
Our results apply for weighted boxes and the larger the weight is, the stronger the
restrictions are on the centering λ∗. In particular, when r = 1 we will need to take a
sequence of λ∗ → 0 to get the Sine1 process in the limit (see Corollary 11). However, the
results should hold on a dense subset of [−2, 2].
Problem 3. Show that for any fixed weight r the results hold for almost every λ∗ ∈
(−2, 2).
2 Description of the model and notation
Let Zn denote the graph of a path of length n with vertices 1, 2, . . . , n. We will use the same
variables for a (weighted) graph and its adjacency matrix, so Zn will also denote the n× n
matrix with entries (Zn)i,j = 1{|i−j|=1}. Let × denote the product of weighted graphs (or
matrices), namely
(A× B)(i,i′),(j,j′) = 1i′=j′Ai,j + 1i=jBi′,j′
With tensor product, it can be expressed as A⊗I+I⊗B. For a positive real r and weighted
graph (or matrix) G we will denote by rG the graph where the weights are all multiplied by
r (which is the same as multiplying the matrix G by r).
Weighted boxes. The boxes we consider are [rZm]×Zn for some positive real r, where n is
typically much larger than m. This is the adjacency matrix of a weighted graph on the box
Zm × Zn where the edges in the first direction have weight r, and the edges in the second
direction have weight 1.
The adjacency matrix corresponds to Dirichlet boundary conditions. For a probabilistic
interpretation, the matrix
rZm × Zn − 2(r + 1)Im×n
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is the transition probability matrix of the continuous time random walk on the box killed
when it leaves; the jump rates are r and 1 in the two different kinds of directions.
Some of our results will apply to G × Zn where G is a general symmetric matrix with
nonnegative entries.
Chaoticity. For the noise explosion phenomenon to work, we need to consider conjugation
by special angles. Consider points (angles) X = {x1, . . . , xm} on the unit circle R/2π. We
will be interested in the set
A := {xi1 + xi2 + xi3 + xi4}∪ {xi1 + xi2 −xj1 − xj2 : ik 6= jℓ}∪ {xi1 + xi2 + xi3 − xj1 : ik 6= j1}
where the indices run through 1,. . . , m and the operations are meant mod 2π. The chaotic-
ity of X is defined as the distance of the set A from 0
cha(X ) = dist(0,A) (2)
We call the X chaotic if it has nonzero chaoticity.
In particular, if the X is chaotic then then the xi’s are distinct. Moreover, if the xi’s
are linearly independent over the integers then they are chaotic. A condition very similar to
chaoticity appears as the main assumption in Schulz-Baldes (2004).
The noise explosion described in the introduction will rely on the following quantities.
Let G = ODO−1 be the diagonalization of G, so that O is orthogonal and D is diagonal.
Let Oi = Oi,· denote the ith row of O. Let |Oi|2 denote the vector formed by the squares of
the entries of Oi.
When G is Zm (i.e. its adjacency matrix), then the eigenvalues are given by dj =
2 cos(πj/(m+ 1)). The eigenvectors are of the form
Ojk =
√
2/(m+ 1) sin(πjk/(m+ 1)),
and it is easy to check that
(m+ 1)〈|Oi|2, |Oj|2〉 =

3/2 for i = j ,1 for i 6= j . (3)
3 The regularized transfer matrix evolution
For this section, consider the operator G× Zn where G is a symmetric matrix of dimension
m×m.
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Suppose that we want to solve the equation Mu = λu where M = G × Zn + V with a
diagonal matrix V . We will do this by solving the system of linear equations recursively,
slice by slice (where a slice is a copy of G, i.e. G×{i}). Let u be a function from the vertices
of G×Zn to R, and let ui(j) = u(j, i) so that ui is a vector indexed by G. Denote by Vi the
diagonal matrix which is the restriction of V to the indices G × {i}. Then the eigenvalue
equation for entries with the same first coordinate 2 ≤ i ≤ n− 1 reads
λui = (G+ Vi)ui + ui−1 + ui+1 (4)
and if we set u0 ≡ un+1 ≡ 0, then (4) holds for i = 1 and n as well. It is not hard to check
that this system of n equations is then equivalent to Mu = λu. Note that (4) can be written
in terms of block transfer matrices of dimension 2m as follows:[
uk+1
uk
]
=
[
λI −G− Vk −I
I 0
][
uk
uk−1
]
.
Denoting the above matrix by Tk, we can now characterize the eigenvalues of M as
{λ : ∃u1, un such that Tn · · ·T2T1
[
u1
0
]
‖
[
0
un
]
} = {λ : det ((Tn · · ·T2T1)(1,1)) = 0}. (5)
Here the subscript (1, 1) refers to the top left m ×m submatrix, and both representations
are equivalent to this submatrix having some eigenvector u1 with eigenvalue 0. So we may
write
spec(M) = zerosλ
[
det
(
(Tn · · ·T2T1)(1,1)
)]
(6)
where spec(·) will refer to the eigenvalue counting measure and zerosλ refers to the zero
counting measure of a real-analytic function of λ. It is not hard to check that the equality
also holds in the presence of multiple zeros.
We now introduce the unperturbed version of the transfer matrix
T∗ =
[
λ∗I −G −I
I 0
]
.
where λ∗ is some fixed reference point. Let G = ODOT be the diagonalization of G with
O orthogonal and D = diag(d1, . . . , dm) diagonal. We will use the shorthanded notation
XY = Y −1XY which means G = DO
T
.
We may change basis to study products of
TO⊗I2k =
[
λI −D − V Ok −I
I 0
]
, O ⊗ I2 =
[
O 0
0 O
]
.
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and note that
TO⊗I2∗ =
[
λ∗I −D −I
I 0
]
This matrix can be completely diagonalized as it is just the permutation of a block diagonal
matrix with 2× 2 blocks. (We have learned that such a change of basis has been considered
for a slightly different problem by Schulz-Baldes (2004).) Let
zj = (λ∗ − dj)/2 + i
√
1− ((λ∗ − dj)/2)2 and Z = diag(z1, . . . , zm). (7)
We assume that |λ∗ − dj| ∈ (0, 2) for all j which means that zj is a unit length complex
number in the upper half plane.
Then we have
T (O⊗I2)Q∗ =
[
Z¯ 0
0 Z
]
.
where
S =
[
diag |z¯j − zj |−1/2 0
0 diag |z¯j − zj |−1/2
]
, Q =
[
Z¯ Z
I I
]
S (8)
and
Q−1 = iS
[
I −Z
−I Z¯
]
Then the matrix
Xk = (T
−k
∗ Tk · · ·T2T1)(O⊗I2)Q, (9)
is deterministic matrix factors away from the transfer matrix evolution Tk · · ·T1. However,
it has the advantage that, unlike the product Tk · · ·T1, it changes slowly as k varies. This
can be seen from its evolution. From the definition we have
Xk = ( T
−k
∗ Tk T
−1
∗ T
k
∗ )
(O⊗I2)Q Xk−1, . (10)
Note that in our case Tk will be a small perturbation of T∗.
We call (Xk, 0 ≤ k ≤ n) the regularized transfer matrix evolution, regularized at
λ∗. In the next section, we will show that this evolution has a stochastic differential equation
limit. But first let us check how to read off the eigenvalues of the operator M from Xn. By
(6) the eigenvalues of M are given by{
λ : det
(
((T (O⊗I2)Q∗ )
nXn)
Q−1(O−1⊗I2))(1,1)
)
= 0
}
=
{
λ : det
(
((T (O⊗I2)Q∗ )
nXn)
Q−1)(1,1)
)
= 0
}
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Note that (T
(O⊗I2)Q∗ )nXn is a matrix of the form[
Z¯nX11 Z¯
nX12
ZnX21 Z
nX22
]
,
and so the (1, 1) block of Q(T
(O⊗I2)Q∗ )nXnQ−1 is given by
iS11(Z¯
n+1X11 − Z¯n+1X12 + Zn+1X21 − Zn+1X22)S11 = iS11(Z¯n+1, Zn+1)Xn(I,−I)TS11
Since S11 is nonsingular, have
spec(M) = zerosλ
[
det((Z¯n+1, Zn+1)Xn(I,−I)T )
]
= zerosλ
[
detℑ(Z¯n+1((Xn)11 − (Xn)12))
]
. (11)
the second equality follows from the fact that the determinant is zero only for real λ (as
these are eigenvalues of a symmetric matrix M), and for real λ, we have X22 = X¯11 and
X21 = X¯12. This will be shown in the proof of Proposition 4 in the next section.
4 The limiting transfer matrix evolution
The goal of this section is to show that the regularized transfer matrix evolution introduced in
the previous section has a stochastic differential equation limit. It will follow that the eigen-
values of the corresponding operator converge in distribution to an explicitly constructible
limit.
We first state the scaling limit of the evolution of transfer matrices.
Proposition 4 (Limiting evolution of transfer matrices). Fix r, σ > 0. Consider the operator
Mn = rG × Zn + n−1/2σV , where V = V (n) is a diagonal matrix with independent random
entries of mean 0, variance 1 and uniformly bounded third moments. Denote the eigenvalues
of G by d1, . . . , dm and assume that 0 < |λ∗−rdj | < 2 for all j and that the angles arccos((λ∗−
rdj)/2), j = 1, . . . , m are chaotic. Consider the regularized transfer matrix evolution (9)
corresponding to λ∗: (X
(n)
k , 0 ≤ k ≤ n).
Then for any finite Λ ⊂ C we have convergence in distribution as n→∞:
(X
(n)
⌊nt⌋(λ
∗ + λ/n), t ∈ [0, 1], λ ∈ Λ)⇒ (Yt(λ), t ∈ [0, 1], λ ∈ Λ)
where Y = Yt(λ) is the strong solution of the SDE
dY = S2
[
I 0
0 −I
]
iλdtY + iσS
[
dA dB
−dB¯ −dA¯
]
SY, Y0 = I. (12)
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and S is defined in (8). Moreover, for any fixed t, the functions λ → X(n)⌊nt⌋(λ∗ + λ/n)
converge in distribution to the random analytic function Yt(·) with respect to the uniform-
compact topology of functions. The covariance structure of the matrix-valued Brownian mo-
tions A(t), B(t) is as follows. We have
Aij = A¯ji, Bij = Bji (13)
(B is complex symmetric, not Hermitian) and
E|Bij|2 = EAiiAjj = EAiiA¯jj = E|Aij |2 = 〈|Oi|2, |Oj|2〉t (14)
(where Oi are defined in Section 2) and all covariances that do not follow from the above are
zero.
Remark 5. In the case G = Zm by (3) we have
A(1) =
1√
m+ 1
(A′ + ζI), B(1) =
1√
m+ 1
B′
Here A′ is a version of the GUE with A′i,j = A¯
′
j,i standard complex normals for i 6= j and
mean zero variance 1/2 i.i.d real normals in the diagonal. (The usual GUE would have
variance 1 in the diagonal.) The random variable ζ is standard normal and independent of
A′.
B′ is an independent symmetric matrix with i.i.d. standard complex normal entries above
and below the diagonal and i.i.d. mean zero complex normals with variance 3/2 in the
diagonal (which are independent of everybody else).
Next, we consider the eigenvalues of the operators Mn.
Corollary 6. Consider the operators Mn of Proposition 4. Assume that along some subse-
quence Z¯n+1 → Z∗ as n → ∞ where Z is defined in (7) and Z∗ is a fixed m × m matrix.
Then on this subsequence we have
spec(n(Mn − λ∗I))⇒ zerosλ
[
det((Z¯∗, Z∗)Y1(λ)(I,−I)T )
]
.
We proceed with the proof of Proposition 4. The proof relies on the noise explosion
phenomenon introduced in Section 1.
Proof of Proposition 4. From now on, with a slight abuse of notation, we will use X
(n)
k (λ)
for X
(n)
k (λ
∗ + λ/n) and sometimes we will drop the dependence on λ and/or n.
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We first study the evolution without scaling time. From (10)
Xk −Xk−1 = (T (O⊗I2)Q∗ )−k(TkT−1∗ − I)(O⊗I2)Q(T (O⊗I2)Q∗ )k Xk−1
The coefficient of Xk−1 above is given by
Rk =
[
Zk 0
0 Z−k
]
Q−1
[
0 λ
n
I + σ√
n
V Ok
0 0
]
Q
[
Z−k 0
0 Zk
]
. (15)
Note that the vector (Xk(λ) : λ ∈ Λ) is a Markov chain in k. We can represent it as an
4m2|Λ| dimensional complex vector where the entries are labeled with (i, j, λ). In order to
prove that it converges to the appropriate SDE we use Proposition 13 of Section 6.
We first rewrite Rk =
σ√
n
R′k +
λ
n
R′′k where R
′
k contains V
O
k and R
′′
k contains I from the
middle term of Rk. We first focus on the noise term R
′
k which expands to
R′k = iS
[
Zk 0
0 Z−k
][
I −Z
−I Z¯
][
0 V Ok
0 0
][
Z¯ Z
I I
][
Z−k 0
0 Zk
]
S
the three middle factors simplify and we get
R′k = iS
[
ZkV Ok Z
−k ZkV Ok Z
k
−Z−kV Ok Z−k −Z−kV Ok Zk
]
S (16)
(the diagonal block entries are negative conjugates of each other (note that V Ok is real) and so
are the off-diagonals). For the convergence to the limit, we need to understand the covariance
of the partial sums of Rk over k. (This is needed for condition (30) in Proposition 13 .)
For this, we may ignore the S factors for the moment, and study
Aℓ =
ℓ∑
k=1
ZkV Ok Z
−k, Bℓ =
ℓ∑
k=1
ZkV Ok Z
k (17)
The i, j entry of the first term is
ℓ∑
k=1
(ziz¯j)
k
∑
r
OTj,rvk,rOr,i =
∑
r
ℓ∑
k=1
vk,r(ziz¯j)
kOr,jOr,i
Consider the complex covariance of the i, j and i′, j′ entries in Aℓ. Since that matrix is
Hermitian, we may assume i ≤ j and i′ ≤ j′. Since the v’s are independent, the covariance
is given by
EAi,jA¯i′,j′ =
ℓ∑
k=1
(ziz¯j z¯i′zj′)
k
∑
r
Or,jOr,iOr,j′Or,i′ =


ℓ〈|Oi|2, |Oj|2〉 for (i, j) = (i′, j′) ,
ℓ〈|Oi|2, |Oi′|2〉 for (i, i′) = (j, j′) ,
O(1) otherwise .
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This is because we can write ziz¯j z¯i′zj′ = e
iα with |α| ≤ π and unless α = 0 the sum will
be O(|α|−1). By the chaoticity condition α = 0 can happen only if the conjugated zi are
matched up in pairs to equal non-conjugated zi, in which case the indices have to be the
same. The only options are i = i′, j = j′ or i = j, i′ = j′.
This explains that the correlation between an entry A and the entry of B is always O(1):
there will be an odd number of conjugated z’s so such a matching will not occur.
The expectation of the product on the other hand is given by
EAi,jAi′,j′ =
ℓ∑
k=1
(ziz¯jzi′ z¯j′)
k
∑
r
Or,jOr,iOr,j′Or,i′ =

ℓ〈O
2
i , O
2
i′〉 for i = j and i′ = j′ ,
O(1) otherwise .
indeed, these are the only possible matchings for the conjugated and not-conjugated z’s if
i ≤ j and i′ ≤ j′. Now
EBi,jBi′,j′ = O(1)
since no matching can occur in the relevant product zizjzi′zj′. Finally, for i ≤ j and i′ ≤ j′
(since B is a complex symmetric matrix)
EBi,jB¯i′,j′ =

ℓ〈O
2
i , O
2
j 〉 for i = i′ and j = j′ ,
O(1) otherwise .
.
Turning to the drift term R′′k we first simplify it to get
R′′k = iS
[
I Z2k
−Z−2k −I
]
S. (18)
This leads to the estimate
i
ℓ∑
k=1
S
[
I Z2k
−Z−2k −I
]
S = iS
[
ℓI O(1)
O(1) −ℓI
]
S. (19)
Remark 7. From (16) and (18) it is clear that Rk is of the form
[
a b
b¯ a¯
]
and thus this will
hold for I + Rk as well. The product of such matrices will have the same structure, which
explains the last assertion of Section 3.
We now turn back to the proof of Proposition 4. For the proof of the convergence, we
will use Proposition 13, for which we need to verify the conditions listed there. Note that the
proposition deals with the convergence of Rd valued Markov chains and here we are dealing
with vectors with entries as 2m× 2m complex matrices. As we have already mentioned we
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can just treat our Markov chain as a 4m2|Λ| dimensional complex vector, and by taking real
and imaginary parts we may apply the proposition. Note that Proposition 13 immediately
extends to complex valued Markov chains as well, the only modification is that one has to
introduce
a˜n(t, x) := E[Y n⌊nt⌋(x)Y
n
⌊nt⌋(x)
T] (20)
as well, and assume that a˜ satisfies the same conditions as a. This is because the covariance
structure of a complex vector Y can be computed from the quantities E(Y −EY )(Y −EY )T
and E(Y −EY )(Y¯ − EY¯ )T .
In our case the conditional distribution of Xk+1 −Xk given Xk = x is given by
Yk(x) = (T
(O⊗I2)Q
∗ )
−k−1(Tk+1T−1∗ − I)(O⊗I2)Q(T (O⊗I2)Q∗ )k+1 x.
The functions an(t, x), a˜n and bn(t, x) are defined according to (27) and (20):
an(k/n, x) = E
[
(Yk(x))i,j,λ(Yk(x))i′,j′,λ′ | X(n)k = x
]
a˜n(k/n, x) = E
[
(Yk(x))i,j,λ(Y¯k(x))i′,j′,λ′ | X(n)k = x
]
bn(k/n, x) = E
[
(Yk(x))i,j,λ | X(n)k = x
]
.
The entries of a, a˜ are indexed by (i, j, λ), (i′, j′, λ′) and the entries of b are indexed by
(i, j, λ).
• The boundedness of the cubic terms (29) is proved as follows. It is clear that Yk(x) is a
bounded linear function of λ’s and the vi’s with coefficients given by the entries of x. So
as long as x is bounded, condition (29) holds because of the third moment assumption
on the vi’s. To ensure that x is bounded, we first consider a truncated process in which
an, a˜n and bn are multiplied by a smooth version of the cutoff function 1(‖x‖ ≤ c).
This will basically stop Xnk once ‖Xnk ‖ ≥ c. It will follow from the proposition that
the truncated process converges to the truncated version of the limit, for every c > 0.
However, as c→∞, the solution of the truncated SDE is with high probability equal
to the non-truncated one. This follows from the fact that the SDE (12) is linear and
therefore it does not blow up in finite time. It follows that the truncated processes
converge (12) from which we also get that the original processes must converge there
as well.
• Conditions (28) and (30) follow from the calculations in the first part of the proof. We
check the conditions for a and b, for a˜ it will follow similarly.
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Instead of working directly with a and b, we introduce
Yˆk =
λ
n
[
I Z2k
−Z−2k −I
]
+
1√
n
[
ZkV Ok Z
−k ZkV Ok Z
k
−Z−kV Ok Z−k −Z−kV Ok Zk
]
(21)
and let aˆn(t) and bˆn(t) be the n times the second and first moments of the 4m2|Λ|-vector
Yˆ⌊nt⌋. Then we have
Xk − x = iSYˆkSx
given Xk−1 = x. This is a linear function of x, and since x is bounded by truncation,
it suffices to check (30) for aˆ and bˆ rather than the original a, b. Similarly, (28) for (the
truncated) a, b is implied by
|aˆn(t)|+ |bˆn(t)| ≤ c
This, in turn, is follows from the expression for Yˆk above (note that Z is diagonal with
unit complex numbers).
Returning to (30), we first check the existence of bˆ so that
sup
t
∣∣∣ ∫ t
0
bˆn(s) ds−
∫ t
0
bˆ(s) ds
∣∣∣ → 0.
This is clear by the following computation, based on (19):
bˆ(k/n) =
k∑
ℓ=1
EYˆ
(n)
ℓ =
k∑
ℓ=1
λ
n
[
ZkIZ−k ZkIZk
−Z−kIZ−k −Z−kIZk
]
= λ
k
n
[
I 0
0 −I
]
+O(n−1)
where the O is uniform in k.
To check the second moment terms, we will consider the the λ = λ′ case, the general
case is similar. We first note that since the mean increments are of O(1/n), it suffices
to look at the variance instead of the second moment. Thus we need the covariance
matrix of (the vector version of)
1√
n
[
ZkV Ok Z
−k ZkV Ok Z
k
−Z−kV Ok Z−k −Z−kV Ok Zk
]
.
This, by the computations above (starting at equation (16)), converges to the covari-
ance matrix of the corresponding noise term in the SDE.
For the statement about the convergence of the analytic functions X
(n)
k (λ), we will need
a bound of the form
E‖X(n)k (λ)‖ ≤ f(λ, k/n) (22)
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where f(λ, t) is a locally bounded function. Then by Corollary 15 the claim follows.
We have
E(‖Xk‖2 − ‖Xk−1‖2 | Fk) = E tr(∆XXTk−1 +∆XTXk−1 +∆X∆XT )
≤ c(1 + λ
2)
n
‖Xk−1‖2
Taking expectations we now see that
E‖Xk‖2 − E‖Xk−1‖2 ≤ c(1 + λ
2)
n
E‖Xk−1‖2
rearranging and taking a product for 1, . . . , k we immediately get the estimate
E‖Xk‖2 ≤
(
1 +
c(1 + λ2)
n
)k
‖X0‖2 ≤ exp(c(1 + λ2)k
n
)‖X0‖2
from which the bound (22) follows.
Proof of Corollary 6. By Skorokhod embedding Kallenberg (2002), we can realize the dis-
tributional convergence of the matrix-valued analytic functions X(n)(·) ⇒ Y1(·) as almost
sure convergence. In particular, along our subsequence, we have a.s.
det((Z¯n+1, Zn+1)X(n)n (I,−I)T )→ det((Z¯∗, Z∗)Y1(λ)(I,−I)T )
uniformly on compacts, and the limit is analytic in λ. Note that for λ = 0 the matrix in the
determinant equals
2iℑ(Z¯∗(Y1(0)11 − Y1(0)12).
whose distribution is absolutely continuous with respect to the distribution of the GOE; this
follows from the SDE (12). Thus the determinant as a function of λ is not identically zero
with probability 1, and the zeros of the subsequence converge to the zeros of the limit almost
surely in our realization. The distributional convergence follows.
In order to prove Theorem 2 we will also need the following lemma:
Lemma 8. Fix a G with distinct eigenvalues d1, . . . , dm with maxj |dj| = d˜ and fix 0 <
r < 2/d˜. Then for a.e. λ∗ ∈ (−(2 − rd˜), 2 − rd˜) there is a sequence nν so that the points
qj = arccos((λ∗ − rdj)/2) are chaotic and we also have (nν + 1)qj → 0 mod 2π for all
1 ≤ j ≤ m.
16
Proof. If λ∗ ∈ (−(2 − rd˜), 2 − rd˜) then the vector q = q(λ∗) = (arccos((λ∗ − rdj)/2)j=1,...,m
is well-defined because of our conditions. We will show that for a.e. λ∗ in that interval
the vector q has no nonzero integer vector orthogonal to it. Then the set {qj}j=1,...,m is
chaotic and because the orbit {nq mod 2π : n ≥ 0} is dense on the m-torus we can find a
subsequence nν so that nνqj converges to 0 mod 2π for all j.
It suffices to show that for any fixed nonzero integer vector w, only finitely many λ has
q(λ) ·w = 0. Note that λ 7→ q(λ) ·w is an analytic function on the interval (−(2−rd˜), 2−rd˜)
so it has finitely many zeros there or it has to be constant zero. We will show that the latter
is not possible which will finish the proof.
The function
q′j(λ) = −
1
2
√
1− 1
4
(λ− rdj)2
has singularities at λ±j = ±2− rdj. If q(λ) ·w = 0 for all values of λ then these singularities
must cancel out. But this is impossible if w 6= 0 as the numbers λ−j , λ+j , j = 1, . . . , m are all
different: −2− rdj = 2− rdk would imply 4 = r(dj − dk) ≤ 2rd˜ < 4.
Proof of Theorem 2. Fix r and m and consider G = Zm. This has distinct eigenvalues dj
with |dj| ≤ 2 cos(π/(m + 1)). Then we may apply Lemma 8 and for almost every λ∗ ∈
(−2(1− r cos(π/(m+1))), 2(1− r cos(π/(m+1))) there is a sequence nν with the properties
given by the lemma. Next we may apply Proposition 4 and Corollary 6 with Z∗ = I to show
that the eigenvalues of (1) converge to
Λσ := zerosλ
[
det((I, I)Y1(λ)(I,−I)T )
]
where Yt(λ) is the solution of the SDE (12). This proves the first and the third statements.
For the convergence of σ−1Λσ we first note that with the notation Yˆt(λ) = σ−1(Yt(σλ)− I)
we have
σ−1 zerosλ
[
det((I, I)Y1(λ)(I,−I)T )
] d
= zerosλ
[
det((I, I)Yˆ1(λ)(I,−I)T )
]
From (12) it follows that Yˆ satisfies
dYˆ = S2
[
I 0
0 −I
]
iλdt(σYˆ + I) + iS
[
dA dB
−dB¯ −dA¯
]
S(σYˆ + I), Yˆ0 = 0. (23)
As σ → 0 the solution of this SDE converges to the solution of the SDE with σ = 0 (see
e.g. Theorem 11.1.4 of Stroock-Varadhan (1979)) which is just a matrix valued Brownian
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motion with drift. In particular
det((I, I)Yˆ1(λ)(I,−I)T )→ det
[
(I, I)iS
[
A(1) + λ B(1)
−B¯(1) −A¯(1)− λ
]
S(I,−I)T
]
= det [2iS11(λI + ℜA(1)−ℜB(1))S11] ,
the zeros of which are spec(ℜB(1)−ℜA(1)). Here A(1), B(1) are Gaussian matrices described
in Remark 5. Note that ℜB(1)− ℜA(1) can be written as (m+ 1)−1/2(K + bI), where b is
a standard normal random variable, and K is a a real symmetric matrix with independent
mean zero real normal entries so that
EK2ij =

1 i 6= j5/4 i = j . (24)
The bI term amounts to a random shift of the local eigenvalue process.
5 GOE as a limit
In order to get the GOE limit, we need to change the standard deviation σ with n.
Proposition 9. Let G be a weighted graph with distinct eigenvalues di, and fix 0 < r <
2/maxj | dj|. Suppose that
• the conclusion of Lemma 8 holds for λ∗, i.e. the critical angles qj = arccos((λ∗−rdj)/2)
exist, are chaotic and there is a sequence nν with (nν + 1)qj → 0 mod 2π,
• σν is a sequence with σν → 0 and 1σν maxj
∣∣ei(nν+1)qj − 1∣∣→ 0,
• we have a sequence Vν of diagonal perturbation matrices where the entries are indepen-
dent, have mean 0, variance 1 and uniformly bounded third moment.
Then the regularized transfer matrix evolution Xνk for the operator
Mν =
nν
σν
(
rG× Znν +
σν√
nν
Vν − λ∗I
)
(25)
satisfies the following. For any finite Λ ⊂ C we have convergence in distribution for the
regularized transfer matrices
(
1
σν
(Xν⌊nνt⌋(λ
∗ + λσν/nν)− I), t ∈ [0, 1], λ ∈ Λ)⇒ (Yt(λ), t ∈ [0, 1], λ ∈ Λ)
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where
Y = iS2
[
I 0
0 −I
]
λt+ iS
[
A B
−B¯ −A¯
]
S.
Here A,B are matrix-valued Brownian motions with covariance structure given by (13), (14).
Moreover, the eigenvalue process of Mν converges to the eigenvalues of
ℜ(B(1)−A(1)).
Remark 10. For the G = Zm case the proposition shows that instead of letting n→∞ first
and then σ → 0 to get the eigenvalues of a Gaussian matrix as the limit of the spectrum (as
in Theorem 2) we can achieve this by changing σ with n.
In the case when the graph is Zm, the matrix ℜ(B(1) − A(1)) is the one we got in the
proof of Theorem 2, it can be written as (m+ 1)−1/2(K + bI), where b is a standard normal
random variable, and K is a version of the GOE: a real symmetric matrix with independent
mean zero real normal entries with covariance structure (24). Note that for the GOE, the
diagonal terms have variance 2. The distribution of the matrix K is not invariant under
orthogonal conjugation. The bI term amounts to a random shift of the local eigenvalue
process.
Proof. Let X˜νk (λ) = (
1
σν
(Xν⌊nνt⌋(λ
∗ + λσν/nν)− I). From (15) (and the following discussion)
we get
X˜k − X˜k−1 = σ−1Rk(σλ)(σX˜k + I) =
(
1√
n
R′k +
λ
n
R′′k
)
(σX˜k + I)
The proof of the SDE convergence of X˜ follows very closely the proof of Proposition 4. The
only difference is that because of σ → 0 the functions a(t, x), a˜(t, x), b(t, x) will not depend
on x, that is why we get the matrix valued Brownian motion in the limit.
For the convergence of eigenvalues, we write
1
σν
(Z¯n+1, Zn+1)(X(n)nν − I)(I,−I)T =
1
σν
(Z¯n+1 − I, Zn+1 − I)X(n)nν (I,−I)T
+
1
σν
(I, I).(I,−I)T + 1
σν
(I, I)(X(n)nν − I)(I,−I)T .
Note that I is the m × m identity matrix, except in X(n)nν − I where it is 2m-dimensional.
The first term on the right converges to 0 since X
(n)
nν (I,−I)T is tight and (Zn+1− I)/σν → 0
by assumption. The second term vanishes, so considering the third term we conclude that
1
σν
(Z¯n+1, Zn+1)(X(n)nν − I)(I,−I)T → (I, I)Yλ(1)(I,−I)T .
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uniformly on compacts. For a real λ this is equal to 2S11(λI + ℜ(A(1)− B(1)))S11 and its
determinant will be zero exactly at the eigenvalues of ℜ(B(1)−A(1)). From this the second
part of the proposition follows by the same arguments as in the proof of Corollary 6.
Corollary 11. Fix 0 < r < 1. Then for almost all λ∗ ∈ [−2(1 − r), 2(1 − r)] there exists
a sequences of integers mν → ∞, nν → ∞, positive numbers σ˜ = σ˜ν → 0, noise matrices
V = Vν and coefficients γ = γν so that the eigenvalue process of
γ [(rZm)× Zn + σ˜V − λ∗I] (26)
as ν → ∞ converges locally to the Sine1 process. Here the noise matrices V are diagonal,
the entries are independent, have mean 0, variance 1 and uniformly bounded third moment.
Moreover, if r = 1 then we may choose a sequence λ∗ = λ
(ν)
∗ so that (26) converges to
the Sine1 process.
Corollary 11 immediately proves Theorem 1.
Proof. First suppose that 0 < r < 1. Note that the eigenvalues dj of Zm are distinct and
max |dj| = 2 cos(π/(m+ 1)) < 2.
We consider a λ∗ so that the statement of Lemma 8 holds for all values of m. We start
with a fixed m and consider the appropriate sequence nν . Since (nν + 1)qj → 0 mod 2π we
can choose σν = σν,m → 0 so that we also have 1σν maxj
∣∣ei(nν+1)qj − 1∣∣ → 0. Then we may
apply Proposition 9 with G = Zm which means that the eigenvalues of (25) Mν converge to
those of (m+ 1)−1/2(K + bI) where K, b are described in Remark 10.
As m → ∞, by the methods of Erdo˝s et al. (2012a) the bulk eigenvalue process of the
matrices
√
m(K + bI) (see Remark 10) converges locally to the Sine1 process. The proof of
this statement will be expanded in Lemma 16 in the Appendix.
This means that with σ˜ν = σν/
√
n and an appropriate γν the eigenvalue process (here
denoted sm,n) of (26) converges to the spectrum sm of
√
m(K+ bI), and as m→∞ this will
converge to the Sine1 process. In short, in the topology of weak convergence, we have
sm,n → sm, n→∞, m fixed,
sm → Sine1, m→∞.
The standard diagonalization argument provides a sequence nm →∞ so that sm,nm → Sine1.
For the r = 1 case note that for a fixedm by Lemma 8 we can find a λ
(m)
∗ ∈ (−4 sin2(π/(2+
2m)), 4 sin2(π/(2 + 2m)) for which Proposition 9 can be applied. Thus for each m (with an
appropriate λ
(m)
∗ centering) the spectrum of the rescaled process (26) converges to that of
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√
m(K+bI) along an appropriate subsequence. The same diagonalization argument as in the
r < 1 case produces a sequence along which we have convergence to the Sine1 process.
Remark 12 (Higher dimensional boxes). When G = Zm1 × . . .×Zmd then the eigenvectors
of G are of the form
Oj1,...,jd(k1, . . . , kd) =
d∏
ℓ=1
√
2
mℓ + 1
sin
(
πjℓkℓ
mℓ + 1
)
and the corresponding eigenvalues are dj1,...,jd = 2
∑d
ℓ=1 cos
(
jℓπ
1+mℓ
)
. One can also calculate
that (
d∏
ℓ=1
(mℓ + 1)
)
〈|Oi|2, |Oj|2〉 =
d∏
ℓ=1
(1 +
1
2
1(iℓ = jℓ)).
If the eigenvalues are distinct then Lemma 8 and Proposition 9 will still apply. However,
the limiting symmetric real Gaussian matrix ℜ (B(1)− A(1)) will have a more complicated
covariance structure for d > 1 then the one described in Remark 10 and the current results
are not strong enough to imply that the bulk scaling limit will be the Sine1 process.
One can check that in that case ℜ (B(1)−A(1)) = M1 + M2 where M1 is a constant
times a GOE matrix andM2 is an independent Gaussian matrix with a non-trivial covariance
structure. Because of the component M1 the local relaxation flow argument of Erdo˝s et al.
(2012a) will go through. The problem is caused by the fact that for the other component
M2 the strong local semicircle result is not available.
6 Appendix
6.1 SDE limit of Markov chains
The following is the main tool for proving convergence in the osciallatory setting. It is
Proposition 23 in Valko´ and Vira´g (2009), and is based on Theorem 7.4.1 of Ethier and Kurtz
(1986).
Proposition 13. Fix T > 0, and for each n ≥ 1 consider a Markov chain
(Xnℓ ∈ Rd, ℓ = 1 . . . ⌊nT ⌋).
Let Y nℓ (x) be distributed as the increment X
n
ℓ+1 − x given Xnℓ = x. We define
bn(t, x) = nE[Y n⌊nt⌋(x)], a
n(t, x) = nE[Y n⌊nt⌋(x)Y
n
⌊nt⌋(x)
T]. (27)
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Suppose that as n→∞ we have
|an(t, x)− an(t, y)|+ |bn(t, x)− bn(t, y)| ≤ c|x− y|+ o(1) (28)
sup
x,ℓ
E[|Y nℓ (x)|3] ≤ cn−3/2, (29)
and that there are functions a, b from R× [0, T ] to Rd2 ,Rd respectively with bounded first and
second derivatives so that
sup
x,t
∣∣∣ ∫ t
0
an(s, x) ds−
∫ t
0
a(s, x) ds
∣∣∣+ sup
x,t
∣∣∣ ∫ t
0
bn(s, x) ds−
∫ t
0
b(s, x) ds
∣∣∣→ 0. (30)
Assume also that the initial conditions converge weakly:
Xn0 ⇒ X0.
Then (Xn⌊nt⌋, 0 ≤ t ≤ T ) converges in law to the unique solution of the SDE
dX = b dt+ g dB, X(0) = X0
where B is a d-dimensional standard Brownian motion and g is any C2 function satisfying
ggT = a.
We need a result that strengthens the convergence of random analytic functions.
Proposition 14. Let fn be a sequence of random analytic functions on an open set D ⊂ C
so that maxA |fn| is tight for every closed ball A ⊂ D and fn ⇒ f in the sense of finite
dimensional distributions. Then f has a unique analytic version and fn ⇒ f in distribution
with respect to local-uniform convergence.
Proof. Pick a countable dense set of points D′ ⊂ D and let A be the countable set of closed
balls A ⊂ D with center in D′ and rational radius. We can first find a subsequence so that
the joint distribution of maxA |fn|, A ∈ A and fn(z), z ∈ D′ converges. By the Skorokhod
embedding theorem Kallenberg (2002) we can realize the sequence (fn(z), z ∈ D′) on a single
probability space Ω so that almost surely fn(z) → f(z) for all z ∈ D′ and also maxA |fn|
converges (and so it is bounded) for all A ∈ A. By continuity, we can define the fn as analytic
functions on D for the probability space Ω. Then a.s. the following holds: for every compact
set B there exists a random constant cB with maxz∈B,n |fn(z)| ≤ CB. To see this, note that
B is covered by ∪A∈Ainterior(A) and since B is compact we can choose a finite sub-cover.
Then the sequence fn has at least one analytic limit in the sense of uniform-on-compacts
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convergence by Montel’s theorem. This limit must agree with f on all points z ∈ D′, so it is
unique.
By the above argument any sequence has a further subsequence that converges locally
uniformly to some analytic f in distribution. But the distribution of f is determined by its
finite dimensional distributions, so the limit is unique.
Corollary 15. Let fn be random analytic functions on an open set D ⊂ C so that E|fn(z)| ≤
g(z) for a locally bounded function g. Assume that fn(z) ⇒ f(z) in the sense of finite
dimensional distributions. Then f has a unique analytic version and fn ⇒ f in distribution
with respect to local-uniform convergence.
Proof. Suppose that a closed disk A is contained in a slightly bigger disk B which is still
contained in D. Then by Cauchy’s integral theorem maxA |fn| ≤ C
∫
∂B
|fn(z)| and by the
condition on E|fn(z)| we get that EmaxA |fn| is uniformly bounded. This implies that
maxA |fn| is tight for every closed ball A ⊂ D, and the claim follows from the proposition.
6.2 The point process limit of the modified GOE
Consider the n × n symmetric random matrix Hn = n−1/2(K + bI) where b is a standard
normal random variable, and K is the version of the GOE considered in (24). We will
show that the eigenvalue process of Hn in the bulk converges locally to the Sine1 process,
the bulk scaling limit of the GOE eigenvalue process. Bulk scaling means that we consider
ρ(λ)
√
n(Hn − λI) where |λ| < 2 and ρ(λ) = 12π
√
4− λ2 1|λ|≤2 is the semicircle density.
Lemma 16. For any |λ| < 2 and compactly supported continuous test function Θ : Rk → R
we have∫
Rn
dα1 . . . dαnΘ(α1, . . . , αk)ρ(λ)
−k(p(k)H,n − p(k)GOE,n)
(
λ+
α1
nρ(λ)
, . . . λ+
αk
ρ(λ)n
)
→ 0. (31)
Here p
(k)
H,n is the k-point intensity function of the eigenvalues of Hn. The function p
(k)
GOE,n
is the same for the n × n GOE matrix with variances 2/n and 1/n on the diagonal and
elsewhere, respectively.
Proof. Since the proof works exactly the same way for any |λ| < 2, we will assume λ = 0.
Our proof relies on the local relaxation flow arguments of Erdo˝s et al. (2012a) and the
strong local semicircle law proved in Erdo˝s et al. (2012b). The argument in a nutshell is
the following: if we have a real symmetric random matrix whose eigenvalues are well-
approximated by the semicircle law locally then by adding a small constant times an in-
dependent GOE matrix (i.e. by running Dyson’s Brownian motion for a small time with our
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matrix as the initial condition) the scaled eigenvalue process of the resulting matrix will be
close to the Sine1 process.
We will use Theorem 2.3 of Erdo˝s et al. (2012b) (see also the comments after the theorem)
which provides a powerful quantitative version of the previous argument. Since we can write
1√
n
K = K1+K2 where K1 is 1/2 times a GOE and K2 is an independent symmetric random
matrix satisfying the conditions of the theorem then for any q > 0 we have
∣∣ ∫ q√n
− q√
n
dµ
√
n
2q
∫
Rk
dα1 . . . dαnΘ(α1, . . . , αk)ρ(0)
−k (32)
× (p(k)K,n − p(k)GOE,n)
(
µ+
α1
nρ(0)
, . . . , µ+
αk
nρ(0)
) ∣∣ ≤ Cn−1/4+ε(q−1 + q−1/2).
(We apply the theorem with E = 0, b = q/
√
n, t = 1/2, ε′ ≪ 1 and δ = 1 − ε′.) Since the
spectrum of Hn can be obtained by a random shift of the spectrum of n
−1/2K we have
p
(k)
H,n
(
α1
nρ(0)
, . . . ,
αk
nρ(0)
)
=
∫ ∞
−∞
db√
2πn−1
e−
b2n
2 p
(k)
K,n
(
b+
α1
nρ(0)
, . . . , b+
αk
nρ(0)
)
. (33)
By Fubini for any nonnegative function F we have∫ ∞
−∞
db√
2πn−1
e−
b2n
2 F (b) =
∫ ∞
0
e−
q2
2
√
2
π
q2
∫ q√
n
− q√
n
db
√
n
2q
F (b)dq.
Using this with (32) and (33) we get the upper bound
|left hand side of (31)| ≤
∫ ∞
0
e−
q2
2
√
2
π
q2Cn−1/4+ε(q−1 + q−1/2) ≤ C ′n−1/4+ε
which shows that the limit of the eigenvalue process of Hn is the same as the limit of GOE
eigenvalues multiplied by n and shifted by an independent Gaussian bn of variance n. We
first condition on the sequence of these independent Gaussians, so the GOE eigenvalues are
now centered at −bn, which, on the semicircle scale, converges to 0. In the classical literature,
convergence is usually proved around a fixed window at c, |c| < 2 (on the semicircle scale).
The moving window case is rigorously proved in Valko´ and Vira´g (2009). The lemma follows
after removing the conditioning.
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