Random invariant manifolds are geometric objects useful for understanding complex dynamics under stochastic influences. Under a nonuniform hyperbolicity or a nonuniform exponential dichotomy condition, the existence of random pseudostable and pseudo-unstable manifolds for a class of random partial differential equations and stochastic partial differential equations is shown. Unlike the invariant manifold theory for stochastic ordinary differential equations, random norms are not used. The result is then applied to a nonlinear stochastic partial differential equation with linear multiplicative noise.
Introduction
Invariant structures in state spaces are essential for describing and understanding dynamical behavior of nonlinear random systems. For random dynamical systems, these invariant structures are usually random geometric objects. Stable, unstable, center, and inertial manifolds, as special random invariant structures, have been considered in the investigation of stochastic partial differential equations or stochastic evolutionary equations in infinite dimensional spaces. More precisely, an inertial manifold for a stochastic partial differential equation driven by white noise is constructed in [5] . Some inertial manifolds have been used in [15] to construct a stationary solution for such kind of an equation. Backward integration ideas for stochastic equations are used in [11] with more general noise. Invariant manifolds related to a stochastic pitchfork bifurcation are studied in [8] . In [12] , a graph transform has been developed, based on a random fixed point theorem, to obtain random invariant manifolds. The existence of smooth random invariant manifolds is proved in [13] . In [19] one can find a general theorem about random invariant manifolds for a stochastic partial differential equation with linear diffusion part, while in [27] it is shown that an invariant manifold is asymptotically complete, and use this manifold to study stationary solutions to hyperbolic stochastic partial differential equations. More detailed historical account of this subject may be found in [8, 12] .
In this paper, we are concerned with invariant stable or unstable manifolds for infinite dimensional random dynamical systems, especially those systems generated by stochastic or random partial differential equations (SPDEs or RPDEs), under some weak conditions. Our approach for establishing invariant manifolds for infinite dimensional random dynamical systems is based on a nonuniform exponential dichotomy, also called nonuniform pseudo-hyperbolicity, for the linearized random dynamical systems. When a multiplicative ergodic theorem (MET) holds [21, 18] , nonuniform pseudo-hyperbolicity also holds. Moreover, unlike the invariant manifolds theory for finite dimensional random dynamical systems [28, 2] , we make no use of random norms. To be more precise, the structure of our analysis is the following. Before proving the existence of invariant manifolds for a nonlinear (random or stochastic) partial differential equation (PDE), we analyse the linear system as a first approximation. We prove that the fundamental solutions of our linear PDE generates a random dynamical system that is linear and compact (for every positive time t). The partial differential operator generating this equation is supposed to be uniformly elliptic and random. The long-time behaviour of this linear random dynamical system is analysed under a nonuniform pseudo-hyperbolicity condition, which also implies an exponential dichotomy result. We then use a cut-off procedure to obtain the existence of local (pseudo) invariant stable and unstable manifolds for nonlinear random systems by using the Lyapunov-Perron technique.
The paper is organized as follows. In Section 2, we recall some basic concepts for random dynamical systems. In Section 3, we discuss multiplicative ergodic theorems and exponential dichotomies for linear cocycles. We prove that when a multiplicative ergodic theorem (MET) holds in an infinite dimensional Hilbert space, a nonuniform exponential dichotomy (i.e., nonuniform pseudo-hyperbolicity) also holds (Theorem 3.4) in the same Hilbert space. Furthermore, we obtain sufficient conditions under which a stochastic partial differential equation generates a continuous random dynamical system (Theorem 3.5). We then prove pseudo-stable and pseudo-unstable manifold theorems for random and stochastic partial differential equations (Theorems 4.1 and 4.2), under nonuniform pseudo-hyperbolicity (see Definition 4.1), in Section 4. Finally, in Section 5, we demonstrate our invariant manifold theorem for an example of stochastic partial differential equations.
Random dynamical systems
We now recall some basic concepts in random dynamical systems. First we introduce an appropriate model for a noise. Such a model is given by a metric dynamical system defined by a quadrupel (Ω, F, P, θ), where (Ω, F, P) is a probability space and θ is a measurable flow with time set T being R or Z:
For the partial mappings θ(t, ·) we use the symbol θ t . We then have
The measure P is taken to be ergodic with respect to the shift operators θ t ; see [6] . The standard example for a metric dynamical system is induced by the Brownian motion. Let V be a separable Hilbert space and let C 0 (R, V ) be the set of continuous functions on R with values in U which are zero at zero equipped with the compact open topology. We denote by F the associated Borel-σ-algebra. Let P be the Wiener measure on F which is given by the distribution of a two-sided Wiener process with trajectories in C 0 (R, V ). For the definition of a two-sided Wiener process see Arnold [2] page 547. The flow θ is given by the Wiener shifts
In this case the measure P is ergodic with respect to the flow θ. For some Polish space (complete separable metric space) H a random dynamical system is given by a mapping
which has the cocycle property:
(2.1)
Cocycles are generalizations of semigroups reflecting some non-autonomous dynamics.
Suppose that for some flow θ the differential equation
possesses a unique solution on any interval [0, T ] for T > 0. Then, the solution mapping (t, ω, x) → ϕ(t, ω, x) defines a cocycle. If this operator depends measurably on its variables then ϕ defines a random dynamical system. In what follows, we have to transform one random dynamical system into another. To do this, we need the following lemma.
Lemma 2.1 Consider the mapping
and assume that T (ω, ·) is a homeomorphism for any ω ∈ Ω, and T (·, x), T (·, x) −1 are measurable for any x ∈ H. If ϕ is a continuous random dynamical system, then so is ψ defined by
The proof is straightforward. We note that, by the assumptions of the lemma, the mappings T and T −1 are measurable from Ω×H to H, see Castaing and Valadier [9] , Lemma III.14.
For our purpose, a class of random variables will be crucial. A random variable
for ω contained in a {θ t } t∈R invariant set of full measure. Such a random variable X is called tempered from below if X −1 is tempered. We note that, in the case of ergodicity, the random variable defined in (2.2) is either tempered or, alternatively, there exists a {θ t } t∈T invariant setΩ of full measure such that lim sup
A random variable is tempered if and only if there exists a positive constant Λ and a positive random variable C Λ (ω) such that
for ω in some {θ t } t∈T invariant setΩ of full measure. We need the following definitions and conclusions about the measurability of linear operators.
Let 
Proof. (i) Follows from Castaing and Valadier [9] , Lemma III.14, and (ii) is a consequence of (i). (iii) follows because the unit ball in H 1 contains a dense countable set and, for (iv), we note that B(·)h, h ∈ H 1 , is the pointwise limit for some sequence (B(·)h n ), h n ∈Ḣ 1 .
Multiplicative ergodic theorem and exponential dichotomy
In this section we introduce random dynamical systems U consisting of linear continuous operators U (t, ω) ∈ L(H, H). In particular, we study linear random dynamical systems generated by random linear evolution equations
Our intention is to show that this equation generates a random dynamical system. To describe the properties of the operator A, let (H, (·, ·), · ), (H 1 , (·, ·) 1 , · 1 ) be two separable Hilbert spaces, where H 1 is densely and compact embedded into H. We assume that A is given by linear operators A(ω) ∈ L(H 1 , H) such that ω → A(ω) is strongly measurable. In addition, −A(ω) are generators of an analytic C 0 -semigroups on H denoted by e −τ A(ω) , τ ≥ 0, and the function t → A(θ t ω) is Hölder continuous with values in L(H 1 , H). Namely, the function
is in C ρ (R, L(H 1 , H)) for ρ ∈ (0, 1). For the definition of this space see Amann [1] , page 40f. We also assume that there exists a random variable k 1 (ω) ≥ 0 so that the resolvent set of −(k 1 (ω)id + A(ω)) denoted by ρ(−(k 1 (ω) + A(ω))) contains R + , and the mapping t → k 1 (θ t ω) is supposed to be Hölder continuous. We define
for ω ∈ Ω. According to the above properties, A ω generates a fundamental solution U ω (or a parabolic evolution operator), see Amann [1] . For our application we need the following parts of the definition of a fundamental solution. Let J denote either the interval [0, T ], for T > 0, or R + . Then In addition, we have U ω (t, s) ≤ C ω e µω(t−s) (3.9) for appropriate constants C ω , µ ω , see Amann [1] , Theorem II.4.4.1.
We consider the following simple transform
These operators are fundamental solutions of an equation generated by
We have k 1,ω (t) ≤ K 1,ω,T on every interval [0, T ]. Then, we can introduce the operator
For 
We then can conclude by (3.8 
,ω,T (t, s), s < t ∈ J and hence U ω (t, s) for t > s are compact linear operators by the compact embedding H 1 ⊂ H. For the case t = 0, see [1] . Our intention is now to derive from the fundamental solution a random dynamical system. We set U (t, ω) := U ω (t, 0).
, t ≥ s, the cocycle property follows directly from (3.7)
Replacing A ω by the operator given by (3.10) we can assume that the resolvent set of −A(ω) contains R + .
Consider the Yoshida approximations
By our assumptions on the resolvent set, these operators are defined for ε > 0. Then, the solution of the equation
can be constructed by Picard iterations so that the associated fundamental solution U ε forms a random dynamical system if A ε is strongly measurable. In particular, we note that from Amann [1] (II.6.1.9), it follows that
is Hölder continuous, hence locally integrable.
We have to prove that the Yoshida approximations are strongly measurable. Indeed, for h ∈ H, the operator (λid + A(ω)) −1 exists for every λ > 0 as an operator in L(H, H 1 ). By Skorochod [25] , Chapter II.6.3, the random variable
see Vishik and Fursikov [26] , Chapter II.2, which gives the strong measurability of A ε . Then, by the convergence of the Yoshida approximations, we have the pointwise limit lim
for every x ∈ H (see Amann [1] Theorem II.6.2.4) which shows that U is a random dynamical system. In particular, it holds, by (3.5), that the mapping t → U ω (t, 0)x is continuous for t ≥ 0. Hence, due to Castaing and Valadier [9] , Lemma III.14.,
is measurable. Together with (3.11), U defines a continuous random dynamical system. If we consider the original random dynamical system by the inverse transform to (3.10), we can conclude that A generates a random dynamical system. Summarizing the above discussions, we have the following theorem on linear cocycles.
The separable Hilbert space H 1 is compactly and densely embedded in the separable Hilbert space H. In addition, we assume that
) generates a random dynamical system of compact linear operators on H.
We consider the following example. Let A be the following linear differential operator over a bounded domain O ∈ R d with C ∞ -smooth boundary ∂O:
We suppose that a γ,δ forms a stochastic process
which has Hölder continuous path. The principal part of A,
is supposed to be uniformly elliptic, i.e., |γ|,|δ|=m
where the vector z is indexed by the multi-index γ. The random variable k 0 (ω) ∈ (0, ∞) is supposed to be independent of x ∈Ō. We also assume that t → k −1 0 (θ t ω) is Hölder continuous. The differential operator will be augmented by boundary conditions
where n denotes the outer normal. We set
where H m 0 and H 2m are standard Sobolev spaces. A more specific example is A = ∆ (Laplace operator), under the zero Dirichlet boundary condition.
We introduce the following continuous bilinear form on V ,
Then, A(x, ω, D) generates an analytic C 0 -semigroup in H with generator denoted by A(ω), and D(A(ω)) = H 1 for every ω ∈ Ω. We note that
are Hölder continuous for ω ∈ Ω. Indeed, for appropriate γ, δ we have
We note that k 1 can be calculated by an interpolation argument. Then, by the assumptions on a γ,δ and k 0 , it follows that t → k 1 (θ t ω) is Hölder continuous.
In the following we describe the stability behavior of linear random dynamical systems with an infinite dimensional state space. To do this we formulate an infinite dimensional version of the multiplicative ergodic theorem; see Ruelle [21] . A version of this theorem for continuous time can be found in Mohammed et al. [19] . Theorem 3.2 Let U be a linear random dynamical system of compact operators for t > 0 on H satisfying the following integrability condition:
Then, there exist finitely or infinitely many deterministic numbers λ 1 > λ 2 > · · · (with −∞ possible) and linear spaces
The following limits and invariance conditions hold:
for t ≥ 0 and for all ω contained in a setΩ of full measure such that θ tΩ ⊂Ω, t ≥ 0.
The numbers λ 1 , λ 2 , · · · are called the Lyapunov exponents associated to U . The set of these numbers forms the Lyapunov spectrum.
By the above theorem we can derive the following exponential dichotomy condition for U ; see Mohammed et al. [19] .
Theorem 3.3 Suppose that the following exponential integrability condition is satisfied: 14) and suppose that λ ∈ R is not contained in the Lyapunov spectrum. Then, there exists a {θ t } t∈R invariant setΩ of full measure such that, for ω ∈Ω, we have the following properties:
The space E u (ω) has a finite dimension independent of ω;
Suppose that λ 1 > λ and let λ + be the smallest Lyapunov exponent bigger than λ, and let λ − be the biggest Lyapunov exponent smaller than λ. Then, we have for any ε > 0
where ε is chosen so small that α > β. ii
iii) It follows directly from the invariance of the spaces E u (ω) and E s (ω), that
We denote the restriction of
. In the following we need the norm of these operators U
. But to avoid these long expressions in the norm we simply write · for the norm. From the context, this is not to be confused with the norm in H.
By Kingman's theorem (see Ruelle [21] ) there exists a set of measure one such that, for any ω in this set, we have that
Hence
and set
This set is {θ t } t∈Z -invariant and has probability one. Let Ω 2 be the {θ t } t∈Zinvariant set so that
By the integrability condition (3.14) and by
we have that Ω 2 has full measure lim
such that {θ t } t∈R -invariant.
2)
Since Ω 1 ∩ Ω 2 is {θ t } t∈Z invariant, we can restrict ourselves to the case that s ∈ (−1, 0) for the invariance with respect to continuous time. We have, for ω ∈ Ω 1 ∩ Ω 2 , that
The same is true if we replace ω by θ n ω, n ∈ Z. Hence θ s ω ∈ Ω 1 and, therefore, θ s ω ∈ Ω 1 ∩ Ω 2 . On the other hand, for s = 0 we obtain the conclusion.
The following lemma states that one can restrict a metric dynamical system to a smaller invariant set of full measure. 
Proof. A ∈ FΩ if and only if there exists an
by the invariance ofΩ. Let R be the set of measurable rectangle sets of Ω × R. It follows from Halmos [16] , Section 5, Theorem E, that
This completes the proof.
LetP be the restriction of P to FΩ. In the sequel we will denote the new restricted metric dynamical system (Ω, FΩ,P, θ) by (Ω, F, P, θ).
Our considerations are based crucially on the following theorem, which says that multiplicative ergodic theorem (MET) (i.e., the existence of Lyapunov exponents) implies nonuniform exponential dichotomy in infinite dimensional Hilbert spaces. Theorem 3.4 (MET implies nonuniform exponential dichotomy) Assume the assumptions of Theorem 3.3. Suppose that λ 1 > λ and let λ + be the smallest Lyapunov exponent bigger than λ, and let λ − be the biggest Lyapunov exponent smaller than λ. Then, there exist a tempered random variable K s λ (ω) and a tempered from below random variable K u λ (ω) such that, for t ≥ 0, ω ∈ Ω and ε > 0,
Remark 3.2 This nonuniform exponential dichotomy is also called nonuniform pseudo-hyperbolicity; see Definition 4.1 in the next section.
Proof. We start with K u λ . By Lemma 3.1 we can assume that
where Λ is chosen bigger thanΛ (see Lemma 3.1, (3.15)) and |λ + |. Sufficient for the conclusion of the first part is to show that
is a tempered random variable in (0, ∞). Indeed, to see that 1/K + λ is a random variable we note that t → U u λ (t, ω) is continuous on (0, ∞) by the finite dimen-
where the right hand side converges to one as t → 0. Similarly, we have on Ω lim sup
which follows from Theorem 3.3. According to Lemma 3.1
for any t ≥ 0.
We then see that, for s > 0,
which goes to zero for s → ∞. Thus the condition (2.3) gives the first part of the conclusion. Now we show the existence and temperedness of K s λ (ω) on the stable space. We first show this for discrete time and then extend it to continuous time. Define
We use the Kingman subadditive ergodic theorem (see Theorem A. 1 in Ruelle [21] ).
Define F n (ω) = log U s λ (n, ω) . We can check that F n satisfies the conditions in the Kingman subadditive ergodic theorem. Therefore, together with Ruelle's MET [21] , there exists a {θ t } t∈Z −invariant measurable function F (ω) such that
. As a consequence of Kingman's subadditive ergodic theorem (see Corollary A.2 in Ruelle [21] ), for every ε > 0, there exists a finite-valued random variable K ε (ω) such that for n > m,
To see the temperedness of K s λ is sufficient to show that lim s→∞ K s λ (θ s ω)e Λs = 0, for some sufficiently large Λ. But this follows from the definition of K s λ and from
for t > 1, and similarly for t ∈ [0, 1].
We now are ready to show that the random partial differential equation
via its solution mapping, defines a continuous random dynamical system. Here the nonlinear term F does not depend on the gradient of u. A similar result for stochastic partial differential equations can be found in [14] . However, in contrast to our approach, non-random differential operators are studied but these partial differential equations there have the interpretation of an Ito-equation. We consider the mapping
(3.21) According to Amann [1] , page 46 f, we have that T x (u) ∈ C T,x . Due to (3.9) we obtain
We now choose Λ sufficiently large such that
is an integrable majorant for the integrand in the above integral with respect to Λ. As Λ → ∞, the integrand goes to zero for almost all s ∈ [0, t]. By the Lebesgue theorem, the integrals go to zero for Λ → ∞ and for any t. Note that, for fixed t, the integrals are monotone in Λ such that, for sufficiently large Λ, we have the inequality (3.22) by Dini's theorem. We then have the contraction condition The norms |||·||| are equivalent to the standard supremum norm for every Λ > 0. Hence we can construct the solution of (3.20) by successive iteration of the operator T x starting with the measurable function u 0 (t, ω) ≡ x. We see that the solution is a pointwise limit of measurable functions, hence measurable. Let ϕ(t, ω, x) be the solution operator for (3.20) . The measurable dependence on x, t, ω follows in the same way as for the linear case (see above). The cocycle property follows by ϕ(τ, ω, x) ))ds.
Hence ϕ is a continuous random dynamical system.
Invariant manifolds
In this section, we consider a general nonlinear random evolutionary equation in a Hilbert space
with the random linear operator A, and nonlinear part F . We assume that the linear equation
generates a linear random dynamical system U (t, ω) on H for t ≥ 0. We first introduce a weak hyperbolicity condition on the linear dynamics. 
satisfying:
(i) This splitting is invariant under U (t, ω):
and
(ii) There are θ-invariant random variables α(ω) > β(ω), and a tempered random variable K(ω) :Ω → [1, ∞) such that
where Π s (ω) and Π u (ω) are the measurable projections associated with the splitting. For our special setting of ergodicity we can assume that α > β are constant on a {θ t } t∈R -invariant set of a full measure.
, where λ generates some splitting of H, see Section 3. Then, condition (i) in the above definition implies that we may extend U u λ (t, ω) to be defined for t < 0 as
One can easily verify that the cocycle property holds for the extended system U u λ (t, ω) with t ∈ R.
Remark 4.1
As ω varies, β(ω) may be arbitrarily small and K(ω) may be arbitrarily large. However, along each orbit {θ t ω}, α(ω) and β(ω) are constant and K(ω) can increase only at a subexponential rate. Thus, the linear system U (t, ω) is nonuniformly hyperbolic in the sense of Pesin. As an example, let U (t, ω) be an infinite dimensional linear random dynamical system satisfying the conditions of the following multiplicative ergodic theorem. Then, the nonuniform pseudohyperbolicity we introduced here automatically follows.
For the remainder of this paper, we assume that
For the nonlinear term F (ω, x) we assume that
where ρ : Ω → (0, ∞) is tempered from below and ρ(θ t ω) is locally integrable, such that F (ω, ·) : N (ω) → H is Lipschitz continuous and satisfies F (ω, 0) = 0 and
whereB 1 (ω) is a random variable tempered from above,B 1 (θ t ω) is locally integrable in t and ε ∈ (0, 1].
Later we can see that we can extend such an F to Ω × H such that the assumptions of Theorem 3.5 are satisfied.
Next, we introduce a modified equation by using a cut-off function [2] . Let σ(s) be a C ∞ function from (−∞, ∞) to [0, 1] with σ(s) = 1 for |s| ≤ 1, σ(s) = 0 for |s| ≥ 2, sup s∈R |σ (s)| ≤ 2.
Let ρ : Ω → (0, ∞) be a random variable tempered from below such that ρ(θ t ω) is locally integrable in t. We consider a modification of F (ω, u). Let
An elementary calculation gives
where B(ω) > 0 is a random variable tempered from above and B(θ t ω) is locally integrable in t ;
(ii) there exists a random variable B 1 (ω) > 0 tempered from above, B 1 (θ t ω) is locally integrable in t, such that
We now consider the following modified equation
Using Lemma 4.1, this modified equation has a unique global solution for each given initial value u(0) = u 0 , and thus generates a random dynamical system. We consider the Banach Space for γ(ω) = α(ω)+β(ω) 
(4.28)
Then there exists a Lipschitz pseudo-unstable manifold for equation (4.27) which is given by
is Lipschitz continuous and satisfies h u (ω, 0) = 0.
Remark 4.2 When α(ω) < 0, the assumption F (ω, 0) = 0 can be removed. This corresponds to the inertial manifold in deterministic case. If F is continuously differentiable in u, then h u is continuously differentiable in u. Note that h u , and thus the local manifold M u , depend on ρ. The proof below shows the existence of an unstable manifold for the truncated equation (4.27), and as in [8] , it can be shown that this is indeed a local unstable manifold for the original equation (4.23).
Proof. We use the Lyapunov and Perron approach to show this theorem. Then M u (ω) is nonempty since u = 0 ∈ M u (ω), and invariant for the random dynamical system generated by (4.27) . We will prove that M u (ω) is given by the graph of a Lipschitz function over E u (ω). We first claim that for u(·) ∈ C − γ (ω), u(0) ∈ M u (ω) if and only if u(t) satisfies
where ξ = Π u u(0). To prove this claim, we first let u(0) = u 0 ∈ M u (ω). By using the variation of constants formula, we have
where we used the facts that β(ω) < γ(ω) and K(ω) is tempered from above. Taking the limit t 0 → −∞ in (4.31),
Combining (4.30) and (4.32), we obtain (4.29). The converse follows from a direct computation.
Let J u (u, p, ω) be the right hand side of equality (4.29). Using (4.25), (4.26), Lemma 4.1, and (4.28), we have for u,
Using the uniform contraction mapping principle, we have that for each p ∈ E u (ω) J u has a fixed point, thus equation (4.29) has a unique solution u(·, p, ω) ∈ C − γ which is Lipschitz continuous in p and satisfies , u(τ, p, ω) )dτ.
Then h u (ω, 0) = 0 and h u (ω, ·) is Lipschitz continuous. By the definition of h u and the fact that u 0 ∈ M u (ω) if and only if (4.29) has a unique solution u(·) in C − γ with u(0) = u 0 = p + h u (ω, p) for some p ∈ E u (ω), it follows that
This completes the proof of the pseudo-unstable manifold theorem.
Theorem 4.2 (Pseudo-stable manifold theorem) Assume that Hypotheses A and B hold and choose the same tempered radius as in Theorem 4.1. Then, there exists a Lipschitz pseudo-stable manifold for equation (4.27) which is given by
Remark 4.3
Restricting M u (ω) and M s (ω) to a random ball N (ω) with center zero and a random radius tempered from below gives local random pseudo-unstable and pseudo-stable manifolds for equation (4.23), respectively, see Lu and Schmalfuß [17] .
Proof. When H is a finite dimensional space, one can simply reverse the time to get the pseudo stable manifold by using the pseudo-unstable manifold theorem. For an infinite dimensional space H, since the random dynamical systems are generally defined only for t ≥ 0, the pseudo-unstable manifold theorem cannot be applied here as for the finite dimensional systems. Define the following Banach space for γ(ω) = α(ω)+β(ω)
It is easy to see that M s (ω) is nonempty and invariant for the random dynamical system generated by equation (4.27) . We will show that M s (ω) is the graph of a Lipschitz function over E s (ω). First, a similar computation as in the proof of 
where q = Π s u(0). We will show that for each q ∈ E s (ω), equation (4.33) has a unique solution in C + γ . To see this, let J s (u, q, ω) be the right hand side of (4.33). A simple calculation gives that J s is well-defined from C + γ to itself for each fixed ω ∈ Ω and q ∈ E s (ω). For any u,ū ∈ C + γ , using (4.25), (4.26), Lemma 4.1, and (4.28), we have
Using the uniform contraction principle, we have that for each ω ∈ Ω and q ∈ E s (ω) equation (4.33) has a unique solution u(·, q, ω) ∈ C + γ which is Lipschitz continuous in q and satisfies This proves the pseudo-stable manifold theorem.
Remark 4.4 It is possible to solve the above problem when the nonlinearity F contains in an addition derivatives of appropriate order. But methods to find invariant manifolds are qualitatively different, which are worth to be studied in an additional paper.
An application
In this section we will illustrate the above random invariant manifold theory by applying it to an example of stochastic partial differential equations. Let H be a separable Hilbert spaces with scalar product (·, ·) and norm | · |. Consider an (unbounded) operator A : D(A) =:
is compact for all t > 0, and that −A possesses infinitely many eigenvalues
so that their associated eigenvalues {e j } j≥1 form a complete orthonormal basis of H.
For instance, we can consider as operator A the one given in (3.12) which satisfies the homogeneous Dirichlet boundary conditions (3.13) , assuming that is symmetric and has a compact resolvent. Then the above assumptions are satisfied with H = L 2 (O).
On the other hand, assume that f is a Lipschitz continuous operator from H to
for all u 1 , u 2 ∈ H, w 1 , · · · , w N are one-dimensional mutually independent standard Wiener processes over the same probability space, and D i ∈ L(H) for i = 1, · · · , N. Then, we consider the following semilinear stochastic partial differential equation with multiplicative Stratonovich linear noise
The operators D i generate C 0 -groups which we will denote by S D i . If, in addition, we suppose the operators A, D 1 , · · · , D N mutually commute (what implies that these groups and the semigroup S A (t) generated by A are also mutually commuting), then this stochastic equation will generate a random dynamical system by performing a suitable transformation (see Lemma 2.1).
We consider the one-dimensional stochastic differential equation
for some ν > 0. This equation has a random fixed point in the sense of random dynamical systems generating a stationary solution known as the stationary Ornstein-Uhlenbeck process. and, for such ω, the random variable given by
is well defined. Moreover, for ω ∈Ω, the mapping
is a stationary solution of (5.37) with continuous trajectories. In addition, for ω ∈Ω
Let ν 1 , · · · , ν N be a set of positive numbers. For any pair ν j , w j we have a stationary Ornstein-Uhlenbeck process generated by a random variable z * j (ω) onΩ j with properties formulated in Lemma 5.1 defined on the metric dynamical system (Ω j , F j , P j , θ). We set (Ω, F, P, θ), (5.39) where
and θ is the flow of Wiener shifts.
To find random fixed points for (5.36) we will transform this equation into an evolution equation with random coefficients but without white noise. Let
be a family of random linear homeomorphisms on H. The inverse operator is well defined by
and the properties of the Ornstein-Uhlenbeck processes, it follows that T (θ t ω) , T −1 (θ t ω) has sub-exponential growth as t → ±∞ for any ω ∈ Ω. Hence T , T −1 are tempered. On the other hand, since z * j , j = 1, · · · , N are independent Gaussian random variables, we have that
Hence by the ergodic theorem we still have a {θ t } t∈R -invariant setΩ ∈ F of full measure such that
We can change our metric dynamical system with respect toΩ. However the new metric dynamical system will be denoted by the old symbols (Ω, F, P, θ). We formulate an evolution equation with random coefficients but without white noise (5.40) and initial condition ψ(0) = x ∈ H.
Lemma 5.2 Suppose that A, D 1 , · · · , D N satisfy the preceding assumptions. Then i) the random evolution equation (5.40 ) possesses a unique solution, and this solution generates a random dynamical system. ii) if ψ is the random dynamical system in i),
is another random dynamical system for which the process
solves (5.36) for any initial condition x ∈ H.
From now on, we work with the random partial differential equation (5.40) which has been obtained (by conjugation) from our original stochastic PDE. To set our problem in the framework previously developed, we denote
Note that F (ω, ·) is also Lipschitz continuous. The Lipschitz constant L is locally integrable in the sense of Theorem 3.5. In order to prove the existence of invariant (stable and unstable) manifolds, we need to check that assumptions in Theorems 4.1 and 4.2 are fulfilled. To this end, we first need to work with the linear part of the RPDE and prove that the solution operator U (t, ω) generated by A(θ t ω) is nonuniformly pseudo-hyperbolic, what is immediately implied by the MET (Theorem 3.3). So, it is sufficient to prove the integrability condition (3.14) in that theorem.
Indeed, we define U (t, ω) by U (t, ω) = S A (t) exp Therefore, U (t, ω) is the fundamental solution for the linear problem
Observe that the compactness of S A (t) and the commutativity property implies that U (t, ω) is also compact.
Let us now prove that assumption (3.14)is satisfied. Indeed, take t 1 , t 2 ∈ [0, 1], then ||U (t 1 , θ t 2 ω)|| ≤ ||S A (t 1 )|| exp Therefore,
thanks to the properties of the Ornstein-Uhlenbeck processes. Hence we can apply Theorem 3.4 to find the existence of tempered random variables K s λ , 1/(K u λ ) such that K = K s λ + 1/(K u λ ). For the sake of completeness, we will explicitly determine the Lyapunov exponents of U as well as α(ω), β(ω), K(ω) in (4.25)-(4.26). First, we will prove that lim t→+∞ 1 t log ||U (t, ω)u|| = −∞, for all u ∈ H.
This fact implies that there exist infinitely many Lyapunov exponents. Choose an eigenvector e j of the operator A associated to the eigenvalue µ j. so that the Lyapunov exponents λ j for the random dynamical system U are equal to the eigenvalues µ j . As for the associated space V j it is easy to check that 
