In this paper, the estimation for finite population total of a study variable will be considered, and the local linear regression will be used. The study variable is available for the sample and is supplemented by two auxiliary variables, which are available for every element in the finite population. Also, the resampling methods will be combined with the local linear regression method to estimate the total. The comparisons between different methods will be performed based on the mean squared error (MSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). A simulation study is carried out to assess the effects.
Introduction
Survey sampling often supplies information about a study variable only for sampled elements. However, auxiliary information is often available for the entire population. The relationship of the auxiliary information with the study variable across the sample allows inferences about the non-sampled portion of the population. Thus, the use of auxiliary information at the estimation stage of a survey improves the precision of the estimates parameters studied. One approach to using this auxiliary information in estimation is to assume a working model describing the relationship between the study variable of interest and the auxiliary variables. Estimators are then derived on the basis of this model.
Usually a parametric approach is used to represent the relationship between the auxiliary variables and the study variable. But in some situations, the parametric model is not appropriate, and the resulting estimators do not achieve any efficiency gain over pure estimators. A natural alternative was first suggested by Kuo (1988) for the distribution function, that adopts a nonparametric approach, which does not place any restrictions on the relationship between the auxiliary data and the study variable. Other important works in this topic are Chambers et al. (1993) , Drofman (1993) , Drofman and Hall (1993) and Rueda and Arcos (1998) . Breidt and Opsomer (2000) used the traditional local polynomial regression estimator for the unknown regression function m(x). They assume that m(x) is a smooth function of x and obtained an asymptotically design-unbiased and consistent estimator of the finite population total. The local polynomial regression estimator has the form of the generalized regression estimator, but is based on a nonparametric superpopulation model applicable to a much larger class of functions. Breidt, Claeskens, and Opsomer (1995) considered a related nonparametric model-assisted regression estimator, replacing local polynomial smoothing with penalized splines. Kim, Breidt, and Opsomer (2009) extended the local polynomial nonparametric regression estimation to two-stage sampling, in which a probability sample of clusters is selected, and then subsamples of elements within each selected cluster are obtained. In this paper, we concerned with the estimation the finite population total in the presence of the two auxiliary variables using the local polynomial regression.
Multiple Regression
Suppose now that the covariate is d-dimensional, where
For local linear regression, the kernel function K is defined as a function of d variables. Given a nonsingular positive definite d×d bandwidth matrix H, we define
Often, one scales each covariate to have the same mean and variance and then we use the kernel
where K is any one-dimensional kernel. Then there is a single bandwidth parameter h. At a target value x = (x 1 , x 2 , ..., x d ) ′ , the local sum of squares is given by
where,
In this case, the estimator ism
that minimizes the weighted sums of squares. The solution
where X in this case is
and W is the diagonal matrix whose (i, i) element. For more details [see Casella, G. et al (2006) ].
Estimation of Total in the Case of Two Auxiliary Variables
In this case
where w ii j = w i j . So, we will substitute in the equationm(x) = (X ′ W X) −1 X ′ WY by X, W and Y to get the estimation of the total. Hence 
Note that: (X ′ W X) is a symmetric matrix. Hence, the inverse of the matrix (X ′ W X) is
The second term in the estimation ofâ is
Since our primary interest is to compute an estimate of Y, the necessary computations are limited to the ones that estimate the parametera 0 . Therefore, the estimator is simplified tô
where e 1 is a column vector with the first element equal to one, and the rest equal to zero. Then
where ∆ 0i j = 1 , and
1i j w i j ∑ i ∆ 2i j w i j Now, our main purpose is to estimate the total (T). Therefore, according to Drofman (1992) the estimate of the total isT
Substitute from equation (6) in (7), the estimated total iŝ
where D = |X ′ W X| c 2014 NSP Natural Sciences Publishing Cor.
Bootstrapping Local Linear Regression for Estimating the Total
Efron(1979) has developed a new resampling procedure named as "Bootstrap" . Bootstrap resample consists of n elements that are drawn randomly from the n original data observations with replacement (Friedl & Stampfer, 2002) . The all bootstrap samples are n n , but we choose B bootstrap samples. Bootstrapping can be done by either resampling the residuals, in which the regressors (x 1 , x 2 , ..., x d ) are assumed to be fixed, or resampling the y i values and their associated x i values, in which the regressors are assumed to be random. In our study, we deal with the residuals resampling, where the bootstrap technique with nonparametric regression to estimate the total of the population will be used and the local linear regression will also be considered. Suppose we have a univariate response variable Y and two auxiliary variables X 1 and X 2 , then the nonparametric regression model is
and the bootstrap procedure based on the resampling errors can be summarized as follows:
..,Y n ) denote the sample of observations was selected from the generated population. Then based on the sample Y the local linear regression estimatorm (x) is given bŷ
Calculate the residuals as followinĝ
(3) Define the centered residuals byε
Draw with replacement a random sample of size from the residuals,ε 1 ,ε 2 , ...,ε n , were calculated in step (3) giving 1 n probability for eachε i values. This gives n-bootstrap sample of the residuals ε * i , i = 1,2, . . . , n. [See Stine (1985 Stine ( , 1990 ) and Wu (1986) ]. (5) The bootstrap sample of observations is constructed by adding a randomly sampled residual to the original predicted value for each observation. After resampling, new observations is given by
(6) Obtain the local linear estimate from the first bootstrap sample as follows:
Repeat the steps 4, 5 and 6, B times. Then, the bootstrap estimate isŶ
Now, we will estimate the total using local linear regression estimation with bootstrap method, since we have
is unknown , so we will estimate it as:
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Jackknifing Local Linear Regression for Estimating the Total
In this Section, the algorithm of estimating the total using local linear regression method with jackknife technique will be given. The technique of deleting single case from the original sample (delete one jackknife) sequentially will be used. Suppose the dataset consists of n vectors (Y i , X 1i , X 2i ), where Y i is the study variable and X 1i , X 2i are considered auxiliary variables. For simplicity, let
..., n denote the values associated with i th observation. In this case, the set of observations is the vector (d 1 , d 2 , ..., d n ). Then, the jackknife procedure based on delete-one is as follows.
(1) Draw n sized sample from population randomly and label the elements of the vector 
= (y 2 , ...., y n ) , and X
= (x 2 , ..., x n ) as delete-one jackknife sample d
.
(3) Obtain the local linear regression estimatem (J1) (x j ) from d
. (4 . (6) Similarly, omit each one of the n observations (there is n samples jackknife each of them has n − 1 observations) and estimate the local linear regressionm (Jk) (x j ), wherem (Jk) (x j ) is the jackknife local linear regression estimate after
Using the jackknife estimate ofm (x j ) in estimating the total
Performance Criteria of the Models
The performance of the model is related with how close are the prediction values to the observed values. Three different consistency criteria are used in order to compare among different methods. These are mean square error (MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) respectively which are defined as follows:
Simulation studies
Sometimes in sampling, we do not usually observe all the survey information. That is, the survey variable Y is not observable for all the population units. Auxiliary variable X, is often used to estimate the unobserved survey variables. One way of overcoming the above problem is the super population approach, in which a working model relating the two auxiliary variables is assumed. In this study, we simulate data from four models, which introduced by Ye et al (2006) , Model (4):
The populations of X 1 and X 2 are generated as independent and identically distributed (iid) Uniform (-2, 2) random variables.
The simulation experiments will be performed to compare the performance of the local linear regression estimator with the classic linear regression estimator. Also, the effects of the bootstrap and the jackknife techniques on those estimators will be studied. The simulation will be carried out as follows: 1. Firstly, we generate population of size N = 1000 as above. 2. The simple random samples will be chosen from the population and different sizes will be considered, namely n = 25,50,and 100 respectively c 2014 NSP Natural Sciences Publishing Cor. Secondly, for each sample, we estimate the totalT
The linear regression and the local linear regression will be used to estimate m (x). Also, the bootstrap and the jackknife techniques will be combined with those regression methods to estimate m (x). We consider the normal kernel function with different bandwidth values h = n −1 / 3 , n −1 / 5 and n −1 / 7 for the local linear regression, each simulation setting is applied to all four models and repeated M = 1000 times.
Thirdly, the mean square error (MSE) of the total (T) under the two types of the regression methods will be calculated. Also, the mean absolute error (MAE) and the mean absolute percentage error (MAPE) will be calculated.
Finally, the effects of the bootstrap and the jackknife techniques on the estimation of total (T) will be studied, these effects based on the bias, MSE, MAE, MAPE. Tables 1, 2, 3 and 4 reveals the values of the mean squared error (MSE), mean absolute error (MAE) and the mean absolute percentage error (MAPE) of the estimators for the four models, when the sample size (n) has different values n = 25,50,and 100 and the bandwidth has values h = n −1 / 3 , n −1 / 5 and n −1 / 7 . Tables 1, 2 , 3 and 4 summarize the following conclusions about our simulation study:
Results of the Simulation Study
1.For the four models the local linear regression estimator dominates the classical linear regression estimator when the regression model is incorrectly specified. 2.The local linear regression estimator with bootstrap is overall the best choice for all models and bandwidths under study. 3.The effect of the bootstrap on the estimator is better than the jackknife at the most. 4 .The bandwidth h = n −1 / 5 is the best choice at the most for all models. 5. For all estimators as the sample size increases the mean squared error (MSE), the mean absolute error (MAE) and the man absolute percentage error (MAPE) decrease, for the three bandwidths (h) considered and for the four models.
Abbreviation: CLR: classical linear regression, LLR: local linear regression, LLB: local linear regression with bootstrap and LLJ: local linear regression with jackknife.
