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Рассматривается следующая задача Коши для полулинейного
параболического уравнения высокого порядка
и, + (- ) )HaiMD7m Si:' а, ГУ и+ cu + d( x,t ){ d[au = f , (x ,t ) e S, О)i-l
и( х,0) = и0( х ),
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где а, (/ = 1,...,2/и) , с и а — некоторые постоянные, а7т > 0, а > 0 ,
m *1 , D = d( x,t ) е d( x,t ) 0J f ( x,t ) eLL(S), S= Rx (0,co),дх
He делается никаких предположений относительно
1*И«•Пусть ПО) = (-VO),
Ш)=П(У) х (0,Г), 0, = П(7) х[0, оо), г > 0, у > 0. Будем предполагать,
что с/(х,г ) — положительная вне некоторого множества (? функция
«o(*) L^(R)-
поведения начальной функции при
и
где С и р - произвольные положительные постоянные, которые могут
зависеть только от Т. Доказаны существование и е;
обобщенного решения задачи Коши для уравнения (1).
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ЧИСЛЕННЫЕ ОЦЕНКИ ХАОТИЧНОСТИ СИСТЕМЫ
В.А. Головко, Маньяков Н.В., РубановВ.С. (г. Брест, БЕЛАРУСЬ)
Одной из основных характеристик динамической системы
является полный спектр показателей Ляпунова.
В докладе предложен метод вычисления показателей,
использующий только численные измерения изменений всех
переменных системы без знаний описывающего их закона.
По временным рядам измерений переменных строится
нелинейная нейронная сеть (многослойный персептрон), на основе
разрешенной Колмогоровым 13-ой проблемы Гильберта об
аппроксимации любой функции суперпозицией нелинейных функций.
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В качестве входных данных подается вектор измерений переменныхмомент времени /, а в качестве цели, значение временного ряд*(t+ 1). Для обучения сети использовался алгоритм обратно Враспространения ошибки. Для вычисления показателей Ляпунова0*1
вход обученной нейронной сети подавались координаты
в
момент
. концовортогональных векторов малой длины, образующих п-мерныйпараллелепипед, и вычислялось изменение ИХ длин_ послепроведенной ортогонализации методом I рама-Шмидта. Предел
среднего арифметического логарифма изменения ДЛИН
всехсоответствующих векторов и давал численные оценкипоказателей Ляпунова.
Положительный показатель Ляпунова
хаотичность поведения данной динамической системы и обладания
характеризует
странным аттрактором.
Часто необходимо нахождение только этого наибольшего
показателя, для определения хаотичности системы, из временного
ряда только одного измерения. Для этого с использованием теоремы
Такенса этот временной ряд вкладывается в пространство
размерности N=2[d]+ 1, где d — фрактальная размерность аттрактора.
Для оптимального вложения необходимо вычислить подходящие
задержку (чтобы координаты пространства вложения были
максимально независимы) и размерность пространства вложения. Для
вычисления первой используются методы корреляционной функции и
функции взаимной информации. Для вычисления размерности
вложения - метод ложных ближних соседей, корреляционная
размерность и метод на основе анализа главных компонент. С
использованием этих параметров строится прогнозирующая
нелинейная нейронная сеть с (N-1) нейроном во входном слое и одним
выходным. Процесс прогноза использует метод скользящего окна.
Подавая на эту обученную сеть точку с аттрактора и точку, со
смешениям в одной координате на малую величину, находим
логарифм отношения расстояний между этими точками в момент
времени t к начальному расстоянию. Находя прямую регрессии
полученной последовательности, вычисляем её наклон, дающий
наибольший показатель Ляпунова.
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