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Abstract
We investigate the question of studying spectral clustering in a
Hilbert space where the set of points to cluster are drawn i.i.d. accord-
ing to an unknown probability distribution whose support is a union
of compact connected components. We modify the algorithm proposed
by Ng, Jordan and Weiss in [15] in order to propose a new algorithm
that automatically estimates the number of clusters and we character-
ize the convergence of this new algorithm in terms of convergence of
Gram operators. We also give a hint of how this approach may lead to
learn transformation-invariant representations in the context of image
classification.
Keywords. Spectral clustering, Reproducing kernel Hilbert space, Markov
chain, Gram operator
1 Introduction
Clustering is the task of grouping a set of objects into classes, called clusters,
in such a way that objects in the same group are more similar to each other
than to those in other groups. Spectral clustering algorithms are efficiently
used as an alternative to classical clustering algorithms, such as k-means, in
particular in the case of not linearly separable data sets. To perform clus-
tering, these methods use the spectrum of some data-dependent matrices:
the affinity matrix [7], or the Laplacian matrix [8]. Many different versions
of spectral clustering algorithms can be found in the literature (see [12]) and
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one of the most successful algorithm has been proposed by Ng, Jordan and
Weiss in [15]. Given a set of points to cluster into c classes and denoting by
A the affinity matrix and by D the diagonal matrix whose i-th entry is the
sum of the elements on the i-th row of A, their algorithm uses the c largest
eigenvectors of the Laplacian matrix D−1/2AD−1/2 simultaneously. More
precisely, the data set is first embedded in a c-dimensional space in which
clusters are more evident and then points are separated using k-means, or
any other standard algorithm.
Other algorithms use different renormalizations of the affinity matrix. For
example, Shi and Malik in [16] use the second smallest eigenvector of the un-
normalized Laplacian matrix D−A to separate the data set into two groups
and use the algorithm recursively to get more than two classes, whereas
Meila and Shi in [14] use the first c largest eigenvectors of the stochastic
matrix D−1A (that has the same eigenvectors as the normalized Laplacian
matrix I−D−1A) to compute a partition in c classes. These algorithms treat
the question as a graph partitioning problem and they are based on the so
called normalized cut criterion. Different cost functions can be found in the
literature (see [6], [11]) and more generally the study of Laplacian matrices
has been carry out also in different contexts, as for semi-supervised learning
[5] and manifold learning [2].
We consider the setting of performing spectral clustering in a Hilbert space.
This general framework includes the analysis of both data sets in a func-
tional space and samples embedded in a reproducing kernel Hilbert space.
The latter is the case of kernel methods that use the kernel trick to em-
bed the data set into a reproducing kernel Hilbert space in order to get a
new representation that simplifies the geometry of the classes. Our point
of departure is the algorithm proposed by Ng, Jordan and Weiss [15] but
interpreted in a infinite-dimensional setting, so that we view the matrices
described above as empirical versions of some underlying integral operators.
We assume that the points to cluster are drawn according to an unknown
probability distribution whose support is a union of compact connected com-
ponents (see [17] for consistency of clustering algorithms). Our idea is to
view spectral clustering as a change of representation in a reproducing kernel
Hilbert space, induced by a change of kernel, and to propose a new algorithm
that automatically estimates the number of clusters. Usually the number
of clusters is assumed to be know in advance (see [14], [15]) or it is linked
to the presence of a sufficient large gap in the spectrum of the Laplacian
matrix. To achieve our aim we replace the projection on the space spanned
by the largest eigenvectors of the Laplacian matrix proposed by Ng, Jordan
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and Weiss with a suitable power of the Laplacian operator. Indeed, such an
iteration performs some kind of soft truncation of the eigenvalues and hence
leads to a natural dimensionality reduction. This iteration is related to the
computation of the marginal distribution at time t of some Markov chains
with exponential rare transitions, as suggested by [4] in the case where the
unknown probability distribution has a finite support. We conjecture (and
this will be the subject of a future work) that the same kind of behavior holds
for more general supports and we hint that spectral clustering, coupled with
some preliminary change of representation in a reproducing kernel Hilbert
space, can be a winning tool to bring down the representation of classes to
a low-dimensional space and may lead to a generic and rather radical alter-
native. This suggests that the kernel trick, introduced to better separate
classes in the supervised learning framework addressed by support vector
machines (SVMs), is also feasible in the unsupervised context, where we do
not separate classes using hyperplanes in the feature space but instead we
use spectral clustering to perform the classification. We also suggest with
an example how this approach may lead to learn transformation-invariant
representations of a same pattern.
Developing a convincing toolbox for unsupervised invariant-shape analysis
is beyond the scope of this study and it will be carried on elsewhere. How-
ever we observe that the pattern transformations we would like to take into
account in image analysis are numerous and not easy to formalize: they
may come from some set of transformations such as translations, rotations
or scaling or they may come from the conditions in which the images have
been taken, for example, changes in the perspective or in illumination, par-
tial occlusions, object deformations, etc. Making a representation invariant
with respect to a set of transformations is a challenging task even in the
simpler case of translations. Indeed, it is sufficient to observe that the set of
functions obtained by translating a single pattern in various directions typi-
cally spans a vector space of high dimension, meaning that the shapes (here
the functions) that we would like to put in the same category do not even
live in a common low-dimensional subspace. A possible approach is to study
representations that leave invariant some group of transformations, for in-
stance, the Fourier transform that has translation invariant properties, since
its modulus is translation invariant. However it is unstable to small deforma-
tions at high frequencies. Wavelet transforms provide a workaround. Scat-
tering representations proposed by Mallat [13] compute translation-invariant
representations by cascading wavelet transforms and modulus pooling oper-
ators. They bring improvements for audio [1] and for image [3] classification.
This kind of careful mathematical study has to be repeated for any kind of
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transformations. Instead of deriving the representation of a pattern from a
mathematical study, the idea here is to learn the representation itself from
examples of patterns that sample in a sufficiently dense way the orbits of
the set of transformations at stake.
The paper is organized as follows. In Section 2 we introduce the ideal version
of our algorithm that uses the underlying unknown probability distribution
and we provide an interpretation of the clustering effect in terms of Markov
chains. In Section 3 we introduce an empirical version of the algorithm
and we provide some convergence results, based on the convergence of some
Gram operators. Finally experiments are shown in Section 4.
2 The Ideal Algorithm
Let X be a compact subset of some separable Hilbert space endowed with
the (unknown) probability distribution P on X and assume that the support
of P is made of several compact connected components. Let A : X ×X → R
be a symmetric positive semi-definite kernel, normalized in such a way that
A(x, x) = 1, for any x in the state space X , and let us define the symmetric
positive semi-definite kernel
K(x, y) = A(x, y)2.
This kernel plays the same role of the affinity matrix, while the Laplacian
matrix is now replaced by the integral operator with kernel
K(x, y) = µ(x)−1/2 K(x, y) µ(y)−1/2
where the function
µ(x) =
∫
K(x, z)dP(z) (1)
is the analogous of the diagonal matrix D. According to the Ng, Jordan and
Weiss algorithm we consider more specifically the case where
K(x, y) = Kβ(x, y) = exp
(−β‖x− y‖2), β > 0.
2.1 The Algorithm
The ideal algorithm (that uses the unknown probability distribution P) goes
as follows. For any x, y ∈ X ,
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1. Form the kernel
K(x, y) = µ(x)−1/2K(x, y)µ(y)−1/2
where µ(x) =
∫
K(x, z)dP(z)
2. Construct the new (iterated) kernel
Km(x, y) =
∫
K(y, z1)K(z1, z2) . . .K(zm−1, x) dP⊗(m−1)(z1, . . . , zm−1),
where m > 0 is a free parameter
3. Make a last change of kernel (normalizing the kernel Km)
Km(x, y) = K2m(x, x)−1/2 K2m(x, y) K2m(y, y)−1/2
4. Cluster points according to the new representation defined by the ker-
nel Km.
As it is suggested in the next section, the representation induced by the
kernel Km makes the subsequent classification an easy task.
2.2 The Clustering Effect
The main idea is that, in the Hilbert space defined by the kernelKm, clusters
are concentrated around orthogonal unit vectors, forming the vertices of a
regular simplex. To give an intuition of this clustering effect, we provide a
Markov chain analysis of the algorithm, according to some ideas suggested
by [4].
Assume that the scale parameter β in the Gaussian kernelK is large enough.
For the choice of β we refer to Section 2.3.
Define the kernel
M(x, y) = µ(x)−1K(x, y)
where µ is defined in equation (1) and consider the corresponding integral
operator
M(f) : x 7→
∫
M(x, z)f(z) dP(z).
Observe that M is the transition operator of a Markov chain (Zk)k∈N on X
and that
M(x, y) =
dPZ1|Z0=x
dP (y).
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So the Markov chain related to the operator M has a small probability to
jump from one component to another one. As already said, from [4] it can
be deduced that, when the support of P is finite, for suitable values of m,
depending on β as exp(βT 2), the measure
Mmx : f 7→Mm(f)(x)
is close (for large enough values of β) to be supported by a cycle of depth
larger than H of the state space. The cycle decomposition of the state space
of a Markov chain with exponential transitions is some discrete counter-
part of the decomposition into connected components. More precisely, the
measure Mmx is close to the invariant measure of the operator M restricted
to the connected component which x belongs to. As a result, the function
x 7→ Mm(f)(x) is approximately constant on each connected component.
Thus, for reasons that we will not try to prove here, but that are confirmed
by experiments, we expect the same kind of behaviour in the general set-
ting. To rewrite this conjecture in terms of the kernel Km we introduce the
following proposition.
Proposition 1. Let Q be the invariant measure of the Markov transition
operator M and define
Rx = µ(x)1/2
dMmx
dQ ∈ L
2
Q, x ∈ X .
It holds that
Km(x, y) =
〈 Rx
‖Rx‖L2Q
,
Ry
‖Ry‖L2Q
〉
L2Q
.
Proof. Using the fact that K = K1 and that
Km(x, y) =
∫
K(x, z)Km−1(z, y) dP(z), (2)
by induction we get
Mm(f)(x) = µ(x)−1/2
∫
Km(x, z)µ(z)1/2f(z) dP(z).
Thus the measure Mmx has density
dMmx
dP (y) = µ(x)
−1/2Km(x, y) µ(y)1/2.
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Moreover, since∫
µ(x)M(x, y)f(y) dP(x)dP(y) =
∫
K(x, y)f(y) dP(x)dP(y) =
∫
µ(y)f(y) dP(y),
the invariant measure Q has a density with respect to P equal to dQdP = µ.
As a consequence
dMmx
dQ (y) = µ(x)
−1/2Km(x, y) µ(y)−1/2.
According to equation (2) and recalling the definition of Km we conclude
the proof. 
With these definitions, our conjecture can be formulated as
lim
β→∞
Kexp(βT 2)(x, y) =
∑
C∈CT
1 ({x, y} ⊂ C) ,
where CT denotes the connected components of the graph {x, y ∈ supp(P) | ‖y − x‖ < T} .
Remark that, as we assumed that the support of P is a union of compact
topological connected components, taking T to be less than the minimum
distance between two topological components of supp(P), we obtain that CT
coincides with the topological components of supp(P). As a consequence,
for suitable values of the scale parameter β and of the number of iterations
m, the kernel Km(x, y) is close to zero (or equivalently the supports of the
probability measures Mmx and Mmy are almost disjoint) if x and y belong
to two different clusters, whereas it is close to one (or equivalently the sup-
ports of Mmx and Mmy are almost the same) when x and y belong to the
same cluster. Moreover since the kernel Km(x, y) is the cosine of the angle
formed by the two vectors representing x and y, according to the conjecture,
it is either close to zero or close to one, showing that, in the Hilbert space
defined by Km, clusters are concentrated around orthogonal unit vectors.
2.3 Choice of the Scale Parameter
We conclude this section with some remarks on the choice of the scale pa-
rameter β. In the case where the influence kernel K is of the form
K(x, y) = Kβ(x, y) = exp
(−β‖x− y‖2),
we propose to choose β as the solution of the equation
F (β) :=
∫
Kβ(x, y)2 dP(x)dP(y) = h
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where h is a suitable parameter which measures the probability that two
independent points drawn according to the probability P are close to each
other. Introducing the Gram operator Lβ : L2P → L2P defined by the kernel
Kβ as
Lβ(f)(x) =
∫
Kβ(x, y)f(y) dP(y), x ∈ X ,
the parameter h is equal to the square of the Hilbert-Schmidt norm of Lβ.
Observe that Lβ has a discrete spectrum λ1 ≥ λ2 ≥ · · · ≥ 0 that satisfies,
according to the Mercer theorem,
+∞∑
i=1
λi =
∫
Kβ(x, x) dP(x) = 1,
+∞∑
i=1
λ2i = F (β) ≤ 1
since Kβ(x, x) = 1. We also observe that
lim
β→0
F (β) = 1
which implies that for β going to zero, λ1 goes to one whereas all the other
eigenvalues λi, for i ≥ 2, go to zero. Moreover,
lim
β→+∞
F (β) = 0,
so that when β grows, the eigenvalues are spread more and more widely.
Therefore, F (β) governs the spread of the eigenvalues of Lβ. For these
reasons, the value of the parameter h = F (β) controls the effective dimension
of the representation of the distribution of points P in the reproducing kernel
Hilbert space defined byKβ. Experiments show that this effective dimension
has to be pretty large in order to have a proper clustering effect, meaning
that we will impose a small value of the parameter h.
Note that in the experiments we do not have access to the function F (β)
but we have to consider its empirical version
1
n(n− 1)
∑
1≤i<j≤n
Kβ(Xi, Xj)2
where X1, . . . , Xn is an i.i.d. sample drawn from the probability distribution
P.
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3 The Empirical Algorithm
In order to provide an empirical version of the ideal algorithm proposed in
Section 2, we connect the previous kernels with some Gram operators. Note
that by empirical algorithm we mean an algorithm based on the sample
distribution instead of on the unknown probability distribution P.
From now on, given a Hilbert space K and a probability distribution P on
K, the Gram operator G : K → K is defined as
Gu = EY∼P
[〈u, Y 〉K Y ].
The next proposition links the function µ defined in equation (1) to the
Gram operator defined in the reproducing kernel Hilbert space induced by
the kernel
A(x, y) = K(x, y)1/2 = exp
(
−β‖x− y‖2/2
)
.
Proposition 2. Let HA be the reproducing kernel Hilbert space defined by A
and φA : X → HA the corresponding feature map. Denote by GA : HA → HA
the Gram operator
GAv =
∫
〈v, φA(z)〉HA φA(z) dP(z).
Then
µ(x) =
∫
〈φA(x), φA(z)〉2HA dP(z) = 〈GAφA(x), φA(x)〉HA .
Proof. The result follows recalling that by the Moore-Aronszajn theorem
A(x, y) = 〈φA(x), φA(y)〉HA .

A similar result relates the iterated kernel Km to the Gram operator defined
in the reproducing kernel Hilbert space induced by the Gaussian kernel K.
Proposition 3. Let H be the reproducing kernel Hilbert space defined by K
and φK : X → H the corresponding feature map. Define
φK(x) = µ(x)
−1/2φK(x) (3)
and consider the Gram operator G : H → H
Gv =
∫
〈v, φK(z)〉H φK(z) dP(z). (4)
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Then, for any m > 0,
K2m(x, y) = 〈Gm−1/2φK(x),Gm−1/2φK(y)〉H.
Proof. According to the Moore-Aronszajn theorem
K(x, y) = 〈φK(y), φK(x)〉H
and thus, by definition, the kernel K(x, y) = µ(x)−1/2 K(x, y) µ(y)−1/2 can
be written as
K(x, y) = 〈µ(x)−1/2φK(x), µ(y)−1/2φK(y)〉H = 〈φK(y), φK(x)〉H.
Using the fact that K = K1 and that
Km(x, y) =
∫
K(x, z)Km−1(z, y) dP(z),
by induction we get that
Km(x, y) = 〈Gm−1φK(x), φK(y)〉H.
Since G is a positive symmetric operator we conclude the proof. 
As a consequence, the representation of x ∈ X defined by the renormalized
kernel Km is isometric to the representation ‖Rx‖−1H Rx ∈ H, where
Rx = Rx(m) = Gm−1/2φK(x) ∈ Im(G) ⊂ H.
Remark 4. The representation of x in the kernel space defined by Km is
also isometric to the representation ‖Rx‖−1Rx ∈ L2P, where Rx ∈ L2P is
defined as
Rx(z) = Km(x, z) = 〈Gm−1φK(x), φK(z)〉H. (5)
This is a consequence of the fact that
〈Rx,Ry〉L2P =
∫
Km(x, z)Km(z, y) dP(z) = K2m(x, y).
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3.1 An Intermediate Step
As already said, by the Moore-Aronszajn theorem, the Gaussian kernel K
defines a reproducing kernel Hilbert space H and a feature map φK : X → H
such that
K(x, y) = 〈φK(y), φK(x)〉H.
We introduce an intermediate version of the algorithm, that uses the feature
map φK . Since this feature map is not explicit, we will afterward translate
this description into an algorithm that manipulates only scalar products and
not implicit feature maps. This intermediate step is useful to provide the
convergence results presented in Section 3.3.
Let X1, . . . , Xn be the set of points to cluster, that we assume to be drawn
i.i.d. according to P. The algorithm goes as follows.
1. Form the kernel
K̂(x, y) = 〈φ
K̂
(x), φ
K̂
(y)〉H
where
φ
K̂
(x) = µ̂(x)−1/2φK(x) and µ̂(x) =
1
n
n∑
i=1
K(x,Xi)
2. Construct the kernel
K̂m(x, y) = 〈Q̂
m−1
2 φ
K̂
(x), Q̂m−12 φ
K̂
(y)〉H (6)
where
Q̂v = 1
n
n∑
i=1
µ̂(Xi)−1〈v, φK(Xi)〉H φK(Xi).
The definition of Q̂ is justified in Remark 5.
3. Make a last change of kernel and consider
Hm(x, y) = K̂2m(x, x)−1/2 K̂2m(x, y) K̂2m(y, y)−1/2
4. Cluster points according to this new representation, by thresholding
the distance between points.
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Remark 5. The construction of the estimator Q̂ follows from a two-steps
estimate of the Gram operator G defined in equation (4). Indeed, according
to the definition of the feature map φK , the Gram operator G rewrites as
Gv =
∫
µ(z)−1〈v, φK(z)〉H φK(z) dP(z).
Thus first we replace the function µ with its estimator µ̂ and then we replace
the unknown distribution P with the sample distribution.
3.2 Implementation of the Algorithm
We now describe the algorithm used in the experiments. As in the previous
section, let X1, . . . , Xn be the set of points to cluster, drawn i.i.d. according
to P.
1. Construct for i, j = 1, . . . , n
Kij =
1
n
exp
(−β‖Xi −Xj‖2),
where the parameter β is chosen, according to Section 2.3, as the
solution of
1
n(n− 1)
∑
i,j
i 6=j
exp
(−2β‖Xi −Xj‖2) ' 0.005
2. Define the diagonal matrix D = diag(D1, . . . , Dn) where
Di = max
 1n
n∑
j=1
Kij , σ
 with σ = 0.001
3. Form the matrix
M = D−1/2KD−1/2
4. Consider
Cij = (Mm)−1/2ii (Mm)ij(Mm)
−1/2
jj , i, j = 1, . . . , n (7)
The choice of the number of iterations m is done automatically and it
is described in Remark 6.
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5. Cluster points according to the representation induced by C, as de-
tailed in Remark 7.
Note that in some configurations the above algorithm obviously yields an
unstable classification, but in practice, when the classes are clearly separated
from each other, this simple scheme is successful.
Remark 6. To choose automatically the number of iterations, we have
to fix a maximal number of clusters. This means that we have to provide
an upper bound, that we denote by p, on the number of classes we expect
to have. However, as it can be seen in the simulations, this choice of p
is robust, meaning that p can be harmlessly overestimated. Thus, denoting
by λ̂1 ≥ · · · ≥ λ̂n ≥ 0 the eigenvalues of M , we choose the number m of
iterations by solving (
λ̂p
λ̂1
)m
' ζ
where ζ > 0 is a given small parameter. The choice of ζ is also robust and
1/100 is a reasonable value for it.
Remark 7. Our (greedy) classification algorithm consists in taking an index
i1 ∈ {1, . . . , n} at random, in forming the corresponding class
Ĉi1 =
{
j | Ci1j ≥ s
}
,
where s is a threshold that we take equal to 0.1 in all our experiments, and
then in starting again with the remaining indices. In such a way we con-
struct a sequence of indices i1, . . . , ic, where, as a consequence, the number
of clusters c is automatically estimated. The k-th class is hence defined as
C˜k = Ĉik \
⋃
`<k
Ĉi` .
3.3 Convergence Results
We introduce some results on the accuracy of the estimation of the ideal
algorithm through the empirical one. In particular we compare the ideal
iterated kernel K2m with its estimator K̂2m defined in equation (6).
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Proposition 8. Define
χ(x) =
(
µ(x)
µ̂(x)
)1/2
. (8)
For any x, y ∈ supp(P), m > 0,
∣∣K̂2m(x, y)−K2m(x, y)∣∣ ≤ max{1, ‖χ‖∞}2
µ(x)1/2µ(y)1/2
(
(2m−1)‖Q̂−G‖∞
(
1+‖Q̂−G‖∞
)2m−2
+ 2‖χ− 1‖∞
)
and
∥∥∥K̂2m(x, ·)−K2m(x, ·)∥∥∥
L2P
≤ max{1, ‖χ‖∞}
2
µ(x)1/2
(
(2m−1)‖Q̂−G‖∞
(
1+‖Q̂−G‖∞
)2m−2
+ 2‖χ− 1‖∞
)
.
For the proof we refer to Section 5.1.
Other convergence results are related to the description of the kernel Km
in terms of the representation Rx ∈ L2P introduced in equation (5). More
precisely, we recall that according to Proposition 3
Km(x, y) =
〈
‖Rx‖−1Rx, ‖Ry‖−1Ry
〉
L2P
,
where Rx(z) = 〈Gm−1φK(x), φK(z)〉H and the feature map φK is defined in
equation (3). Our estimated representation of x in L2P is N̂(x)−1R̂x, where
R̂x(y) =
〈Q̂m−1φ
K̂
(x), φK(y)
〉
H and N̂(x) = 〈Q̂2m−1φK̂(x), φK̂(x)〉
1/2
H .
This representation is not fully observable because of the presence of the
ideal feature map φK in the definition of R̂x. Nevertheless, it can be used in
practice since the representation R̂x ∈ L2P is isometric to the fully observed
representation
R̂x = Q̂m−1φK̂(x), x ∈ X ,
in the Hilbert space
(
Im(G), ‖·‖G
)
with the non-observable Hilbert norm
‖u‖G = 〈Gu, u〉1/2, that could be estimated by 〈Q̂u, u〉1/2H . For further de-
tails we refer to Section 5.2.
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In the following we provide non-asymptotic bounds for the error of approx-
imating of the ideal non-normalized representation Rx with the estimated
non-normalized representation R̂x.
Proposition 9. Let χ be defined as in equation (8). For any x ∈ supp(P),
f ∈ L2P, m > 0,∥∥Rx−R̂x∥∥L2P ≤ µ(x)−1/2((m−1)‖χ‖∞‖Q̂−G‖∞ (1 + ‖Q̂ − G‖m−2∞ )+‖χ−1‖∞)
and(∫ 〈
Rx−R̂x, f
〉2
L2P
dP(x)
)1/2
≤ ‖f‖L2P
(
(m−1)‖χ‖∞‖Q̂−G‖∞
(
1 + ‖Q̂ − G‖m−2∞
)
+ ‖χ− 1‖∞
)
.
For the proof we refer to Section 5.2.
The two above propositions link the quality of the approximation (of K2m
with K̂2m in Proposition 8 and of Rx with R̂x in Proposition 9) to the
quality of the approximation of the Gram operator G with Q̂. In order to
qualify the approximation error ‖Q̂−G‖∞ we introduce a new intermediate
(non completely observable) operator G : H → H defined as
Gv = 1
n
n∑
i=1
µ(Xi)−1〈v, φK(Xi)〉H φK(Xi)
= 1
n
n∑
i=1
〈v, φK(Xi)〉H φK(Xi),
and we observe that the following result holds.
Proposition 10. Let χ be defined as in equation (8). It holds that
‖Q̂ − G‖∞ ≤ ‖G − G‖∞
(
1 + ‖χ2 − 1‖∞
)
+ ‖χ2 − 1‖∞.
For the proof we refer to Section 5.3.
Observe that, given φK , the operator G is the empirical version of the Gram
operator G. Moreover, by definition,
χ− 1 = (µ/µ̂)1/2 − 1
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where, according to Proposition 2, µ is the quadratic form associated to
the Gram operator GA and µ̂ is its empirical version. Thus we conclude
this section providing a result on the convergence of the empirical Gram
estimator to the true one that has been proved in [9] and that appears
in [10].
We first introduce some notation. Let H be a separable Hilbert space and
let P be a probability distribution on H. Let G : H → H be the Gram
operator
Gv = EX∼P [〈v,X〉HX]
and consider the empirical estimator
Ĝv = 1
n
n∑
i=1
〈v,Xi〉HXi
where X1, . . . , Xn ∈ H is an i.i.d. sample drawn according to P. Let  > 0
and let σ > 0 be a threshold. Let
κ = sup
u∈H
EX∼P
[〈u,X〉4H]
EX∼P
[〈u,X〉2H]2 < +∞.
Define
ζ(t) =
√√√√2.032(κ− 1)
n
(
0.73 Tr(G)
t
+ 4.35 + log(−1)
)
+
√
98.5κTr(G)
nt
η(t) = ζ(max{t, σ})1− 4 ζ(max{t, σ})
τ(t) = 0.86max ‖Xi‖
4
H
n(κ− 1)max{t, σ}2
(
0.73 Tr(G)
max{t, σ} + 4.35 + log(
−1)
)
,
where Tr(G) denotes the trace of G. The following proposition (proved in
[10]) holds.
Proposition 11. Let σ > 0 be a threshold. With probability at least 1− 2,
for any u ∈ H, ‖u‖H = 1,∣∣∣∣∣∣
max
{
〈Ĝu, u〉H, σ
}
max {〈Gu, u〉H, σ} − 1
∣∣∣∣∣∣ ≤ η(〈Gu, u〉H)+ τ
(〈Gu, u〉H)[
1− τ(〈Gu, u〉H)]+[1− η(〈Gu, u〉H)]+ .
As a consequence,
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Corollary 12. With the same notation as before, with probability at least
1− 2,
‖G − Ĝ‖∞ ≤ ‖G‖∞η
(‖G‖∞)+ σ τ(σ)[1− τ(σ)]+[1− η(σ)]+ + σ.
As explained in [10], the threshold σ can be chosen going to zero as the
sample size n goes to infinity. In particular, since στ(σ) behaves as 1
nσ2 ,
the optimal value of σ is of order n−1/3. As a consequence, according to the
above results, we obtain a deviation bound in n−1/3 for
sup
x,y∈supp(P)
∣∣K̂2m(x, y)−K2m(x, y)∣∣.
In order to get a deviation bound in n−1/2 we have to use a more robust
estimator for the Gram operator G, defined in [10] (see also [9]), and to split
the sample into two parts: the first part is used for the estimation of the
kernel K and the other one for the construction of the estimator Q̂.
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4 Empirical Results
We present some results showing how the algorithm described in the previous
sections simplifies the geometry of the problem and in particular how it
groups the points to cluster at the vertices of a simplex. We first provide a
toy example on synthetic data and then we test the algorithm in the setting
of image analysis.
4.1 A First Example
We consider an i.i.d. set {X1, . . . , Xn} ⊂ R2 of n = 900 points to cluster,
whose configuration is shown in Figure 1 and we fix the maximum number
of classes p = 7.
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Figure 1: The data configuration.
Figure 2 shows that the new representation, induced by the change of kernel,
groups the data points at the vertices of the simplex generated by the largest
eigenvectors of the matrix C, defined in equation (7). On the left we plot
the projection of the simplex along the two first coordinates. This simple
configuration allows us to compute the classification, including the number
of clusters, using the straightforward greedy algorithm described in Remark
6.
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Figure 2: On the left the simplex generated by the eigenvectors of C, on the
right classification performed on C.
19
In Figure 3 we plot the first eigenvalues of M in black (joined by a solid
line), the eigenvalues of its iterationMm in blue (joined by a dashed line) and
the eigenvalues of the covariance matrix of the final representation (defined
by C) in red (joined by a dash-dotted line). We observe that the first
eigenvalues of M are close to one, while there is a remarkable gap between
the eigenvalues of its iteration. In particular the size of the gap is larger
once we have renormalized it using the matrix C. The number of iterations
is automatically estimated and it is equal to 1648.
l l l l l l l l l l
2 4 6 8 10
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eigenvalues ratios
l l
l
l l
l l l l
l
l
l
l l
Figure 3: In black (solid line) the eigenvalues of M , in blue (dashed line)
those of Mm and in red (dash-dot line) the eigenvalues of C.
4.2 Some Perspectives on Invariant Shape Analysis
As we have already mentioned in the introduction, we now present a small
example about image classification showning how our approach may lead
to learn transformation-invariant representations from data sets containing
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small successive transformations of a same pattern. We briefly describe this
approach to get a hint of its potential. We consider two images (Figure 4)
and we create our patterns by translating a subwindow of a given size in each
image repeatedly, using a translation vector smaller than the subwindow
size. In such a way we create a sample consisting of two classes of connected
images, as shown in Figure 5. This notion of translation cannot be grasped
easily by a mathematical definition, because we do not translate a function
but a window of observation. Hence in this case the translation depends
on the image content and it may not be easy to model in any realistic
situation.
We present, on an example, a successful scenario in which we use first a
change of representation in a reproducing kernel Hilbert space to better
separate the two classes, and then spectral clustering to shrink each class
to a tight blob. This suggests that the so called kernel trick, introduced
to better separate classes in the supervised learning framework of support
vector machines (SVMs), also works in an unsupervised context. In this
setting, we do not separate classes using hyperplanes, since we do not know
the class labels which would be necessary to run a SVM, but, instead, we
use spectral clustering to finish the work.
Figure 4: The two original images.
Let X1, . . . , Xn be the sample of images shown in Figure 5. Each photo is
represented as a matrix whose entries are the gray values of the correspond-
ing pixels. We apply twice the change of representation described by the
change of kernel in order to better separate clusters. We first consider the
reproducing kernel Hilbert space H1 defined by
k1(x, y) = exp
(
−β1‖x− y‖2
)
21
· · · · · ·
· · · · · ·
Figure 5: Our sample consisting of two classes of connected images, the first
sequence is obtained with a horizontal translation, the second one with a
diagonal translation.
and then the reproducing kernel Hilbert space H2 defined by
k2(x, y) = exp
(
−β2‖x− y‖2H1
)
= exp
(
−2β2
(
1− k1(x, y)
))
= exp
[
−2β2
(
1− exp
(
−β1‖x− y‖2
))]
where β1, β2 > 0 are obtained as described in Section 2.3. Define the new
kernel
K(x, y) = exp
(
−β‖x− y‖2H2
)
,
where the parameter β > 0 is chosen again as in Section 2.3, and apply the
algorithm described in Section 3.2.
In Figure 6 we compare the representation of the images in the initial space
and in the space H2. On the left we present the projection of the sample
onto the space spanned by the first two largest eigenvectors of the matrix of
inner products between images 〈Xi, Xj〉. On the right we plot the projection
onto the space spanned by the two largest eigenvectors of the matrix of inner
products k2(Xi, Xj) in H2. We observe that in the first representation the
two classes intersect each other while in the second one, after the change of
representation, they are already separated.
To conclude, Figure 7 shows the final representation. Here the data points
are projected onto the space spanned by the two largest eigenvectors of the
matrix Mm. In this case the number of iteration m is of order of 30.000.
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Figure 6: On the left the projection onto the space spanned by the two
largest eigenvectors of 〈Xi, Xj〉, on the right the projection onto the space
spanned by the two largest eigenvectors of k2(Xi, Xj).
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Figure 7: The projection onto the space spanned by the two largest eigen-
vectors of Mm.
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5 Proofs
We introduce a technical result that is useful in the following. Let G be the
Gram operator defined in equation (4) such that ‖G‖∞ = 1 and let Q̂ be
its estimator introduced in Section 3.1.
Lemma 13. For any m > 0
‖Q̂m − Gm‖∞ ≤
(
1 + ‖Q̂ − G‖∞
)m − 1
≤ m‖Q̂ − G‖∞
(
1 + ‖Q̂ − G‖∞
)m−1
.
Proof. Since
Q̂m − Gm =
m−1∑
k=0
Q̂k(Q̂ − G)Gm−k−1,
using the fact that ‖G‖∞ = 1 we get
‖Q̂m − Gm‖∞ ≤ ‖Q̂ − G‖∞
m−1∑
k=0
‖Q̂‖k∞.
Hence, as ‖Q̂‖∞ ≤ 1 + ‖Q̂ − G‖∞, we conclude
‖Q̂m − Gm‖∞ ≤
(
1 + ‖Q̂ − G‖∞
)m − 1
= ‖Q̂ − G‖∞
m−1∑
k=0
(
1 + ‖Q̂ − G‖∞
)k ≤ m‖Q̂ − G‖∞(1 + ‖Q̂ − G‖∞)m−1.

We also introduce the intermediate operator G˜ : H → H
G˜u =
∫ 〈
u, φ
K̂
(z)
〉
H φK̂(z) dP(z)
where, according to the notation of Section 3, φ
K̂
(x) = χ(x)φK(x) and
χ(x) =
(
µ(x)/µ̂(x)
)1/2
.
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5.1 Proof of Proposition 8
To prove the first inequality, we define
E(x, y) = ∣∣K̂2m(x, y)−K2m(x, y)∣∣
and we observe that, according to Lemma 13, it is sufficient to show that
E(x, y) ≤ max{1, ‖χ‖∞}
2
µ(x)1/2µ(y)1/2
(
‖Q̂2m−1 − G2m−1‖∞ + 2‖χ− 1‖∞
)
. (9)
By definition,
E(x, y) = ∣∣〈Q̂2m−1φ
K̂
(x), φ
K̂
(y)
〉
H −
〈
G2m−1φK(x), φK(y)
〉
H
∣∣
≤ ∣∣〈(Q̂2m−1 − G2m−1)φ
K̂
(x), φ
K̂
(y)
〉
H
∣∣+∣∣〈G2m−1(φ
K̂
(x)− φK(x)
)
, φ
K̂
(y)
〉
H
∣∣
+
〈
G2m−1φK(x),
(
φ
K̂
(y)− φK(y)
)〉
H
∣∣.
Recalling the definition of φ
K̂
, we get
E(x, y) ≤ ‖Q̂2m−1−G2m−1‖∞‖χ‖2∞‖φK(x)‖H‖φK(y)‖H+‖χ−1‖∞
(‖χ‖∞+1)‖φK(x)‖H‖φK(y)‖H,
where, since K(x, x) = 1,
‖φK(x)‖2H = K(x, x) =
K(x, x)
µ(x)1/2µ(x)1/2
= 1
µ(x) .
This proves equation (9). To prove the second bound we define
E(x) =
(∫
E(x, y)2 dP(y)
)1/2
so that using Lemma 13 again, it is sufficient to show that
E(x) ≤ max{1, ‖χ‖∞}
2
µ(x)1/2
(
‖Q̂2m−1 − G2m−1‖∞ + 2‖χ− 1‖∞
)
.
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Observe that
E(x) =
(∫ (〈
Q̂2m−1φ
K̂
(x), φ
K̂
(y)
〉
H−
〈
G2m−1φK(x), φK(y)
〉
H
)2
dP(y)
)1/2
≤
(∫ 〈(Q̂2m−1 − G2m−1)φ
K̂
(x), φ
K̂
(y)
〉2
H dP(y)
)1/2
+
(∫ 〈G2m−1(φ
K̂
(x)− φK(x)
)
, φ
K̂
(y)
〉2
H dP(y)
)1/2
+
(∫ 〈
G2m−1φK(x), φK̂(y)− φK(y)
〉2
H dP(y)
)1/2
.
By definition of G˜ we get
E(x) ≤ ∥∥G˜1/2(Q̂2m−1 − G2m−1)φ
K̂
(x)
∥∥
H +
∥∥G˜1/2G2m−1(φ
K̂
(x)− φ(x))‖H
+ ‖χ− 1‖∞
∥∥G2m−1/2φ(x)∥∥H.
Thus using the fact that ‖G‖∞ = 1 and that, for any u ∈ H,
‖G˜1/2u‖2H = 〈G˜u, u〉H =
∫
〈u, φ
K̂
(y)〉2H dP(y) ≤ ‖χ‖2∞〈Gu, u〉,
we conclude.
5.2 Proof of Proposition 9
In order to prove the two inequalities we need to introduce some preliminary
results. Consider the operator S : H → L2P
S(u) : x 7→ 〈u, φK(x)〉H.
Introduce the operator G : L2P → L2P
G(f)(x) = SS∗f(x) =
∫
K(x, y)f(y) dP(y)
and observe that the Gram operator G rewrites as
Gu = S∗Su =
∫
〈u, φK(z)〉H φK(z) dP(z).
Moreover ‖G‖∞ = ‖G‖∞ = 1.
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Lemma 14. We have
Im(G) = S(Im(G)) = S(Im(G˜)).
Proof. We observe that, since G is symmetric, Im(G) = Im(G2), where
G2 = SGS∗. Thus Im(G) = Im(G2) ⊂ S(Im(G)). Since SG = GS, we
conclude that S(Im(G)) ⊂ Im G.
To prove the second identity, we remark that, since χ(x) > 0,
ker(G˜) =
{
u ∈ H,
∫
〈u, φ
K̂
(x)〉2 dP(x) = 0
}
=
{
u ∈ H,
∫
〈u, φ(x)〉2 dP(x) = 0
}
= ker(G).
Consequently, since Im(G) = ker(G)⊥, we get
span
(
φ
(
supp(P )
))
= ker(G)⊥ = Im(G) = Im(G˜) = span
(
φ
K̂
(
supp(P )
))
.

Therefore any f ∈ Im(G) is of the form f = Su, with u ∈ Im(G), so that
we can estimate
‖f‖2L2P = 〈Gu, u〉H
by 〈Q̂u, u〉H. The estimation error is bounded as described in the following
lemma.
Lemma 15. For any u, v ∈ H,∣∣〈Su,Sv〉L2P − 〈Q̂u, v〉H∣∣ ≤ ‖G − Q̂‖∞‖u‖H‖v‖H.
In particular, ∣∣‖Su‖2L2P − 〈Q̂u, u〉H∣∣ ≤ ‖G − Q̂‖∞‖u‖2H.
Proof. It is sufficient to observe that 〈Su,Sv〉L2P = 〈Gu, v〉H. 
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We now observe that
Rx = SGm−1φK(x) ∈ Im(G)
R̂x = SQ̂m−1φK̂(x) ∈ Im(G) almost surely.
(10)
Indeed, by definition,
R̂x = SQ̂m−1φK̂(x) and Rx = SGm−1φK(x).
Hence, since
Im(G) = S(Im(G)) = S(spanφK(supp(P))),
we conclude that Rx ∈ Im(G). Moreover, since
span
{
φ
K̂
(Xn), . . . , φK̂(X2n)
}
= span
{
φK(Xn), . . . , φK(X2n)
}
⊂ span
(
φK
(
supp(P)
))
almost surely,
it is also true that R̂x ∈ Im(G).
We can now prove the two bounds presented in the proposition. Define
Er(x) =
∥∥Rx − R̂x∥∥L2P
Ec(f) =
(∫ 〈
Rx − R̂x, f
〉2
L2P
dP(x)
)1/2
.
According to Lemma 13, it is sufficient to show that, for any x ∈ supp(P),
f ∈ L2P,
Er(x) ≤ µ(x)−1/2
(
‖χ‖∞‖Q̂m−1 − Gm−1‖∞ + ‖χ− 1‖∞
)
Ec(f) ≤ ‖f‖L2P
(
‖χ‖∞‖Q̂m−1 − Gm−1‖∞+‖χ− 1‖∞
)
.
In order to prove the first inequality, we observe that
Er(x) =
∥∥SQ̂m−1φ
K̂
(x)− SGm−1φK(x)
∥∥
L2P
≤ ∥∥S(Q̂m−1 − Gm−1)φ
K̂
(x)
∥∥
L2P
+
∥∥SGm−1(φ
K̂
(x)− φK(x)
)∥∥
L2P
.
Since ‖Su‖2
L2P
= 〈S∗Su, u〉H = 〈Gu, u〉H, then ‖S‖∞ = ‖G‖1/2∞ = 1 and
hence, recalling the definition of φ
K̂
, we get
Er(x) ≤ ‖Q̂m−1 − Gm−1‖∞‖χ‖∞‖φK(x)‖H + ‖χ− 1‖∞‖φK(x)‖H.
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We now prove the second bound. Let Π : L2P → L2P be the orthogonal
projector on Im(G). Since, according to equation (10), almost surely,
R̂x −Rx ∈ Im(G), for any x ∈ X , then〈
R̂x −Rx, f
〉
L2P
=
〈
R̂x −Rx,Π(f)
〉
L2P
almost surely.
Moreover, since Im(G) = S(Im(G)), there is u ∈ Im(G) such that Π(f) =
Su. We can then write〈
R̂x −Rx, f
〉
L2P
=
〈
R̂x −Rx,Su
〉
L2P
=
〈
S(Q̂m−1φ
K̂
(x)− Gm−1φK(x)
)
,Su
〉
L2P
=
〈Q̂m−1φ
K̂
(x)− Gm−1φK(x),Gu
〉
H
=
〈(Q̂m−1 − Gm−1)φ
K̂
(x),Gu〉H + 〈Gm−1(φK̂(x)− φK(x)),Gu〉H.
Therefore, similarly as before, we get
Ec(f) ≤
∥∥Ĝ1/2(Q̂m−1 − Gm−1)Gu‖H + ‖χ− 1‖∞
(∫ 〈Gm−1φK(x),Gu〉2H dP(x)
)1/2
=
∥∥Ĝ1/2(Q̂m−1 − Gm−1)Gu‖H + ‖χ− 1‖∞∥∥Gm+1/2u∥∥H
≤ ‖χ‖∞‖Q̂m−1 − Gm−1‖∞‖G1/2u‖H + ‖χ− 1‖∞‖G1/2u‖H.
We conclude observing that
‖G1/2u‖H = 〈Su,Su〉L2P = ‖Π(f)‖L2P ≤ ‖f‖L2P .
5.3 Proof of Proposition 10
Observe that
‖Q̂ − G‖∞ ≤ ‖Q̂ − G‖∞ + ‖G − G‖∞.
Moreover, for any u ∈ H, such that ‖u‖H = 1, recalling that φK(x) =
µ(x)−1/2φK(x),
〈Q̂u, u〉H − 〈Gu, u〉H = 1
n
n∑
i=1
(
µ̂(Xi)−1 − µ(Xi)−1
)
〈u, φK(Xi)〉2H
= 1
n
n∑
i=1
µ(Xi)−1
(
χ(Xi)2 − 1
)
〈u, φK(Xi)〉2H.
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Thus
‖Q̂ − G‖∞ ≤ ‖χ2 − 1‖∞ sup
‖u‖H=1
1
n
n∑
i=1
µ(Xi)−1〈u, φK(Xi)〉2H
= ‖χ2 − 1‖∞ sup
‖u‖H=1
1
n
n∑
i=1
〈u, φK(Xi)〉2H = ‖χ2 − 1‖∞‖G‖∞.
Using the fact that ‖G‖∞ = 1 we conclude that
‖Q̂ − G‖∞ ≤ ‖χ2 − 1‖∞
(
1 + ‖G − G‖∞
)
,
which proves the proposition.
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