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Abstract  
 
In the early 1990’s, various investigations were launched into higher education policies for post-apartheid South Africa. It was in 
these debates that the South African Post Secondary Education (SAPSE) funding formula was established. It was later 
established that it was a flawed document as suggested by Bunting (1994:141-149) and cited by Cloete, Maassen, Fehnel, 
Moja, Gibbon and Perold (2007:93). The SAPSE funding framework which was established in 1982 for the historically White 
universities applied throughout the late 1980s and early 1990s to all other universities and technikons, was eventually 
abolished. This was essentially an apartheid funding framework and it could not be used in the current transformed higher 
education system. The New Funding Framework (2003) gives advantage to comprehensive and traditional universities. It is 
also graduate output driven. The HEMIS transformed system is committed to equity and strong linkages with national 
development needs. It was argued by most stakeholder Institutions that with the abolition of the SAPSE funding framework, it 
would result in major benefits for some groups of institutions and equate to major costs for others. Thus, the significance of this 
study is to ensure an effective and efficient way for the data to be maintained in order to support the mission and vision of the 
Durban University of Technology. Bitzer (2009:354) states that South African universities have become highly unpredictable. 
Universities have moved from an isolated, divided system in the apartheid era toward a single coordinated system. This system 
has higher levels of participation and responsiveness. Yet it is within a developing economy and poor quality of primary and 
secondary education that South African higher education therefore faces a multitude of challenges. Bitzer (2009:354) further 
explains how conditions of unpredictability further worsens the complexities of planning, policy setting and decision making 
which then impacts negatively on corporate governance and management activities. The purpose was to investigate data 
management as a strategic information tool and its importance at the Durban University of Technology. The problem revolved 
around, inter alia, data management and accuracy as structured interventions impacting sound decision making. The research 
design adopted a quantitative methodological approach that used a precoded self administered questionnaire. The empirical 
component involved a survey method considering that it was an in-house investigation where the target population equated to 
174 respondents. A significant 74% response rate was obtained using the personal method of data collection. Several 
hypotheses were formulated relating to data quality initiatives, data owners and their responsibility and frequency of data 
analysis in order to determine accuracy. These were tested using the Pearson chi-square test and data that was analyzed to 
determine frequencies and percentages of responses. The data was analyzed using the computerized Statistical Program for 
Social Sciences (SPSS) program. A highly significant finding was that 95.31% of the respondents strongly agreed that data 
management and integrity is of utmost importance at the Durban University of Technology. One recommendation suggests that 
for the Durban University of Technology to manage its data as an asset, a policy on data integrity and integration policy should 
be developed and implemented. Another recommendation highlighted that staff should strive to attain proper classification on 
the database, considering that this directly impacts on the accuracy of the HEMIS submissions to the Ministry of Education for 
the state allocated subsidy. The study concludes with directions for further research as well. 
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1. Introduction 
 
Data management refers to techniques used to organize, structure, and manage data including database management 
and data administration (Wang, 2006:569). This definition is comparatively broad and encompasses a number of topics 
namely; data governance, data integrity, data architecture, analysis and design, data security, data quality management. 
The focus of this study is based on data integrity as an essential component in relation to data management. According to 
Beyda (2000:117) data integrity is the prevention or correction of possible errors in data transmission. 
Data integrity is a necessity at the Durban University of Technology (DUT), especially in relation to the mandatory 
data submissions for a specific reporting year to the Department of Higher Education and Training (DHET) from which the 
institution’s subsidy is derived. The institution’s subsidy is also known as Government appropriations. Bunting (1994:125) 
provides the definition as “the fund to which are assigned the amounts received from the central government under the 
universities’ subsidy formula (for both current and fixed asset expenditure). The central government’s share of the interest 
and principal due on long term loans e.g. for buildings or major capital equipment which is also assigned to this fund”. 
Ensor (2004:339) explains how the newly elected government was faced with the challenge of nurturing 
democracy from the apartheid regime. Thus, in the past 10 years there has been a significant change in the higher 
education funding environment. Consequently, the Department of Higher Education and Training (DHET) requires a high 
level of data integrity from a management information reporting perspective.  
One of the most significant challenges faced at the Durban University of Technology is maintaining data integrity 
throughout the institution. According to Davenport (1994:122), “effective information management must begin by thinking 
about how people use information and not how people use machines”. There is and must be only one main purpose 
towards improving data management which is to improve customer and stakeholder satisfaction by increasing the 
efficiency and effectiveness of business processes in an institution. 
 
 Objectives 1.1
 
The primary aim of the study is to investigate data management as a strategic information tool and its importance at the 
Durban University of Technology (DUT). The objectives of the study are: 
• To improve awareness of data management within the Durban University of Technology and help 
stakeholders investigate the state of data management. 
• To provide stakeholders with relevant information regarding data management and effectively apply this 
information in order to improve data integrity. 
• To effectively utilize data management as a strategic information tool in order to provide all levels of 
management and stakeholders with management information to support strategic decision making, planning, 
policy development and quality processes. 
• To explore the feasibility and effectiveness of data management using Higher Education Management 
Information System (HEMIS) to the DHET. 
• To determine what processes exist for data verification. 
• To determine what constitutes best practice in data management and data integrity at DUT. 
 
2. Materials and Methods 
 
 Higher Education Management Information System (HEMIS) 2.1
 
The benefits of HEMIS as contained in The Department of Education’s New Higher Education Statistical Reporting 
System for Students and Staff – A Concept Paper (1999:7) includes the following: 
• It would reduce the institutional cost for assembling the data. 
• Reduction in costs for the institution and the Department of Higher Education and Training relating to the 
checking and correction of data. 
• The Department of Education will be able to store, access and analyse data more efficiently and effectively. 
• There will be more timely provision of data to the Department of Higher Education and Training. 
• When the system is fully operational, it will be possible for institutions to compare themselves to national data. 
• The Department of Higher Education and Training will be able to undertake a more flexible analysis of data for 
strategic decision making. 
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The computer software provided by DHET, that is currently used by all HEI’s for HEMIS reporting, is Valpac. This 
software contains a Help File that has specifications for the unit records of student, staff and building space collections. 
This help file is numbered accordingly for the specific version and it is subject to change whenever it is revised. 
 
 Strategic tools for data management 2.2
 
Evans (2008:293) shows that just how an artist or craftsperson cannot succeed in achieving high quality services and 
processes without a good set of tools, so too with organizations. Some practitioners have now adapted a variety of tools 
from other disciplines like statistics, operations research and creative problem solving to help design, improve and control 
processes. These tools provide a method by which problems and issues can be viewed objectively. Goetsch and Davies 
(2010:352) explain that strategic tools are tools for collecting and displaying information in ways to help the human brain 
grasp thoughts and ideas. According to Oja and Parsons (2011:624), the best data management tool depends on several 
factors and it is therefore important to consider the cost, versatility and ease of use. Downey (2007:4) specifies that a 
strategic analytical tool is essential to ensure consistency of data. According to Downey (2007:4) certain factors should 
be considered when using this tool: 
• The tool should be able to fulfill the goals of the organizations. 
• The benefit of the tool must be well defined and actionable. 
• This tool must benefit from input as well as from collaboration with people and functions with the organization. 
These types of tools are generally time consuming, so it is imperative that key stakeholders are well aware of the 
approximate time it would take for a full analysis. 
 
 Research methodology and design 2.3
 
Accurate and efficient data collection is central to any research. This research adopts a quantitative paradigm as close 
ended questions were asked in the research instrument. Quantitative research, as defined by Cooper and Schindler 
(2006:198), attempts precise measurement of something. Quantitative methodologies usually measure consumer 
behaviour, knowledge, opinions or attitudes. These answer questions related to how much, how often, how many, when 
and who. Quantitative data often consists of particular responses that are coded, categorized and reduced to numbers so 
that these data may be manipulated for statistical analysis Cooper and Schindler, (2006:198).  
 
 Secondary data 2.4
 
Secondary data is that which has been collected, collated and analysed by others as opposed to that which one would 
have collected personally. The secondary data used in this research was the following, as listed by Riley, Wood, Clark, 
Wilkie, Szivas (2000:107): 
• Central and local government studies, reports, policies and rules. 
• Academic journals. 
• Textbooks. 
• Other policy documents from the Department of Higher Education and Training. 
• Other published material from Department of Higher Education and Training workshops. 
• Internet sites and web pages. 
• Audit Reports from DUT. 
 
 Primary data 2.5
 
According to Brewerton and Millward (2000:104), the proper construction of a questionnaire is critical to the accuracy of 
responses. Respondents would be contacted telephonically informing them of the purpose/reason for the completion of 
the questionnaire. The questionnaire was hand-delivered, e-mailed or faxed through to the target respondents. The 
respondent had approximately one week to complete the questionnaire. However, further time was permitted, if 
requested in order to encourage respondents to complete the questionnaire. A covering letter was attached and a 
summary of the findings would be e-mailed to the respondents on completion of the study. 
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 Measuring instrument 2.6
 
Ghauri, Gronhaug and Kristianslund (1995:41) explain that the quality of information depends considerably on the 
measurement procedures used in the gathering of data. The research instrument to be used in the collection of data 
would be the survey questionnaire. In addition, a letter of informed consent was obtained from the Research Director prior 
to conducting the empirical investigation at the Durban University of Technology. 
 
 Target population 2.7
 
This study is an in-house investigation and thus the target population compromised of all Executive Deans, Heads of 
Departments, Information and Communication Technology staff, Management Information staff and all Faculty officers as 
well as the staff within the faculty office. The total number of target respondents was obtained from the institutional ITS 
database was 174. 
 
3. Results 
 
The data collected from the responses was analysed with Predictive Analytic Software (PASW) version 18.0 and SPSS 
(Statistical Package for the Social Sciences) version 16 for windows. The initial results were presented in the form of 
graphs and cross tabulations. A total of 174 questionnaires were distributed to the target respondents. The number of 
returned questionnaires totaled 128 which represented a high response rate of 74%. The data was captured by the 
researcher from the pre-coded questionnaires returned.  
 
 Reliability of the items in the measuring instrument 3.1
 
Muijs (2011:217) states that reliability refers to the property of a measurement instrument that gives similar results for 
similar inputs. Cronbach's alpha is a measure of reliability. Treiman (2009:245) explains how reliability is defined as the 
proportion of the variability in the responses to the survey that is the result of differences in the respondents. The 
computation of Cronbach's alpha was based on the number of items on the survey (k) and the ratio of the average inter-
item covariance to the average item variance.  
 
The item variances are all equal, this ratio simplifies to the average inter-item correlation and the result is known as 
the Standardized item alpha (or Spearman-Brown stepped-up reliability coefficient).  
 
The coefficient of 0.921 reported for these items is an estimate of the true alpha, which in turn is a lower bound for 
the true reliability.  
 
 Descriptive statistics 3.2
 
Treiman (2009:114) states that presenting descriptive statistics are very informative as it allows the reader to understand 
the most basic aspects of the data being analysed. Salkind (2010:8) states that descriptive statistics is used to organize 
and describe the characteristics of a collection of data. McMillian and Schumacher (2008:150) concur that the use of 
descriptive statistics is a fundamental way to summarise data, and it is indispensable in the interpretation of the results of 
the analysis. This section presented the descriptive statistics based on the demographic information of the study. It is 
presented using tables, cross-tabulations and various types of statistical tests employed to yield a statistical value. 
Bryman and Cramer (2009:199) describe cross-tabulations as one of the simplest and most frequently used ways of 
demonstrating the presence or absence of a relationship. The analysis below indicates the scoring patterns of the 
respondents for the variables that constituted the different categories of the measuring instrument that was personally 
administered to the respondents. 
 
 Frequencies 3.3
 
Frequencies are used to determine how often a respondent made a certain selection to a dataset. McMillan and 
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Schumacher (2006:153) explain frequency to be the number of times the same score was attained, while Sekaran and 
Bougie (2010:313) refer to frequencies as the number of times various sub-categories of a certain phenomenon occur. 
The percentage can then be easily calculated from the frequencies. 
 
Table 1: Summary of respondents by race and age (n = 128) 
 
 
Race Total Black Coloured Indian White Other
Under 25 Count 2 0 0 0 0 2% of Total 1.6% 0.0% 0.0% 0.0% 0.0% 1.6%
25 - 30 Count 6 0 5 0 0 11% of Total 4.7% 0.0% 3.9% 0.0% 0.0% 8.6%
31 - 35 Count 11 2 3 0 0 16% of Total 8.6% 1.6% 2.3% 0.0% 0.0% 12.5%
36 - 40 Count 4 1 15 2 0 22% of Total 3.1% 0.8% 11.7% 1.6% 0.0% 17.2%
41 - 45 Count 4 1 13 6 0 24% of Total 3.1% 0.8% 10.2% 4.7% 0.0% 18.8%
46 - 50 Count 2 0 11 2 0 15% of Total 1.6% 0.0% 8.6% 1.6% 0.0% 11.7%
51 - 55 Count 1 0 11 6 1 19% of Total 0.8% 0.0% 8.6% 4.7% 0.8% 14.8%
56 - 60 Count 0 1 4 8 0 13% of Total 0.0% 0.8% 3.1% 6.3% 0.0% 10.2%
> 60 Count 0 0 3 3 0 6% of Total 0.0% 0.0% 2.3% 2.3% 0.0% 4.7%
Total Count 30 5 65 27 1 128% of Total 23.4% 3.9% 50.8% 21.1% 0.8% 100.0% 
 
Table 1 indicates that almost half of the target respondents in the survey were (50.8%) Indian, with Black and White 
respondents constituting similar percentages. The lowest response was from the Coloured race group (3.9%). This 
population is in proportion of the current staff compliment of the selected departments at the Durban University of 
Technology. Table 4.2 also reveals that the majority of the respondents (93.7%) were between 25 and 60 years of age 
while the minor age category of respondents comprised of only 1.6%. Table 4.2 also illustrates that the majority of 
respondents fell between the 41 and 45 years of age category (18.8%).  
 
Figure 1: Data Management and Integrity  
 
 
ISSN 2039-2117 (online) 
ISSN 2039-9340 (print) 
        Mediterranean Journal of Social Sciences 
            MCSER Publishing, Rome-Italy 
Vol 5 No 15 
July  2014 
          
 318 
As illustrated in Figure 1, 95.31% of the respondents strongly agreed that data management and integrity is of utmost 
importance which is a highly significant result while a mere (3.13%) respondents did not agree. A neutral response was 
reported by (1.56%) of the respondents. It would appear that the majority of the respondents in this study agreed that 
data management and integrity is of utmost importance.  
 
 Hypotheses Testing 3.4
 
Wilson (2010:237) asserts that hypothesis testing is one of the main methods to test for significance using inferential 
statistics. It involves an analysis of some aspect of the statement or questions that generates a statistical value. This will 
determine whether the hypothesis can or cannot be rejected. The traditional approach to reporting a result requires a 
statement of statistical significance. For the statistical tests a confidence interval of 95% was used to statistically test the 
various hypotheses. A p-value is generated from a test statistic. A significant result is indicated if the p value is less that 
0.05.  
In this study the Pearson Chi square test was performed for the various hypotheses formulated. Karl Pearson as 
referenced by Treiman (2009:93) was the principal developer of the linear regression and correlation and in recognition of 
this the ordinary least square and correlation is known as Pearson’s r. Muijs (2011:124) refers to Pearson’s r as whether 
or not a high score on one variable is associated with a high score on the other.  
H1 There is a significant correlation between data owners and the responsibility for data management and 
integrity. 
 
Table 2: Frequency of data owners and responsibility for accuracy (n = 128) 
 
Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 61.612a 40 0.016
Likelihood Ratio 57.949 40 0.033
Linear-by-Linear Association .903 1 0.342
N of Valid Cases 128
*Pearson Chi-square = 61.612, df = 40, Significance p<0.016 
 
Table revealed that the Chi-square test result showed that the p value is 0.016, which is less than 0.05. This result 
indicates that there is a statistically significant correlation between the data owners and the responsibility for data 
management/integrity. Eckerson (2002:6) highlights how data defects easily creep into systems. Thus, maintaining data 
quality at acceptable levels takes considerable effort and coordination throughout the organization. Kleppner (2010:9) 
affirms that data owners (researchers) are ultimately responsible for the integrity of data. Friedman (2006:4) argues that 
data management is a major initiative for large organizations as they strive for greater integrity and consistency across 
the organization. Organizations should therefore understand the role of data management in relation to their overall 
business performance and decisive decision making. 
 
4. Discussions 
 
The main reason for this study was to investigate data management as a strategic information tool and its importance at 
the Durban University of Technology. What was revealing was that staff are generally aware of the significance of the 
data that they dealt with from the time as they received it until it gets captured and verified. Data management and data 
integrity may be distinct yet have overlapping fields. Each has its own focus and each discipline fulfills different purposes 
within an organization. However, it is becoming more evident that the coordination of data management and data integrity 
can increase an organization’s efficiency and effectiveness. Arising from the empirical analysis of the data the following 
recommendations are suggested. 
 
 Recommendations 4.1
 
4.1.1 Knowledge Transfer 
 
It is recommended that staff in the faculty office should be given on the job training by their Faculty Officer who have 
extensive knowledge. Similarly, Ellis (2005:29) asserts that the importance of developing employee knowledge beyond 
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basic understanding of job requirements is not required and is largely an activity that should be separate from work itself. 
Alavi and Leidner (2001:128) contend that the ease with which individuals are able to transfer their explicit components of 
their knowledge to their work situation is expected to transfer more than verbal or face-to-face communication. 
 
4.1.2 Verification Process 
 
It is critical that verification process should be done immediately after the data is captured in order to reduce the errors. 
Eckerson (2002:4) emphasizes that validation routines cannot catch typographical errors where the data represents a 
valid value. While Cascarino (2007:11) contends that when it comes to an on-line system, it permits remote entry of data 
and also allows for concurrent processing of data. It is imperative that there should be transaction authenticity as well as 
accuracy and completeness of the data management. Madanjit (2006:18) also argued that users at the Durban University 
of Technology sometime captured only fields that they were using and did not capture required fields by the institution. He 
also stated that data was sometime not verified against source documents. Hence, the verification of data should be 
expedited immediately for its accuracy and integrity. 
 
4.1.3 Assigning Accountability For Data Management 
 
Kavanagh and Suppert (2007:3) state that there must be accountability in order to achieve the results and realizing the 
value for the organization. Similarly, at the Durban University of Technology there should be accountability especially at 
the level of capturing. Madanjit (2006:16) contended that in order to ensure accuracy of data at the Durban University of 
Technology, Executive Deans, the Registrar, Directors and Heads of Departments should take ownership of the data by 
being accountable and responsible for the integrity of the data. 
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