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Abstract. We derive damping estimates and asymptotics of Lp operator norms for
oscillatory integral operators with finite type singularities. The methods are based
on incorporating finite type conditions into L2 almost orthogonality technique of
Cotlar-Stein.
1. Introduction and results
The oscillatory integral operators have the form
(1.1) Tλu(x) =
∫
Rn
eiλS(x,ϑ)ψ(x, ϑ)u(ϑ) dϑ, x, ϑ ∈ Rn,
with S ∈ C∞(Rn × Rn) and ψ ∈ C∞comp(Rn × Rn). We denote h(x, ϑ) = detSxϑ. If
h(x, ϑ) 6= 0, then it is well-known that the L2 operator norm of Tλ decays as λ−n2
[Ho¨71]. The operators with non-empty critical variety
Σ = {(x, ϑ) | h(x, ϑ) = 0}
attracted much attention during last several years: [PaSo90], [Pa91], [PhSt91] –
[PhSt97], [GrSe94] – [GrSe97b], [Cu97]. We recommend [Ph95] as a survey on integral
operators associated to singular canonical relations.
The properties of Tλ are being characterized in terms of the projections from the
associated canonical relation C = {(x, Sx, ϑ, Sϑ)} ⊂ T ∗Rn × T ∗Rn onto the left
and right factors. We consider these projections as lifted onto Rn × Rn:
π
L
: (x, ϑ) 7→ (x, Sx), πR : (x, ϑ) 7→ (ϑ, Sϑ).
These maps become singular on the critical variety Σ.
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We already know [Co98] that if one of the projections from the canonical relation
is a Whitney fold while the type of the other projection is at most k (k = 1 for a
Whitney fold), then ‖Tλ‖ ≤ constλ−n2 +(4+ 2k )−1 . This result was used to obtain the
optimal regularity of Fourier integral operators with one-sided Whitney folds.
In this paper, we approach a much more complicated situation when both pro-
jections from the canonical relation are of finite type. We develop the machinery
which yields the asymptotics of the norm of (1.1) with the integral kernel localized
to the region where h(x, ϑ) ∼ ℏ, ℏ being some small real number. We then derive the
damping estimates on oscillatory integral operators: we will prove that if the symbol
of the operator vanishes as |h(x, ϑ)| on the critical variety, then the operator has
such properties as though it is associated to a canonical graph: ‖Tλ‖ ≤ constλ−n2 .
This result was previously proved for operators associated to two-sided Whitney
folds [MeT85] and for operators in n = 1, with polynomial phases [PhSt94]. Damp-
ing for operators with one-sided Whitney folds follows from [Co97]. A much more
general situation (when no assumptions on the projections π
L
, π
R
are made) is
considered in [SoSt86]: the damping occurs if the symbol vanishes as |h(x, ϑ)|5n/2.
We will exploit the concept of the type of a map, which we define as the highest
order of vanishing of the determinant of its Jacobi matrix in the “critical” direction
[Co98]. Let M and N be two C∞ manifolds of the same dimension and let π : M →
N be a smooth map with corank at most 1. Assume that det dπ vanishes simply
on Σ ⊂M .
Definition. Let V be any smooth vector field which generates (locally) the kernel
of dπ: V|
Σ
∈ Ker dπ, V|
Σ
6= 0. The type of π at a point po ∈ Σ is defined to be the
smallest integer k such that Vk det dπ|
po
6= 0.
The type of π at p /∈ Σ is defined to be 0.
An example of a map of type at most k is a map which has a Morin S1k -singularity
[Mo65]. In particular, the Whitney fold is of type at most 1.
Asymptotics of L2 estimates. Let us localize the integral kernel of Tλ with the
aid of a certain smooth function β to the region where detSxϑ takes the values of
size ℏ (for simplicity, we assume that ℏ > 0):
(1.2) T ℏλu(x) =
∫
Rn
eiλS(x,ϑ)ψ(x, ϑ)β(ℏ−1h(x, ϑ))u(ϑ) dϑ, β ∈ C∞comp([
1
2
, 2]).
We assume that the corank of the mixed Hessian Sxϑ in (1.1) (and hence the
dimension of kernels of dπ
L
, dπ
R
) is at most 1.
Terminology. If the map π
L
is of type at most l, then we will say that the operator
Tλ has a singularity of type at most l on the left.
Similarly with the singularity on the right.
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Theorem 1.1. Let Tλ be an oscillatory integral operator of the form (1.2). We
assume that rankSxϑ ≥ n− 1 and that Tλ has singularities of type at most l on the
left and at most r on the right; we denote k = min(l, r), K = max(l, r).
There are the following estimates on the L2 → L2 action of T ℏλ :
‖T ℏλ ‖ ≤ constλ−
n
2 ℏ
− 12 , ℏ ≥ λ− 13 ,(1.3)
‖T ℏλ ‖ ≤ constλ−
n+1
2 ℏ
−2, λ−(2+
1
k
)−1 ≤ ℏ ≤ λ− 13 ,(1.4)
‖T ℏλ ‖ ≤ constλ−
n
2 ℏ
−1+ 12k , λ−(2+
1
K
)−1 ≤ ℏ ≤ λ−(2+ 1k )−1 ,(1.5)
‖T ℏλ ‖ ≤ constλ−
n−1
2 ℏ
1
2k+
1
2K , λ−
1
2 ≤ ℏ ≤ λ−(2+ 1K )−1 ,(1.6)
where the constants depend only on the bounds on derivatives of ψ and S in (1.2)
(up to some finite order).
Note that our methods are only applicable in the region ℏ ≥ λ− 12 (in a certain
sense, this is the restriction due to the uncertainty principle).
Remark. The estimate (1.6) is also applicable to Tλ localized to the region where
|h(x, ϑ)| ≤ 2ℏ (that is, when we no longer require |h(x, ϑ)| ≥ ℏ/2). We will denote
such an operator by T¯ ℏλ :
(1.7) T¯ ℏλu(x) =
∫
Rn
eiλS(x,ϑ)ψ(x, ϑ)β¯(ℏ−1h(x, ϑ))u(ϑ) dϑ, β¯ ∈ C∞comp([−2, 2]).
Let the functions β and β¯ satisfy
∑
±
∑∞
j=1 β(±2−jt) + β¯(t) = 1, for any t ∈ R.
Then we can decompose Tλ as
(1.8) Tλ =
∑
±
∑
ℏ>ℏo
T±ℏλ + T¯
ℏo
λ , ℏ = 2
−N , N ∈ N,
where the cut-off value ℏo is to be chosen properly. We can apply Theorem 1.1 to
each T ℏλ (the estimates (1.3)-(1.5)) and to T¯
ℏ
λ (the estimate (1.6)). This gives the
following estimate on Tλ:
Corollary 1. Under the assumptions of Theorem 1.1,
(1.9) ‖Tλ‖ ≤ constλ−n2 +supp δ,
where “the loss in the rate of decay at a point p” is given by
δ(l, r) =
1
2
(
1− 1
2min(l, r)
)(
1 +
1
2max(l, r)
)−1
,
with l and r being the types of π
L
and π
R
at p. The supremum in (1.9) is taken over
all points of C. There is certainly no loss of smoothness at non-singular points: we
define δ(0, 0) = 0.
This is weaker (except when l = 1 or r = 1) than the optimal result (proved in
[PhSt97] for n = 1) which we might expect: δopt(l, r) =
1
2
(
1 + 1
l
+ 1
r
)−1
.
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Damping estimates. We can use Theorem 1.1 for deriving the damping esti-
mates. According to the estimates (1.3)–(1.6), the series
∑
±
∑
ℏ>λ−
1
2
ℏ‖T±ℏλ ‖ +
λ−
1
2 ‖T¯λ−
1
2
λ ‖ (where ℏ varies dyadically, as in (1.8)), is bounded by constλ−
n
2 .
Hence, if Uλ is an operator like (1.1) but with a damping factor of magnitude
≤ const | detSxϑ|, then ‖Uλ‖ ≤ constλ−n/2. This proves the following result:
Corollary 2. Let Uλ be a compactly supported oscillatory integral operator of the
form (1.1) with singularities of finite type on both sides. If the density ψ vanishes on
the critical variety Σ = {(x, ϑ) | detSxϑ(x, ϑ) = 0} so that |ψ| ≤ const | detSxϑ|,
then Uλ has the same decay of its L
p → Lp norm as non-singular oscillatory integral
operators:
(1.10) ‖Uλ‖Lp→Lp ≤ constλ−
n
2 +n|
1
p
− 12 |, 1 ≤ p ≤ ∞.
Note that we have interpolated the L2 estimates with the trivial L1 and L∞
estimates (which are uniform in λ).
According to [GrSe94], the L2 estimate in Corollary 2 implies the analogous result
for Fourier integral operators:
Corollary 3. Let A ∈ Im(X, Y, C) be a Fourier integral operator associated to a
canonical relation C such that the projections π
L
, π
R
are of corank at most 1 and
have finite types everywhere. If the symbol of A vanishes on the critical variety of
π
L
and π
R
, |σ(A)| ≤ const | det dπ|, dπ being the Jacobi matrix of either of π
L
, π
R
,
then for any real s
A : Hscomp(Y )→ Hs−mloc (X).
Lp estimates. Let us say a few words about Lp → Lp estimates on oscillatory
integral operators. They can be derived by interpolating L2 estimates with L1 → L1
and L∞ → L∞ estimates:
Theorem 1.2. Let rankSxϑ ≥ n − 1. If Tλ has singularities of type at most l on
the left and at most r on the right, then
‖T±ℏλ ‖L1→L1 ≤ const ℏ
1
r ,(1.11)
‖T±ℏλ ‖L∞→L∞ ≤ const ℏ
1
l .(1.12)
The same estimates are satisfied for T¯ ℏλ .
We may apply Theorems 1.1, 1.2 to derive the Lp → Lp estimates on Tλ. Both L2
and L1, L∞ estimates on T¯ ℏλ become better for smaller values of ℏ; by interpolation,
we see that this is also true for Lp estimates for any 1 ≤ p ≤ ∞. The estimates
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on T ℏλ have a more complicated behavior: L
1, L∞ estimates become better for
smaller values of ℏ, while L2 estimates “blow up” as ℏ → 0. Therefore, Lp → Lp
estimates on T ℏλ improve as ℏ → 0 only if p is outside a certain neighborhood of
p = 2. In this case, the norms on the operators in the dyadic decomposition (1.8)
only become better as ℏ becomes smaller, and we conclude that the estimate on
the entire Tλ is determined by operators which are truncated off the critical variety
(large values of ℏ) and hence coincides with the norm of non-degenerate oscillatory
integral operators.
In a certain neighborhood of p = 2, we need to glue the diverging Lp estimates
on T ℏλ with the estimate on T¯
ℏo
λ , at some point ℏo > λ
− 12 .
At some “boundary values” of p, the Lp estimates on T ℏλ are neither improving
nor blowing up when ℏ becomes small. Therefore, all the terms in (1.8) have the
same bounds, and we are getting a factor ln ℏ−1o ∼ lnλ (this is the number of terms
in (1.8)).
The Lp estimates we obtain in this fashion are optimal only if the canonical
relation associated to Tλ has a Whitney fold at least on one side (this is when we
know the optimal L2 → L2 estimates [Co98]):
Corollary 4. Let Tλ be a compactly supported oscillatory integral operator with a
fold singularity on the left. If the singularity on the right is of type at most r, then
the operator Tλ has the same continuity properties in L
p, for p < r+2
r+1
and for p > 3,
as a non-singular oscillatory integral operator:
(1.13) ‖Tλ‖Lp→Lp ≤ constλ−
n
2 +n|
1
p
− 12 |, 1 ≤ p < r + 2
r + 1
, 3 < p ≤ ∞.
For r+2r+1 ≤ p ≤ 3 the estimates are obtained by the interpolation with the L2 esti-
mates,
(1.14) ‖Tλ‖Lp→Lp ≤ constλ−n2 +(4+ 2r )
−1
.
These estimates are sharp for r+2
r+1
< p < 3. At the endpoints p = r+2
r+1
and p = 3,
we can only prove weak estimates (with the extra factor lnλ).
Remark. The estimates in Theorem 1.2 may be improved if certain additional con-
ditions on the projections are satisfied, and this in turn leads to the estimate
(1.13) in Corollary 4 to be true for a wider range of values of p. For example,
if dx(detSxϑ)|Σ 6= 0 (this condition is satisfied if πR has a strong S+1r -singularity, in
the sense of [GrSe97a]), then ‖T ℏλ ‖L1→L1 ≤ const ℏ, and then one can easily prove
that the estimate (1.13) is valid in the range 1 ≤ p < 3
2
and 3 < p ≤ ∞. We will
not discuss this issue here.
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Lp-Lq estimates. There are two more estimates which hold for both T±ℏλ and T¯
ℏ
λ :
‖T±ℏλ ‖L1→L∞ ≤ const,
which is trivially satisfied, and
‖T±ℏλ ‖L∞→L1 ≤ const ℏ,
which is satisfied if dx,ϑ(detSxϑ)|Σ 6= 0. The interpolation yields a variety of Lp-
Lq estimates on Tλ which we do not discuss. For the case of oscillatory integral
operators with two-sided Whitney folds, see [GrSe97b].
We will prove Theorem 1.2 in Section 2 and Theorem 1.1 in Sections 3, 4, and 5.
2. Using finite type conditions: L1 and L∞ estimates
We illustrate how the finite type conditions work on the simplest example: we
derive L1 and L∞ estimates formulated in Theorem 1.2. We need certain prepa-
ration: We choose local coordinates x = (x′, xn) and ϑ = (ϑ
′, ϑn) so that Sx′ϑ′ is
non-degenerate (recall that the corank of Sxϑ is at most 1), and consider the map
π
R
|
ϑ
as a composition
(2.1) (x′, xn)
pi′7−→ (η′ = Sϑ′(x, ϑ), xn) pi
s
7−→ (η′, ηn = Sϑn).
According to the condition of the theorem that π
R
is of type at most r, we may
assume that
(2.2) Kr
R
h ≥ κ
R
> 0,
where the vector field K
R
= (∂xn)η′=Sϑ′ fixed has the property KR |h(x,ϑ)=0 ∈ Ker dπR .
Its explicit form is
(2.3) K
R
= (∂xn)η′=Sϑ′ fixed = ∂xn − S
ϑ′x′Sxnϑ′∂x′ ,
where Sϑ
′x′(x, ϑ) is the inverse to the matrix Sx′ϑ′ at a point (x, ϑ).
Proof of Theorem 1.2. We will write the generic notation β for the localizing func-
tions β, β¯; the argument is the same for both T±ℏλ and T¯
ℏ
λ . The key property
of these operators is the small size of the support of their integral kernels “in the
critical direction”; we are to estimate this size using the finite type conditions.
We have:
‖T ℏλu‖L1 ≤
∫∫
dx dϑ |ψ(x, ϑ)β(ℏ−1h(x, ϑ))u(ϑ)|
≤ ‖u‖L1 · const sup
ϑ
∫
dx |ψ(x, ϑ)β(ℏ−1h(x, ϑ))|.
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The bound which we need for the proof of (1.11),
(2.4)
∫
dx|ψ(x, ϑ)β(ℏ−1h(x, ϑ))| ≤ const ℏ 1r ,
is due to the assumptions that the map (x, ϑ) 7→ (ϑ, Sϑ) is of type r. We change
the variables of integration to η′ = Sϑ′(x, ϑ) and t = xn:
∫
dx|ψ(x, ϑ)β(ℏ−1h(x, ϑ))| =
∫
dη′
| detSx′ϑ′ | dt|ψβ(ℏ
−1h)|.
We claim that the integration with respect to t contributes const ℏ
1
r (while the
integration with respect to η′ is over the compact domain). Indeed, since ∂t =
(∂xn)η′ = KR , we know from (2.2) that ∂
r
t h ≥ κR > 0. Now everything follows from
the following lemma:
Lemma 2.1. Let h ∈ Cr(R) be a function such that |h(r)(t)| ≥ κ > 0 for t in
some interval I ⊂ R. Then the set Iℏ = {t ∈ I | |h(t)| < ℏ} consists of at most
2r−1 intervals Iℏσ , possibly with joint ends, with each of them being of measure
|Iℏσ | ≤ (2r!/κ)
1
r ℏ
1
r .
This lemma is well-known; see, e.g., [Ch85]. Let us give a proof which also
motivates the partition of 1 which will follow in Section 3.
Proof. First, we take σ to be a set of r− 1 signs, σ = (σ1, . . . , σr−1), σj = ±1. We
define
Iσ = {t ∈ I | σjh(j)(t) ≥ 0, j = 1, . . . , r − 1}.
Clearly, I = ∪σIσ. Since h(r) does not change sign, h(r−1) is monotone and hence
the set {t ∈ I | σr−1h(r−1) ≥ 0} is connected. Continuing by induction, we conclude
that Iσ is also connected. We now define I
ℏ
σ = I
ℏ∩Iσ, which is also connected (since
h is monotone on each Iσ). We parameterize I
ℏ
σ by t, so that t changes from 0 to
δ ≡ |Iℏσ |. Then for 0 ≤ t ≤ δ we have:
either σr−1h
(r−1)(t) ≥ κt or σr−1h(r−1)(t) ≥ κδ − t.
The rest is by induction; we will arrive at
either σ1h
′(t) ≥ κ
(r − 1)! t
r−1 or σ1h
′(t) ≥ κ
(r − 1)! (δ − t)
r−1,
and hence |h(δ) − h(0)| ≥ κr!δr. The a priori bound |h(δ) − h(0)| < 2ℏ gives the
desired estimate on δ = |Iℏσ |. 
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For the L∞ → L∞ estimate, we derive
‖T ℏλu‖L∞ ≤ sup
x
∫
dϑ |ψ(x, ϑ)β(ℏ−1h(x, ϑ))u(ϑ)|
≤ ‖u‖L∞ · const sup
x
∫
dϑ |ψ(x, ϑ)β(ℏ−1h(x, ϑ))|.
As above, we may prove that if the map (x, ϑ) 7→ (x, Sx) is of type l, then∫
dϑ|ψβ(ℏ−1h)| ≤ const ℏ 1l , and the estimate (1.12) follows. This completes the
proof of Theorem 1.2 
3. Localizations
We are now going to prove Theorem 1.1. Thus, let both π
L
and π
R
be of corank
at most 1 and have finite types. We assume that on the support of the integral
kernel of Tλ the types of the projections are at most l and r, respectively. Our
statements for the cases l = 1 or r = 1 already follow from [Co97], so we assume
that l > 1 and r > 1. For the definiteness, we will also assume that l ≥ r.
The argument is the same for T±ℏλ ; for our convenience we will always consider
T ℏλ (that is, we always assume that detSxϑ is positive).
We split the integral kernel of T ℏλ into pieces, in the spirit of the proof of Lemma
2.1. For this, we pick a smooth function ρ, supp ρ ⊂ [−1,∞), such that ρ(t) +
ρ(−t) = 1, and introduce the following partition of 1:
(3.1)
1 =
∑
σ
ρℏσ(x, ϑ), σ = (σ1, . . . , σl−1), σj = ±1,
ρℏσ(x, ϑ) =
l−1∏
j=1
ρ(ℏ−1σjK
j
R
h(x, ϑ)).
Here the vector field K
R
= ∂xn − Sϑ
′x′Sxnϑ′∂x′ is the same as in (2.3).
Analogously, we introduce the partition
(3.2)
1 =
∑
ς
̺ℏς (x, ϑ), ς = (ς1, . . . , ςr−1), ςj = ±1,
̺ℏς (x, ϑ) =
r−1∏
j=1
ρ(ℏ−1ςjK
j
L
h(x, ϑ)), K
L
= ∂ϑn − Sϑ
′x′Sx′ϑn∂ϑ′ .
Of course, K
L
|
h(x,ϑ)=0
∈ Ker dπ
L
.
Note that (i) the summation indexes σ and ς in (3.1), (3.2) take finitely many
values, and (ii) these are admissible partitions, in the sense that
|∂αx ∂βϑρℏσ(x, ϑ)| ≤ Cαβℏ−|α|−|β|,
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so that only ℏ−1 can be contributed during integrations by parts which will follow
later in the argument. We continue the proof individually for each of the pieces of
T ℏλ with fixed σ, ς.
We use the “fine” partitions of 1,
(3.3)
1 =
∑
X∈Zn
χ(ℏ−1η′ −X ′)χ(ℏ−1xn −Xn), η′ ≡ Sϑ′(x, ϑ),
1 =
∑
Θ∈Zn
χ(ℏ−1ξ′ −Θ′)χ(ℏ−1ϑn −Θn), ξ′ ≡ Sx′(x, ϑ),
where χ is a certain smooth function supported in the unit ball in Rn. Multiplying
the integral kernel of the operator T ℏλ by the above functions, we decompose T
ℏ
λ
into T ℏλ =
∑
X,Θ∈Zn
(
T ℏλ
)
XΘ
.
Convexity. We will use the fact that the map π
R
|
ϑ
: x 7→ Sϑ(x, ϑ) (and similarly
π
L
|
x
) satisfies certain convexity condition: Given ϑ, then for any x, y on a connected
set where detSxϑ ≥ ℏ/2 the following inequality holds:
(3.4) |Sϑ(x, ϑ)− Sϑ(y, ϑ)| ≥ const ℏ|x− y|.
Let us show (sketching the argument from [Co97]) that the property (3.4) is satisfied
on the support of each of σ, ς-pieces of T ℏλ . The map π
′ in (2.1) is a diffeomorphism
and hence we may assume that |η′(x) − η′(y)| ≥ const | detSx′ϑ′ | · |x− y|. We now
need to investigate the map πs|
η′
: xn 7→ ηn = Sϑn(x, ϑ). Let us denote by L the
line segment from (η′, xn) to (η
′, yn). We have:
(3.5) |ηn(η′, yn)− ηn(η′, xn)| ≥ |yn − xn| · inf
L
| (∂xn)η′ηn|
We need to show that the factor at |yn − xn| in the right-hand side of (3.5) is of
magnitude ℏ, and then the inequality (3.4) follows.
The value of the derivative (∂xn)η′ηn can be determined from the decomposition
π
R
|
ϑ
= πs
R
|
ϑ
◦ π′
R
|
ϑ
. Considering the determinants of the Jacobi matrices in (2.1),
J(πs
R
|
ϑ
) · J(π′
R
|
ϑ
) = J(π
R
|
ϑ
), we obtain (∂xn)η′ηn · detSx′ϑ′ = h(x, ϑ). Hence,
Lemma 3.1. There is the relation (∂xn)η′ηn =
h(x,ϑ)
det Sx′ϑ′
.
We also need to check that h(x, ϑ) ≥ const ℏ on a line between xn and yn:
Lemma 3.2. If |L| ≤ const, then h ≥ ℏ4 everywhere on L.
Hence, we admit that the line segment L could be not entirely on the support of
the integral kernel of T ℏ, where h ≥ ℏ/2.
Proof. Let t be a parameter on the line segment L, changing from t = 0 at the point
(η′, xn) to t = |xn− yn| at the point (η′, yn). We consider h(x, ϑ)|L as a function of
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t; ∂t = (∂xn)η′ . Since both (η
′, xn) and (η
′, yn) are on the support of σ, ς-piece of
T ℏλ , we know that at t = 0 and at t = |xn − yn|
h ≥ ℏ/2,(3.6)
σj · (∂t)jh ≥ −ℏ, ∀ j ∈ N, j < r.(3.7)
Due to the finite type conditions on both projections from C, we also know that
(∂t)
rh > 0 (or instead < 0), for all t between 0 and |xn − yn| (see (2.2)).
If we assumed that in (3.6) and (3.7) ℏ = 0, then we would conclude by induction
that all (∂t)
jh(t), j < r, were monotone functions which did not change the signs
between t = 0 and t = |xn − yn|, and hence h(t) would be concluded monotone
(see the proof of Lemma 2.1). Since ℏ 6= 0, the above conclusion is true modulo the
error of magnitude ℏ; hence, the function h(t) is “almost monotone” (its derivative
is greater than − const ℏ or less than const ℏ), therefore the value of h(t) can not
drop below ℏ/4 as long as t is between 0 and |xn−yn| and as long as at the boundary
points the value of h is not less than ℏ/2. We also need to assume that |xn − yn| is
not too large. 
4. Almost orthogonality relations for different pieces
We are going to apply the Cotlar-Stein lemma on L2 almost orthogonality [St93].
For our convenience, let us formulate this result here.
Cotlar-Stein Lemma. Let E and F be the Hilbert spaces, and let {Ti | i ∈ Z} be
a family of continuous operators E → F which satisfy the following conditions:
(4.1) ‖T ∗i Tj‖ ≤ a(i, j), ‖TiT ∗j ‖ ≤ b(i, j),
where a(i, j) and b(i, j) are non-negative functions on Z× Z. If a and b satisfy
(4.2) A ≡ sup
i
∑
j
a
1
2 (i, j) <∞, B ≡ sup
i
∑
j
b
1
2 (i, j) <∞,
then the formal sum
∑
i Ti converges (in the weak operator topology) to a continuous
operator T : E → F, which is bounded by
(4.3) ‖T‖ ≤ A 12B 12 .
The details of the proof are in [St93].
Now we are going to investigate the almost orthogonality relations for the oper-
ators
(
T ℏλ
)
XΘ
, with respect to different multi-indexes {XΘ}.
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Almost orthogonality with respect to different Θ, W . Let us consider the
behavior of the compositions
(
T ℏλ
)
XΘ
(
T ℏλ
)∗
YW
with respect to different Θ and W .
We will show that if X and Y are fixed and if W is also fixed, then the composition(
T ℏλ
)
XΘ
(
T ℏλ
)∗
YW
is different from zero only for finitely many values of Θ. The
integral kernel of such an operator is given by
(4.4)
KΘW (x, y) =
∫
Rn
dϑχ(ℏ−1Sx′(x, ϑ)−Θ′)χ(ℏ−1Sy′(y, ϑ)−W ′)
χ(ℏ−1Sϑ′(x, ϑ)−X ′)χ(ℏ−1Sw′(y, ϑ)− Y ′)× . . . ,
and in addition we know that xn ≈ ℏXn, yn ≈ ℏYn, and ϑn ≈ ℏΘn ≈ ℏWn. (Each
time, the error is at most ℏ.) Let us consider the following system:
(4.5)
{
Sy′(y
′, yn, ϑ
′, ϑn) = ℏW
′,
Sϑ′(y
′, yn, ϑ
′, ϑn) = ℏY
′.
Given yn, ϑn, Y
′, and W ′, we can solve this system for y′ and ϑ′, since the matrix
∂(ℏW ′, ℏY ′)
∂(y′, ϑ′)
=
[
Sy′ϑ′ Sϑ′ϑ′
Sy′y′ Sy′ϑ′
]
is non-degenerate. (For this, we could have used
certain preparation: at some point (xo, ϑo) on the support of Tλ we make the ma-
trices Sx′x′ and Sϑ′ϑ′ vanish, using the change S(x, ϑ) 7→ S(x, ϑ) +Φ1(x′) +Φ2(ϑ′),
which is equivalent to a unitary transformation. Possibly, we also use a restriction
to a smaller neighborhood of (xo, ϑo).) Now, since the parameters yn and ϑn (≈ ℏYn
and ≈ ℏΘn) and also the right-hand sides of the system (4.5) are determined with
the error ℏ, both y′ and ϑ′ are determined with the error of the same magnitude.
Then, from Sϑ′(x
′, xn, ϑ) ≈ ℏX ′, xn ≈ ℏXn, we determine x′ (same error). Hence,
ℏΘ′ ≈ Sx′(x, ϑ) is also determined with the error of magnitude ℏ. We conclude that
Θ can take only finitely many values (uniformly in λ, ℏ). Note that the particular
range of Θ may depend on the specific values of X , Y , and W .
Almost orthogonality with respect to different X, Y . The almost orthogo-
nality of compositions
(
T ℏλ
)
XΘ
(
T ℏλ
)∗
YW
with respect to different X and Y requires
the integration by parts in the expression for the integral kernel:
(4.6) K
((
T ℏλ
)
XΘ
(
T ℏλ
)∗
YW
)
(x, y) =
∫
Rn
eiλ(S(x,ϑ)−S(y,ϑ))χ(. . . )β(. . . )ψ(. . . )dnϑ.
Integration by parts in the expression (4.6) shows that for any integer N
(4.7)
∣∣∣K ((T ℏλ )XΘ
(
T ℏλ
)∗
YW
)
(x, y)
∣∣∣ ≤ constN
∫
dnϑχ(. . . )β(. . . )
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]2N
.
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The factor ℏ in the denominator reflects the contribution of ℏ−1 from each integra-
tion by parts (to estimate the contribution of certain terms, one needs to refer to
(3.4)).
We claim that
|Sϑ(x, ϑ)− Sϑ(y, ϑ)| ≥ const(ℏ|X ′ − Y ′|+ ℏ2|Xn − Yn|).
For ℏ|Xn−Yn| ≤ |X ′−Y ′| this inequality is trivial, while for ℏ|Xn−Yn| ≥ |X ′−Y ′|
we use the convexity property (3.4) of π
R
:
|Sϑ(x, ϑ)− Sϑ(y, ϑ)| ≥ const ℏ|x− y| ≥ const ℏ2|Xn − Yn|.
Now we may rewrite the right-hand side of (4.7) as
const
[1 + λℏ(ℏ|X ′ − Y ′|+ ℏ2|Xn − Yn|)]N
∫
dnϑχ(. . . )β(. . . )
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
and apply the Schur lemma:
∥∥∥(T ℏλ )XΘ
(
T ℏλ
)∗
YW
∥∥∥ ≤
∫
dnx
∣∣∣K ((T ℏλ )XΘ
(
T ℏλ
)∗
YW
)
(x, y)
∣∣∣
≤ const
[1 + λℏ(ℏ|X ′ − Y ′|+ ℏ2|Xn − Yn|)]N
∫
dnx dnϑχ(. . . )β(. . . )
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
.
We will integrate in x first. If ℏ ≥ λ− 13 , then
∫
dnx
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
=
∫
dn{Sϑ}
| detSxϑ| ·
1
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
is bounded by const(λℏ)−nℏ−1. If instead ℏ ≤ λ− 13 , then a better bound is obtained
when appealing the size of the support in xn:
∫
dnxχ(. . . )β(. . . )
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
=
∫
dn−1{Sϑ′}
| detSx′ϑ′ | ·
dxn χ(ℏ
−1xn −Xn) . . .
[1 + λℏ|Sϑ(x, ϑ)− Sϑ(y, ϑ)|]N
.
This expression is bounded by ≤ const(λℏ)−n+1ℏ: (λℏ)−n+1 is due to the integration
in Sϑ′ , and ℏ is due to the integration in xn.
The integration with respect to ϑ is performed as follows:
∫
dϑnχ(. . . ) =
∫
dn−1{Sy′} dϑn
| detSy′ϑ′ | χ(ℏ
−1Sy′(y, ϑ)−Θ′)χ(ℏ−1ϑn −Θn) ≤ const ℏn.
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We conclude that
(4.8) ‖ (T ℏλ )XΘ
(
T ℏλ
)∗
YW
‖ ≤ const τ2 [1 + λℏ2 (|X ′ − Y ′|+ ℏ|Xn − Yn|)]−N ,
where τ2 = min(λ−nℏ−1, λ−n+1ℏ2). One may think of τ as of the L2-estimate on a
generic operator
(
T ℏλ
)
XΘ
.
Let us rewrite (4.8) as
(4.9) ‖ (T ℏλ )XΘ
(
T ℏλ
)∗
YW
‖ ≤ τ2a(X,Θ; Y,W ),
where a(X,Θ; Y,W ) ∈ C(Z4n;R+) is some function which “measures” the orthog-
onality of operators. Similarly to (4.2), we define
(4.10) A = sup
Y,W
∑
X,Θ
a
1
2 (X,Θ, Y,W );
roughly, this is “the number of the operators which are not orthogonal” (imagine
that a takes values 0 and 1 only). We proved earlier that for fixed X , Y , and W ,
the multi-index Θ takes only finitely many values; therefore the summation with
respect to Θ in (4.10) is over a finite region in Zn and only contributes some factor
which is uniform in ℏ and λ.
Before we proceed to the analysis of the summation in X , let us say a few words
about the compositions of the form T ∗T . For such compositions, we have estimates
similar to (4.9):
(4.11) ‖ (T ℏλ )∗XΘ
(
T ℏλ
)
YW
‖ ≤ Cτ2b(X,Θ; Y,W );
we define
(4.12) B = sup
Y,W
∑
X,Θ
b
1
2 (X,Θ; Y,W ).
By the symmetry, we know that the summation with respect to X in (4.12) is over
a finite subset in Zn.
We analyze the summation in X in four different cases: ℏ ≥ λ− 13 , λ−(2+ 1r )−1 ≤
ℏ ≤ λ− 13 , λ−(2+ 1l )−1 ≤ ℏ ≤ λ−(2+ 1r )−1 , and λ− 12 ≤ ℏ ≤ λ−(2+ 1r )−1 .
The case ℏ ≥ λ− 13 . The simplest case is when ℏ ≥ λ− 13 ; then (4.8) decreases
faster than τ2 times any power of |X − Y |−1, and the sum∑X in (4.10) is bounded
uniformly in ℏ, λ, so that A ≤ const. By the symmetry, B in (4.12) is also uniformly
bounded.
According to the Cotlar-Stein lemma (4.3), the bound on T ℏλ is given by
τ = min(λ−
n−1
2 ℏ, λ−
n
2 ℏ
− 12 ),
which is the root of the common factor in (4.9), (4.11), times the geometric mean
of A and B:
(4.13) ‖T ℏλ ‖ ≤ τ
√
AB ≤ constλ−n2 ℏ− 12
√
AB ≤ constλ−n2 ℏ− 12 , ℏ ≥ λ− 13 .
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The case λ−(2+
1
r
)−1 ≤ ℏ ≤ λ− 13 . Again, for each X , the summation in Θ in
A =
∑
X,Θ a
1
2 (X,Θ; Y,W ) is over a finite set of multi-indices. But, if λℏ3 ≤ 1, then
it follows from (4.8) that the summation with respect to X in (4.10) contributes∑
X
[1 + λℏ2|X ′ − Y ′|+ λℏ3|Xn − Yn|]−N ≤ const(λℏ3)−1.
Note that the summation with respect to X ′ in (4.10) is fine (contributes a factor
uniform in λ, ℏ) as long as λℏ2 ≥ 1. Our conclusion is that “the number of non-
orthogonal operators” is controlled by
(4.14) A =
∑
X,Θ
a
1
2 (X,Θ; Y,W ) ≤ const(λℏ3)−1.
Similarly, B =
∑
X,Θ b
1
2 (X,Θ; Y,W ) ≤ const(λℏ3)−1, and (4.13) becomes
(4.15) ‖T ℏλ ‖ ≤ constλ−
n−1
2 ℏ
√
AB = constλ−
n+1
2 ℏ
−2, λ−
1
2 ≤ ℏ ≤ λ− 13 .
The case λ−(2+
1
l
)−1 ≤ ℏ ≤ λ−(2+ 1r )−1 . The estimate (4.15) is clearly inadequate
for small values of ℏ: its derivation is based on the assumption that detSxϑ 6= 0, and
as a consequence the estimate blows up when ℏ→ 0 and does not allow to estimate
the contribution of some tiny neighborhood of the critical variety {detSxϑ = 0}.
Let us get another estimate on A, trying to count “non-orthogonal terms” directly.
In (4.14), we evaluated the sum assuming that the number of terms with different
Xn is infinite, while certainly Xn takes at most const ℏ
−1 values. More than that, if
the projection π
R
is of type r, then there are only const ℏ−1+
1
r terms with different
Xn. This is because the size of support of the integral kernel of T
ℏ
λ is not only
compact, but also bounded in certain critical direction by ℏ
1
r (this is gained by the
methods which are very much the same as in Section 2; we will show this in more
detail in Section 5). This leads to the following bound on A in (4.10):
(4.16) A ≤ const ℏ−1+ 1r .
Now we proceed to deriving the resulting bounds on T ℏλ . If ℏ ≤ λ−(2+
1
r
)−1 , then
(4.16) gives a better bound on A than (4.14). We assume that ℏ ≥ λ−(2+ 1l )−1 , so
that a proper bound on B is still (λℏ3)−1. Hence, we can rewrite (4.13) as
(4.17) ‖T ℏλ ‖ ≤ constλ−
n−1
2 ℏ
√
ℏ−1+
1
r (λℏ3)−1 ≤ constλ−n2 ℏ−1+ 12r .
The case λ−
1
2 ≤ ℏ ≤ λ−(2+ 1l )−1 . In this region, the best bounds on both A and
B are due to the finiteness of types of the projections π
L
and π
R
: A ≤ const ℏ−1+ 1r ,
B ≤ const ℏ−1+ 1l . This gives
(4.18) ‖T ℏλ ‖ ≤ constλ−
n−1
2 ℏ
√
ℏ−1+
1
r ℏ−1+
1
l ≤ constλ−n−12 ℏ 12l+ 12r .
Since the derivation of bounds A ≤ const ℏ−1+ 1r and B ≤ const ℏ−1+ 1l does not
appeal to the inequality detSxϑ ≥ ℏ/2 (for details, see Section 5), we conclude that
T¯ ℏλ also satisfies the estimate (4.18).
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5. Almost orthogonality and finite type conditions
We are left to prove the bound (4.16). As in Section 2, we consider the map π
R
|
ϑ
as decomposed into
(5.1) (x′, xn)
pi′7−→ (η′ = Sϑ′(x, ϑ), xn) pi
s
7−→ (η′, ηn = Sϑn).
Since π
R
is of type at most r, we may assume that on the support of the integral
kernel of the operator Tλ we have a uniform bound
(5.2) (∂xn)
r
η′ h ≥ κR > 0.
We work in the space (η′, xn). Consider the line segment L which connects the
points (η′(x, ϑ), xn) and (η
′(y, ϑ), yn). There are two cases:
• The line segment L is outside the cℏ1− 1r -cone of the direction ± (∂xn)η′ (c should
be sufficiently small; see later); this corresponds to
(5.3) |Sϑ′(x, ϑ)− Sϑ′(y, ϑ)| ≥ cℏ1− 1r |xn − yn|.
We derive that the gradient of the phase function, λ(Sϑ(x, ϑ)−Sϑ(y, ϑ)), is bounded
in the absolute value from below by
λ|Sϑ′(x, ϑ)− Sϑ′(y, ϑ)| ≥ 1
2
λ
(
|Sϑ′(x, ϑ)− Sϑ′(y, ϑ)|+ cℏ1− 1r |xn − yn|
)
.
Similarly to how we arrived at (4.8), we derive that for any integer N
‖ (T ℏλ )XΘ
(
T ℏλ
)∗
YW
‖ ≤ constλ−n+1ℏ2
[
1 + λℏ2
(
|X ′ − Y ′|+ cℏ1− 1r |Xn − Yn|
)]−N
.
Since λℏ2 ≥ 1, the summation ∑Xn in (4.10) contributes at most
∑
Xn
[
1 + cλℏ3−
1
r |Xn − Yn|
]−N
≤ const c−1ℏ−1+ 1r ,
in an agreement with (4.16). (Recall at this point that the summation with respect
to Θ in (4.10) is over a bounded set in Zn and that the summation with respect to
X ′ converges, as long as ℏ ≥ λ− 12 .)
• Now assume that the line segment L from (η′(x), xn) to (η′(y), yn) is inside the
cℏ1−
1
r -cone of the directions ± (∂xn)η′ . If |x− y| ≥ const ℏ
1
r , then, using (5.2), we
will show that
(5.4) |h(x, ϑ)− h(y, ϑ)| ∼ κ
R
(ℏ|L|)r,
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where |L| ≡ dist [(η′(x), xn), (η′(y), yn)]. Since the left-hand side of (5.4) can not be
greater than 4ℏ (the value of |h| at both points (x, ϑ) and (y, ϑ) is bounded by 2ℏ),
we gain the bound |L| ≤ const ℏ 1r . This, together with |L| ≥ |xn−yn| ≈ ℏ |Xn − Yn|,
yields the desired restriction
(5.5) |Xn − Yn| ≤ const ℏ−1+ 1r ,
which again leads to (4.16).
The detailed proof of (5.5) is in [Co98]; for the reader’s convenience, we give here
the sketch. Let t be a parameter on the line segment L, which changes from t = 0
at π′(x) to t = |L| at π′(y). We consider h as a function of t. Since L is in the
cℏ1−
1
r -cone of ± (∂xn)η′ ,
∂jth−KjRh = O(cℏ1−
1
r ).
At the points (x, ϑ) and (y, ϑ), σjK
j
R
h ≥ −ℏ; we assume c is so small that
(5.6) σjh
(j)(t) ≥ −ℏ1− 1r at the points t = 0 and t = |L|.
Since |Kr
R
h| ≥ κ
R
, we also know that (again, assuming that c is sufficiently small)
(5.7) |h(r)(t)| ≥ κR
2
> 0, for any t between 0 and |L|.
If we assumed that ℏ = 0 in the right-hand side of (5.6), then, similarly to the
argument in the proof of Lemma 2.1, we would conclude that the derivatives h(j)(t)
of all orders j < r were monotone functions which did not change the signs between
t = 0 and |L|. Moreover, we would derive that |h(|L|) − h(0)| ≥ κR2 · |L|
r
r! . Since
at the endpoints of L the values of σjh(j) are only greater than −ℏ1− 1r , there is an
error involved; its magnitude is bounded by O(ℏ1−
1
r |L|). We arrive at
(5.8) |h(|L|)− h(0)| ≥ κR
2
· |L|
r
r!
− const ℏ1− 1r |L|.
Therefore, |L| ≤ const ℏ 1r , and this proves (5.5).
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