Classical relativistic field theory is used as a basis for a general discussion of the problem of splitting up the total energy-momentum tensor ofa system into contributions from its component subsystems. Both the Minkowski and Abraham forms (including electrostriction) arise naturally in alternative split-up procedures applied to a nondispersive dielectric fluid. The case of an electromagnetic wave in a (spatially and temporally) dispersive medium in arbitrary but slowly varying motion is then treated. In the dispersive case the results cannot be found by replacing the dielectric constant e with e(&, ar) but include derivatives with respect to the wave vector k and the frequency ar. Ponderomotive force expressions are obtained and the perturbation in the total energy-momentum tensor due to a one-dimensional wavepacket is found, A nonlinear Schrtidinger equation is obtained for the evolution of a three-dimensional wavepacket. Both hot and cold plasmas are treated.
Introduction
The ancient Abraham-Minkowski dispute regarding the correct form of the energy-momentum tensor for nondispersive electromagnetic waves in material media has recently received renewed attention in the literature. For a review of the older literature the reader is referred to the English edition of Pauli's book on relativity (1958, pp. 109, ll0) , while for the current status of the controversy the review by Robinson (1975) is recommended.
The latter author, while emphasizing the difficulty of obtaining a general microscopic derivation, points out that the problem of obtaining a macroscopic solution in arbitrarily moving media has been solved by Penfield and Haus (L967) using their method of virtual power. As Robinson points out, the result is in fact a generalization of Helmholtz's (1882) solution for the force density acting on a medium subject to static fields, a result which predates the controversy itself by almost 30 years ! Stated succinctly, the conclusion is that the force density acting on the medium (henceforth called the ponderomotive force density) is that expected from the Abraham form of the energy-momentum tensor, plus a part described macroscopically as electrostrictive and magnetostrictive effects. This result can be found in such text books as Landau and Lifshitz (1960) or Panofsky and Phillips (1962) for the special case of quasistatic nondispersive media. It is the calculation from first principles of the electrostrictive and magnetostrictive coefficients which makes a microscopic treatment difficult (Robinson 1975; Peierls 1976) .
There is a case, however, in which a microscopic treatment is possible, namely that of the collisionless plasma. The problem of ponderomotive forces of electromagnetic waves in inhomogeneous plasmas is of great interest in laser fusion research (Hora 1969) and also has application in magnetic containment devices in RF confinement and microwave heating. The reason for the tractability of the problem in the plasma case is that the particles of a plasma are weakly interacting and may be adequately described using a self-consistent field model: the vlasov equation or some fluid approximation to it. Klima and Petrzilka (1968) have shown that the ponderomotive force in a cold plasma is that expected from the Abraham tensor with the electrostrictive correction. This is actually quite surprising since a plasma is a highly dispersive medium and it is not clear that the conventional treatment holds. Landau and Lifshitz (1960, p. 256) give a derivation of the time-averaged internal energy density in a medium exhibiting temporal dispersion, but they explicitly state that ponderomotive force expressions have not been derived for such a medium. We shall see in Section 4d here that the reason why the result holds is that there is no spatial dispersion in a cold plasma. This is no longer true in a warm plasma, and it is one of the principal aims of this paper to derive the ponderomotive force for a system exhibiting spatial dispersion. Our overall aim is to provide a unified macroscopic (continuum) description in which ponderomotive effects in all states of matter (solids, fluids and plasmas) can be discussed.
A simple application of the ponderomotive force expression combined with the electromagnetic energy-momentum tensor is to calculate the total perturbed energymomentum tensor convected with a one-dimensional wavepacket. This has been discussed by Haus (1969) and by Robinson (1975) in the nondispersive case, and by Hora (1974) and Petrzilka (1973, 1975) in the cold plasma case. As the equation of motion for the background medium must be solved to find the amount of momentum and energy carried by the background, the result corresponds neither to the Abraham nor to the Minkowski result in general-the medium 'dresses' the wavepacket and modifies the energy-momentum tensor. A three-dimensional wavepacket leaves a sonic wake behind it (Peierls 1976) , which is related to induced Brillouin scattering (Kroll 1965) . There are also self-focusing effects and modulational instabilities (Karpman and Krushkal' 1969) which tend to break an initially onedimensional wavetrain into three-dimensional wavepackets.
Although the preceding remarks would appear to imply that Minkowski was 'wrong ' and Abraham (and Helmholtz) were 'right', the situation is not as simple as this since there is no unique way of splitting up a system into interacting subsystems. This point has been made clearly by Penfield and Haus (1967) . The Minkowski form is wrong only if one demands that the energy-momentum tensor for the background subsystem be unaffected in form by the introduction of interacting fields. But surely this is the only 'natural' assumption? In this paper we argue that there is at least one other equally natural form for the background energy-momentum tensor. By basing the treatment on Hamilton's principle and the methods of relativistic field theory (Pauli l94l ; Hill l95l) it becomes apparent that there is a canonical procedure which, from a Hamiltonian viewpoint, is also very natural. Just as the canonical momentum for a particle in general differs from its physical momentum, so does the canonical energy-momentum tensor for a subsystem differ from what we shall call its physical energy-momentum tensor. This distinction is different from that between the canonical and the symmetrized energy-momentum tensor (Pauli l94l) for the system as a whole. The canonical and physical split-up procedures could be applied to either the canonical or symmetrized tensor, although we will not find it useful to talk about the physical split-up of the canonical energy-momentum tensor.
The approach we adopt is a natural extension of earlier work (Dewar 1970 ) on hydromagnetic waves, in which the idea of canonical and physical split-up procedures was introduced, and Whitham's (1965) averaged Lagrangian principle was used to effect a general treathent of dispersive waves within the WKB approximation. Some of the techniques have also been used to discuss the analogy between electrostatic plasma waves and galactic density waves (Dewar 1972a) , and to treat modulational instability of electrostatic plasma waves (Dewar 1972b) . The concept of canonical background momentum in the presence of waves has also been approached from the point of view of canonical transformation theory (Dewar 1973 (Dewar , 1976 .
In generalizing the previous work to fully electromagnetic waves the major obstacle has been that the standard treatments of field theory do not include an arbitrarily deformable background medium. It is essential to vary the background coordinate field in Hamilton's principle (taking into account such constraints as mass conservation) in order to obtain the correct ponderomotive force; and so a relativistic variational technique has been developed which includes the constraints explicitly, unlike Penfield and Haus (1967) who use Lagrange multipliers.
Although for most practical purposes a relativistic theory for the background is quite unnecessary, it is required for the electromagnetic field. It has been found that the most efficient technique with any claim to generality is first to do the calculations fully (special) relativistically, exploiting the compactness of 4-vector notation, and then to translate the results into 3-vector form, making nonrelativistic approximations as desired.
A few other authors (e.g. Toupin 1960; Schiipf 1964) have also used Hamilton's principle to treat the electrodynamics of continuous media, but have not treated dispersive waves. On the other hand, Furutsu (1969) has treated dispersive waves relativistically but has omitted to vary the background. Doughefty (1970 Doughefty ( , 1974 has reviewed the averaged Lagrangian method in the context of the cold plasma model, and has discussed two covariant methods for varying the background. The problem of waves in an arbitrary dielectric was not discussed. Jones (1971) has reviewed the use of Hamilton's principle for waves occurring in geophysics and has also discussed the use of classical field theory techniques.
Hamilton's principle is open to the objection that it requires one to postulate the form of the Lagrangian density, but it should be remembered that any macroscopic theory involves a number of postulates, and Hamilton's principle may be deeper than many of these. When one bears in mind that the macroscopic Lagrangian density must be an average of the microscopic density, which is known, and imposes Lorentz invariance, much of the arbitrariness goes out. We also know some of the EulerLagrange equations a priori, such as Maxwell's equations, and we find that we are unambiguously led to a definite form for the total Lagrangian density. Rules for forming Lagrangian densities are further discussed by Penfield and Haus (1967) , who defend Hamilton's principle with the remark that the systematic bookkeeping and standardized set of rules for applying the variational principle allow one to derive equations of motion in a way that is likely to be free of errors.
A more serious defect of Hamilton's principle, when applied to a system of nonlinearly interacting fields, is that it cannot handle dissipation. For treatments which allow entropy flow between subsystems the reader is referred to the books by Penfield and Haus (1967) and de Groot and Suttorp (1972) . There has also been considerable work on this subject from the standpoint of continuum mechanics (Lianis 1974) .
In Section 2 below we adapt Noether's theorem and the general symmetrization procedure of Belinfante to continuous media and introduce the canonical and physical split-up procedures.
In Section 3 the theory is applied to isotropic dielectrics (as the simplest example), and the connection with the Abraham-Minkowski controversy is made. we also treat longitudinal and transverse waves in an isotropic dispersive medium through a polarization tensor approach, and derive the energy-momentum tensors (and hence ponderomotive forces) for these cases.
The connection with 3-vector formalism is made in Section 4 where we spell out the full 3-vector expressions. Although many of these terms disappear in the nonrelativistic limit it is one of the advantages of our general upp.ou"h that we can see just what is being omitted. The connection with the frequency-and wavenumberdependent dielectric constant formulation of dispersive electromagnetic waves is also made.
In Section 5 we find the 'dressing' transformation of the physical electromagnetic energy-momentum tensor due to the excitation of background motion by a one_ dimensional wavepacket. An evolution equation for a three-dimensional wa-vepacket is also found which takes into account self-focusing and stimulated Brillouin scattering.
Section 6 contains the adaptation of the previous formalism to the case of a hot collisionless plasma. Because we use the Vlasov description, we are still in a sense dealing with a continuum description, except that the plasma is now regarded as a fluid in phase space. In this case the meaning of the canonical energy-momenrum tensor is rather clearer, as a Hamiltonian theory for single-particle motion can be developed; this we do in Appendix 2. Appendix I is devoted to a discussion of averaging, in order to clarify the meaning of 'background' in the presence of waves. The SI system of electromagnetic units (equivalent to MKS) ii used throushout this paper.
Relativistic Field Theory for Continua (a) Notation and Terminology
We make the theory manifestly Lorentz covariant by working only with 4-scalars (as is the Lagrangian density g),4-vectors (such as the 4-position xp : (ct,x) and 4-gradient 0p : }lax) or 4-tensors. Greek indices run from 0 to 3, Roman from I to 3, the summation convention is assumed and the metric tensor grn is such that goo : -gr| : -g22 : -g33: I (see e.g. Landau and Lifshitz (1971) for an introduction to this notation). The scalar products apbr: aobo _a.b, und ouor: a|-a'will be abbreviated a.b and.a2 respictively, andihe aigriment list xe, xr, x2, x, will be abbreviated by x.
Although we are dealing here with a continuum description of some material (which can be either a solid or a fluid), it is convenient to use the term particle to denote an infinitesimal element of the material. Such a particle forms a microsystem, which we assume to be characterized completely by its position, velocity and strain tensor, the vector whose elements consist of these parameters, together with the time at which they were measured, representing a microstate. The set of all microstates whose time component equals I is the state of the system at time /. we implicitly assume that density, temperature, etc. are related by holonomic constraints to the microstate.
The path traced out in 4-space by a particle as I goes from -oo to * a is its world line, and the unit 4-vector tangent to a world line at x is the local 4-velocity ur(x).
(b) Reference States
Unlike the case in quantum field theory (Pauli l94l), we cannot vary the field describing the material arbitrarily at all times. This is because there must be at least one time at which the state of the system (the reference state) is held fixed in order that variations in the strain tensor of the material may be defined relative to this reference state. However, it is unsatisfactory for a covariant theory to single out a special reference frame in which 'time' is to be defined. One could instead define a generalized reference state as the set of all the microstates of the system whose 4-position lies on a spaceJike hypersurface, but this is found to be inconvenient. This is because we wish to describe the system in 4-space, but the map from a general region of 4-space to this hypersurface is a projection, and therefore has no inverse function.
In order to retain the convenient feature of 3-space continuum mechanics that the map from the current state to the reference state is invertible, we introduce the concept of an expanded reference state, which allows microstates with a range of time values. For instance, we could designate the union of all the states of the system at times -oo < l, ( /o as the expanded reference state. That is, all variations vanish prior to fo. Since Hamilton's principle really only requires variations which can be localized around the current time I (although for a dispersive system we shall assume the variations to be slow with respect to the characteristic memory of the system), holding the system fixed over a range of times not containing I is perfectly compatible with Hamilton's principle.
To avoid specifying a special frame to define /o we introduce the concept of a reference region of 4-space, denoted by Qo. The expanded reference state associated with 96 is the set of all the microstates whose 4-position lies within Qo, and designating it as a reference state implies that the allowable uariations in Hamilton's principle uanish within Qo, (c) Mappings
In 3-space continuum mechanics (Eringen 1967) the strain tensor is defined in terms of the map from the reference state at / : 0 to the state of the system at the current time I (i.e. the time in whose neighbourhood variations are to be taken), generated by the motion of the particles during the time interval [0, 1] . Because the map is one to one we can equivalently use the inverse map from the current state to the reference state. This is more convenient because it allows 'Eulerian variations' (Dewar 1970) to be used. We shall call this mapping a reference map.
To obtain a covariant formulation we introduce a 'pseudotime' parameter t and seek a continuous one-parameter family of expanded reference maps rr from the 4-space region fl, in which variations are to be taken, onto a family of expanded reference regions frok) (disjolnt from Q). If the point x is mapped on the point X we can write Xp : Xp(x,r).
We require the map to be one to one and differentiable, and we require that any point in Q be connected to its image in Ao@) by q world line. Such a mapping is depicted in Fig. l . We also require that Xo(x,z) be a monotonically decreasing function of r in all frames.
An example of such a map is that provided by sliding every point in I back in time along the appropriate world line through a distance r measured along that world line, but there are infinitely many other pcissibilities. The lack of uniqueness of the map need not be a worry because we find that XP(x,z) can always be eliminated in favour of physically observable variables. For a general discussion, however, it is formally much more convenient to express all observables in terms of XF(x,r), because this fleld can be varied without constraint. The resulting Euler-Lagrange equations and conservation relations can always be re-expressed in terms of observables, and then become unique. For the time being we need only remark that the 4-velocity, proper density and strain tensor can all be expressed as functions of XP,6pXn and a/. Thus the most general Lagrangian density we can encounter is 9 : 9(X,AX,u,ry,A4), Q)
where the 4i(x) are the other fields entering into the problem. Hamilton's principle is stated in the form 69 dax :0, where Xr(x) and 4,@) are to be varied with r held constant and the world lines in 8o held fixed, XP changing as a function o/ x because the world lines within 4 are varied. Changes in functional dependence on n will be denoted by the Eulerian variation symbol 6, while changes evaluated at the varying 4-position determined by XP : const., r : corst. will be denoted by the Lagrangian variation symbol A, the
i Jg relation between the two types of variation being 
(e) Eulerian Variations
The variation in APXn is the obvious result 6ApX": Ap6X,: _Ap(Lx.AX\.
To find the variation in uP, we first note that a world line is traced out by xP as r is varied with XP fixed. Thus up: _XJeX-'),u{(X".AX-\2}-+, e)
where (dX-t)r" it the inverse of the matrix ArXn and the subscript r denotes partial differentiation with respect to z. Using the facts that L,X.P : 0 and
we can calculate LuP and hence find
Substitution of equations (6) and (9) into the variational principle (3) yields the Lagrange equations of motion for the background material ;.ux" dr( ,d,E \ -;"t " a9 -a^(up(qpu-rou";V\ -;.ru"09 :0. g0) \AApX"l 0X" "\ 'Au, l 6u, which can also be written as a canonical energy-momentum balance equation for the background material in the form AuT6Pn : f6u , where ro,' = u . ax "ffiu' + (a e * "#;-"Y-)(n, -r,u') -eae,' (r r ) is the canonical energy-momentum tensor for the background subsystem and .ftu:0a'9 -Ang6, (12) is the canonical force density acting on the background subsystem, the symbol do denoting the total derivative with respect to the background variables, nad io'' = (d''Xu)fi* e"{e, r,) a 4 x "+ G'u )fi;, (t3) and the symbol I'odenoting that part of I depending on the background variables alone. If we associate the 4, in the subspace ie ( i 1 ir,*t with the ftth subsystem, and also associate part of I with the icth subsystem so that s : ea*1n0, then we can define the canonical balance equation for the kth subsystem to be 1uTuu'-fion,
where the canonical energy-momentum tensor for the kth subsystem is defined to be it+r-l ACp
Using equation (14), we find the canonical force density to be fru = 0*'g -Angk.
The symbol do" is defined analogously to don as
Since the canonical equations for the background subsystem were given in the previous subsection, equation (18) completes the definition of the canonical energy-momentum tensors of all subsystems. If 9odepends only on the fields associated with the ftth subsystem, and has no explicit dependence on x, then the force densityfi acting on the kth subsystem vanishes and we call this a closed subsystem, i.e. one which has no interaction with any other subsystem. In the more typical and interesting case of interacting subsystems, the 9owill depend on fields associated with other subsystems and in fact there will be no unique way of defining I o, altholgh there is usually a most 'natural' way of splitting up I into contributions from different subsystems.
(h) Translation lrusariance
We now consider the conservation equations which the system as a whole must obey. We know from Noether's theorem (Hill l95l) that these are associated with the invariance of the equations of motion under symmetry transformations. In fact, in both classical and quantum field theories, I itself is form invariant under time and space translations and Lorcntz transformations. In our problem we must recognize the fact that a constraint has been applied on allowable variations, namely the requirement that 4o be held fixed. Thus our first symmetry postulate is that I (and in fact 9o 
From equations (12), (15) and (17) we see that (20) implies that the total 4-force density acting on the system is zero, thus implying the conservation of total canonical energy and momentum
where the total canonical energy-momentum tensor is defined by (2r)
.fpv:
Our second symmetry postulate is that I is invafiant under 'rigid rotation' (in 4-space) of 4 aboltthe origin, the world lines and fields within fr also being 'rotated'' This operation is a Lorentz transformation of Q,but go is, as always, held fixed' We shall call this invariance local Lorentz inuariance, this being a stronger assumption than the global Lorentz invariance implicit in the 4-vector formulation. We further assume that 96 and 9e are locally Lorentz invariant and translation invariant. Stated succinctly, we require where epu is an arbitrary antisymmetric infinitesimal 4-tensor, the matrices /rn;; being representations of the infinitesimal operators of the Lorentz gro:up (Pauli 1941) . Without loss of generality, Ipnii Qdr-be assumed antisymmetric in p and v. The condition that equation (23) be satisfied for all eun is, on using (20)' (n r, ffi + a" x e ffi; -uu aury) ^.".
+trii" nia# ++;.plli'r,ffi,: o,
where the subscript a.s. denotes the antisymmetric part of a tensor. That is, if t pn is an arbitrary tensor, tf]r. = +(tP"-t't').
Equation (25) is to hold for 9o and 9y as well, and is a restriction on allowable constitutive relations. This aspect will be discussed further in Section 34. In this (23) ( 24) section we demonstrate that equation (25) has the consequences (i) that angular momentum is conserved and (ii) that the energy-momentum tensor is symmetrizable.
The first consequence (i) follows directly from Noether,s theorem (Hill l95l) which yields where It is easily verified that equation (26) follows from equations (ll), (16), (21), (22), (25) and (27). Jones (1971) has interpreted the last term in equation (27) as rhe,spin' of the fields 4,, but for the purposes of the present paper we limit ourselves to interpreting the energy-momentum tensor.
(j) Symmetrization
The second consequence (ii) above of equation (25) follows directly from application of the method of Belinfante (see pauli 1941). we define a modified "*rgymomentum tensor where oP! : TPr *ao'f ouu ' (28)
In view of the antisymmetry of f'u' with respect to p and,u, Oru obeys the same conservation equation as Tp', namely
After some algebra it can be shown that the modified angular momentum tensor mpvn : _ xt ]pu * xn )pp (31) obeys the conservation equation
whence it follows that 0F'is a symmetric tensor. It can be shown that 0p, is uniquely determined by requiring symmetry (Pauli l94l).
(k) Physical Split-up
As with the total canonical energy*momentum T!,, we can split Opn into contributions from the various subsystems. There seem to be two natural conventions for effecting this split-up. The first we call, following Dewar (1920) , the physical split-up. we define the physical energy-momentum tensor for the ftth subsyitem by
-9*gr'*0of*or', where with the physical force density @ou acting on the kth subsystem given by (36) where we have used equation (20). From equations (10) and (14) it is readily verified that the physical forces acting on the system as a whole sum to zero. We term @on the ponderomotiue 4-force density, as it gives the force acting on the average motion of the material. Note that 0opn and 9pn will always be symmetric, but that 0op" need not necessarily be so if there are several interacting subsystems. The advantage of the physical breakup is that the background energy-momentum tensor has a very natural form since it is unmodified by the existence of other fields-all interactions are contained in the ponderomotive force. On the other hand, the canonical forms for the other subsystems seem more'natural', except for the absence of the symmetrizing term.
The above reasoning leads us to introduce a second way of splitting up the symmetric energy-momentum tensor 0!u, which we call the modified canonical split-up. Suppose the matrices ltij have a block diagonal form corresponding to the fact that the fields 4, in the kth subspace 4 ( i I io*, transform only amongst themselves. (That is, the subspace k corresponds to one or more irreducible representations of the Lorentz group.) Then we can decompose f pqv into a sum of tensors glPru defined by ir+r-lir+r-t I Aq Ag dg \ s*"':--i ,1. ,4_ \ffit:t'rrt-ffi,tli"ni-ffi.tii'r'r'
This decomposition is distinct from that defined by equations (24). As with the strict canonical split-up we associate the fields in the kth subspace with the kth subsystem. Thus we define the modified canonical energy-momentum tensor for the ftth subsvstem bv (38) We define the modified canonical energy-momentum tensor for the background to be the same as the canonical energy-momentum tensor:
Since Surn differs from Tou' by a 4-divergenceless term, the balance equation 1uSoun : 6ru applies, withfo" given by equation (17).
1PX,a'(X) and APXoAnXo.
We shall not enumerate all the ways a scalar g can be formed from but shall instead consider as a simple example the construction of All constitutive equations must obey the two symmetry postulates expressed by equations (20) and (25). The first is trivially satisfied simply by demandingthat g have no explicit dependence on xP. The second, however, restricts the allowable dependence of I on the deformation 4-tensor 1pX,,because X, is a scalar, not a vector, under the local Lorentz transformation (24) (i.e. its components are invariant). Also, LApXn : epo 7ox",
so that )pXn is a vector rather than a tensor under local Lorentztransformation. and similarly for higher derivatives. Furthermore, a vector ar(x) depending only on the initial state is also a scalar under local Lorentz transformations. Thus the only way the deformation 4-'tensor' can appear in g is through the combinations Lagrangian density for an isotropic fluid. Since -540 is to be a scalar, it suffices to evaluate it in the local rest frame of the medium. In this frame the kinetic energy vanishes and g6 is just the negative of the total internal energy density, including the rest energy, as 9o:
where to be consistent with the assumption of scalar pressure we have assumed d', the proper internal energy density with rest energy subtracted, to be a function only of p' , the proper density. By 'proper' we mean evaluated in the local rest frame, and this we indicate with a prime. we evaluate p'(x) by a geometric argument similar to that used for flux conservation in hydromagnetics (Newcomb 1962) . suppose do, is an element of area on a spacelike hypersurface cutting Q and d.E, is its image under the mapping equation (l). Then mass conservation requires
A cylindrical volume element of side dXr maps into a cylindrical volume element of side dxr, the ratio of the volumes dX,dEldx.do being the Jacobian, det(0"Xf) (see Fig. 1 ). Since this holds for all dxp, we have dou : 6uYu d2"ldet(0,xq).
Substituting equation (47) into (45) we find
If I depends on dpXn only through p' (as in an isotropic fluid) then we can use equation (48) to simplify some of the equations of the previous section, since (4e) For example, the physical energy-momentum tensor corresponding to equation (44) is from (33) |oun :
where the proper pressure P'is defined by
Equation (50) is the expected form for the energy-momentum tensor of a continuous system (Landau and Lifshitz l97l).
(b) Low Frequency Electromagnetic Field
The slowly varying parts of the electric and magnetic fields E and B are contained in the antisymmetric tensor 
energy-momentum
Provided we work in Lorentz gauge, or some other relativistically invariant gauge, the 4-potential Ap is a 4-vector. Thus the infinitesimal operators for the electromagnetic subspace are represented by f pupo : 9ppTuo -Qnpgpo.
From equation (25) where we have taken 9" to be that part of I depending only on Ap and the background variables, and H!]($^) to be that part of HPv(Jp) contributed by 9" . Using equations (34), (54) and (56) we find f!#" : H"(,iA".
Thus from equation (33) the physical energy-momentum tensor for the electromagnetic subsystem is uti^ : u . u* " mu" + (a, x, ffi --#) (o'" -u',") +H,(:8"" -9" 9'n -@pH:#)A".
From equation (57) it is easily seen that 0f[ is a symmetric tensor when there is no free current. Because of this it is tempting to identify 0![ as the general form of the Abraham electromagnetic energy-momentum tensor. As we shall see, however, this is not quite correct. Nevertheless, the modified canonical energy-momentum tensor, defined by equation (38), is given by S"*rl: H'oBon-9"^9u",
and we shall now show that this is identical with the Minkowski electromagnetic energy-momentum tensor.
(c) Linear Isotropic Case Piezoelectric effects are represented by a term in I " linear in Bpn while the linear dielectric, magnetic and magnetoelectric response is represented by a quadratic term and the nonlinear response is represented by higher order terms. We shall consider only a linear uncharged, insulating isotropic fluid, for which (see Section 4c below) 9. : +p;t {(Qil-t -e')B e Be ++Q))-r Bp, B" p},
where e'(p') and p'Qt') are the proper dielectric permittivity and proper magnetic permeability respectively, relative to the vacuum values eo and p6, and
Consider the case where only the background and low frequency electromagnetic subsystems are present, i.e. g : 9v* 9"^.
Then the canonical background energy-momentum tensor is, from equations (11) /aqAq\ (rff ,"" + a'x ";;:#;-","iui -, h o" ) u.". 
The modified canonical electromagnetic energy-momentum tensor is, by equations (60) and (66),
Comparison with equation (301) of Pauli (1941) confirms that the present equation (67) is indeed (to within a sign convention) the Minkowski form of the electromagnetic energy-momentum tensor. The interaction 4-force density acting on the canonical background subsystem is most easily obtained from the conservation equation (21),
The two subsystems are clearly coupled by any inhomogeneity in the background, thus illustrating the futility of discussing the 'true' form of the electromagnetic energy-momentum tensor in isolation from the background. Even worse, the canonical energy-momentum tensor for the background, equation (64), contains terms quadratic in the electromagnetic field. At first sight this appears unphysical (hence the designation 'physical' for Oopn), especially as it leads to an asymmetric tensor, but it is really no more unphysical than the fact that a term qA appears in the canonical momentum of a particle in an electromagnetic field. One can carry this analogy further using'oscillation centre' canonical transformation theory (Dewar 1973 (Dewar ,1976 .
The physical energy-momentum tensor for the background, Ooru, is unchanged, and given by equation (50). From equations (49), (59), (65) and (66) we find the physical energy-momentum tensor for the electromagnetic subsystem to be
where 04pn is the Abraham energy-momentum tensor (equation (303) 
Qn = (unH"t *uoH"n tu"Huo)Bou".
Since 0f[ is symmetric in the rest frame, it is symmetric in all frames. The ponderomotive force is easily obtained from the conservation equation (30) as do": -dl. : -auoth. Q2)
Thus our resolution of the famous controversy is as follows: The Minkowski form is correct provided the canonical energy-momentum tensor is used for the background subsystem; the Abraham form is not quite correct when the physical energy-momentum tensor for the background subsystem is used, but may be corrected by the addition of a tensor which accounts for electrostrictive and magnetostrictive effects. It will be seen in Section 4c below that this correction term corresponds to the Helmholtz form of the ponderomotive force (Robinson 1975 
where af(x) is the slowly varying complex amplitude of the nth harmonic of the wave 4-potential and 0(x) is the phase of the wave. At this stage we make no assumption regarding the linearity of the response, so harmonics will in general be present. However, we assume that the amplitudes of the higher harmonics can be expressed in terms of that of the fundamental al = aP. Also associated with the wave is the slowly varying wave 4-vector kp(x) defined (Dougherty 1970) as the 4-gradient of 0, that is kP = -0P0.
Within the WKB approximation, I is a function only of Xp, APX", eF, ap* and kt'. Following Whitham (1965) we assume local averaging to have been applied to I (which has negligible effect on the action integral), so that I is independent of 0.
The Euler-Lagrange equations (14) corresponding to 4i: ap,au* ate the'wave equations' 09l1aP* :09ldaL :0,
which besides giving the dispersion relation for the wave also determine its polarization. The Euler-Lagrange equation from variation of 0 is the continuity equation for wave action 0rNP : o, is the wave action current (see Section 4d). From equations (16) and (17) we find the canonical energy-momentum tensor and force density for the wave subsystem to be Trr!" : NPkn -9*gPu , fnq : N" }Pk, -APg*, (78a, b) where 9n is that part of I depending on kP and aP. Since g*ppn vanishes, equation (78a) also gives the modified canonical tensor S*p'.
We now show that equations (78) are consistent with equations (55) for nondispersive waves. In this case the only kp dependence in g* comes from B Fu : I in(k" aP -kP a) exp(in?) .
Then, since 9n is the averaged electromagnetic Lagrangian, 9*:
(9" ),
we have, to lowest order in the WKB approximation,
N,:(a{^'!g*):(n*%>,
\aBp, akp,/ \--ae"/ '
where the angle brackets denote local time and space averaging. It is then easily seen that T*ru : (f"{}. (82) However, we saw that T.fidiffers from the Minkowski tensor Sff only by the addition of )o(HeeAn). To lowest order in the WKB approximation this averages to zero, and hence Tnr" : (Sjff).
We have thus established that, for nondispersive waves, the wave energy-momentum tensor (78a) is equal to the averaged Minkowski energy-momentum tensor. For dispersive waves we adopt equation (78a) as the definition of the Minkowski tensor. It is interesting to note that this equation is consistent with the remark by Peierls (1976) that the Minkowski tensor corresponds to assigning pseudomomentum ftft to the wave.
Since ap is a 4-vector and 0 a scalar, local Lorentzinvariance from equations (25) and (56) implies / aq aq\ lHnro Bon +Nrk" +A"X,:--ur"{:*l \ o ouxo oun | ".".
where Hnpo is that part of HPo eontributed by J/* (assuming the low frequency electromagnetic field to influence the dispersive properties of the high frequency field). The physical energy-momentum tensor for the wave subsystem is, from equations (33) and (34), lnu' : u . ax,ffiu" + (a, *,ffi" -"#)(o'" -u,u")
From equations (75) and (84) this is seen to be a symmetric tensor.
-t(**-ou{a:):r, (e) General Linear Cqse
To treat the linear response of the system in a general covariant fashion we adopt the rank-2 polarization tensor description of quantum electrodynamics. This has been expounded by Melrose (1973) and is far simpler than the rank-4 susceptibility tensor description used by O'Dell (1970) and O'Sullivan and Derfler (1973) . The polarization tensor ap"(k) is defined as the linear response function for the high frequency current "rfi taking the 4-vector potential 1fi, as the driving term,
Thus the wave equation is
Now we know that the vacuum contribution to g*fromequations (61) and (79) is ttto'(B(, "B{, o> : p; t(l k.al2 -k2ax .a).
When it is considered that the wave Lagrangian density must be derivable, at least in principle, from the exact microscopic Lagrangian density, it is clear that the effect of polarization of the material must be to provide an additional term to be added to equation (88). This extra term must yield equation (87), and its complex conjugate, on use of (75). The following Lagrangian density fulfills these requirements, provided cpn is a hermitian matrix (nondissipative case):
The requirement that g * be gauge invariant implies that the conditions 
By virtue ofthe conditions (90), the wave equations (87) are not linearly independent and the determinant of the coefficient matrix vanishes identically. This trivial singularity can be removed, without affecting the component of qu orthogonal to ftp, by adding kPkn to the matrix. The general covariant dispersion relation is therefore det(k2gq, * poue") : g.
Note that equations (87) and (89) In an isotropic dielectric fluid with no DC fields, r/uu is completely determined (up to terms proportional to uu or an, which do not contribute to apn) by two scalar (e3) (e4) Energy-Momentum Tensors for Dispersive Waves functions II r(k.u, k'; p') and. IIr(k.u, k2; p'), measuring the longitudinal and transverse responses respectively :
Substitution of equation (95) into (91) 
and have the polarization vectors uP +)"tkw,
where .l1is arbitrary, depending on the gauge. To find the transverse wave solutions, define two vectors rr,zp by k.tr:u.'ti:0, rf,rr:-5rr.
(100) Then (kzgqn -kpkn * p6a,,)t" : (k2 -ntlcz){ .
Thus the transverse waves have the dispersion relation | -nt(k.u, k2)lc2k2 : 0
and the polarization vectors rr,rp +).r,"kq,
where ,1., and )"2 are arbitrary. Expand ap in terms of these normal modes as ap : alf Ia1r1p *a2rrp +Lkt'.
Then the wave Lagrangian density reduces to the sum of
and 9, = troL k21l -nr1c'k' )lorl' , (106) where lorl' = la1l2 +larl2 .
The longitudinal and transverse wave action currents, as defined by equation (77), are therefore where use has been made of the dispersion relations (98) and (102). The Minkowski tensors then follow directly from equation (93). In general neither is symmetric, although that for the transverse wave is symmetric if 11, is not a functio n of k . u. From equations (49) and (85), the physical energy-momentum tensors for longitudinal and transverse waves are found to be /k.u\2 -k2[ .dn,/ .... uuu"\ 12Ail!1rr1r" o,u, : _eoto,t'lffi\, #\n,"_ t ak x r : ffi (2n.,,' -3#w -+ #i,4W, N:: (zr<,-t##-#.",)W,
0,u' : tot,,f{z(* -u#)0,0, -r, #(n," -,,u,) -r.,#*i,,,"1. (110) The ponderomotive force is therefore
The preceding formalism is readily adaptable to a plasma made up of beams of particles of various species (labelled by the subscript s). Each of the beams may be regarded as a continuum with reference position x", 4-velocity z"p, proper charge density q"n'" and proper mass density m"n'", wherenj is the proper number density of species s. The Lagrangian is a linear superposition of the contributions from the various species. The background Lagrangian density is (cf. equation 44) 9a : -lm"n'" c2, and the electromagnetic Lagrangian density for a plasma with no strong low frequency (or DC) field is 9.^: -cl4rn'"u".A.
The electromagnetic contribution differs from equation (61) in that we have neglected terms quadratic in the DC field but have included a term in Ap , which, by equation (53), correctly gives the 4-current density. The wave contribution can easily be derived from first principles by perturbation expansion, but in the spirit of the phenomenological approach of this section we simply observe that the isotropic polarization tensor must apply for each species. Comparison of the known dispersion relations for longitudinal and transverse waves in a cold plasma (Stix 1962) with equations (98) and (102) In the preceding sections we have used 4-vector notation in the interest ofelegance and economy. However, most practical calculations are done in 3-vector notation and so in this section we provide a bridge between the two formalisms in order to facilitate the utilization of our general results, and to assist in their physical interpretation.
(a) Matrix Notation
The relation between 3-vector notation and 4-vector notation is most easily visualized through a partitioned matrix notation in which an arbitrary contravariant 4-vector ap is represented by a column vector Mixed tensors will be represented by a 4x4 matrix partitioned into a I x I block intheupperleft-handcorner,a3xlblockinthelowerleft-handcorner,a3x3block in the lower right-hand corner, and a I x 3 block in the upper right-hand corner. Thus, if apu is an arbitrary 4-tensor In dyadic notation er is a column vector when on the left and a row vector when on the right. In this representation the metric tensor gru is the unit 4 x 4 matrix.
Consider the equation obeyed by the physical energy-momentum tensor of some subsystem 0r9ur: Qu'
If we denote the components of 0!n and $p as 
In nonrelativistic work it is undesirable to include the rest mass energy in Wo and So, and this may be removed, in any given frame, by subtracting the tensor p'c2upgo n from 0o'u. By virtue of equation (126) the 4-divergence of this term vanishes, so the force balance equation (122) remains unaffected, although the modified tensor is no longer symmetric. The effect on V[/6 and So is to change the expression p'c'y' to p'czy(y-l).
"": | )),'r,", ,)),",";1 
.1. (l3l) I c-'nxH : DE +BH -(B.H +9,^)l I
We arrived at equation (61) in Section 3c for the linear isotropic case by requiring that in the local rest frame it have the form where @ and A are the scalar and vector potentials and o and "/the charge and current densities. From equations (52) and (128), Bp" is found to be given in terms of the electric field E and magnetic induction B by (t2e) 9"^: J2!;1(e' E'2f c' -B' rlp' ).
(132)
In the local rest frame, uL: ll, 0] and therefore ,-2Brz -u'uB'poB'p"u'u, ,-2912-Pr2 : +B'ttpB'pp. (133) Since J/"-is to be a scalar we generalize equation (132) to an arbitrary frame simply by deleting the primes from 9',^, u'p and B'Pn. In order to verify (132) we calculate .Flpn from equation (65) In the rest frame, when u:0, these expressions reduce to ese'E and Bf pop' as expected, thus verifying equation (132). Note that equation (66) 
The symmetry is now manifest, and also we can verify that Oapn is traceless since ll'e : Tr(TJ'
Evaluating the final term of the physical energy-momentum tensor for the electromagnetic subsystem, equation (69) is seen, in a medium in which u is small, to reduce to the well-known (Robinson 1975) 1o : -!eoB2Ye' -$poH'v p' -ak-z|-x H) * a@: n) At At +vQeoE' p'ffi ++u,r' ,#). We recall that 9* vanishes for linear waves. In relating the polarization tensor apn to the dielectric constant and magnetic permeability we run into the problem that D61 and H6 are not uniquely defined in a dispersive medium. (In fact they are not uniquely defined in any moving medium.) We shall adopt the standard convention used in plasma physics, and define D and H by the relations Har : BwlFo, V xHhr : 1Dntl1t.
where the dielectric tensor e is defined by e = I+i(eoo)-lo,
a (k,a) being the high frequency conductivity tensor. Note, however, that if equation (151a) is to hold in all frames of reference, the Minkowski transformation laws for D and ,EI do not apply, since they mix E and, B. In other words ilpn defined by equations (130) and (151) is not a true 4-tensor. This is one reason we prefer to work with the 4-vector potential and the polarization tensor cpn. From equations (86) and (153) If the medium is isotropic in the rest frame then
Comparison of equation (156) with (95) (104) into (145a) shows that the electric field longitudinal wave and the field erof a transverse wave are given by (ls6) 
where z : ckfa, as above, and r is a vector orthogonal to n-ufc and normalized so that (")'-(r.alc)2:1. (162) Thus ef .e, : a21arl2(n2 -yc-rn.o +y2c-202),
ef .e, : at2larl2{1 -2c-1u.1r.n +(l+n2)(c-ro.r)t}.
Since I a,l2 and la,l2 are invariants and ef .e, and ef .e, are not, it is useful to define new invariants equal to the average electric field energy in the rest frame,
where e' is the proper electric field. Thus (r 64) where are the proper frequency and wave vector magnitude respectively. The proper longitudinal and transverse dielectric constants are, by equations (153), (157) and (158), given by ei(lk'1, @') : I -II,la'', sl(l k'1, r'o') : 1 -Il,lat'2 .
Thus the action densities defined by equation (147a) are, from equations (107) and (108), larlt : w",rl eoc'lk'l', la,lt : w",,1 eoa't, 0)': ck,u: y(a-k.u), lk' l= {(k.D2-k2\+ n7 -lw,,ra@'2e',) , (yat'-a)w",1 1ei
(r66) r, :# "'+P +(t,,-4(#, *!-,-;")W"l (r6e)
In the rest frame these reduce to known expressions (Tsytovich 1970) . The physical energy-momentum tensors (109) and (110) 
s. : c2G, : w".l(*, , \ /^ tD'2 a{\ * v2u a(ela'2) -\,2tso,9.4}. rttto., ""t\ a;'T -"i-')\' Vw al*'lt a' ;,, ' op')' r, : w",{(t{-ry\ (z--!'.,,-lL\* t:!a@!g) -0,9!(r*ry\}. (171c) -r " e,t11 r'z c, l\-c21*'1A1k'lJ ' g2(,), Aa, , Ap,\-' c, ll
It is an interesting exercise to compare equations (170) and (171) with their nondispersive analogues, equations (140), in the rest frame. One finds that in the case of no spatial dispersion (e independent of /r) one can derive the momentum density and stress tensor, and thus the ponderomotive force, simply by averaging the nondispersive result and replacing t' by e"(a) or ei(co) as appropriate. This is ror valid when there is spatial dispersion.
Wavepackets (a) O ne-dimens ional Wauepacket s
The results of the previous sections do not have immediate experimental significance since they say nothing about how the wave is generated or absorbed. This is a complicated subject, but a simple thought experiment sheds some light on the physics involved. We suppose that the wave arrives in the region of interest, which is initially uniform and stationary, as a wavepacket and propagates through the region without changing the shape of its envelope. For this it is necessary that the pulse be broad enough for dispersive spreading to be negligible during the transit time. Furthermore, we suppose the medium to be unchanged after the wavepacket has departed, and for this it is necessary that the wavepacket be finite in only one direction in order to avoid setting up a Cerenkovlike wake (peierls 1976). We therefore assume the contours of constant a* , a to be parallel planes with unit normal A: qA4l, as depicted in Fig. 2 . The analysis is simple in 3-dimensional notation only if we work in the rest frame of the unperturbed medium. However, the analysis is simple in an arbitrary frame if we employ the 4-dimensional formalism of Section 3, and this we choose to do.
Because Q and o, cannot be parallel in all frames we allow them to make an arbitrary angle with each other, and with ft. The one-dimensional propagation of the wavepacket can be summarized by forming a 4-vector 4p such that a*.a (and hence -l{p) depends only on t = q.x. By integrating the action conservation equation (76) from ry' : *oo to q.x we see thatqp is orthogonal to the action current Np,
From equation (148) this implies
The normalization of 4 is arbitrary.
As the average energy-momentum tensor must also be a function of ry' alone, integration of the conservation equation (30) (r76)
In a frame in which q, a, and dS are parallel, equation (176) and the symmetry of Orn led Burt and Peierls (1973) to the inescapable conclusion that the perturbed momentum density and the perturbed energy density of the system obey the relation l6Cl : ur\Lltlcz (177) However, 6W is not simply given by equation (l7la) (Haus 1969; Klima and Petrzilka 1973; Peierls 1976 ), but includes the contribution 6Wo from the perturbation in the background due to the ponderomotive force. As the assumption of symmetric 0o!" implies that the rest energy is to be retained, as in equation (125), 6Wo is not negligible and we must therefore integrate the equation of motion for the background.
(b) Linear Isotropic Dispersiue Medium
From the continuity equation (126) the perturbation 6p' in the background proper density due to the passage of the wave is given by 561 6p'lp': -(q.6u)lQ.u), neglecting second-order terms. Linearizing equation (50) and using (174) and we find Qr60oun : poc2q.u{5u'+C: qlq.6ulc2(q.u)'} : -Qu\*un, where qt = (gP" -uqun)q, , and the sound speed C, and effective mass density po arc defined by C? = (p'lpJAP'l}p', po = p'+(E'+P')fc2.
Since du& is clearly proportional to W., which is assumed small for the linear theory to apply, we are amply justified in the linearizations leading to equation (179). Furthermore, we can neglect perturbations in the background quantities in evaluating the right-hand side of(179).
Contracting equation (179) D.:1+C?qzrlcz(q.u)z is the sound wave dispersion function (that is, D" : 0 means that qp is the wave 4-vector for a sound wave). Equation (l8l) can now be fed back into (179) to find 6au, which in turn is fed back into 690p". Adding 0*ru we can then manipulate the total perturbed energy-momentum tensor into the form 60p, : Qu r{0*0, -C? q,|n"P qpg, olc2(q .u)rD,\e"' , (l 83) where QPn = gPu -urq,lq.u.
The form (183) makes manifest how the background medium odresses' the wave energy-momentum tensor in a wavepacket.
In the case of a transverse wave (e.g. a laser pulse), substitution of equation (l l0) into (183) yields 60pn : ,o1o,1tquolz(r, 6fl,\,.o,-P' 6n, tr^ _ 4-!t:!-" , *!r=nr"\n,", (ts4)
where we have used equations (108) and (172). Evaluating the result (184) in the rest frame of the unperturbed medium, replacing I1, with the transverse dielectric constant from equations (167) and taking the 0i components of60rn/c, we obtain the momentum density G in the wavepacket as with o:*.1(#-h#)H-#hn
.##u]1*re#.#,#-41' (18s)
Using equations (108) and (148) we can also write (185) in the form
( 1 86) If 4 is parallel to u, and lurl ! c, then the terms proportional to C! are of order Cllc2 relative to the other terms and may be neglected. In this case D" r 1. For instance, in a nondispersive medium we have G : Nk_ *"rLlt, * qc? \a /414 _,\ q.UeDs dp g.DnC' Dr\a.tl ur; 7 c -{'(2"' -rn) : #(' -+u?),
wherc I4/, : 2n2W" is the wave energy density, equation (l7la). Without the electrostrictive contribution, this result would be the so-called Minkowski result Nk : <D x B). With the correction term, the result is in agreement with Robinson's (1975) assertion that the momentum travelling with a short wide wavepacket is (l +d.lze+fl2p) times the Minkowski result, with a and B the electrostrictive and magnetostrictive coefficients respectively (with / : 0 in our case). If q is almost perpendicular to o' however, we can make D, arbitrarily small and upset the relative ordering of the terms. In this case the electrostrictive term dominates, and is still of order C!lczlarger than the final term in equation (185). Thus this term may be neglected in all ranges of 4 (except in a relativistic gas). The resonance at D" : 0 corresponds to fulfilment of the ro and ft matching conditions for decay of the electromagnetic wave into an acoustic wave and another electromagnetic wave close to the original in ar and k. This phenomenon, stimulated Brillouin scattering (Kroll 1965) , clearly tends to invalidate the assumption that the wave profile is unchanged, and requires a more sophisticated treatment. This will be sketched out in Section 5d.
For 4 even closer to the perpendicular than required for the acoustic resonance, lD"l begins to increase again and approaches infinity as q.aE--+ 0. In this limit the electrostrictive contribution vanishes and the momentum reduces to the Minkowski result.lVk. This is also in accord with Robinson's (1975) assertion that the momentum of a long thin wavepacket is the Minkowski result.
(c) Cold Plasma Variation of AP in equation (113) gives the charge neutrality constraint for a plasma composed of particles of charge e" as 563 I e" lr!u"t' : 9 '
In linearized form this states, using equations (178) and (183) 
(r 8e)
: a"n'09 ^69 : Ad,+e'u"t' W-e'9o,,
where .5/0" is the contribution of species s to the background Lagrangian density. Linearizing and integrating we find m,n'"6u"t': -(r" n"AP t":#h-#), (r er)
The general procedure is to feed equation (l9l) into (189) and solve for l!, thus coupling the wavepacket to the low frequency electromagnetic modes of the plasma. However, we shall be content here with an important special case where this is not necessary. If we suppose the plasma to have only two species (ions and electrons) which have equal velocities and charge densities in the unperturbed state, then equation (189) becomes e, n't QP " (6uru -6a"") : 6 .
Since da,r and 6u,P can have no component parallel to up, the unique solution of equation (192) is SurP : 5v"u .
Thus, rz this special case only, the plasma behaves as a single fluid and we may apply the results of the previous subsection. Using equation (l14) in (184) we have 60t,u : eoc2k21a,l2(2kpk"lk2 _QuoQ"r),
where we have used the dispersion relation (102) and the fact, following equations (108) and (172),that s.k:0.
(1e5)
Using the results of Section 4d we can show that equation (l9a) is in complete agreement with the results of Klima and Petrzilka (1973) , despite their statement that their results cannot be obtained by the averaged Lagrangian method.
(d) Three-dimensional llaoepackets
To treat three-dimensional wavepackets we Fourier analyse the wave envelope. In this case qP becomes the wave 4-vector of a Fourier component of the envelope (1e6) Note that, by virtue of equation (172), Fq includes a factor 6(q, N).
Since the derivation of the perturbed energy-momentum tensor in the preceding subsections was based on linearization in larlz, the perturbed energy-momentum tensor of a three-dimensional wavepacket is found by linear superposition,
where we have droppe d the C ! I c2 term for the reasons previously stated, and D" is to be given by equation (182) with an infinitesimal positive imaginary part to be added to q.u for reasons ofcausality. We also calculate the perturbation in 11, due to the presence of the wave:
: -I *y""ffi#" *|a ( This perturbation can lead to self-focusing or modulational instability of the envelope, but since it is proportional to the square of the wave amplitude we must, to be consistent, include the effect of nonlinearity in the dielectric response as well. In order to limit the growth rate of modulational instabilities at large q it is also necessary to include dispersive spreading ofthe wavepacket, and to do this we change the meaning of c, slightly by making it the complex amplitude with respect to a carrier wave withy'xedkp: k$. That is, we take 0: -ko.x in equation (73) and allow aP : attp to take up all the variation in the phase due to inhomogeneities. In fact, in an isotropic medium, we may take rP to be real and quite unambiguously assume at to aaffy all the phase variation. The carrier wave 4-vector kp will be assumed to be the solution to the nonlinear dispersion relation for an unmodulated wave with some reference amplitude ao (which may be zero). We assume the nonlinear dispersion relation to be the obvious %l a,l' :
[ #r,exp(-iq.x).
generalization of equation (102) c2kf; : Ir,(ko.u, kf;) +laoP n,t(ko.u, kZ).
(ree) 
In the frame moving at the linear group velocity of the carrier wave, equation (200) is a nonlinear Schrodinger equation for the wave amplitude. This equation should describe self-focusing, modulational instability and stimulated Brillouin scattering. Although the above derivation is rather heuristic, a similar treatment (Dewar 1972b) has been verified by reductive perturbation theory (Ichikawa et al. r973).
Collisionless Plasma (a) Hot Plqsma
Since the plasma case is the simplest one where a microscopic derivation of the energy-momentum tensor is possible, it is of considerable interest in a general discussion. However, one cannot characterize a plasma with a continuous distribution of velocities (hot plasma) in the same way as one does a fluid, so we consider here a microscopic derivation based on the covariant distribution function. We assume there to be no strong DC fields, although the methods of O' Sullivan and Derfler (1973) would probably make this case tractable as well.
(b) Couariant Vlqsou Equation
We work in an 8-dimensional phase space whose position coordinate we denote by Xr: (x',pu), i : 1,2,...,8. In this space the particles appear as an ensemble of world lines, as depicted in Fig. 3 . Let us denote the average density vector for world lines by Qi: F"(X)dXJds,
where F(X) is a scalar quantity and ds is the distance along a world line in 4-space; F',(X) is in fact the covariant distribution function introduced by Goto (1958) and Klimontovich (1960) . Here o is the species label, which will henceforth be implicit.
The normalization is such that the current vector (128b) is given by Comparing with Low's (1958) Lagrangian we see that R is related to the ordinary particle Lagrangian L by R : yL. Variation of the particle trajectories may be effected by setting (P : 6xp in equations (206) 
The canonical energy-momentum tensors for the field subsystems k are as defined by equation (16). A similar argument to that employed to derive equation (82) in Section 3 may be used to show that the canonical energy-momentum tensor Iu!' defined with the average Lagrangian density I is the average of the exact energymomentum tensor 7;r" defined with the exact Lagrangian density 9t.
The energy-momentum tensor for the background plasma defined by the average world lines is (2r6) where Po is the canonical momentum defined by equation (214). Using equations (205) and (212) we can show that the 4-force density acting on the canonical background system is (2r7) Since R is assumed to depend on ;rP only through the fields 4r, it is seen immediately that the force densities sum to zeto and the conseryation equation (21) where the partial momenta Po' -(gu u -u,uu) 0 RulAu" -u, Rr, . We now distinguish between the fast and slow scales of the wave and its envelope. we identify the displacement (p(x,p) in equation (206a) with the oscillatory part of a particle's world line and xr(s) with the smoothed-out oscillation centre (Dewat 1973 (Dewat , 1976 world line, as indicated in Fig.4 . It is natural to require that (p(x,p) average to zero, i.e, ((,(x) ) : 0.
(2te)
For a relativistic plasma we have the exact particle and field Lagrangians (Landau and Lifshitz 1971) Ri : -mcz -ceut.At, g't : -tpote"Al,-At,AI)rc"Atp *ApAlv). (220) The superscript dagger is used to denote exact quantities, the averaged quantities appearing without the dagger. We now use equations (206) and (207b), expand up to second order in (P and apply local space-time averaging to obtain
are Now set (P : (Pexp(i0) +c.c. , Alu : AP +apexp(i0) +c.c. ,
where (r(X) and ap(x) are slowly varying amplitudes and 0(x) is the wave phase (cf. equation 73). Substituting equations (222) 
The last term is quadratic in the wave amplitude and gives the radiation force on the particles. Equation (223) 
This implies average charge neutrality in all frames. Variation of the oscillation-centre motion leads to equation (212) wilh R given by (225). Thus duqlds is implicitly determined and equation (205) may be used to find,F.
The physical wave energy-momentum tensor (218) is found to be 0,1" :1^r' Jd4r F (it\* it' +it'* ilp -ilx .fiuPun) +k2p;L(gP"a* .Q -Qt"k Qu -au* aP -2a* . qkpk"lkz) '
This result may also be obtained directly by averaging the exact energy-momentum tensor.
(f) Wauepackets
As an application of the preceding theory we treat the one-dimensional wavepacket problem of Section 5. Linearizing equation (205), and using equations (212) where O't'u is the last term in equation (229) and (228) and (230). which give
AP is to be found from equations (230) where 6 denotes the difference between a quantity in the presence of the wave and in its absence. Using dR : mcLrt*,rt -ceu.,4 in equation (230), to evaluate the perturbation in the background physical energy-momentum tensor, and adding equation (229) we find e 0uP *1 lu-, ,uu'u,ffffi +r.','u ,
The resonance at q.a : 0 corresponds to particles having a velocity component in resonance with the group velocity, that is, to nonlinear Landau damping (Dewar 1972b) . The presence of the polarization tensor in equation (232) also means that ion acoustic resonance can occur, in a similar manner to that described in Section 5. It can be verified that taking delta function distribution functions in equations (231) and (232) reproduces the cold plasma results of Section 5.
Discussion
We have seen that the present variation model provides a unifying description of dispersive waves in all three states of matter, with minimal specific assumptions about the material in question. The covariant reference map method introduced in Section 2 is believed to be a technical innovation in the calculus of variations which allows one to take over in a very direct manner the techniques ofclassical relativistic field theory and to apply them to continuum mechanics, thus exposing the essential unity of physics. Equations (33)-(36) and equations (17) and (38)- (41) provide two very general, if rather abstract, bases for assigning energy and momentum to subsystems. Special emphasis has been placed on the non-uniqueness ofthis splitting-up procedure, as it is particularly striking when we add the essentially novel element of the paper, namely the presence of a dispersive wave. As a 'bonus' this framework has allowed us to cast new light on the old Abraham-Minkowski controversy.
Because this work bears on several branches of physics normally regarded as disparate: field theory, the physics of magnetic and dielectric materials and plasma -il'l.ilrrn'teFlA,y\.
q.u +lu) physics; it has been considered appropriate to include some fairly specific working of representative special cases. Thus we have examined the isotropic fluid case, both with essentially DC fields and with a high frequency field, and have looked at both hot and cold plasmas. This juxtaposition of examples has been pedagogically rewarding, though it has led to this being rather a long paper.
The new results in 3-vector form, are essentially embodied in equations (168)- (171). A large amount of new material in covariant form has also been included. The covariant treatment of linear dispersive waves in Sections 3e-3g ts rather novel and, although this makes the results rather inaccessible to the average reader, it is noted that covariant methods have recently been used in such fields as relativistic electron beam technology. Also Section 4a spells out very specifically how to 'translate' the results to 3-vector form.
In Section 5 we have taken a fresh look at the wavepacket problem and have shown how the general covariant result (t83) agrees with previous more specialized derivations. We have also derived a new covariant generalization of the nonlinear Schrddinger equation (200) for treating the modulational stability of wavetrains.
The present variational method has allowed us to cover a vast territory fairly superficially. For the treatment of specific problems in depth it must be admitted that the method has some serious limitations, the most serious of which being the restriction to nondissipative systems. Thus, for instance, the treatment of a collisionless plasma in Section 6 is seriously hampered by the inability to treat Landau damping. However, just as Lagrangian theory historically paved the way for the more powerful Hamiltonian mechanics, it is hoped that the canonical transformation methods currently being developed (Dewar 1976) will greatly extend the scope of the general theory of the interaction between waves and matter.
to arbitrary order in the e expansion. The function/(x) is called the local auerage of /r(x), and is unique to all orders in e.
If $(x) is slowly varying then so is AuQ@), which is therefore a valid test function in equation (A1). Using this test function and integrating by parts (assuming @ sufficiently localized to vanish near the boundaries), we prove the following lemma.
Lemma L Averaging and differentiation commute to all orders in e; that is, (0 u fI(x)) -o,(ft(x)) : 0 uf@).
Thus, for example, if Trp" obeys a conservation equation then so does its average Zr".
As a further example suppose we wish to average the mass current cptutu and rest mass energy-momentum tensor c2ptyiuutu in the presence of a wavelike disturbance (P(x) averaging to zero (cf. Fig. 4) . We might also want the average of the corresponding Lagrangian density -prc2.
The exact and average world lines are connected by a mapping of the form of equation (1) 
Admittedly the interpretation of Xp has changed, and the regions Q and 8r are no longer disjoint, but equations (46) and (a8) 
(As)
where all implicit dependences are on xP. There is no need to solve for rlil(x) and pt(x), nor to expand the determinant, as we may use the following theorem. These results can be used, for instance, in obtaining a microscopic derivation of the cold plasma Lagrangian density, but here we simply use them to point out the physical meaning of the background proper density p' and background 4-velocity up. From equation (A9), p' is clearly not the average of the exact density pt. Rather a! is the unit vector in the direction of (pruru), and p' is the magnitude of this vector.
Appendix 2
As the covariant Lagrange equations of motion (212)in Section 6 are unusual, the derivation of the covariant Hamiltonian (21 5) is not covered in the standard textbooks. and accordingly the derivation is presented here.
First note that the canonical 4-momentum PP : -(gP, -uqu,)1RlAuu -uPR (Al4) is closely related to the standard canonical 4-momentum. Specifically, using R : yL(a,x,t) with l: uo, we can readily show that a : caf uo, P' : i' ',"rilr,-t)
Thus P p differs by a factor of c from the standard definition. This is because we use the interval cydt as our 'time' interval. The equivalence between equations (212), which we rewrite as dPtlds : -ARlAxu,
and the standard Lagrange equations is now apparent. Also it can be shown that equation (Al8) automatically conserves the normalization u2 : I
for all physical motions. Contracting equation (Al4) with au we find u.P +R:0.
Also, by rearranging equation (A14) and using (A20), we have ARl0u" : -(gr" -uquu)Pu +up u,(1RlAu).
From equations (Al8), (A20) and (A2l) for all differential displacements away from a physical motion. The last term in equation (A22) can be eliminated by using the relation following from (Al4) and (Al9), namely u.dP -{u.@Rl?u) -R}r.da -dx. (ARlAx), (A23) and we find dR: -2dr.(dPlds) +u.dP -P.du.
By use of equation (A24) it is then apparent that d{+(P.dr +R)} : u.dP -(dPids).d-r
for all displacements away from a physical motion. Referring now to equation (212), we see that the left-hand side of (A25) is just dK = (6Kl0P).dr +QKlax).dx.
Equating the coefficients of the differentials in equations (A25) and (,{26) proves the Hamiltonian equations of motion (213).
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