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保健医療分野では，病名や検査データのように構造化されたデータ以外に，インシデントレポート，
放射線読影レポート，退院時サマリなど，構造を持たないテキストデータを扱うことが多い．これら
のテキストデータを有効に活用するには何らかの方法でコード化して保存や検索を容易にする必要が
ある．しかしながら，日常の診療において日々大量に発生するテキストデータを人手によって分類し，
コード化する作業は容易なことではない．そのような場合，機械学習の分野で培われてきたテキスト
分類技術を利用して，分類作業の自動化を行うことに期待が集まる．
本研究では，迷惑メール（）のフィルタとして考案された   を医学テキ
ストの自動分類に適用し，その可用性を検討した．  は，理論に基づき，
分類済みのコーパスからテキストを構成する単語と分類カテゴリの関連性の度合いを学習し，未知の
テキストを分類する技術である．医学テキストとして からキーワードを指定して収集した
 を用いた．  には当初!"によって考案され，その後，#
によって改良が加えられたモデルを利用した．予備実験として，これらのモデルが使うパラメタの最
適値を求め，それらを用いて各モデルの分類性能を調べた．
その結果，最大で # が
	$， が$という分類性能を得た．これは，
 の本来の目的である の分類成績には遠く及ばないものの，改善次第では十分に実
用に耐えられる成績である．同時に，#の改良モデルにによる特徴選択を適用することに
より，分類性能が向上することを明らかにした．
は じ め に
テキスト分類（%& '()：%'）は，自
然言語で記述されたテキストを，その内容に基づい
て，あらかじめ定義されたカテゴリに自動分類する
問題である．近年，医療分野では，診療情報の電
子化が進み，インシデントレポート ，放射線読影
レポート ，退院時サマリなど，自然言語で記
述されたテキストデータが蓄積されつつあるが，そ
れらを有効に活用する上で，テキスト分類技術は重
要な役割を果たすものと期待されている．
テキスト分類の手法には様々なものがあるが，な
かでも の定理に基づく確率的手法は単純な
割には効果的な方法として多くの研究がなされてい
る．最近では，迷惑メール（ メールとも
呼ばれる）のフィルタに応用され，大きな成果をあげ
ている	．本研究では，!"によって提案
され ，その後，#によって改良された
フィルタ（  ：）

を用いて，医学文書の自動分類がどの程度まで可能
かを検証するために，から収集した医
学論文の抄録の自動分類を試みた．
 	
 
は，メールが かどうかをそのメールに
含まれる単語の 確率（以降，これを %*
 ：%と呼ぶ）に基づいて推定す
る．ここで，単語の 確率 +  ,と
は，メール中に単語が含まれることがわかってい
るという条件のもとで，そのメールが である
事後確率で，の定理によって次式によって計
算することができる．
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ここで， +,， +  ,， +	
,，
 +  	
,はそれぞれ，ランダムに 通の
メールを取り出したとき，それが である確
率，メールからランダムに 通のメールを取
り出したとき，それが単語 を含む確率，ランダ
ムに 通のメールを取り出したとき，それが 
でない（）確率，でないメールから
ランダムに 通のメールを取り出したとき，それが
単語 を含む確率で，いずれも過去に受け取った
.に分類済みのメールを訓練用コー
パスとして用いて学習によって見積もることがで
きる事前確率である．このように，は教師付
きの機械学習である．次に，メールの 確率
 +  ,を求めるには，メールを単語の集合
 / 

     

とみなし，構成単語の%の結合
確率を計算する．結合確率の計算方法は，!"と
#では異なり，その詳細は次章で説明する．

モデル
!"はメールの 確率 +  ,を
求めるために，メール中に出現する単語は互いに独
立であるという仮定（独立性の仮定：0 
）のもとに次のような結合確率を計
算した ．
        
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 

 +,


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また，事前確率は次式によって見積もった．
 +, /  +,
 +	
, /  +	
, 
 +  , /  + , +,
 +  	
, /  +	
,
　　　　　　 +	
,
ここで ， は 文書頻 度（1  2
3 ）を意味し， +,， +	
,，
 + ,， +	
,は，それぞれ，
訓練用メール中の 数，でないメール数，
単語を含む 数，単語を含む でない
メール数である．また， は訓練用メールの総数
である．これらの式を（）式に代入すると
+, /
+,
+, 4 +,
+-,
となる．ここで，!"にしたがって+, /
 +  ,，+, /  + ,，+, /
 +	
,と略記した．また，この表記を
用いると，（）式は
 +  , /


+

,


+

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

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と表すことができる．なお，!"は，（-）式に
おいて %を計算する際に，（ 5：
この場合，でないメールを として誤判
定すること）を小さくするようにバイアスをかける
ため，分母の+,を+,とし計算しているが，本
研究では（-）式をそのまま使った．
（）式によってメールの 確率を計算する
際，判定対象のメール中に訓練用コーパスに出現し
ない未知の単語が含まれている場合に問題が発生
する（ゼロ頻度問題）．まず，+, / +, / 	
の場合，（-）式は計算できない．また，+, / 	6
+, / 	の場合，+, / 	となり，（）式からメー
ルの 確率が 	になる．これは，判定対象の
メールが である確率が 	，即ち，でな
いという意味になる．逆に，+, / 	6 +, / 	の
場合，+, / となり，（）式からメールの 
確率は になる．これは，判定対象のメールが 
である確率が ，即ち，であるという意味に
なる．しかし，これは訓練用コーパスの不完全さ
に由来するもので，そのまま受け入れるわけには
いかない．訓練用コーパスに出現する単語の頻度

+, / +, 4 +,が少ない場合についても同様
のこと（訓練用コーパスの不完全さに由来）が言え
るので，事前に定めたある特定の頻度（これを 
	
と呼ぶことにする）よりも出現頻度
+,
が小さい単語については，これも事前に定めたある
%の値（これを 
 	と呼ぶこと
にする）を未知の単語に付与した．
さらに，!"は（）式を計算する際，すべ
ての単語

の+

,を使うのではなく，文書の性
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格を最も特徴付ける単語をいくつか選択して計算
した．これは特徴選択（  ）と呼ば
れる手法で，一般にテキスト分類問題では特徴選択
によって分類性能が向上することが報告されてい
る	．特徴選択の方法にも様々なやり方がある
が，!"は（-）式によって計算される %が
中立値である	から最も離れているものを事前に
定めた単語数（これを と呼ぶことにする）
だけ選択して計算を行った．
これ以外に，これは多分に計算上の便宜的なもの
と考えられるが，!"は（-）式で得られた %
に上下限を設定し，それを超えた（あるいは下回っ
た）ものを次式によって補正した．
+, /

  +,   
 +,  
ここで，+%*   '2
78,は補正パラメタである．このような作為的な補
正が必要となる理由は，結合確率を求める（）式の
分母には，+,や +,が積の形で現われるた
め，+,が十分 	（または ）に近い場合，誤差が拡
大して計算結果が不安定になる可能性があるためと
思われる．以上述べたモデルのパラメタを表 にま
とめた．!"は 
 	/	-，
	
/  ，/，/		を使っ
たが，これらの値は対象とするコーパスに依存する
と考えられるので，実際の計算では，予備実験を行っ
て最適値を求めた．詳細については後述する．
表  モデルのパラメタ
表中に示すパラメタの名称はいずれも著者が独自に
つけたもの．
こうして得られたメールの 確率 + 
,がある閾値を超えた場合，そのメールを と
判定した．
モデル
#は !"が考案したモデルに つの
改良を加えた 
．まず，第一に，低出現頻度の単
語に関する改良である．!"は %を算出す
る（-）式において，根拠があまり明確でない作為
的な方法でゼロ頻度問題を回避した．これに対して
#は，（-）式の代わりに
+, /
	  	 4 
+,  +,
	 4 
+,
+
,
を用いた．ここで，	6 	はパラメタで，それ
ぞれ，ゼロ頻度語（
+, / 	）に付与する %及
び	の重みである．また，
+,は訓練用コーパ
ス中の単語を含むメールの総数で，+,は（-）
式で与えられる !"の提案した %である．
（
）式は，形式的には	と+,の重みつき平均
で，それぞれの重みが	及び
+,になっている．
（
）式は
+,  	で	となり，
+,  で
+,になる．つまり，（
）式は !"の提案し
た %を連続的に低頻度語やゼロ頻度語まで拡張
したものとなっている．
#が行った 番目の改良は結合確率の計
算方法である．#は結合確率を計算するの
に "の方法を用いた．つまり，「+,は正
確で，かつ，メールは一様な分布+,にしたがって
互いに独立に出現するランダムな単語の集まりであ
る」という帰無仮説のもとでは， 



+

,
は自由度
の分布に従うとし，単語の %から
結合確率
 / + 



+

, 
,
 / + 



+ +

,, 
,
を計算し，これらを使ってメールの 確度
 /
 4  

+9,
を求めた．ここで，+   ,はの分布関数
で，
は文書中に含まれる単語の数である．#2
は，このアプローチが他の多くのアプローチと
決定的に違うところは独立性の仮定を前提として
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いない点であると主張している．実際，!"は
（）式を得るのに独立性の仮定を用いており，また
理論に基づく他の多くの手法は独立性の仮定
を用いて計算を簡略化している（5 ）．
そして独立性の仮定は，メール中に単語が互いに独
立に出現する，という極めて非現実的な仮定である
ので，そのような仮定を前提として作ったモデルは
計算方法としては不適切であると述べている．一方，
上述した "の結合確率の計算方法では，単語の
独立性は棄却すべき帰無仮説の中に取り込まれてお
り，したがって結合確率の計算自体は単語の独立性
とは無関係に正しいと主張している．この問題につ
いては特徴選択との関連で実験結果を踏まえながら
後で考察を行う．表 に #2"モデルで
使うパラメタをまとめた．
表  	
	モデルのパラメタ
コ ー パ ス
本研究では，メールではなく から収集
した英文  に対して によるテキスト分
類を試みた．コーパスは，でキーワードに
:5   ;を入力して得た  （便宜上，こ
れを と呼ぶ）と，キーワードを何も指定しな
いで得た  （同様に，これを と呼
ぶ）の 種類を作成し，各々訓練用コーパスと検証
用コーパスに 分した．なお，と 
のいずれにも含まれる  は除去した．得られ
たコーパスの要約を表 に示す．コーパスは全部で
<69	件の英文  からなり，件当たり平均
で
語を含んでいた．また，コーパス中に出現す
る異なり語の数は，訓練用では-<6
9語，検証用で
は-<69語，そして全体では9699語であった．
評 価 指 標
モデルの分類性能を評価する指標として，以下の
-種類の指標を使った．
．最小 エラー（）
ここで，%（% 5），（ (2
5），%（% (5），（ 5）
は，それぞれモデルが を正しく と判定
した数，を間違って と判定した数，
を正しくと判定した数，そして
を誤ってと判定した数である．これ
らの値は確率の閾値を 	から に変化させるとそ
れに応じて変わるので，それに伴って上式の値もまた
変化するが，その最小値が最小エラーである．
．（!）
 はモデルが と判定した  
のうち，実際に である割合を示す指標で，次
式によって計算される．
! /

 4 
．（"）
# は実際の のうち，モデルが と
判定した  の割合を示す指標で，次式によっ
て計算される
" /

 4 
．
（）
は， と# の調和平均で，
次式によって計算される．
 /
!"
! 4 "
予 備 実 験
表  ，に示す !" モデルと #
"モデルのパラメタの最適値を得るために予備
実験を行った．訓練用データ数 を-		から6-		
まで-		ずつ増やしながら（それぞれ ，2
は同数とした），検証用データの半分（-件=
 件， 件）を使って分類実
験を行い，最小 エラーが最も小さくなるパラ
メタの値を求めて最適値とした．
．
モデルのパラメタの最適値
　．．
 	の最適値
図 は，
 	を	から	<まで	
ずつ変化させたときの最小 エラーをプロット
したものである．なお，このとき，他のパラメタに
ついては表 -に示す !"が用いた値を使った．
図が示すように，すべての に対して

	の最適値は 	であった．これは，はじ
めて見る語，あるいは滅多に現れない語のスパム確
度（この場合 :5   ;確度）は 	，つまり
低いということを示している．
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表  本研究で使用した英文 
コーパス
からキーワード 	
 を指定して収集した英文 を
，キーワードに何も指定しないで収集したものを と記してあ
る．異なり語数はコーパス中に出現する異なる単語の数である．
表  パラメタの最適値
調べた範囲内での各モデルのパラメタの最適値．最小 エラーを極小にする値をもって最適値とした．
モデルの場合は が使用した値を初期値として  	

  	  の順
に逐次最適値を決定した．		モデルは事前に決めた の組合せを総当りで調べて最適値を決
定した．
図  　 	

依存性
モデルにおいて，最小 エラー（縦軸）を指標とする
分類性能（小さいほど性能は高い）の  	

依存性
を訓練データ数 別にプロットしたもの．他のパラメタについて
は の既定値（表 参照）を用いた．
　．． 	
の最適値
図 は， 	
を から	まで ずつ変化
させたときの最小 エラーをプロットしたもの
である．なお，このとき 
 	は前
節で得た最適値を用い，その他のパラメタについて
は表 -に示す !"が用いた値を使った．
図から，訓練用データ数 の増加に伴って，性能が
 	
に依存しない範囲が広がっていく様子
がわかる．  	 -		では， 
  	
 
 
の範囲で最小エラーはほぼ一定の値に収まっ
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ている．もともと  	
は，訓練用データの
不完全さを補うパラメタであった．つまり，訓練用
データにおける出現頻度が 	
未満の語に
対しては，その出現頻度に基づいて計算した語のス
パム確度は信頼できないため 
 	
を付与するというものであった．したがって， 
の増加に伴って  	
依存性が減少するの
は理にかなっている．
　．．の最適値
図 は，を からまで 倍ずつ変化
させながら最小エラーを計算してプロットし
たものである（横軸は対数目盛にしてある）．なお，
このとき  	
，
 	はこ
れまでに得た最適値を用い，その他のパラメタにつ
いては表 -に示す !"が用いた値を使った．
図から，すべての に対して，#$# 
 

では分類性能はほぼ安定しているが，が

を超えたあたりから悪化し始め，
-あたりで最
図  　 	依存性
モデルにおいて，分類性能の  	 依存性を訓練
データ数 別にプロットしたもの． 	

は予備
実験で得た最適値（図 参照）を，その他は の既定値（表
参照）を用いた．
図  　依存性
モデルにおいて，分類性能の 依存性を訓練データ
数 別にプロットしたもの． 	

  	
は予備実験で得た最適値（図 ，参照）を，は 
の既定値（表 参照）を用いた．
ベイジアンスパムフィルタを用いた要約の自動分類の試み -
も悪くなっていることがわかる．この結果は，特徴
選択がモデルの分類性能を向上させることを示す
ものである．!"は の値としてを
用いたが，今回の予備実験の結果（すべての で
#$# / 
が最適値）はそれとほぼ一致してい
る．が<を超えると，いずれの の場
合も最小 エラーがそれぞれある値に収束して
いるように見えるが，コーパス中の平均語数が

語（表 参照）であることを考えるとこれは自明な
結果である．
　．．の最適値
図 -は，/				，				，			，			，
		，		，	に対して最小 エラーを計算
してプロットしたものである（横軸は対数目盛であ
る）．なお，このとき，その他のパラメタについて
は，これまでに得た最適値を用いた．
図から，すべての に対して， 
 	%	
では最小 エラーはそれぞれある一定の値に
収まっており，それを超えると増大することがわか
る．は計算の便宜上導入されたパラメタな
ので，当然のことながら，十分な訓練データがある
場合（ が大きい場合）は，さほど重要な役割は
ないことを示す結果である．
．モデルのパラメタの最適値
#"モデルのパラメタは	と	
の つだけなので，	/	6 	
6 	6 -6 <6 6

の各値に対して，	を	から	<まで	ずつ
増やしながら最小 エラーを計算した．訓練用
データ数 のそれぞれについて分類実験を行った
結果を図 に示す．
図から，訓練データ数 が少ない場合は，分類性
能に与えるパラメタ	と	の影響は大きいが，
 の増加に伴ってその影響は小さくなっていくこ
とがわかる．もともと	と	は訓練データの
不完全さに由来するゼロ頻度問題（低頻度問題）を
補うために #が導入したパラメタであった
ので，この結果は当然のことである．ただ．興味深
いのは，	に対応する !"モデルのパラメ
タ
 	はすべての に対して	
であったのに対して，#2"モデルでは
	の最適値は	以上になっている点である（表 -
参照）．つまり，#"モデルでは低頻度
語のスパム確度にはスパム側にバイアスがかかって
いる．（-）式で与えられる語のスパム確率+,が
小さくても，（
）式で与えられる#"
モデルのスパム確度は高めに見積もられることにな
る．この傾向は，語の出現頻度
+,が少ないほど
顕著になる．
ちなみに # は初期値として	/	，
	/	から開始して，最適値を決定すればよいと
述べている
．
予備実験で得られた各モデルの訓練用データ数
  別に求めたパラメタの最適値を表 -にまとめ
た．
図  　依存性
モデルにおいて，分類性能の 依存性を訓練データ
数 別にプロットしたもの．他のパラメタは予備実験で得た最適
値（表 参照）を用いた．
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図  　	
	モデルのパラメタ依存
最小 エラー（縦軸）を指標とする分類性能（小さいほど性能は高い）の 依存性．）～）は，それ
ぞれ訓練データ数 が，，，，，の場合に対応している．
結 果
予備実験で得られたパラメタの最適値（表 -）を
用いて !"モデルと #2"モデル
の分類性能を比較した結果を図 
に示す．図 
 は
予備実験における最適パラメタ値での分類性能を
プロットしたもので，図 
 は，検証用データとし
て予備実験で用いたものを除いた6--件（6
とも6件）を使い，各 に対して予
備実験で求めた最適パラメタ値を使って分類実験を
行った結果である．
図が示すように，両モデルとも訓練用データ数 
の増加とともに分類性能が向上するが， がある
程度のサイズを超えるとほぼ横ばいとなる．また，
 が小さい場合（  
 <		）は !"モデル
よりも #2"モデルの方が高い性能を示
しているが， が大きくなると（  	 		）両
モデルの性能は予備実験と逆転している．
ベイジアンスパムフィルタを用いた要約の自動分類の試み -9
図  　分類性能の比較
モデルと 	
	モデルの分類性能（最小 エラー）の訓練用データ数 依存性を描いた
図．）は最適パラメタ値を求める予備実験でのもの，
）は検証用データから予備実験で用いたものを除いたデータ
で分類性能を検証したもの．検証用データは ，	とも時系列（論文発表順）に並べ替え，奇数番目を予
備実験に，偶数番目を検証実験に用いた．各々，件，件である．このように検証用データを時系列で並べ替
え，交互にサンプリングしたのはデータセットに「時間（発表時期）」の偏りが生じないようにするため．
本検証実験（図 
 ）で最も性能が高かったの
は /  6-		の #"モデルで，最小
エラーが	-
（閾値/	<	），# が
$， が$，は
$で
あった．ちなみに，予備実験（図 
 ）では /6-		
の !"モデルが最も性能が高く，最小 
エラーが	-（閾値/	
<
），# が$，
 が-$，は$であった．
考 察
迷惑メールの判定を目的として考案されたを
医学文書の自動分類に適用したところ， ，
# ともに	$以上の性能を示した．これは，
の本来の目的であるの判定（ >$，
# >

$）
には遠く及ばないものの，改善次
第では実用的な域に達していると言える．そもそも
は，文書を構成する単語と文書が帰属すべき
カテゴリとの間の関連の強さに基づいて文書を分類
しているので，この結果は当然である．何故なら，
はその原理において，迷惑メールの判定という
問題固有の知識をなんら利用していないからである．
では，何故，英文  の分類では迷惑メールの
分類ほど高い性能を示さなかったのか．これは扱っ
ている問題領域，即ち分類対象のコーパスの違いと
しか考えられない．つまり，:5   ;をキー
ワードとする英文  とそれ以外の  
の違いは， メールと通常のメールの違いほど
顕著ではなかったということである．
次に，#が !"モデルに対して加え
た改良についての考察を行う．まず，低頻度語の扱
いについてであるが，訓練用データ数 が少ない
場合，分類対象の文書中に訓練用コーパスに現われ
なかった未知語が数多く出現する（図 9参照）．そ
の場合，ゼロ頻度問題が発生するが，  が小さい
領域で予備実験（図 
 ），検証実験（図 
 ）ともに
#2"モデルの性能の方が優れていたの
は，（
）式による低頻度語の扱いが !"モデル
よりも洗練されていたためと考えられる．
#が行った つ目の改良は，文書を構成
する語に付与した %から文書の 度を示す
結合確率を計算する方法に "の計算方法を採り
入れた点である．"の計算方法が !"や
他の多くの5 理論に基づく方法と異なる
点は独立性の仮定を前提としないという点である．
文書中の単語が互いに独立に出現するというありそ
うにない独立性の仮定をおきながら 5 モ
デルがそれなりの性能を示すのは，特徴選択によっ
て特徴空間の次元削減を行っているからである．つ
まり，特徴選択によって文書中の単語が疎らに抽出
されると，それだけ単語間の依存性が低くなると予
想されるからである．実際，!"モデルにおい
ても で与えられるパラメタで特徴選択を
行っている．一方，#2"モデルは特徴
選択を行わず，文書中に出現する全ての語の %
を用いて結合確率を計算している．したがって，特
徴選択を行わなくても!"モデルに匹敵する性
能を示した今回の実験結果は #の改良が功
を奏したことを裏付けている．
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図  　ゼロ頻度発生率の 依存性
検証用の 
中に訓練用コーパスに出現しない未知の単語が含
まれている割合（ゼロ頻度発生率）が訓練用文書数 によってど
のように変化するかを描いた図． の増大に伴ってゼロ頻度発生
率は減少する．
では，#"モデルに特徴選択を行う
とどうなるであろう．表 はによる特徴選択
を行った場合の #"モデルの性能を
調べたものである（使用したパラメタは	/	96
	/
6  /6-		）．
選択された特徴数が
のとき，最小エラー
が	で最小となり，そのときの # が
	$，
 が$，そして 2は--$で，
# と は特徴選択を行わなかったと
きに比べて向上している．これは，予想に反して
#"モデルが特徴選択によって改善し
たことを示している．
そもそも#が適用した "の計算方法
には，独立性の仮定が帰無仮説の中に取り込まれて
いた．そして 確度を与える（9）式のやは
帰無仮説を棄却するための尺度であった．#
のシナリオは，独立性の仮定を含む帰無仮説を棄却
して対立仮説を支持する度合いを計算し，それを
確度として利用するというものである．つま
り，#"モデルは独立性の仮定を前提
としないというだけであって，特徴選択によって性
能が改善しないと言っているわけではない．
さらに，表 において注目すべき点は，選択され
た特徴数がわずかに 語や 語の場合でもかなりの
分類性能を示す点である．事実，語の場合におい
て，特徴選択を行わなかった場合に匹敵する分類
性能が得られた．しかし，ここで，次のような疑問
が生じる．分類を試みた  が，一方は :5
  ;という 語をキーワードとして検索したも
のであった．ということは，特徴選択にこの 語を
選んだ場合，それだけで分類できることにならな
いか．
表 
は ，:5   ;，:5;，:  ;，
:5;4:  ;といった語（あるいは語の組
合せ）を含む文書が各カテゴリの文書中にどの程度
出現するかを調べたものである．また，表 9は，特
徴選択の語数が  6  6 
のそれぞれの場合に，選
択された単語とその構成比率を調べたものである
（ /6-		で行った）．これらの結果から，必ずし
もキーワードに指定した 語だけで分類が行われた
わけではないことが分かる．
とはいえ，の検索に用いたキーワードを
分類カテゴリとし，その結果得られた  を分
類するという本研究のシナリオはあまり適切とは言
えなかったかもしれない．これに対して，?(等
は，本研究と同様に から収集したコーパ
スに対する分類実験を，分類手法に *法を用い
て行っているが，彼らは分類対象の論文が収載され
ているジャーナルを分類カテゴリとして使用してい
る
．テキスト分類手法の性能向上を目的とした研
究であれば，そういったシナリオがより妥当と考え
られるが，本研究は，退院時サマリの自動病名コー
ディングなどのように，ある特定の具体的なテーマ
（たとえば病名など）に文書を自動分類することに
関心があったため，このようなシナリオを選んだ．
ところで，表 を見ると :@;や :;そして :;
などのように，どのようなカテゴリの文書にも出現
すると思われる単語が，特にコーパスにお
いて高頻度で選択されている．これらの単語は，分
類能力があまり期待できそうもない，いわゆる 
Aと呼ばれる単語で，通常のテキスト分類では
前処理で除去されることが多い．また，:;
や :;など，語尾変化（この場合は複数形）を
伴う単語も前処理で語幹に変換することが多い．本
ベイジアンスパムフィルタを用いた要約の自動分類の試み -
表  	による特徴選択
		モデルに対して	による特徴選択を行って分類実験
を行った結果（  !
"   #
$    #%!!）．	の
文献では特徴選択の使用は言及されていない．今回の実験で，
 &$に対してが'$(!)，		が'#(')，
が'%(%)となり，特徴選択を行わなかった場合の		モ
デルの最高パフォーマンスに比べて，，はそれぞれ
%("ポイント，&(*ポイント向上し，		は逆に &ポイント劣化
しているが，での総合評価では性能が向上している．
表  キーワードおよびその構成単語を含む文書の割合
キーワードを構成する語およびその組合せを含む文書の数とコーパス中でのその割合を示す．なお，
	
+は 	
と の両方の単語を含むという意味である．当然のことなが
ら，コーパスにはキーワードを構成する単語を含む文書が多く存在するが，それだけで'!)を
超えるを達成することはできない．
研究では!"に倣ってそういった前処理は行わ
なかったが，これらが分類性能にどのような影響を
及ぼすかを検討してみる必要はある．
最後に，本研究では，訓練用データの と
の割合を等しいとして実験を行ったが，
現実的な問題では に比べて が圧倒
的に少ない場合が多いと考えるのが自然であろう．
たとえば，病院情報システムに蓄積された膨大な退
院時サマリからある病名（たとえば :5   ;）
に関するサマリを分類するといった場合である．訓
練用データの数が少ないとゼロ頻度問題が顕著にな
り，分類性能が低下することが予想される．今回は
と の比率による影響までは調べる
ことができなかったが，実用化を考えた場合は検討
する必要があろう．
ま と め
本研究では，迷惑メールのフィルタとして考案さ
れたベイジアンスパムフィルタを医学文書の自動分
類に適用し，その可用性を検討した．その結果，最
大で # が
	$， が$という分
類性能を得ることができ，ベイジアンスパムフィル
タは医学文書にも適用できることを示した．また，
特徴選択によって分類性能が向上することも確認し
た．とりわけ，わずか 語でも本来の分類性能をほ
とんど低下させることなく次元削減できることを確
認できたのは大きな成果である．今回利用したコー
パスの 文書あたりの平均語数は
語なので，こ
れは約  .	の次元削減に相当する．B(等は，	
分の の次元削減でも全く性能が落ちないこと，そ
して，		分の の次元削減でわずかに性能低下が
	 田 　中 　昌 　昭
表  特徴選択によって選択された単語とその構成比率
		モデルで	による特徴選択を行った場合（  #,%!!）に選択された単語を  & # &$の
場合について頻度順にリストした．キーワードを構成する単語（	
や ）が必ずしも上位にランクされて
いるとは限らないことがわかる．
見られることを示したが ，今回の結果もそれを裏
付けている．
一方，医学文書を対象とした今回の試みでは，その
性能指標は，迷惑メールのそれには遠く及ばなかっ
たが，これは分類性能がコーパスに依存することを
示唆している．今回は から :5   ;
を入力して得た  と何もキーワ ドーを入力し
ないで得た  をコーパスとして分類を行っ
たが，これは様々な内容の  から肝癌に関
する  を抽出する問題に対応する．これ以
外に，よく似た内容，たとえば肝癌と肝硬変に関す
る  の分類，また，全く異なった内容，たと
えば肝癌と高血圧症に関する  の分類など，
コーパスを変えてパラメタの最適値や分類性能がど
う変わるかを調べることにより，モデルのコーパス
依存性を明らかにする必要がある．
文 　　　　　献
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