Many pathogens have clusters of variation in their genotypes that we refer to as strain structure. Importantly, 2 host immunity to one strain is often neither independent from nor equivalent to immunity to related strains. This 3 partial cross-reactive immunity allows repeated infection with (different strains of) the same pathogen and affects 4 disease dynamics across a population, and can influence the effectiveness of intervention strategies. We combine two 5 frameworks well-studied in their own right: multi-strain disease dynamics and metapopulation network structure. We 6 simulate the dynamics of a multi-strain disease on a network of populations connected by movement, and characterize 7 the effects of parametrization and network structures on these dynamics, finding that the movement of (partially) 8 immune individuals tends to have a larger impact than the movement of infectious individuals, dampening infection 9 dynamics in populations further along a chain. Additionally, dynamics propagate from one population to another, 10 even if parameters vary between populations. In addition to providing novel insights into the role of host movement 11 on disease dynamics, this work provides a framework for future predictive modelling of multi-strain diseases across 12 generalized population structures. 14 Many pathogens have variants that are similar enough that our immune systems recognize them 15 as hostile, but different enough that we are not fully immune to them. This leads to partial im-16 munity against segments of the pathogen population that can have dramatic effects on epidemic 17 size and duration. Also relevant to disease dynamics, many systems can be envisioned as networks 18 of interconnected patches, e.g. cities in which there is some migration between cities, but most 19 people remain within a single city. When these two frameworks (multi-strain disease dynamics and 20 meta-population structure) are combined, some surprisingly simple patterns are evinced. First, 21 the movement of immune individuals reduces pathogen prevalence in destination populations. In 22 some cases, migration can even induce a change in the dynamics (e.g. steady prevalence through 23 time vs. cycles of high and low prevalence), causing populations to look more similar, even when mi-24 gration rates are low. Finally, while the structure of metapopulation networks can affect prevalence 25 through time, the precise properties governing these effects are not yet known. This study creates 26 a framework for better understanding the interaction between two important factors influencing 27 disease dynamics: the presence of multiple strains and complex metapopulation structure. 28 2 Introduction 29 Many of the most impactful infectious diseases that affect humans (influenza, malaria, human 30 papillomavirus, etc.), livestock (porcine reproductive and respiratory syndrome, foot-and-mouth 31 disease, etc.), and wildlife (anthrax, plague, etc.) have clusters in their population-genetic variability 32
As above, we denote strains as subscripts and, in the equation for w i , we sum over all strains j which 100 share at least one allele with the focal strain i. β, σ, and μ are the infection, recovery, and death 101 rates, respectively. γ (as mentioned above) is an indicator of the level of cross-reactive immunity 102 gained by prior exposure to alleles in the target strain. Note that while we depict only one value per 103 demographic parameter (i.e. all strains are functionally equivalent) for clarity of notation, these 104 values could also be written to vary by strain (i.e. β i ). 105 Immunity in this framework is non-waning: exposure to a strain yields consistent protection from 106 future infection over the lifespan of the individual. Moreover, this protection is trichotomous: an 107 individual can either have no protection from a given strain (it has not seen any of the alleles 108 before), complete protection (it has seen this exact combination of alleles before), or a set point 109 in-between according to the parameter γ (it has seen at least one, but not all alleles before). Put 110 another way, we do not distinguish between loci, assuming that sharing an allele at one locus is 111 functionally identical to sharing an allele at any other locus, or indeed all other loci except one. 3.2 Extensions to more than one population 113 Following (18), we model movement between populations using a dispersal matrix Δ = A -E, 114 where A is the weighted adjacency matrix indicating the proportion of population n (row) moving 115 to population m (column) per unit time and E is a diagonal matrix representing emigration, where 116 each entry E kk = n k=1 A kl where n is the number of populations. Thus, the whole system can be 117 depicted by a set of three equations per strain i per population k:
Where each equation from Section 3.1 is now additionally indexed according to population and has 119 an additional term to account for migration between populations. While in principle the elements 120 of Δ can take any value [0, 1], signifying a (continuous) movement of between 0 and 100% of 121 individuals, for simplicity we use a constant value δ for the strength of each movement, i.e. for 122 each non-zero off-diagonal element of Δ. Sensitivity to this value is explored in the supporting 123 information ( Fig S2) .
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This framework can be applied to a metapopulation of arbitrary size and complexity, with the 125 number of equations being linearly related to the number of populations. The dynamics of each 126 population are governed by a set of three equations per pathogen strain, and these equations
To assess the effect of migration on population dynamics, we first consider the simplest case of a 141 set of populations sharing the same parametrization. We use a movement network described by a 142 chain of populations, i.e. A→B→C→D or
where δ = 0.05, and ask how the dynamics of populations further down the chain (i.e. B, C, D) 144 differ from those of the origin population (i.e. A), recalling that, without migration, all populations 145 would have identical dynamics. We next consider the case where parameters differ between connected populations, we restrict our 148 consideration to a system of two populations, identical in all respects other than the parameter 149 γ, which is set to either induce a steady state of coexisting strains (γ = 0.25 in population A) or cyclically coexisting strains (γ = 0.75 in population B). We then display three potential patterns 151 of connection: no migration (left column), A→ B (middle column), and B→A (right column).
152
Specifically, we set
respectively, again with δ = 0.05.
154
To address the case of multiple origin populations feeding into a single destination population, we 155 consider a system of three populations: A→C←B, or
where populations A and C have γ = 0.25, but population B has γ = 0.75; δ = 0.05 as above. if instead every population is assigned the same value of γ.
177
All code is made available on GitHub: https://git.io/JeqMc.
178
4 Results
179
In the following sections, we provide figures to demonstrate the effect of metapopulation structure on 180 disease dynamics. In these figures, we plot a time series for each of three subsets of the population: 181 those currently infected with a particular strain of the pathogen, those having (complete) specific 182 immunity against the focal strain, and those who have at least partial cross-reactive immunity 183 to the focal strain, due to past exposure to a similar strain (see Methods). We only depict one 184 representative strain in each plot for visual clarity and parametrize the model such that all strains 185 are functionally equivalent (i.e. they all have the same transmission and recovery rates). We found that even when all populations share the same parametrizations and initial conditions, 189 that populations further along network chains have reduced proportions of currently infectious 190 individuals and dampened oscillatory dynamics compared to those they would exhibit in isolation 191 (Fig 1) . This is due to the movement of (partially) immune individuals between the populations, 192 increasing the proportion of individuals with specific and cross-reactively immunity in populations 193 further along the chain. While infectious individuals move at an equal rate, the proportion of the population that is currently infectious at any given time is much smaller than the proportion with 195 immunity. Figure 1 : Connecting multiple populations with the same parameters results in reduced pathogen prevalence and dampened cycles in populations further down the chain. Here, populations are connected such that A → B → C → D. Each column indicates a population, while each row is one of the three population classes laid out above and in the Methods. The mean level of immunity (both specific (middle row) and cross-reactive (bottom row)) increases in each sequential population, while the mean level of currently infectious individuals (top row) decreases. All populations have parameters β = 40, σ = 10, μ = 0.05, δ = 0.05, γ = 0.75. We use a two-loci, two-allele strain structure, but show only one strain for clarity (but see supporting information Fig S1) . We found that in the case of a simple chain of populations, the dynamics of destination populations 198 can be overridden by the dynamics of origin populations (Fig 2) . Interestingly, this is true both Fig S2) . This migration can also allow for strain coexistence even in populations where the local 202 parameters would suggest extinction of one or more strains. Figure 2 : Destination populations tend to inherit origin population dynamics when linking populations with different model parametrizations. As in Fig 1, rows correspond to population classes, but here, columns indicate network structure. While in isolation (left column), population A has cyclical dynamics and population B has steady-state dynamics, when the two populations are linked by migration, the destination population inherits the dynamics of the origin population (center and right columns). This is true regardless of the direction of the movement (depending on the level of migration; see supporting information Fig S2) . Populations A and B have parameters β = 40, σ = 10, μ = 0.05, δ = 0.05 in common and γ = 0.75, 0.25, respectively. We use a two-loci, two-allele strain structure, but show only one strain for clarity.
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The issue of dynamics propagation gets more complicated when there are multiple, varying origin 204 populations for a given destination population. We found that there is a hierarchy of dynamics 75 and all other parameters the same. Note that, even though the parameters of population C would lead to a steady state in the absence of migration, we see cyclical dynamics being inherited from population B. We use a two-loci, two-allele strain structure, but show only one strain for clarity. ther "up the chain" will tend to have higher on-average disease burden and also greater variability.
Degree distribution affects pathogen prevalence and immunity

215
The inheritance of dynamical regimes combined with a hierarchy of dynamics in that inheritence 216 suggests that chaos and cycles should be more common, especially in populations further "down leading to an overall stable system.
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In Fig 4, we report the effect of various network structures on three summary statistics of pathogen 221 prevalence (and levels of immunity) using five common network ensembles. Depending on the 222 system being explored, empirical network structures might have elements in common with one or 223 more of these ensembles, for instance, many social networks are considered to be "small-world" in 
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We found that the network configurations with higher variation in indegree (i.e. the number of 231 other populations each population receives migration from) distributions (supporting information 232 Fig S4) , such as those found in the tree and Barabasi-Albert networks, tend to have higher levels 233 of infection over time, despite similar levels of immunity as the other three network types. We also 234 saw few significant differences in mean time between epidemic peaks across network types. For 235 some parametrizations, such as those in Figure 4 , we saw slightly lower values for the aforemen-236 tioned networks with high indegree variance, but this was not consistent across parametrizations 237 (supporting information Fig S5) . Figure 4 : The effect of network structure on pathogen prevalence and levels of immunity through time. In the top row, we depict a representative network from each of the five ensembles. The second row shows the distributions of each of three response variables for prevalence of the pathogen and specific immunity over the course of the simulation, with the units for the horizontal axes given by the panel headings. We depict one point for each randomized network structure and box-plots indicating the median and inter-quartile range of each network-type's distribution. Network generating algorithms were tuned to produce networks of the same size and approximate connectance and model parameters were either the same for all populations and across simulations (β=160, σ=40, μ=0.05, and δ=0.05) or randomized for each population in each simulation (initial densities of infectious and immune individuals [0, 1] and γ value [0.05, 0.95] in each population).
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We would like to thank José Lourenço for helpful discussions regarding the mathematical framework 291 of this work. 292 S1 Supporting Information 293 Figure S1 : Considering all the dynamics of all four strains from population A in figure 1 . Note that lines are colored according to strain rather than population. Strains can be divided into two discordant sets of non-overlapping alleles: {1, 1} and {2, 2}, and {1, 2} and {2, 1}. Each strain of a discordant set behaves identically due to identical parametrization and no interaction between strains that do not share at least one allele, but discordant sets interact with one another due to partial cross-reactive immunity. Thus, when one set is abundant, the other is rare and vice versa. We highlight the maximum value of each discordant set's cycle with a vertical line in order to facilitate comparisons between strains and sets. Figure S2 : The effect of variable migration rate on transference of dynamical regime from origin to destination in a simple metapopulation of two populations linked by unidirectional movement. Here, each column indicates the value of σ and each row indicates the value of R 0 (these parameters are the same for both populations). We plot whether or not the destination dynamics are the "same" or "different" (vertical axis) for each movement rate (δ· horizontal axis). We jitter the points slightly for increased visibility and fit a binomial spline to indicate the trend with increasing migration rate. In most cases, a γ value of 0.25 signifies a steady state (in the absence of migration) and a value of 0.75 signifies cyclical dynamics. We see that even with very small rates of migration, a stable population can be converted to a cyclical one (blue points overwhelmingly indicating same dynamics between origin and destination). Yet, it is more difficult to convert a cyclical population to one with steady state dynamics (orange points predominantly indicate a difference between origin and destination dynamics. Remarkably, the transition appears to be sharp in most cases: given a sufficient migration rate, destination dynamics will always be converted to match those of the origin. Note that the specific dynamics of the origin and destination depend upon the parametrization as well as movement rate, so in some cases, such as the panels in the lower left, the origin and destination would have the same dynamics even without movement. In other cases, such as the top row, there are many instances of strain extinction, which is rarely transmitted from origin to destination, though even if extinction dynamics are removed, these parametrizations lead to fewer cases of "successful" transmission of dynamics from origin to destination. We highlight the main-text parametrization of σ=10, R 0 =4, δ=0.05. Figure S3 : Effect of parametrization on dynamic regime for a population in isolation. Here, columns indicate values of R 0 (β/σ· main text utilizes a value of 4) and rows indicate values of μ (main text uses a value of 0.05). Depending on the combination of β, σ, and γ, a population can exhibit a range of dynamics including steady states for all strains (red), cyclical or chaotic dynamics for all strains (blue), or partial extinction of some strains (orange). Missing values are due to numerical failure in integration. All simulations here utilize a two-loci, two-allele strain structure. See (16) for a similar figure for alternative strain structures. Figure S4 : Summary statistics for the degree distributions of each randomized network used for figure 4 in the main text. Networks were constructed to have the same size and approximate connectance, but with the network structure (which populations are connected to which other popuations) otherwise generated according to one of five algorithms: Erdős-Rényi, Barabasi-Albert, and Watts-Strogatz, stochastic block, and tree (see Section 3.3.3 of the main text). Some algorithms allowed perfect matching of connectance (Erdős-Rényi, Barabasi-Albert, and Watts-Strogatz), while others necessitated some minor variation (stochastic block and tree). Figure S5 : Similar to the lower row of figure 4, but with β and σ equal to 80 and 20, respectively. All other parameters are equal to or set randomly as in figure 4. While the observed differences in total infected are robust, note that here the mean time between epidemic peaks is approximately equal across randomizations.
