A non·preemptive M/GI/l queue with several job classes is considered. At the completion of the service time the multiple feedback occurs. The objective is to maximize the expected discounted reward with the infInite horizon. Using the Harrison's method, the model is formulated as a bandit problem and its optimal policy is characterized by the index rule. Next it is considered that the service time is decomposed into quantum of the unit span. This model is a queueing system of a single feedback. Using the index rule, three type of optimal job schedulings are discussed.
Introduction
We consider an M/GIlt queue with several job classes. A single job is served at a time and the served job is not interrupted by the other job, that is, nonpreemptive. When the service is completed, the multiple feedback will occur. The cost structure is a pure expected reward received at a decision epoch. Our problem is to obtain the optimal job scheduling which maximizes the expected discounted reward with the infinite horizon. Our model is formulated as a bandit problem with Poisson inputs and the multiple feedback.
In a single server queueing system the optimal job scheduling which minimi~es the expected holding cost has been studied. The optimal policy is characterized by a priority service discipline. When the service time is known in a nonpreemptive queue "the shortest-processing-time-first" discipline "the shortes t-remaining-processing-time-fi rst" di scip line is optimal [16] .
When the distributions of several job classes are known, the optimal priority is obtained by the index rule. For an average criterion Sevcik [17] studies no arrival case and Klimov [10, 11] studies an arrival case with the sengle feedback. A multiple feedback job scheduling is studied by Meilijson and Weiss [12] . For a discounted criterion Harrison [6, 7] studies a nonpreemptive M/G/l queue without the feedback.
A bandit problem is constructed by independent projects. We decide to work on one of these projects, we receive a reward and the next state of the project is determined by the transition probability. Gittins [4] proves that the optimal policy is given by a dynamic allocation index (DAI) and shows the several applications including job scheduling. Whittle [20, 21, 22] obtains the integral expression of the expected discounted reward and proves the optimality in both no arrival and arrival cases. Many applications of the bandit problem are discussed in [2, 5, 8, 13, 14, 19J. In Section 2, we introduce our model. In Section 3, the transform formula of the holding cost to the immediate reward is obtained. From this formula holding cost feedback problems can be represented by a bandit problem.
In Section 4 for a fixed ordering set, the expected discounted reward is obtained. In Section 5, if the index is monotone decreasing with respect to the ordering set the integral representation of the expected reward is obtained and the optimality of DAr is proved. In Section 6, it is considered that the service time is decomposed into quantum of the unit span. This model is a queueing system of a single feedback. Using the index rule, three types of optimal job schedulings are discussed. For example. if the exiti.ng probability is unimodal, the optimal policy is one of the multi level processor-sharing scheduling algorithm.
Model
'l'k (S) = 0 e 'dFk (t). We assume infkExk>O. For a fixed a, we simply denote it as 'l'k ' We assume that one job is served at a time and its service duration is not interrupted by the other job, that is, the non-preemptive discipline. 
Our problem is to obtain an optimal policy which maximizes V (s). We will N prove that an optimal policy is characterized by the priority service rule whose order i.s determined by an index.
Our model is a bandit problem whose job classes are countably infini.te or finite. Jobs arrive according to independent Poisson streams and at the completion of process time the multiple feedback occurs. The criterion i.s to maximize the expected discounted reward.
Reward and Holding Cost Case
In this section we prove the reduction of a both reward and holding cost problem to a pure reward problem. Such an approach to a stochastic job scheduling without the feedback is proved in Bell [1] , Stidham and Prabhu [18] and Harrison [6] . Using the Harrison's argument we prove this in feedback case.
Suppose that rk* be the reward when the service of class k job is completed and hk* be the holding cost for each unit of time when a class k job stays in the system. As a natural assumption we put that both sUPkirk*i and Dk(t) = the number of class k jobs whose service is completed before time t.
From these definitions (3.1) From the renewal theorem it follows that for sufficiently large t, (3.2) and (3.3)
is the service time of a class k job. These inequalities imply that We transform the reward r k * at the completion of service and the holding cost hk * to the pure immediate reward r k at the decision epoch such that
where the last term in (3.7) is the expected discounted holding cost of multiple feedback jobs incurred in advance. In a bandit problem a pure reward is assumed and the frozen projects contribute no reward. From this transformation the job scheduling which minimizes the expected linear holding cost, is formulated as a bandit problem. As a tax problem, similar discussion is given in
Since H is independent of the policy TI, using (3.7) the general problem and the pure reward problem are equivalent and the reduction is completed.
Ordering Set and Index
First we consider the priority service discipline whose order is determined by an ordering set r. For any i and j(i"'j) in K, one of (i,j) 
Since icki is uniformly bounded by C, the right hand side in (4.3) is absolutely convergent. It follows from the dominated convergence theorem we have
U(s, J)
Thus the desired result is obtained.
Fix a cut-off set L and let 7f be a priority policy such that for any i r:; L the service order is determined by r and any job in class i r:; K-L is never served. Let U*(O,L) denote the expected discounted reward under a policy 7f during the initial busy cycle when the initial state is empty.
be the Poisson arrival rate of the set L. Then 
It is easily proved that for k=O the above equation is also satisfied. Moreover, we define Vk(s) as the expected discounted reward for the infinite horizon problem under the policy n' . 
Optimality
In this section we obtain an optimal policy, which is characterized by an index rule. At first we assume that the index C, is monotone nonincreasing and L = {j: C,~M}).
]
For an infinite cut-off set J we prove the following Lemma. 
which is equivalent to (14) in [21] . and if nk>O and k e: X-L, or k=O then 
Theorem 6. Suppose that 7T is a priority policy with the ordering set r and the cut-off set L such that for k e: L, C k is monotone nonincreasing with respect to rand 
And since for
where the third equality is derived from (5.7) and (5.8) . This completes the proof.
In order to contruct the optimal ordering set r and cut-off set L, the generalized index Ci(L) is useful. (5.9) and Proposition 7. Suppose that i and j e:
Proof: For i;t!O and j;t!O we get gk( L gk=1)· \ve asstmle that the service time is decomposed into quanttml of k=l the unit span. Let a class k job be a customer who has served k-l quanta and is waiting for kth quanttml. The probability of a class k job to exit is P k = gkl L g. and its probability of the single feedback as a class k+l job is l-P k • i=k ~ For example, the CPU serves customers according to a round-robin discipline with the fixed quanttml size 1. The problem is to obtain the optimal quanttml to be served in the waiting customers.
-s_
The LST of the service time of a class k job is 'I'k=e ='1'. As a cost structure we aSStmle that, yk*=O and the holding cost for each unit time is constant. To simplify the notation we put hk*=se S • Then the immediate reward in (3, 7) is Our problem is to obtain the optimal job scheduling which minimizes the ex'-pected discounted holding cost.
At first lye consider no arrival case and next we consider a Poisson arrival case. For i<j let ' 1' . . be the LST of the service time from ith ~,] quanttml to j. We recursively define as '¥ . . ='1' and
During this interval the expected discounted reward is y . . =p. and
The service index from i to j is defined as
The index of a class i job without arrival is During the unit interval, e-\\a/a! is the probability that the number of arriving class 1 jobs is a. And i>j} is the optimal ordering set. Using the queueing terminology the FCFS discipline is optimal.
Case 3. Suppose that P k is unimodal and the peak of P k LS PiO = m~x P k .
In other words P k is nondecreasing in k E: {1 •... , iO} and nonincreasing in employed. This mixed scheduling algorithm is one of the multilevel processor sharing algorithm discussed in Kleinrock [9] p.177.
