Objective: This paper introduces latent semantic analysis (LSA), a machine learning method for representing the meaning of words, sentences, and texts. LSA induces a high-dimensional semantic space from reading a very large amount of texts. The meaning of words and texts can be represented as vectors in this space and hence can be compared automatically and objectively. Psychological theory: A generative theory of the mental lexicon based on LSA is described. The word vectors LSA constructs are context free, and each word, irrespective of how many meanings or senses it has, is represented by a single vector. However, when a word is used in different contexts, context appropriate word senses emerge. Current applications: Several applications of LSA to educational software are described, involving the ability of LSA to quickly compare the content of texts, such as an essay written by a student and a target essay. Potential medical applications: An LSA-based software tool is sketched for machine grading of clinical case summaries written by medical students. Ó 2002 Elsevier Science (USA). All rights reserved. People acquire semantic knowledge through unsupervised learning throughout their life, constrained by characteristically human epigenetic rules. This learning involves perception and action, as well as the physical and social environment. Much of it depends on the medium of language. LSA is an attempt to simulate this process, except that it is restricted to verbal input only. This is a non-trivial limitation. But it is not a fatal one, for language has evolved to code human experiences in their broadest sense. We can talk about almost anything, and what we can learn from words alone about the world and ourselves should not be underestimated. As will be shown below, very powerful semantic representations can be constructed from verbal inputs alone that, at the very least, can serve as good approximations of human semantic spaces.
What is latent semantic analysis?
Latent semantic analysis (LSA) is a statistical method for constructing semantic spaces. It can be viewed as a component of a psychological theory of meaning as well as a powerful tool with a wide range of applications, including machine grading of clinical case summaries. A large number of people have been involved in this work: Tom Landauer and the LSA Research Group at the University of Colorado, and, for the planned medical application, Tim Koschmann and Howard Barrows from the Southern Illinois University School of Medicine.
People acquire semantic knowledge through unsupervised learning throughout their life, constrained by characteristically human epigenetic rules. This learning involves perception and action, as well as the physical and social environment. Much of it depends on the medium of language. LSA is an attempt to simulate this process, except that it is restricted to verbal input only. This is a non-trivial limitation. But it is not a fatal one, for language has evolved to code human experiences in their broadest sense. We can talk about almost anything, and what we can learn from words alone about the world and ourselves should not be underestimated. As will be shown below, very powerful semantic representations can be constructed from verbal inputs alone that, at the very least, can serve as good approximations of human semantic spaces.
Since Aristotle, a dominant view of learning has been that it involves association. People associate actions/ percepts/words with their contexts, and from this noisy base extract the stable meaningful semantic relations that organize their knowledge and experience. LSA simulates this process of associative learning in a particular way. It collects information about the contexts in which words appear and then extracts the semantic essence from this all too rich database. A standard mathematical technique is used for this purpose: singular value decomposition followed by dimension reduction. Singular value decomposition (SVD) allows us to find the semantically essential information in a matrix of word co-occurrences. Dimension reduction discards the accidental information, which is always present in such a matrix. Thus, we obtain a 300-dimensional semantic space that is powerful enough to allow for discriminations among words as well as texts that mirror to a considerable extent, the human semantic judgement. The semantic space upon which most of the research reviewed below is based was obtained by calculating how often each of about 96,000 different words occurred in about 37,000 texts (high-school level reading materials), and reducing the resulting co-occurrence matrix via dimension reduction to 400 dimensions. This dimensionality is empirically determined: a space of 300-500 dimensions appears to have the most human-like properties. The text used were carefully selected to reflect the reading material that a typical American high school graduate might have encountered during his or her life. Thus, this LSA space is a simulation of a single, typical person whose contact with the world was restricted to reading the set of texts used in our analysis.
There are at least two objections to such a procedure that come to mind immediately. First, a document for LSA is simply a bag of words. Its organization-the syntactic organization of the sentences as well as the discourse structure of the document as a whole-is neglected. This organization is demonstrably important, of course. In spite of this limitation, LSA captures some basic semantic properties of words as well as texts. Furthermore, we shall show how LSA can be combined with a model of comprehension to account for at least some syntactic effects.
A second objection might be that the learning process we assume disregards human epigenetic constraints. We know that human learning does not start with a tabula rasa. This objection loses its force once we note that the input to LSA is well-formed text, generated by real people and hence reflecting the human way of looking at the world. It is not raw nature that we are dealing with, but nature filtered through the human cognitive and linguistic system. The constraints are not in the learning process, but in the input LSA uses.
Relationships in the semantic space that LSA constructs can be measured in several ways, as illustrated in Fig. 1 . Fig. 1 shows (in 2, rather than 300 dimensions) the vectors for the words house, porch, and race. The similarity between words is measured by the cosine of the angle between their vectors. For instance, house has a high cosine (.65) with porch, but a low cosine with race (.01). The length of a vector is (in part) a measure of the amount of information LSA has about the corresponding concept. And the semantic neighborhood of a vector tells us which other concepts are near it in the high-dimensional space (porch is in the semantic neighborhood of house, but race is not).
What makes LSA particularly useful is that not only single words but sentences, paragraphs, texts, in fact, any set of words can be represented by a vector in the semantic space. The vector for a set of words is the centroid of the vectors for the separate words, that is, it is a kind of average. Thus, we can easily compute the similarity of sentences and whole texts in the semantic space. For instance, the sentence The horse raced past the barn has a cosine of .66 with The pony ran across the yard, but only a cosine of .52 with The barn burned down last night, in spite of the fact there is a content word overlap with the second sentence but not with the first.
LSA was first developed in the context of information retrieval [1] . In recent years Landauer and his coworkers have expanded LSA into a general semantic theory [2] . Introductions to this work are found in [3] [4] [5] .
LSA as a psychological theory of meaning
LSA has been used to analyze a number of interesting psycholinguistic phenomena. Landauer and Dumais [3] investigated vocabulary acquisition in children, showing that children learn not words, but an LSA-like semantic space. LSA understands words and sentences in ways rather like people do when given various kinds of multiple choice tests [4, 5] and accurately measures the coherence of texts [6] . An account of knowledge activation in discourse comprehension can be given in terms of LSA [7] as well as of semantic priming [3, 8] .
Thus, there exists now a small but growing body of research that attests to the usefulness of LSA in psycholinguistic research. Nevertheless, LSA in its present form cannot be a complete theory of meaning. LSA only provides us with the foundation for a psychological semantics; but to complete it, LSA must be combined with other psychological process modules. LSA lets us calculate automatically the fundamental semantic distances between words and texts. It is not the case, however, that these semantic distances are always directly reflected in human behavior and language. Other psychological processes may operate on this semantic basis in complex ways. To model one type of interaction, we have combined the discourse comprehension model of Kintsch [8] with LSA. The comprehension model describes the process of comprehension, and LSA specifies the nature of the knowledge network involved. In this way a novel account of the emergence of word senses is obtained, with implications for the understanding of ambiguity resolution, metaphors, and similarity judgments.
Traditionally, words are said to have different senses. For instance, the predicate ran in The horse ran, The color ran, or A breeze ran through the trees means something different in each case. LSA represents ran with a single vector, however. To compute the meaning of the sentence, we compute the centroid of ran and horse, ran and color, etc. Alternatively, the discourse comprehension model suggests a way of contextually modifying the vector for the predicate ran so that ran in horse ran is slightly different than ran in color ran. That is, different senses of the word ran emerge in different contexts. This modification is achieved in the following way. Consider the semantic neighborhood of ran: it consists of the words most closely related to ran. When ran is predicated about horse, we find those terms in the semantic neighborhood of ran that are also related to horse and combine them with the vector for ran to obtain a vector representing the sense of ran when predicated about horse. When ran is predicated about color, different terms from its neighborhood will be selected, and a somewhat different vector for ran in the colorsense will be obtained. Note that this algorithm presupposes a syntactic analysis: we must know that horse is the subject and ran the predicate to apply it correctly. For a detailed description of the predication algorithm see [9] .
How do we know that this algorithm correctly computes word senses? We can compare its result to a landmark for which we have clear semantic expectations. Thus, The horse ran is closer to gallop than The color ran, but the opposite is the case for dissolve; The bridge collapsed is closer to break down than The runner collapsed, but the opposite is the case for race. Thus, LSA with the predication algorithm has similar semantic intuitions as people do.
Homonyms like mint have vectors that are located somewhere between the chocolate sense of mint, the money sense, and the plant sense. However, in a sentence context the predication procedure readily disambiguates homonyms. If we predicate flavored candy about mint, the resulting vector is strongly related to chocolate, but not to stem or money. If leaves of a plant is predicated about mint, the vector is related to stem, but not to chocolate or money. The vector for the sentence Banks mint coins, on the other hand, is related to money, but neither to chocolate nor to stem. Thus, although mint is a single vector in LSA, if the word is used in context one or the other of its senses emerges-without a need for a mental lexicon that lists all possible word senses beforehand.
The model also provides an account of metaphor comprehension. Metaphors are understood exactly like literal sentences. For nominal metaphors like My Lawyer is a shark, the argument lawyer selects those terms from the neighborhood of shark that are most closely related to it, which then become part of the predicate vector. As a result, the vector for My Lawyer is a shark becomes more closely related to viciousness, yet is not dominated by other shark properties such as fish, swim, or fins [10] .
Thus, LSA if given syntactic information and combined with a model of discourse comprehension, can account for a number of semantic phenomena that on first glance appear to be outside its scope, although the work reported here is certainly only a beginning and not yet a complete semantic theory.
Applications of LSA
While the development of a psychological theory of meaning based on LSA is still in the early stages, a number of powerful applications of LSA have been reported in recent years. I shall only discuss three examples here, before sketching how LSA could be used for machine grading of clinical case summaries.
The intelligent essay assessor
LSA can be used to grade essays automatically by comparing the essay with some sort of prototype. For instance, the prototype could be an essay or a set of essays written by expert writers. The grade given to a studentÕs essay would be a function of the cosine between it and the prototype essay. A better method presumes the existence of a set of pre-graded essays. The cosine between a new essay and the set of pre-graded essays can then be computed and the new essay can be assigned a grade based on the weighted average of its cosines with the 10 closest pre-graded essays. Even better results are obtained by combining, with roughly equal weights, the cosine measure and a vector length measure; the former measure is sensitive to the nature of the content of the essay, the latter to the amount of content.
The intelligent essay assessor (IEA) and people grade essays equally well [5, 11] . IEA grades essays about as well as trained human graders do. For one sample of 2263 essays reported in [11] , professional graders agreed very well among themselves (r ¼ :85), but the correlation between the grades assigned by IEA and the human graders was just as high (r ¼ :85). On the other hand, teaching assistants grading essays in an introductory psychology course correlated much lower with each other and with the professor who taught the course so that LSA actually did a better job grading these essays in terms of its correlation with the professor. Also, human graders are notoriously influenced by context effects and often find it difficult to adhere to the same criterion when grading a large number of essays. LSA does not have these problems.
Selecting an instructional text that is appropriate for the student's background knowledge
All learners are limited by their state of knowledge in what they can learn. Instructional materials that are too advanced for them will be ineffective, and materials that are too easy for them are of little value either. We have called this the ''zone of learnability'' hypothesis or more informally GoldilockÕs Principle: a text must be just right, not too easy, not too hard. A good teacher or librarian will make sure that her students receive the right materials for study. Where such guidance is lacking, e.g., when students obtain instructional texts from the web, LSA could be used to select appropriate learning materials for students, as was demonstrated by Wolfe et al. [12] . If the cosine between an essay written by a student and an instructional text was moderate, leaning was successful (around 40% improvement in test scores or essay grades between pre-and post-test); when the cosine was too low (not enough background knowledge) learning was poor; when the cosine was too high (not enough new information in the text), learning was equally poor.
Helping students to write and revise summaries: Summary Street
Students in two 6th-grade classes in Boulder, Colorado are routinely asked to write summaries of chapters of their science textbooks. E. Kintsch, Steinhart, Stahl, Matthews, Lamb, and the LSA Research Group [13] have developed and evaluated a system that provides the student writer with content feedback to guide revisions. The teacher assigns a text to be summarized say on energy sources (coal, wind, petroleum, etc.), or MesoAmerican civilizations (Incas, Mayas, or Aztecs). Each text is composed of sections, usually 4-5, and the teachers wanted the content of each section to be covered in the summary. Furthermore, the teachers required the summary to be of a certain length, say between 150 and 200 words. The students write their summaries on an interface that is much like a standard word processor and sends them to our lab for analysis via the web. The feedback is received almost immediately and involves a number of steps.
Content feedback ensures that all sections of the text are covered in the summary. For this purpose, the cosine between studentÕs summary and each of the sections of a text are computed. If a cosine is below a certain threshold value, the student is told that this section is not adequately covered in the summary. The student then has the option to look at the appropriate section of the text on the computer screen and add some material about this section to the summary. If the threshold is exceeded for all sections, the student is told that he or she has now covered all parts of the text. Since the length of the summaries is restricted to avoid extensive copying from the source texts, students are told how many words they have written so far and which of their sentences may be redundant or irrelevant.
Summary Street has been used now over a period of two years. Over this period the system has evolved a great deal as we learned how to adapt it to the needs of the students and the requirements of the teachers. On a recent well-controlled test that compared summary writing with system feedback and without, it proved to be clearly superior [14] . There were three notable results. Time on task increased significantly when students could use the system; students were willing to work harder and longer when given feedback. Summaries written with content feedback received higher grades from the teachers. This was the case for difficult summaries, for which grades more than doubled, whereas for texts that were easy to summarize anyway, the use of the system had no effect. Finally, we observed a pronounced transfer effect. Students who had written a summary in the previous week with the help of Summary Street wrote better summaries even when they no longer had access to the feedback the system provided. They had learned something about how summaries should be written.
The use of LSA for machine grading of clinical case summaries
Standardized patients are used widely today in teaching and assessment in medical schools. When used for testing purposes, various assessment methods have been employed, including having the test taker produce a full-text written account of the encounter. In fact, this method has some obvious advantages and would be the method of choice much of the time except for the difficulty of grading such essays. Tim Koschmann and Howard Barrows, known for the use of standardized patients in Problem based learning in Medicine [15] from the Southern Illinois University School of Medicine in collaboration with Tom Landauer and myself have proposed to use the LSA-based methods sketched above for this purpose.
Specifically, we have proposed to generate a semantic space that knows enough about medicine from 500 sample case summaries prepared by third-year medical students plus relevant texts from medical textbooks and medical dictionaries. Three senior faculty members will grade 50 of these case summaries and prepare their own ''Gold standard'' summaries. Case summaries prepared by medical students (second to fourth year) can then be graded by comparison with both the golden standard essays and the 10-best neighbors. These LSA grades will then be correlated with other performance measures collected from the same students (lab reports, interview, and exam scores). If LSA grading is as successful in this case as it has been in other situations, the method developed here could prove to be quite useful. Although some use of similar semantic methods have been reported in Medical Informatics (e.g., [16, 17] ), these studies focused on information retrieval and semantic indexing.
Furthermore, it is easy to see how instructional applications for a medical LSA semantic space could be devised. Instead of merely grading an essay, feedback as to its completeness and appropriateness could be given to the student writer. Clinical case records have standard components (e.g., sections of History of present illness, Physical examination, Laboratory data, Differential diagnosis and the like). LSA could provide feedback about specific sections, much in the way as we do with Summary Street. Thus, an LSA-based medical help system for instructional purposes might become possible. Interestingly, Franz Caspar, a clinical psychologist, and his co-workers at the University of Freiburg, Germany, have already developed an LSA-based training system along these lines [18] . However, this is not a project to be undertaken casually: it requires real investments to construct the initial semantic space, to develop the LSA scoring procedures, and to evaluate the effectiveness of the system. The pay-off may be considerable, however, and we still hope to be able to build such a system in the context of the work reported in this paper.
