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As machine learning is increasingly used in real-world systems, two key methods for function
approximation have gained traction: deep learning with neural networks, and Bayesian
inference with Gaussian processes (GPs). The two methods have distinct but complementary
properties, and Neural Processes (NPs) have emerged as a desirable approach that combines
the merits of both.
NPs naturally fall within the meta-learning regime, which is loosely inspired by how humans
can learn new tasks from just a few examples, leveraging partially related tasks. As such,
we compare NPs to a simple extension of GPs to the meta-learning setting ("Meta-GP"),
augmenting the GPs with neural networks via an existing framework known as "deep kernel
learning" or "deep mean learning".
Using a few regression benchmarks from both synthetic and real-world one-dimensional data,
the Meta-GP outperforms NP in both accuracy and uncertainty calibration. Whether deep
kernel or mean learning for the GP is more appropriate, is shown to depend on whether the
alternative handcrafted kernel or mean is unsuitable for the data, as expected.
Future work may lie in more rigorous dataset benchmarks, as well as the inclusion of more
baseline methods in time series forecasting. It also may be worth considering when it is
desirable to forego a valid stochastic process in place of an approximate Neural Process, such
as when there is more data, and why a valid stochastic process is desirable for applications.
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Machine learning (ML)—computer algorithms that improve automatically
through experience—underpins a vast range of products and services used by
millions of people, in areas spanning recommendation engines, traffic prediction,
personalized search, fraud detection, and voice assistants. Many of these are
driven by deep learning, or the use of deep and increasingly complex neural net-
works (NNs), which have achieved the state of the art in many applications (see
Section 2.2). However, deep learning’s success typically hinges on the availability
of large-scale labeled data and high computational power (see Section 2.2).
As such, the past few years has seen a surge of interest in meta-learning
or learning-to-learn, which holds the promise to alleviate many of the main
criticisms of contemporary deep learning such as the aforementioned data and
computational efficiency.
Meta-learning has had a long history in cognitive science. Humans can learn
from a rich ensemble of partially related tasks, extracting shared information
from them and applying that on new tasks [Lake et al., 2016]. If the new tasks
have only a few samples or "shots", this is called the few-shot learning (FSL)
problem. For example, children can learn how to use a new word from just a one
or a few samples, by leveraging prior knowledge from previously learnt words
[Xu and Tenenbaum, 2007]. Another example is how humans can quickly learn
the concept of a "Segway" from just one picture, using prior knowledge of related
concepts such as motorcycles and scooters Lake et al. [2015].
As such, in ML, meta-learning is often about learning across many related
tasks in order to generalize to new tasks with potentially limited data. This is
useful in many real-world scenarios (see Table 1.1) such as recommendation
systems, where each user is interpreted as a "task" and we would like to "learn
how to learn" user preferences from many user profiles, in order to generalize to
new users with potentially very few ratings or likes.
This thesis focuses on a particular Bayesian flavour of meta-learning, by
combining the expressive power of NNs with the data-efficiency of Gaussian
processes (GPs), two key ML approaches. Chapter 2 ("Background") surveys





User interactions (e.g. likes or
ratings) of each user
3D object reconstruction 3D object Views of each object as seen fromdifferent angles
Image completion/inpainting Image Seen pixels from each image
Maze navigation with a rein-
forcement learning (RL) agent Maze
Episodes of interaction with
each maze [Mishra et al., 2017]
Table 1.1: Real-world multi-task meta-learning scenarios that illustrate
how learning across many related tasks helps in generalizing to new tasks
with potentially very few samples.
meta-learning. Chapter 3 ("Methods") then describes several ways to blend
NNs and GPs for meta-learning, borrowing techniques from DGMs. Chapter 4
("Experiments") uses these methods to conduct experiments, and Chapter 5
("Discussion") evaluates the experiments’ outcomes. Chapter 6 ("Conclusion")




Function approximation is a core problem inML. This chapter starts by discussing
and comparing two leading approaches to function approximation in the context
of supervised learning (Section 2.1), deep neural networks (Section 2.2) and
Gaussian processes (Section 2.3), to shed light on how wemight combine desirable
properties of both (Section 2.4).
Next, Section 2.5 to 2.8 introduces generative modeling, motivates their
usefulness in many applications (Section 2.5), and provides a review of deep
generative models (Section 2.7) including variational autoencoders (VAEs) and
normalizing flows (Section 2.8).
Finally, Section 2.9 introduces meta-learning as a way to improve the data-
efficiency of learning algorithms, and shows how stochastic processes can be
interpreted in the meta-learning framework for few-shot function estimation.
2.1 Conventional supervised learning
Consider a supervised ML problem (Figure 2.1) with a training
dataset D = (xi, yi)ni=1 = {X ,Y } of n inputs xi ∈ X and outputs yi ∈ Y .
We wish to learn some good predictive approximating function(s) fθ : X → Y
parameterized by θ, which yield(s) predictions ŷi = fθ(xi) that are close to
the ground-truth outputs yi. The optimal model parameters θ̂ are found
by minimizing a loss function Lθ(D;θ) on the training data D. Since we
wish to ultimately make predictions for unseen test inputs, we measure the
generalization of the trained predictive model fθ̂ by some evaluation metric(s) on
a held-out test dataset D∗ = {X∗,Y∗}.
In essence, supervised learning is the problem of automatic predictive function
approximation from empirical data, since the true underlying function is unknown.
The task is called classification when the outputs Y are discrete, and regression
when Y are continuous (for some examples, see Rasmussen and Williams [2005,
Chapter 1]). We later contrast this conventional supervised learning setting to
meta-learning (Section 2.9).
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X
Y
Dataset D = (X,y)
Possible functions f
Figure 2.1: Function approximation for supervised learning on data with
1-dimensional inputs and outputs. For illustration, we fit the data using
a zero-mean GP with a squared-exponential kernel, and plot the posterior
mean as well as 10 samples from the GP posterior.
Two popular approaches to function approximation in machine learning
have been i) deep NNs, and ii) Bayesian inference on stochastic processes, most
commonly a GP. With this supervised learning regime in mind, we will compare
using a NN versus using a GP.
2.2 Neural networks
Deep learning refers to the composition of multiple non-linear processing layers
to automatically learn increasingly higher-level representations of data [LeCun
et al., 2015]. This composition of layers is central to the success of NN as it
provides a particular type of relational inductive bias—that of hierarchical pro-
cessing [Battaglia et al., 2018]. With enough such "building blocks", very complex
functions fθ :X →Y can be learned.
Perhaps the most ubiquitous deep learning architecture is the feedforward
neural network or multilayer perceptron (MLP), where the "building blocks"
are fully connected layers [Rosenblatt, 1958]. Figure 2.2 illustrates a simple
3-layer feedforward NN. Neurons in adjacent layers are connected by weights
(represented by blue arrows), which are the network parameters θ. Each neuron
contains a nonlinearity, which enables functions of increasing complexity. The
weights are learned automatically from data by optimizing some loss function
between the network’s prediction ŷ and the true output y. This is commonly
8






















Figure 2.2: A 3-layer feedforward neural network mapping input x ∈R3 to
predicted output ŷ ∈ R2, with two hidden layers of four neurons each (in
purple). Nodes i and j in adjacent layers are connected by tunable weights
wi j (blue arrows). Each hidden node j (in purple) computes a weighted
sum over its inputs from the previous layer, ui for i ∈ in( j), and adds a bias
b j to produce i∈in( j) wi jui + b j. This is then passed through a nonlinear
activation function σ to produce an output σ( i∈in( j) wi jui) for the next
layer. The output nodes act similarly, but can use identity for the activation
function.
achieved with gradient descent via backpropagation [Goodfellow et al., 2016,
Chapter 6.5] of loss gradients through the network.
Advantages
NNs are powerful universal approximators, capable of approximating any mea-
surable function [Hornik et al., 1989]. They excel at recognizing patterns in
the data, automatically performing feature engineering and learning multiple
levels of abstraction from raw data, thanks to the relational inductive bias of
hierarchical processing.
In fact, the various types of building blocks used in NNs also carry various
relational inductive biases. However, the implicit relational inductive bias in
a fully connected layer is very weak, since all input units can interact to de-
termine any output unit’s value [Battaglia et al., 2018]. If we instead compose
convolutional layers to form convolutional neural networks (CNNs), we get a bias
for locality and translation invariance; recurrent layers in a recurrent neural
networks (RNNs) impose temporal invariance and locality. NNs such as CNNs
and RNNs have proven to be effective in achieving the state of the art in many
contexts, including visual object recognition [Krizhevsky et al., 2012; He et al.,
2015], natural language understanding [Devlin et al., 2019], speech recognition
[Hinton et al., 2012], machine translation[Cho et al., 2014; Sutskever et al., 2014],
and playing complex games such as Go [Silver et al., 2016, 2018].
Furthermore, deep neural networks are often learned using various descen-
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dants of stochastic gradient descent (SGD) [Bottou et al., 2018], which when
combined with recent advancements in hardware computation, have enabled
efficient learning on large-scale datasets.
Disadvantages
Nevertheless, these well-known successes of deep learning have been achieved
within the limited context of supervised learning, where there is plentiful la-
beled data and accordingly powerful computing resources.
NNs tend to require a large amount of training data; it has been shown
that the volume of training data has a clear logarithmic relationship with the
performance of large CNNs on supervised computer vision tasks [Sun et al., 2017],
and training deep models with small datasets from scratch or even fine-tuning is
likely to result in overfitting or even non-convergence. One reason is that prior
knowledge of the underlying function can only be specified in rather limited ways,
such as through the NN architecture design. In Section 2.9 and further, we will
explore how meta-learning provides an alternative where prior knowledge of the
underlying function can be learnt from other functions sampled from a shared
process which underlies all functions, and more flexibly encoded in a shared
model. Meta-learning is required because a straightforward retraining of a NN
on a new task often results in the loss of knowledge of the previously learnt task
– a phenomenon known as catastrophic forgetting.
As a result of large datasets, training neural networks via gradient descent
is also often computationally demanding, thus excluding applications where
compute resources are unavailable, such as in edge computing on mobile devices
and home appliances et cetera. since it requires the optimization of highly non-
convex objective functions
The learnt model parameters are also difficult to interpret, especially in
large networks, which can lead to models with ‘Clever Hans’-type task-solving
strategies that are based on spurious correlations in the training data, and are
not valid or desirable from a human point of view [Lapuschkin et al., 2019; Zech
et al., 2018]
2.3 Gaussian processes
Another solution to the general problem of supervised function approximation as
defined in Section 2.1 is GP regression or classification. In this section, we focus
on Gaussian process regression (GPR) [Rasmussen and Williams, 2005, Chapter
2]; for the more demanding problem of GP classification, refer to Rasmussen and
Williams [2005, Chapter 3].
A GP is a type of stochastic process, that is, a collection of random variables
continuously indexed e.g. by time or space, { f (xi)} where xi ∈Rd . GPs are usually
formulated as having a scalar (one-dimensional) output y, although multiple in-
teracting outputs can be considered as well with multioutput Gaussian processes
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(MOGPs) [van der Wilk et al., 2020b]. As such, according to the function space
view [Rasmussen and Williams, 2005], a (scalar) GP defines a distribution over
functions p( f ) where f :Rdx →R, such that for any finite subset {x1, . . . , xn}, the
marginal joint distribution over their function evaluations f = ( f (x1), . . . , f (xn))
has a multivariate Gaussian distribution,
p(f |X )=N (f |µ,K), (2.1)
where µ = (m(x1), ...,m(xN )) and K i j = κ(xi, x j). The mean function m is the
average over all function values at x,
m(x)= E[ f (x)], (2.2)
and is commonly left as m(x) = 0 since GPs are often flexible enough to model
the mean arbitrarily well [Murphy, 2013]; this also helps to simplify posterior
computations and only do inference via the covariance function κ [Schulz et al.,
2018]. However, a non-zero mean GP is important in some applications [Dunlop
et al., 2018].
The covariance function κ is a positive definite kernel function that models
the dependence between function values at different inputs x and x′,
k(x, x′)= cov f (x), f (x′) = E ( f (x)−m(x)) f (x′)−m(x′) , (2.3)
and consequently determines the shape of functions from the GP. A popular
GP kernel is the radial basis function (RBF) kernel, for modeling smooth and
stationary functions. In short, we assume our latent function of interest f (x) is
distributed as a GP parameterized by its mean and kernel functions, m and κ:
f ∼GP(m,κ). (2.4)
In GPR, we also assume that observations Y have a factorized Gaussian
likelihood, since we assume an underlying model Y = f +ε with identically
distributed Gaussian noise ε∼N (0,σ2y). Note that the likelihood’s mean itself,
f = f (X ), is also a random variable since f is drawn from a GP (Equation 2.4):
Y | f ∼N (f ,σ2yI). (2.5)
The joint distribution of observed training outputs Y and test predictions f∗
under the prior is [Rasmussen and Williams, 2005, Equation 2.21]
Y
f∗
∼N 0, K y K∗KT∗ K∗∗
, (2.6)
where K y = κ(X , X )+σ2yI , K∗ = κ(X , X∗), and K∗∗ = κ(X∗, X∗).
To get the posterior distribution over functions we need to restrict this joint
prior distribution to contain only those functions which agree with the observed
data points, that is, condition the joint prior on the observations Y to give a
11
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f1 f2 · · · f∗ · · · fn
x1 x2 · · · x∗ · · · xn





Figure 2.3: Graphical model of a GP for regression, with n training input-
output pairs (xi, yi)ni=1, a test-time input and output, x∗ and y∗, and latent
variables f . Shaded variables are observed while unshaded variables are
unobserved. The thick horizontal bar represents a set of fully connected
nodes. Diagram modified from Rasmussen and Williams [2005, Figure 2.3].
Gaussian posterior predictive distribution for noise-free test outputs f∗
given new inputs X∗ [Rasmussen and Williams, 2005, Equations 2.22–2.26],
p(f∗ |X∗, X ,Y )=N f∗ |µ∗,Σ∗ , (2.7)
where the parameters of the posterior predictive are
µ∗ = K>∗ K−1y Y ,
Σ∗ = K∗∗−K>∗ K−1y K∗.
To use a deterministic non-zero mean function m(x), apply the zero mean
GP to the difference between the observations and m(x) such that the posterior
predictive mean becomes [Rasmussen and Williams, 2005, Equation 2.37]
µ∗ = m(X∗)+K>∗ K−1y (Y −m(X )), (2.8)
while the variance remains unchanged.
We can simply compute the predictive distribution of noisy test targets Y∗ by
adding noise variance σ2yI to the predictive covariance of f∗:
p(Y∗ |X∗, X ,Y )=N f∗ |µ∗,Σ∗+σ2yI . (2.9)
Marginal likelihood
The trainable hyperparameters θ of the GP (e.g. length scales of the RBF kernel,
or parameters of the mean and kernel functions in general) are most commonly
optimized with a general-purpose gradient-based method, such as L-BFGS-B
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or SGD, to maximise the log marginal likelihood (LML), which is given by the
integral of the likelihood (Equation 2.5) times the prior (Equation 2.1),
Lθ(D;θ)= log p(Y |X ) (2.10)
= log p(Y | f , X )p(f |X ) df (2.11)
= logN Y |0,K y (2.12)
=−1
2
(Y −m (X ))T K−1y (Y −m (X ))−
1
2
log K y − N2 log(2π). (2.13)
The term marginal likelihood refers to marginalization over the function
values f . Using a maximum likelihood estimation (MLE) method in this way,
to optimize model hyperparameters instead of parameters, is also called type II
maximum likelihood (ML-II) approximation [Rasmussen and Williams, 2005].
Advantages
Inference with GPs for regression have closed-form solutions; the marginal likeli-
hood for learning optimal hyperparameters is given by Equation 2.13), and the
posterior predictive for making predictions at new points is given by 2.9.
Furthermore, one can design the GP’s covariance kernel to control the induc-
tive biases of the model, such as whether we expect the functions to be smooth,
periodic, or have conditional independence properties. Different kernels can
be combined to create a rich set of interpretable and reusable building blocks
[Duvenaud et al., 2013].
Finally, as a non-parametric method, the information capacity of a GP grows
with the amount of available data, but its complexity is automatically calibrated
by maximizing its marginal likelihood, without the need for regularization or
cross-validation like NNs [Rasmussen and Williams, 2005].
Disadvantages
Although exact inference with GPs is an advantage, in practice, GPs are com-
putationally infeasible for large dataset sizes. The closed-form equations (2.13
and 2.9) require the inversion and determinant of kernel matrices with sizes
corresponding to the dataset size n, which is naively O(n3).
GPs also require a Gaussian likelihood (shown in Equation 2.5) that is conju-
gate to the GP prior for closed-form inference, which is often unrealistic.
Approximate inference methods exist that address those two problems, with
approximations to the posterior [van der Wilk et al., 2020a] or approximations to
the model [Quiñonero-Candela and Rasmussen, 2005], but the dominant methods
at best scale quadratically (e.g. Snelson and Ghahramani [2005]).
Lastly, the identification of the kernel and its hyperparameters heavily influ-
ences the resulting family of functions and predictive distrtibutions of GPs. This
13
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Neural networks Gaussian processes
1 3 (Finite) adaptive basis functions 7 (Infinite) fixed basis functions
2 3 Fast, scalable inference 7 Slow inference of O(N3)
3 7 Needs a lot of training data 3 Data-efficient
4 7 Learns a single function with nouncertainty quantification
3 Learns a distribution over func-
tions, quantifies uncertainty
Table 2.1: High-level comparison of NNs and GPs for function approximation
with supervised learning.
is usually an additional step that requires manual intervention, potentially re-
quiring model selection to compare a range of kernel forms, and hyperparameter
search.
2.4 Neural networks versus Gaussian processes
To summarize, the complementary properties of neural networks and Gaussian
processes (see Table 2.1) have motivated considerable work in combining the two,
of which some approaches will be later covered in Chapter 3.
Property 1 of Figure 2.1 is that NNs are powerful universal approximators
that can flexibly learn basis functions from the data directly [MacKay, 1998]. On
the other hand, GPs traditionally use predefined kernels in restricted functional
forms, which requires human intervention in the choice and tuning of the kernel.
This has motivated methods for creating expressive GP kernels which can auto-
matically discover rich structure in data with the help of NNs, such as GPs with
deep mean and/or kernel functions [Fortuin and Rätsch, 2019; Wilson et al., 2016;
Rothfuss et al., 2020], effectively resulting in GPs with infinitely many adaptive
basis functions. Taking it a step further, methods such as Neural Processes (NPs,
Garnelo et al. [2018b]) learn not just an implicit kernel but an implicit stochastic
process directly from the data. These methods will be covered in more detail in
the following Chapter 3.
Property 2 of Figure 2.1 is another advantage of NNs. At test-time, running
forward-passes through NNs is computationally efficient. On the other hand,
exact inference in GPs scales cubically for large datasets. Nevertheless, the
training of a NN can be expensive and challenging.
A disadvantage of NNs (Property 3 of Figure 2.1) is that the success of NNs
(as described in Section 2.2) tends to be within the regime of supervised learning
on a large amount of annotated data that is time-consuming and expensive to
acquire. This also results in a computationally intensive training phase. Whereas
GPs are more data-efficient since knowledge of the underlying function is already
encoded in the prior stochastic process even before observing any data, albeit in
limited ways. NN-based meta-learning methods (Section 2.9) provide a data-
14
Chapter 2. Background 2.5. Generative models
driven alternative to hand engineering priors. Generative models (Section 2.5)
can also help to alleviate this limitation by enabling unsupervised learning
on unlabelled data.
Finally, NNs are deterministic models and can only yield point estimates,
unlike GPs, which are probabilistic models that can provide uncertainty esti-
mates. An implication of this is that NNs need to be trained from scratch for new
functions, whereas GPs allow reasoning about multiple functions.
2.5 Generative models
Both NNs and GPs, when used in the manner described in Sections 2.2 and 2.3 for
supervised function approximation, arediscriminativemodels. Discriminative
approaches directly compute input-output mapping f :X →Y for classification
and regression, or in the case of probabilistic models, predictive conditional
distribution p(Y |X ) [Jebara, 2004].
Concretely put, the NN discriminative model directly learns a network fθ
by optimizing parameters θ on the training dataset D = {X ,Y }, and obtains
predictions on the test set of inputs X∗ = (x∗)ni=1 through forward-passes y∗ =
fθ(x∗), while the GP discriminative model directly learns a predictive conditional
distribution of test outputs Y∗ = (y∗)ni=1 given the test inputs X∗ as well as the
training datasetD, given by the GP posterior predictive distribution p(Y∗ |X∗,D)
(Equation 2.9).
This is a counterpoint to generative models, which are traditionally de-
scribed as learning the joint distribution p(x, y)= p(x | y)p(y) [Jebara, 2004]—or
in the case of unsupervised learning on unlabelled datasets, p(x).
However, we adopt a broader definition of generative models to encompass
any model that learns the distribution of data, and thus are able to generate new
data samples. This is because the traditional definition does not strictly hold for
many contemporary approaches, e.g. generative adversarial networks (GANs) and
VAEs, which nevertheless are commonly referred to as “generative models” since
they are used to generate samples. For example, implicit generative models such
as GANs are sampling-based and do not explicitly model a probability density in
the first place (as illustrated in Figure 2.5b); GANs entirely avoid the intractable
learning of a generative model p(x) by instead learning a divergence measure
via the discriminator network.
2.6 Why generative models?
Generative models find wide applicability both as an end in themselves, as well as
in downstream applications such as semi-supervised learning andmeta-learning—
the latter of which is the focus of this thesis (as described in Section 2.9).
As an end in themselves, generative models find myriad uses in, for example,
15
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1. Drawing new samples x ∼ p(x), e.g. for image captioning [Vinyals et al.,
2015; Xu et al., 2015], machine translation [Cho et al., 2014; Sutskever
et al., 2014], speech synthesis [Oord et al., 2016], and for model checking
by sampling.
2. Estimating density p(x), e.g. for anomaly detection [Choi et al., 2018], or for
count based exploration strategies on challenging reinforcement learning
environments [Ostrovski et al., 2017].
3. Representation learning, e.g. for information retrieval, data compression,
model interpretability (disentanglement of latent factors). Represen-
tation learning involves performing unsupervised feature learning on
unlabelled data, which is far more plentiful and cheaper to obtain, and
applying these "pre-trained" representations to downstream tasks—this is
also referred to as "unsupervised pre-training".
Representation learning also enables a popular downstream application of
generative models, semi-supervised learning. Despite the successes of the
supervised deep learning approach detailed in Section 2.2, one large drawback of
the supervised approach is the difficulty in obtaining enough labeled data. Semi-
supervised learning seeks to improve the data-efficiency of a supervised task
by learning from unlabeled examples, which is far more plentiful and cheaper
to obtain. This has typically been approached by two complementary meth-
ods: representation learning—which may use generative models—and label
propagation [Hénaff et al., 2019].
Early work in semi-supervised learning was driven by representation learning
via generative models; Kingma et al. [2014] apply and extend the VAE to model
both labeled and unlabeled data, Odena [2016]; Izmailov et al. [2019] extends
GANs by augmenting the discriminator to predict class labels, and Izmailov et al.
[2019] uses a normalizing flow trained on unlabeled data directly as a Bayes
classifier, extending it with consistency regularization. In natural language
understanding, the generative pre-training of a language model has proven
highly effective for learning representations that improve many downstream
tasks, either with discriminative fine-tuning [Dai and Le, 2015; Howard and
Ruder, 2018; Radford et al., 2018; Devlin et al., 2019] or more recently, even
without [e.g. GPT-2; Radford et al., 2019].
However, in computer vision where pixel-level reconstruction is computation-
ally expensive and may not be necessary for representation learning [Hénaff et al.,
2019], generative unsupervised pre-training [Donahue and Simonyan, 2019] has
been outperformed by discriminative self-supervision which directly formulates
tasks on the learned representation, particularly techniques based on contrastive
learning in the latent space [Hénaff et al., 2019; Oord et al., 2018].
A complementary approach is label propagation, which can be successfully
combined with representation learning [Zhai et al., 2019]. A classifier is first
trained on a subset of labeled data, then used to label parts of the unlabeled
dataset. This label propagation can either be discrete (as in pseudo-labeling) or
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continuous (as in entropy minimization). Apart from semi-supervised learning,
other downstream applications of generativemodels include active learning and
meta-learning. Active learning [Settles, 2009] is a particular semi-supervised
learning problem of selecting informative unlabeled data to query an oracle for
its label. Meta-learning is another area where generative models have been
compellingly applied to. Particularly, many deep generative latent variable
models (optimized with amortized VI) used for meta-learning, such as Neural
Processes (Section 3.2), LEO [Rusu et al., 2018], and Versa [Gordon et al., 2019a]),
are heavily inspired by the design of the VAE or the generator of the GAN, which
we introduce in the following section.
2.7 Deep generative models
DGMs generally refer to probabilistic models with multiple layers of stochastic
or deterministic variables [Song and Ou, 2018]. Like NNs and GPs, DGMs
are nonlinear function approximators, but DGMs are generative and thus offer
additional applications as outlined in Section 2.6.
DGMs, or probabilistic models in general, can be broadly classified into
directed and undirected graphical models [Frey and Jojic, 2005; Koller and Fried-
man, 2009]. Directed models produce normalized probabilities, while undirected
models require a normalizing constant. In general, undirected models, also
known as “random fields” or “energy-based models”, are more challenging to train
than directed models because calculating the log-likelihood and its gradient is
analytically intractable due to the normalizing constant [Song and Ou, 2018].
For example, deep Boltzmann machines [DBMs, Salakhutdinov, 2015] use both
variational and Markov chain approximations for training, evaluation, and sam-
pling, and are impractical for large datasets. As such, in this thesis, we focus on
directed models, as opposed to undirected models.
Furthermore, as discussed in Section 2.2, successful applications of deep
learning tend to involve differentiable models that are trained via gradient de-
scent, which has enabled scaling to high dimensions. Such inference schemes
have achieved great progress in generative models of images [Salimans et al.,
2016], text [Bowman et al., 2015], and more. Therefore, while there exist deep
directed models such as sigmoid belief networks which are trained via Gibbs sam-
pling, or others which rely on other sampling-based inference such as MCMC, or
variational inference, in this thesis we focus on approaches that are end-to-end
differentiable and can be efficiently trained, e.g. with minibatch SGD.
Now that we have narrowed the scope down to directed, differentiable
DGMs, we can further split them (as shown in Figure 2.4) into two categories:
prescribed models and implicit models [Diggle and Gratton, 1984; Mohamed
and Lakshminarayanan, 2016].
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- VAE [52; 87]
- Neural processes [27; 28]
Exact density
- Normalizing flow (NF)
- Autoregressive (AR) models
- BRUNO [56; 57]
Implicit model
- GAN [31; 30]
- GMMN [66]
- IMLE [65]
Figure 2.4: A taxonomy of directed, end-to-end differentiable, deep generative
models, modified from Goodfellow [2016, Figure 9].
Prescribed models with approximate density
Prescribed models directly model an exact functional form for the data likelihood
p(x); for example, prescribed latent-variable models such as VAEs (Figure 2.5a)
introduces unobserved latent variable(s) z to explain hidden causes generating
the data x. The task is then to maximize the likelihood over the entire dataset,
of which each data point can be expressed as an integral over the latent vari-
ables, p(x) = pθ(x | z)p(z) dz. However, this integral is intractable when the
conditional distribution pθ(x | z) is a neural network, which is why VAEs rely
on a variational approximation qφ(z |x) to the unknown posterior p(z |x), in
order to construct a variational lower bound on the marginal likelihood termed
as the evidence lower bound (ELBO):
p(x)≥ELBO= Ez∼qφ(z|x) [log pθ(x|z)]−DKL(qφ(z|x)‖pθ(z)). (2.14)
In Kingma and Welling [2014], the prior is pθ(z)=N (0, I), and neural net-
works parameterize the conditional distributions qφ(z |x)=N (z |µφ(x),σ2φ(x)¯I)
and pθ(x | z) =N (x |µθ(z),σ2θ(z)¯ I), where ¯ signifies the element-wise prod-
uct. These are the encoder (also called the inference network/model, recognition
network/model, or the variational distribution) and the decoder (or generative
model) respectively, as illustrated in Figure 2.5a. The inference network qφ(z |x)
amortizes the cost of variational inference by using the same set of global varia-
tional parameters φ for all data points. The gradient of the expectation term in
2.14 is computed with the reparameterization trick, while the KL divergence in
2.14 and its gradient can be calculated analytically [Kingma and Welling, 2014].
The ELBO is then maximized using SGD.
Prescribed models with exact density
Another type of prescribed model are those with tractable densities, such as
normalizing flows (Figure 2.5c) and autoregressive models (Figure 2.5d). Since
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p(x) is tractable, such models can be simply trained by maximum likelihood of
the training dataset without having to rely on approximations.
Implicit models with exact density
In contrast to prescribed models, implicit generative models (also called
likelihood-free models) directly specify a stochastic procedure with which to
generate data (Figure 2.5b). To sample from such a model, we first sample a
latent variable z ∈ Rk from an analytical prior distribution p(z), and apply a
deterministic transformation f mapping z to the observed variables x ∈Rd, as
shown in Figure 2.5b. Implicit models are easy to sample from, but impossi-
ble for evaluating likelihood, so it is not feasible for certain applications areas
of generative models as outlined in Section 2.5, such as density estimation or
representation learning.
Generally, implicit models specify an effective likelihood function p(x):
p(x)= ∂
∂x1
· · · ∂
∂xd {z | f (z)≤x}
p(z)dz, (2.15)
since the transformed density p(x) is the derivative of the cumulative distribution
function of the latent density with respect to x. In most popular implicit models
such as GANs, the function f is a complex non-linear function with d > k, so
the integral (2.15) is intractable since it is difficult to for example determine the
set {z | f (z)≤ x} for the integration regions, or to compute the high-dimensional
derivative [Mohamed and Lakshminarayanan, 2016].
Therefore, implicit models side-step the intractability of the likelihood with
likelihood-free methods. GANs do so by optimizing a minimax objective with
two neural networks, the discriminator and the generator, competing against
each other. However, the lack of an explicit density complicates the quantitative
evaluation of implicit models’ generalization performance. Typical ad-hoc sample
quality metrics such as Inception score for images [Salimans et al., 2016] are
prone to failure modes such as memorizing the training data and missing modes
[Theis et al., 2016]. Other methods for estimating the likelihoods of GANs, use
annealed importance sampling [Wu et al., 2016] and kernel density estimation
[Goodfellow et al., 2014] which require expensive Markov chains, and assume
a Gaussian observation model which can lead to inaccurate estimates [Grover
et al., 2018].
2.8 Normalizing flows
Methods of training implicit models are necessitated by the intractability of the
constructed likelihood (Equation 2.15) when the function f is complex. However,
if f is well-defined, such as when it is invertible, we recover the familiar rule for
transformations of probability distributions.
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x
z
pθ(x | z) qφ(z |x)
(a) VAE: a prescribed latent variable
model with approximate density. The
solid line represents the VAE’s decoder
pθ(x | z), which is the generative model.





(b) GAN: an implicit latent variable
model. fφ is a deterministic transforma-
tion known as the GAN’s generator. The
GAN’s discriminator is omitted because
it is merely an auxiliary object created
to approximate an f-divergence.
x
z
fφ(z) f −1φ (x)
(c) NF: a prescribed latent variable
model with exact (or approximate)
density. The transformation fφ is de-
terministic and invertible. NFs can
be thought of as VAEs with Dirac
delta distributions on restricted fφ and
f −1φ : pθ(x | z) = δ (T(z)) and qθ(z |x) =
δ T−1(x) [Gritsenko et al., 2019]
x1 x2 x3 . . . xn
(d) AR Bayesian network: a prescribed
fully-observedmodel with exact density
We fix an ordering x1, x2, . . . , xn and each
random variable depends on the pre-
ceding random variables. Generally for
an AR model, the conditionals p(xi|x<i)
are specified as parameterized functions
such as a NN.
Figure 2.5: Generally, VAEs, GANs, and NFs are mathematically the same
object, that is, latent variable models where z is a latent Gaussian random
variable pointing to an observed x. AR models are fully-observed. The key
similarities and differences are outlined in Table 2.2.
NFs, also called invertible densitymodels or flow-based generativemodels, use
the change-of-variables technique to construct flexible probability distributions
over continuous random variables. NFs were initially proposed by Rezende and
Mohamed [2015] and later thoroughly surveyed by Papamakarios et al. [2019].
Figure 2.6 captures the crux of normalizing flows, which is simply that a real D-
dimensional vector z sampled from a simple base distribution pz(z) is transformed
into a continuous random vector x sampled from a complex distribution of interest,
px(x), via a deterministic invertible and differentiable function T.
The transformation T must be a diffeomorphism, i.e. T is invertible and both
T and T−1 are differentiable, so that the change of variables theorem can be used
to express the exact likelihood px(x) in terms of either the Jacobian of T or T−1
(and the base distribution):
px(x)= pz(z) |det JT (z)|−1 = pz(z) det JT−1(x) . (2.16)
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x∼ p(x | z = ẑ)
ẑ ∼ pθ(z)
x=G(ẑ)
xi ∼ p(xi |x1:i−1)
for i = 1, . . . ,d
ẑ ∼ pθ(z)
x= T(z)
1 Optimizing a continuous NF on uniformly dequantized discrete data corresponds to
maximizing a lower bound on a discrete log-likelihood [Theis et al., 2016].
Table 2.2: High-level comparison of main categories of generative models.
T ’s invertibility also implies that the dimensionalities of z and x are equal.
Since diffeomorphisms are composable, Figure 2.7 shows how we can build ar-
bitrarily complex transformations T by the finite composition of simple discrete
transformations TK ◦· · ·◦T1, much like neural networks compose building blocks.
The term "flow" hence refers to the flow of transformations T that z undergoes,
and "normalizing" refers to how the inverse flow T−1 is transforming—or in a
sense "normalizing"—x into a sample from a prescribed density z [Papamakarios





−1 , where z = T−1(x). (2.17)
We can implement either Tk or T−1k as a neural network with parameters
φ, denoted as fφ : z → z′, such that it is invertible and has a tractable Jacobian
determinant. If fφ does not have an efficient inverse, either density evaluation or
sampling will be inefficient depending on whether fφ implements Tk or T−1k , since
the forward transformation T is used when sampling, and inverse transformation
T−1 is used when evaluating density.
Autoregressive flows are normalizing flows where this network fφ is a
strictly monotonic (and therefore invertible) transformer τ parameterized by
the output of an autoregressive (and not necessarily invertible) conditioner c
[Papamakarios et al., 2019]:
z′i = τ(zi; ci(z<i)) (2.18)
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Figure 2.6: NFs allow us to transform a simple distribution pu(u) to a









zK ∼ pK (zK )
= xT1(z0) T2(z1) TK (zK−1)
Figure 2.7: A NF is commonly composed of K finite transformations. (An
alternative strategy is to construct flows in continuous time by parameteriz-
ing the flow’s infinitesimal dynamics with an ordinary differential equation,
e.g. in Grathwohl et al. [2018].)
The i-th dimension of the output z′ is a function of the i-th dimension of the
input z, and is parameterized by a conditioner that accepts only variables with
dimensions less than i. Because of this autoregressive property, the Jacobian of
the transformation is lower triangular (Figure 2.8) and thus tractable, since the
absolute-determinant of Jfφ(z) can be calculated in O(D) time, as it is simply









The inverse transformation f −1φ is simply zi = τ−1(z′i; ci(z<i)).
Another common transformation in normalizing flows is coupling layers,
which was first used in non-linear independent components estimation (NICE)
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Figure 2.8: Jacobian structures for common NF designs, image taken from
Chen et al. [2019].
[Dinh et al., 2014], and also used by real non-volume preserving (Real NVP)
flow [Dinh et al., 2017] and Glow [Kingma and Dhariwal, 2018]. In particular,
they use affine coupling layers, where the transformer is an affine function
τ(zi;αi,βi) = αi zi +βi. Coupling layers can be thought of as a coarser version
of the autoregressive flow transformation. While the fully autoregressive flow
splits the input into K = D parts and transforms each part as a function of all
previous parts, a coupling layer splits the input into K = 2 parts and transforms
the second part elementwise as a function of the first part [Papamakarios et al.,
2019]. Concretely, the dimensions of z, the input to fφ, are split into two at
the index d < D, i.e. z = [z1:d; zd+1:D]. Commonly, for dimensions 1 : d, the
transformers τ1:d are the identity function and the conditioners c1:d are constant
functions such as the zero function:
z′1:d = z1:d




z′d:D = τ−1(z′d:D ; c(z1:d))
(2.20)
The Jacobian of coupling layers is also triangular, specifically a structured
sparsity (see Figure 2.8). Again, the determinant is simply the product of the
diagonal elements of the Jacobian, which are equal to the derivatives of the
transformers τ(zd:D ; c(z1:d)).
Normalizing flows have two main usages:
• Sampling, x= T(z): Requires sampling from base distribution pz(z).
• Density estimation of px(x) with Equation 2.16: Requires computing the
inverse transformation T−1 and its Jacobian determinant, and evaluating
the density pz(z).
The desired application determines whether sampling and/or density evalu-
ation need to be implemented, and consequently how efficient they need to be.
When using affine transformers, both T and T−1 computationally symmetric, i.e.
equally fast to evaluate or invert,
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Normalising flows
Real NVP [17], NICE [16],
Glow [51], FFJORD [36]
Autoregressive flows
IAF [54], MAF [79], NAF [46],






NADE [109], MADE [79]
PixelRNN [113], PixelCNN [110],
WaveNet [75]
Figure 2.9: How NFs, AR flows, and AR models are related. AR flows are
special cases of normalizing flows where the transformation layer is autore-
gressive. AR models can be shown to be single-layer flows [Papamakarios
et al., 2017; Nielsen and Winther, 2020].
Autoregressive models as normalizing flows
AR models present another way to tractably model p(x) is to break the
model into a series of conditional distributions: p(x)= Di=1 p(xi|x1, . . . , xi−1)=
D
i=1 p(xi|x1:i−1). This is the approach used, for example, by recurrent neural
networks. Like normalizing flows, AR models also yield an exact density allowing
for straightforward maximum likelihood, but lack latent variables.
NFs flows as described in Section 2.8 use an invertible and differentiable
transformation to construct a distribution over continuous variables. Autore-
gressive flows are a subset of NFs, where the conditioner has an autoregressive
constraint.
All autoregressive models of both continuous variables [Papamakarios et al.,
2019] and discrete variables [Nielsen and Winther, 2020] are in fact autoregres-
sive flows with a single autoregressive layer.
The relationship between normalizing flows and autoregressive models is
illustrated in Figure 2.9. With this perspective, we can explore obtaining new
autoregressive flows by stacking multiple AR models, in the same way that the
Masked Autoregressive Flow (MAF, Papamakarios et al. [2017]) is obtained from
stacking multiple Masked Autoencoder Distribution Estimator (MADE, Germain
et al. [2015]) models.
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2.9 Meta-learning
The rapidly evolving field of meta-learning, or learning to learn, has been defined
in various inconsistent ways, even within the contemporary neural network lit-
erature. Hospedales et al. [2020] surveys decades of meta-learning history in
cognitive science and machine learning, and positions recent work in contem-
porary deep learning-based meta-learning in a high-level problem formulation,
which we will use here.
Conventional machine learning, as described in Section 2.1, is about
finding the best predictive model f̂ with parameters θ̂ by optimizing a single
loss function L on a single dataset D = (x, y)ni=1, where yi = fθ,ω(xi):
θ̂ = arg min
θ
Lθ(D;θ,ω). (2.21)
Here we make explicit the implicit specification ω, which is conventionally as-
sumed to be fixed.
As outlined in Table 2.3, for NNs (Section 2.2), θ are the network weights,
while ω encapsulates the neural architecture design, choice of optimizer, and so
on. For GPR (Section 2.3), our optimized parameters θ are the kernel hyperpa-
rameters, and the loss function is the negative LML (Equation 2.13). An example
of ω would be the choice of the kernel function family, which is conventionally
specified a priori.
Meta-learning considers a dataset of datasets {Dt}Tt=1 drawn from an
underlying distribution of tasks p(T ), where each task is loosely defined as
a dataset and loss function T = {D,L}. The meta-level objective is to optimize






As such, we can think of ω as the meta-knowledge shared across all tasks, that
specifies how to learn a different θ for each task.
In practice, meta-learning is generally split into two phases: meta-training,
and meta-testing or online adaptation. During meta-training, we assume
access to source tasks sampled from p(T ), denoted asDsource. Each source dataset
is split into training and validation sets, often also called the "support" and




, ω∗ = arg max
ω
log p (ω |Dsource ) . (2.23)
Meta-testing is done on target tasks Dtarget, where each target dataset is
split into training and testing sets. For each target task, the base model is trained
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Conventional ML: fixed ω and learnable θ
Example Meta-knowledge ω Task-specific θ
NN
Hyperparameters (e.g. learning rate,
optimizer, weight initialization, archi-
tecture)
NN weights
GP Choice of kernel function family Kernel function hyper-parameters
Meta-learning: learnable ω and learnable θ










MAML [22] NN weights (initialization learntfrom Dsource)
NN weights
(tuned on Dtraintarget)






Deep mean/kernel function parame-
ters
None (a GP, which is
nonparametric, is fit
on Dtraintarget)
Table 2.3: Conventional ML versus meta-learning, in terms of task-
general meta-knowledge ω and task-specific parameters θ.
by leveraging the meta-knowledge previously extracted from the source tasks:





log p θ |ω∗,Dtraintarget(i) .
(2.24)
Evaluation is then done on held-out test set Dtesttarget.
Related fields
A common source of confusion is that there are other methodologies that also
seek improving data efficiency by leveraging data from related tasks (Figure 2.4),
such as transfer learning (TL), domain adaptation (DA), and multi-task learning
(MTL). The crucial difference is that conventionally, TL, DA, and MTL use single-
level optimization, whereas the salient characteristic of meta-learning is the
bilevel optimization of a meta-objective [Hospedales et al., 2020]. As such, meta-
learning methods can be, and have been, used to help TL, DA, MTL [Hospedales
et al., 2020].
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(MTL) T1 · · · TN T1 · · · TN
Meta-learning T1 · · · · · · TN TN+1 · · · · · · TN+M
Table 2.4: Comparison of related approaches to meta-learning, adapted from
Ying et al. [2018]. Each task Ti of size ni, where i ∈ {1,2, . . . , N}, is either
seen or unseen during training. In the literature, TL and MTL typically
have large task-specific dataset sizes ni, whereas meta-learning typically
has small ni. Furthermore, MTL typically has a small number of tasks N,
while many meta-learning approaches (e.g. Garnelo et al. [2018b]; Finn et al.
[2017]) rely on a larger N [Teh, 2019]. However, the field is rapidly evolving
and as such, these definitions are fluid and challenged in recent work, such
as Rothfuss et al. [2020] which applies meta-learning to small N.
Transfer learning (TL) [Pan and Yang, 2009] aims to leverage knowledge
from one source task T1 to improve the learning performance required in another
target task T2.
Multi-task learning (MTL) [Caruana, 1997; Argyriou et al., 2007] is similar to
multi-task meta-learning, in that knowledge shared amongmultiple related tasks
reinforce each other in generalization abilities. However, multi-task learning
assumes that training and testing examples follow the same distribution, and
does not learn to generalize to unseen tasks. Furthemore, meta-learning can
sometimes be on a single task, as is often the case in online meta-RL [Hospedales
et al., 2020].
Applications of meta-learning
Broadly speaking, meta-learning is a versatile framework that is particularly
suited for scenarios with a collection of related datasets. Some high-level scenar-
ios are given in the introduction chapter (see Table 1.1). In the case of image
inpainting, each task corresponds to a an image, and the prior of interest could
be a distribution over functions, i.e. a stochastic process. Image data can be inter-
preted as being generated from a stochastic process (since there are dependencies
between pixel values), where each image corresponds to one realisation of the
process sampled on a fixed 2-dimensional grid [Kim et al., 2019].
Other popular applications of meta-learning also include gradient-based
neural network (NN) hyperparameter optimization [Franceschi et al., 2018] and
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neural architecture search (NAS) [Hospedales et al., 2020; Elsken et al., 2019]
(see Table 2.3).
Additionally, the meta-learning approach is often applied to the few-shot
learning (FSL) problem [Wang et al., 2019], where a dataset is limited to only
a few examples, or "shots". A common FSL benchmark is N-way K-shot classifica-
tion, where Dtrain contains N classes, each with K "shots" (as described in e.g.
Vinyals et al. [2016]). Another benchmark is few-shot function regression, which
is later described in Chapter 3. Note that there are many other approaches to
the general problem of FSL, of which meta-learning is just one.
2.10 Bayesian meta-learning
So far we have described meta-knowledge ω as shared parameters that work well
across different tasks. Another way of looking at ω is as a means for establishing
an inductive bias for learning new tasks based on old tasks, such that learning
ω is akin to “learning a prior”. Indeed, there is a loose analogy between any
meta-learning approach and hierarchical Bayesian inference [Griffiths et al.,
2019]. Bayesian inference generically indicates how a learner should combine
data with a prior distribution over hypotheses. Hierarchical Bayesian models
(HBMs) learn that prior through experience.
In fact, the influential meta-learning algorithm Model-Agnostic Meta-
Learning (MAML, Finn et al. [2017]) has been recast as an approximate HBM.
Grant et al. [2018] shows that the few steps of gradient descent taken by the
task-specific learners result in an approximation to the Bayesian estimate of θ
for that task, with a prior that depends on the initial parameterization ω∗.
As Griffiths et al. [2019] points out, this opens opportunities to translate
cognitive science insights, which has focused on HBMs, to machine learning
(ML). It also invites the use of probabilistic generative models from the Bayesian
deep learning toolbox for meta-learning, an example of which is Neural Processes
(NPs, Garnelo et al. [2018b]). Bayesian meta-learning also comes with the added
advantage of uncertainty quantification, which is vital for safety-critical FSL (e.g.





In the previous chapter 2, we discussed how many successful applications of deep
neural networks are limited to supervised learning tasks where large volumes of
labeled instances are available. Gaussian processes (GPs) are a counterpoint to
NNs in terms of their data-efficiency and hierarchical Bayes flexibility (properties
3 and 4 in Figure 2.1 respectively), thus hinting at avenues for combining their
advantages, which are the subject of this chapter.
This chapter introduces several key existing deep generative models that lie
on the spectrum between GPs and NNs, and explain how they can be combined
in different ways. In particular, we focus on NPs, which are a neural network
implementation of stochastic processes.
We also previously discussed in Section 2.3 how GPs provide an alternative
function space approach to machine learning, directly placing a distribution over
functions. We then discuss how GPs (and stochastic processes in general) can be
seen as methods for meta-learning, in particular few-shot function estimation.
3.1 Combining Gaussian processes and neural net-
works
There have been many deep generative models that seek to combine GPs and NNs,
some of which we highlight in Figure 3.1. The setting for the selected work in Fig-
ure 3.1 is to, much like GPs, given a set of input-output pairs xn ∈Rdx , yn ∈Rdy ,
learn a distribution over functions f :Rdx →Rdy that model nonlinear rela-
tionships between pairs of random variables x and y. This setting can be referred
to as meta-learning.
3.2 Neural Processes
Neural Processes (NPs, Garnelo et al. [2018b]) are a class of neural network-based
models that approximate stochastic processes. This gives NPs the benefits of GPs
such as flexibility and uncertainty estimates, while retaining the benefits of NNs
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|
GP
GP using NN to i) per-
form GP inference [101],
ii) F preprocess in-
puts to the GP kernel
[5, 47, 117] or F GP
mean function [23]
Stacked GPs [13]
GP on latent space via a deep gen-
erative model, e.g. BRUNO [56],
GPPVAE [8], GP-VAE [24]
Neural implementations of implicit
stochastic process, e.g. F Neural
Process (NP) [27; 28; 50], F At-
tentive Neural Process (ANP)




Figure 3.1: Selected work on the spectrum between NNs and GPs. Work
labeled with F will be explored in-depth in Methods (this chapter) and
Experiments (Chapter 3).
such as powerful and flexible function approximation, and scalable training and
inference on large datasets.
Since NPs are mimicking stochastic processes, they can be described as meta-
learning algorithms for the setting where a large collection of small-but-related
datasets are available, as we have discussed in Section 2.10. Following the meta-
learning problem formulated in Section 2.9, NPs are trained on a collection of
datasets where each dataset of tuples (xi, yi)ni=1 is interpreted as an instantiation
of a function of interest f :Rdx →Rdy drawn from the underlying data-generating
stochastic process G, where yi = f j(xi) for i = 1, . . . ,n.
Within each dataset, we select a subset as the context set {XC,YC} :=
(xc, yc)c∈C, where C := {1, . . . ,m} refers to the indices of the context set of size
m ≤ n. Another subset called the target set {XT ,YT } := (xt, yt)t∈T is also selected,
and in common practice, the entire dataset of n data pairs is used as the target set
where T = {1, . . . ,n} such that C ⊂ T, although the NP is defined for any arbitrary
C and T. We are interested in predicting the target output yT given the target
input as well as the context set, p(YT |XT , XC,YC). In Gaussian processes, this
posterior predictive distribution has an analytic form as shown previously in
Equation 2.7, whereas in Neural Processes, this distribution is modeled with
neural networks. Stochastic processes can generally be described via a consistent
family of conditional distributions; much like GPs, NPs can be described via
its posterior predictive distributions. NPs approximate an (infinite) family of
conditional distributions p(YT |XT , XC, yC) that are invariant to ordering of the
contexts and ordering of the targets. NP as approximating the conditionals of
the consistent data-generating stochastic process
Many NP variants have been proposed that differ in either the generative
modeling (e.g. specifying latent variables) or the neural network architecture
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Figure 3.2: Conditional Neural Process (CNP), a NP with deterministic
encoder. Square colored nodes represent deterministic variables while circles
represent stochastic variables.
(e.g. attention, convolutions). These choices can have significant impact on the
downstream performance [Le et al., 2018].
Conditional Neural Process (CNP)
The first proposed variant was the Conditional Neural Process [Garnelo et al.,
2018a]. As illustrated in Figure 3.2, the CNP has a simple model specifica-
tion where it encodes each pair (xc, yc) in context set {XC,YC} via a multilayer
perceptron (MLP) to obtain individual representations rc ∈Rd, which are then
aggregated using a commutative operation such as the mean m to produce a
global representation for all context points, rC ∈ Rd, with permutation invari-
ance in C. In the decoder, another MLP then accepts both the context em-
bedding rC and some target input xt to produce the parameters for a Gaus-
sian distribution N yt |µy,σy . As such, the conditional predictive distribution
p(YT |XT , XC, yC) = p(yT |xT ,rC) is modelled as a Gaussian factorised across
the target outputs yT , that is, p(yT ) = t∈T N yt |µy,diag(σ2y) . For further
details on the model architecture, refer to Section 4.1.
The CNP is straightforwardly trained by maximizing the log predictive prob-
ability of the true targets given the contexts, L= EXC ,YC ,XT ,YT .
Neural Process (NP)
One drawback of Conditional Neural Process (CNPs, Garnelo et al. [2018a]) is
that they cannot produce different function samples for the same context data—
the mean and variance of the target output yT will always be the same given the
same target input xT and context points.
In order to allow for sampling of different coherent samples conditioned on
context observations, Garnelo et al. [2018a] introduce a latent variable on top
of the original CNP model, by letting global representation r to parameterize a
Gaussian distribution over a global latent variable, z ∼N µ (r) ,σ (r)¯ I . The
latent distribution z is then sampled once and passed into the decoder.
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rC MLP ~ yt
Figure 3.3: Neural Process (NP), a NP with latent variable. In Garnelo et al.
[2018b] only the latent path is used, but the deterministic path is kept in
Garnelo et al. [2018a] and Kim et al. [2019]. Keeping the deterministic path
is shown to be beneficial quantitatively and qualitatively [Le et al., 2018].
Unlike the CNP, inference in the NP and Attentive Neural Process (ANP,
Kim et al. [2019]) is less straightforward. The parameters of the encoder and
decoder are learnt by optimising the evidence lower-bound (ELBO) to the log
predictive likelihood, which in itself is intractable:
log p (YT |XT , XC,YC)
≥Eq(z |sT ) [log p (YT |XT ,rC, z)]−DKL (q (z |sC,sT )‖q (z |sC)) ,
much like the VAE’s variational lower bound as described in the previous chapter
(Equation 2.14). The first term is the reconstruction error of target outputs from
the target inputs, learnt context representation, and latent summary. The second
term regularizes the first, being the KL divergence between the latent summary
of the context with and without the target.
Attentive Neural Process (ANP)
Attentive Neural Processes (ANP) (Figure 3.4 are a generalization of NPs that
uses attention mechanisms to learn to select relevant information among contexts
and targets. Kim et al. [2019] hypothesized that the mean aggregation step
assigns equal weight to all context points, resulting in the problem of underfitting
found in NPs, where the decoder could not predict the context points even though
they were observed inputs. By incorporating attention into the NP framework to
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Figure 3.4: Attentive Neural Process (ANP). Square nodes represent deter-
ministic variables while circles represent stochastic variables.
help the decoder learn which context points provide relevant information for a
given target prediction, performance was improved.
A downside of attention is that the ANP no longer scales linearly. Assuming
nC context points and nT target points, where C ⊂ T, the cross-attention in
the deterministic path entails nT queries attending to nC key-value pairs. The
complexity of this operation isO (nCnT ), up froO(nT ). Nevertheless, in practice,
the wall time is not much higher as the attention operations are some form of
matrix multiplication which can be parallelized with a GPU.
3.3 Meta-GPs
Gaussian process regression (GPR) can be straightforwardly extended to the
meta-learning setting by simply sharing mean and/or kernel hyperparameters
across many datasets, as formalized in Fortuin and Rätsch [2019] (Figure 3.5).
In a "vanilla" GP with a constant mean function and a squared exponential (SE)
kernel, the mean function simply has a single constant as its hyperparameter,
and the SE has two hyperparameters: lengthscale and output variance or scale.
We can also use deep NNs in the mean and/or kernel function(s), in which case
the hyperparameters would be the weights of the NN.
Deep kernel learning (DKL, Wilson et al. [2016]) [Wilson et al., 2016], also
known as manifold Gaussian processes [Calandra et al., 2016], refers to trans-
forming inputs to some base kernel with a NN, such that while the base kernel can
usually discover a stationary structure with an interpretable but restrictive form,
the nonlinear NN transformation additionally captures nonstationary and hier-
archical structure. These deep kernels can be used to replace standard kernels
33
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Figure 3.5: Meta-learning GP, where the mean function is given by a deep
NN.More generally, the mean and kernel functions can be anything, but their
hyperparameters are optimized over a set of meta-training tasks during the
"meta-learning" stage, with the goal of generalizing to meta-testing target
task(s). Taken from Fortuin and Rätsch [2019, Figure 1].
in methods such as GPR. In a similar vein, we can also replace the conventional
zero-mean or constant-mean function in GPR with a NN.
The approach in Fortuin and Rätsch [2019] is also similar to GPShot [Pat-
acchiola et al., 2019], which uses the same kernel for all tasks but does not
include deep mean learning, and adaptive deep kernel learning [ADKL Tossou
et al., 2019], which also includes an additional module for encoding each task
separately.
In short, what Fortuin and Rätsch [2019] formalizes as meta-learning with
GPs places GPR in the training regime of NPs, making them directly comparable.
Conventional ML with GPR is usually trained on observations from a single




We compare four methods from the NP family (Section 3.2), and four methods
from the class of meta-learning GPs (Section 3.3),
1. Neural Process (NP)
2. Conditional Neural Process (CNP)
3. Attentive Neural Process (ANP)
4. Attentive Conditional Neural Process (ACNP)
5. GP with a constant mean and SE kernel
6. GP with a constant mean and NN kernel
7. GP with an NN mean and SE kernel
8. GP with an NN mean and NN kernel
For the NP models, we mainly relied on conventions set in Le et al. [2018],
which does an exhaustive comparison of various objectives and model specifica-
tions. For the meta-GP models, we used the setup from Rothfuss et al. [2020],
which also included a comparison the to the NP model but not the attentive and
conditional variants.
4.1 Model architectures
For the following architecture descriptions, we outline the shapes of the tensors
(different dimensions are separated by a ×) at each consecutive transformation
(marked by an annotated arrow). In practice, each tensor is prepended by a batch
dimension, B×, for which we use batch size B = 16.
For the deterministic path used in all four NP models, the deterministic
(attentive) encoder r(xC, yC[, xt]) produces a deterministic representation rC
from context set {xC, yC} := (xi, yi)i∈C, where C = {1, . . . ,m}, and optionally also
accepts target input xt for some t if cross-attention is used:
|C|×
concatenated (xi , yi)
for each i ∈ C
(dx +dy) lin+relu−−−−−→ |C|×
r i at the
final layer
128
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To include cross-attention, instead of taking the mean across all (r i)i∈C in the
last step, we additionally take in (2-layer MLP-transformed) context inputs xC :=
(xc)c and the target input xt, and performs multihead attention. Each target
query xt attends to the context inputs to produce a query-specific representation
r∗. To include self-attention, instead of the 3-layer MLP, stack 2 layers of self-
attention to produce |C| representations r i for i ∈ C. Self-attention uses the same
architecture as cross-attention but with identical keys and queries ki = vi, and
q = k j for each j ∈ C.
Latent encoder q (z|xC, yC) to produce latent representation z:
|C|× (dx +dy) lin+relu−−−−−→ |C|×128
3 times (3-layer MLP)
mean−−−→
sC






The latent path outputs µz,σ′z ∈ Rd where σz = 0.1+ 0.9σ(σ′z) and σ is the
sigmoid function. These parameterise q (z|sC)=N z|µz,0.1+0.9σ (σz) .
Similarly, the decoder fz,rC (xT ) outputs µy,σ′y ∈ Rd where σy = 0.1 +
0.9 f (σ′y) and f is the softplus function. These parameterize a Gaussian fac-
torised across target outputs yT , p (yi|z, XC,YC, xi)=N yi|µy,diag(σy) .
|T|×
concatenated (xi ,yi) for each i∈T
(dx +dz +dr) lin+relu−−−−−→ |T|×128







For the ANP, the last step takes in xi and performs multihead attention. We use
the same decoder architecture for all experiments, and 8 heads for multihead,
like in [Kim et al., 2019].
For the meta-GP models, the base kernel is always an SE kernel with an
optional NN mapping. The mean function is either a learnt constant function, or
directly parameterized by an NN. The NN mean and kernel modules follow the
same architecture as the MLP blocks in the NP decoders, with an additional out-
put layer. The output layer size for the kernel NN is the number of input features,
while the output layer size for the mean NN is 1 (the output dimensionality).
4.2 Datasets
While majority of previous work on meta-learning, including NPs, assumes that
tasks T ∼ p(T ) are of large or infinite supply duringmeta-training, we use limited
data sizes which are more realistic, following the experiments from Rothfuss et al.
[2020].
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Figure 4.1: 6 sample sinusoidal tasks from the full 200 meta-testing tasks.
For each curve, 5 points are randomly chosen as the context set, while the
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Context set {XC,YC}
Target set {XT ,YT }
Figure 4.2: 6 sample Cauchy tasks from the full 200 meta-testing tasks. The
dataset sizes are identical to the sinusoidal tasks.
4.2.1 Synthetic
We use two regression datasets. The first consists of sinusoid functions with a
range of amplitudes, phase-shifts, slope and intercept (Figure 4.1). The second
is the density of 1-dimensional mixtures of Cauchy distributions plus random
functions sampled from a GP prior with an SE kernel (Figure 4.2). Further
details can be found in Rothfuss et al. [2020, Appendix C].
4.2.2 Physionet
The Physionet 2012 challenge dataset consists of 12,000 ICU stay records. Of
the 4,000 records in set A, we sample 200 patients for meta-training and 200
patients for meta-testing. Typically, the dataset is used for mortality prediction
from 37 variables. However, following Rothfuss et al. [2020], we select only the
GCS (Glasgow Coma Score) variable and perform 1D regression by taking the
first 24 hours as context and predicting GCS over the full 48 hours (Figure 4.3).
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Figure 4.3: The Physionet-GCS dataset consists of GCS measurements as an
integer from 3–15, taken over 48 hours. Data from the first 24 hours (4–24
points) are taken as the context set.
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4.3 Training and evaluation
Overall, evaluating a meta-learner consists of two phases, meta-training and
meta-testing. The main differences lie in the meta-training objectives. While the
GP models maximize the marginal likelihood directly, the CNP models minimize
a marginal likelihood conditioned on context points, while the latent NP models
minimize the evidence lower bound (ELBO), a variational lower bound for the
conditional marginal likelihood (or "evidence").
Meta-training
Themeta-learner is providedwith a set of Mtrain tasks and optimizes its respective
meta-objective on each batch of tasks at every iteration, in order to learn the
parameters of the neural networks or mean/kernel function parameters. The
synthetic datasets use Mtrain = 20 while the Physionet dataset uses Mtrain = 100.
NPs minimize the ELBO to the log predictive likelihood:
log p(YT |XT , XC,YC) either directly (Section 3.2) or approximately (Sec-
tion 3.2). If there are n samples in the task, the nC context points can be
between 10% and 90% of the total points, that is, nC ∼U(0.1n,0.9n). During
meta-training, NPs randomize context sizes to encourage the learned model to be
able to handle different sizes and positions of the context set during meta-testing
[Garnelo et al., 2018a,b].
The GP models do not select a context set but use the entire target set and
maximize its log marginal likelihood log p(YT |XT ) (Section 2.3).
We train each model’s parameters with Adam, an extension of stochastic
gradient descent (SGD), for 5000 iterations; any longer and some of the models
are prone to overtraining, which we describe in Section 5.3.
Meta-testing
Once the parameters of the GP prior or the NP model are optimized on the meta-
training tasks, we proceed to the meta-testing stage, which is almost identical
for all the models and datasets. Each of the Mtest = 200 tasks is split into a
context and target set, with the number of context points being 5 for the synthetic
datasets, and 4–24 for the Physionet dataset. The NPs do a single forward
pass through the encoder-decoder networks to obtain log p(ỸT |XT , XC,YC) as a
factorized Gaussian. The GPs, as shown on the right side of Figure 3.5, perform
posterior inference by first fitting the GP to {XC,YC}, and then evaluating the
predictive posterior distribution of the GP on the test points {XT ,YT } to yield
log p(ỸT |XT , XC,YC), which is a closed-form expression when using an exact
GP with Gaussian likelihood (Equation 2.9).
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4.4 Results
We compare the predicted targets ỸT to the actual targets YT using various
evaluation metrics, namely, negative log-likelihood (NLL), root-mean-square
error (RMSE), and calibration error (CE).
The 8 methods are evaluated across several experimental setups, namely
• 1D regression on synthetic sinusoidal and Cauchy functions.
• 1D regression on real-world data from the Physionet Challenge 2012.
We look at NLL, a metric which captures both accuracy and uncertainty calibra-
tion. We also separately measure these aspects using RMSE and CE [Kuleshov
et al., 2018], respectively.
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Figure 4.4: Comparison of 4 NP and 4 meta-GP methods on a dataset of
sinusoidal functions, over 10 random seeds. Lower values are better.
Actual numbers are reported in the corresponding Table 4.1.
Table 4.1: Mean and standard deviation of each method’s evaluation metrics.
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Figure 4.5: Comparison of 4 NP and 4 meta-GP methods on a dataset of
Cauchy functions, over 10 random seeds. Lower values are better. Actual
numbers are reported in the corresponding table (4.2).
Table 4.2: Mean and standard deviation of each method’s evaluation metrics.
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Figure 4.6: Comparison of four NP and four meta-GP methods on a dataset
of Physionet functions, over 10 random seeds. Lower values are better.
Actual numbers are reported in the corresponding table (4.3).
Table 4.3: Mean and standard deviation of each method’s evaluation metrics.



























































On the synthetic datasets (Figures 4.4 and 4.5), the four NP models are roughly
on par with each other, and are all outperformed by most of the GP models. On
the more challenging Physionet dataset (Figure 4.6), the attentive NPs are given
a chance to shine and are comparable to the best GP models with an NN kernel.
We also note that on different datasets, the best performing GP model overall
(in terms of predictive log-likelihood) depends on the properties of the data. This
is supported both by the statistics across all 200 meta-test tasks and across
10 random seeds, as well as regression plots of individual meta-test tasks for
illustrative purposes. This gives us the freedom to specify our prior knowledge of
known properties of the data as either a mean or kernel function, while the rest
of the properties are learnt directly from the data with an NN mean or kernel
function.
5.1 Impact of handcraftedmean and kernel functions
Across the datasets, the "con-m, SE-k" or "vanilla" GP has poor RMSE but good
CE. The high RMSE stems from the simple model being unsuitable for the various
datasets in different ways, while the low CE is from the high uncertainty of the
model in areas without context points.
The constant mean is unsuitable for the Cauchy dataset, as it results in
mean-reverting behaviour outside of the context domain that fails to extrapolate
well. To illustrate this, on the right end of the Cauchy function shown in Figure
5.1a, the GP reverts to the constant mean and consequently misses the target
points below the mean. Nevertheless, it is able to "know when it does not know"
and have a high uncertainty at the tail ends, resulting in better CE compared to
the NPs. The unsuitability of the constant mean is true for most samples from
the Cauchy dataset (Figure 4.2), which exhibit different behaviour at the tails
compared to the rest of the function. The constant mean, even with a learnt NN
kernel, still has poor RMSE on the Cauchy data (Figure 4.5).
However, when we replace the constant mean with a neural network (NN)
on the Cauchy dataset, the RMSE improves significantly overall. As an exam-
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.
(a) "con-m, SE-k" GP on Cauchy.
.
(b) "NN-m, SE-k" GP on Cauchy.
Figure 5.1: The constant mean in Figure 5.1a results in undesirable mean-reversion
at the tail. With an NN mean, in Figure 5.1b, the model learns to extrapolate the
hump at the tail.
.
(a) "Con-m, SE-k" GP on Physionet.
.
(b) "Con-m, NN-k" GP on Physionet.
Figure 5.2: By replacing the SE kernel in Figure 5.2a with an NN kernel in Figure
5.2b, the GP can respond to the step-like jump in the middle. Without it, the GP
using the SE kernel smoothes out the curve in order to best fit the data.
ple, when using an NN mean with an SE kernel, the model is able to correctly
extrapolate to the hump on the right (Figure 5.1b).
While the SE kernel is a good fit to the true Cauchy curves, this is not the
case for the Physionet dataset. The stationary SE kernel function is not adequate
if the target function is not smooth, such as the Physionet dataset which can have
step-like jumps (Figure 4.3). The overly smooth "con-m, SE-k" GP misses target
points, as shown in Figure 5.2a.
One way to obtain a non-stationary covariance function is by warping the
inputs to a stationary covariance function through a nonlinear mapping such
as a neural network (NN)—this is known as DKL (Section 3.3). The intuition is
that the neural network only needs to identify its discontinuities while for the
remaining part the model can rely upon the SE kernel. While constant mean is
suitable for Physionet as many samples are constant functions (Figure 4.3), we
can use an NN to warp the inputs to a base SE kernel so that the GP can learn
rapid changes (e.g. Figure 5.2b).
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.
(a) NP at 4,500 iterations.
.
(b) NP at 30,000 iterations.
.
(c) ANP at 4,500 iterations.
.
(d) ANP at 30,000 iterations.
Figure 5.3: When overtraining the NP and ANP on a meta-test Cauchy function,
the uncertainty reduces only for the ANP.
5.2 Role of attention in Neural Processes
Generally, attention improves performance since it expands the range of functions
that can be modelled (Section 3.2). However, uniformly weighting the context
points seems to have been already sufficient on the simpler synthetic functions, so
the attentive and non-attentive variants are on par (Figures 4.4 and 4.5). On the
other hand, attention proved useful on the Physionet dataset, resulting in lower
evaluation metrics on both accuracy and/or uncertainty calibration compared
to the non-attentive counterparts (Figure 4.6). This is most likely based on two
factors: the time series nature of the Physionet data, and the properties of the
functions. The context set is always the first 24 hours (Figure 4.3) so it may be
natural to say, attend to the recent data points more than the older data points,
instead of uniform attention. Furthermore, the Physionet functions often seem
to have almost discontinuous sections separated by step-like jumps, where it may
be more sensible to attend only to context points from the relevant section as the
target point.
However, the increase in model flexibility also comes at the risk of overconfi-
dence if trained for too long. As seen in Figure 5.3, the ANP becomes significantly
more overconfident as training progresses, with the 90% confidence band becom-
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.
(a) NP on Physionet.
.
(b) ANP on Physionet.
Figure 5.4: Both the NP and attentive NP have similarly high uncertainties on the
Physionet data, as the meta-train tasks are very diverse.
ing narrower at 30,000 iterations compared to 4,500 iterations. The non-attentive
NP does not have the same problem.
Another factor for this overconfidence is not the model itself, but the data.
There is very high similarity among the different meta-train tasks (some Cauchy
curves are plotted in Figure 4.2), resulting in overconfidence. On the more
heterogenous Physionet meta-train tasks (Figure 4.3), the uncertainty of attentive
NPs remains comparably as high as that of the NP (Figure 5.4).
5.3 Overtraining
Trying to learn an overly flexible model with many parameters from too little
data may result in overtraining, also known as overlearning or overfitting, where
the model mistakes artifacts of the meta-train set as actual properties of the
underlying distribution that can generalize to the meta-test set. On the other
hand, a simple model may be unable to represent the distribution well enough
for good regression performance. We find this to be true for the more flexible
attentive NNs and the GP models with an NN kernel and/or mean. While Fortuin
and Rätsch [2019] claimed that the GP methods cannot overfit on the meta-test
context set, we show that they can still overfit on the meta-train dataset.
We study the overtraining phenomenon on the Cauchy dataset by training
for 30,000 iterations, past the points where each model converges. As shown by
Figure 5.5a, for the more flexible methods, the log-likelihood continues increasing
until 5,000 iterations, where it begins to deteriorate. Despite this, the training
losses continue to reduce for the most part (Figure 5.5b), indicating overfitting
on the meta-training set. The exceptions which are more robust to overfitting are
the "const-m, SE-k" GP (in grey), and to a smaller extent, the non-attentive CNP
and NP (in dark blue and green) and the "NN-m, SE-k" GP (in light blue).
For the GP models, using a basic SE kernel helps to mitigate this problem.
However, the simplest "const-m, SE-k" model results in the worst accuracy in
terms of RMSE, because by reverting to the constant mean at the tails, the model
47
Chapter 5. Discussion 5.3. Overtraining
(a) The evaluation metrics, especially log-likelihood, start to deteriorate at around 5,000
iterations for some of the models.
(b) Despite worsening evaluation metrics, training losses mostly continue to improve.
Figure 5.5: Evaluation metrics and training losses of the 8 models over 30,000
iterations.
fails to extrapolate well (Figure 5.6a), as discussed previously. Therefore, using
an NN mean while keeping the SE kernel appears to be the best in terms of all
the metrics, but as we noted in Section 5.1, this is contingent on the SE kernel
being a good prior for the dataset in question, the Cauchy dataset.
If we do not have good priors for either the mean or the kernel function, using
an NN as both mean and kernel also yields good performance. This means that
the models are implicitly learning a mean and kernel function from the data,
much like NPs. However, unlike NPs, DKL still involves a base functional kernel
that still needs to be hand-picked, and often encodes useful properties such as
stationarity or continuity. As such, even an NN kernel can fall back on the base
kernel, albeit still with a risk of overtraining the NN (Section 5.3).
The objective function of the GPs includes a regularization term for the kernel,
but not the mean. Despite this, the penalty term does not seem strong enough to
regularize the many parameters of an NN kernel, hence the overfitting. The GP
models maximize the log marginal likelihood (LML) of each meta-training set
log p(YT |XT ), given in closed form by Equation 2.13). As noted by Rasmussen
and Williams [2005, Section 5.4.1], the LML has three interpretable terms: a
quadratic form in y−m(x), a log determinant term, and a term involving log2π.
The second term, the log-determinant of the covariance with noise, can be seen
as a complexity penalty or regularization term.
There is a trade-off between more flexible models that can fit the data better
but are more prone to overfitting, and less flexible models. Nevertheless, we
can easily address this in practice by early stopping when we stop seeing an
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improvement in the log-likelihood on a held-out validation set, or tuning the
number of iterations. Alternatively, we could introduce standard regularization
techniques for the neural network component(s) such as weight decay.
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.
(a) "Con-m, SE-k" GP at 4,500 iterations.
.
(b) "Con-m, SE-k" GP at 30,000 iterations.
.
(c) "Con-m, NN-k" GP at 4,500 iterations.
.
(d) "Con-m, NN-k" GP at 30,000 iterations.
.
(e) "NN-m, SE-k" GP at 4,500 iterations.
.
(f) "NN-m, SE-k" GP at 30,000 iterations.
.
(g) "NN-m, NN-k" GP at 4,500 iterations.
.
(h) "NN-m, NN-k" GP at 30,000 iterations.





Both NP and meta-learning GP methods are very similar in that they learn the
conditional distributions of an underlying stochastic process—approximately in
the case of NPs. In this thesis, we evaluate them on identical setups. Especially
when using a NN for both the mean and kernel, the GPs approach is very similar
to NPs, as they learn implicit mean and kernel functions directly from the data.
Nevertheless, from various experiments on both synthetic and real-world
1D regression data, meta-learning GP methods with either an NN mean and/or
kernel have consistently outperformed all NP variants, including attentive and
latent variable NPs. Whether the NN mean and/or kernel should be learnt via
an NN, depends on our prior knowledge of the data’s general properties, and
whether that knowledge can be more conveniently encoded as a mean or a kernel
function.
Although NPs are attractive for many reasons such as scalability, in practical
situations there can be limited meta-training tasks, where such flexible methods
are prone to overtraining. A stronger inductive bias via say, an SE kernel or a
constant mean, can help prevent this, as shown by our experiments. Furthermore,
the GP methods retain the mathematical guarantees of stochastic processes,
while the NP methods do not guarantee consistency with respect to some prior
process, and as such often have poor calibration, on top of high variance in CE
measurements across random seeds.
More real-world datasets can be used to study the applicability of the meta-
GPR method. Although most widely used meta-learning datasets are classifica-
tion tasks Triantafillou et al. [2020], there are some meta-learning regression
benchmarks from drug discovery [Tossou et al., 2019] or head pose trajectory
estimation Patacchiola et al. [2019].
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