Abstract-This work solves a model-free resource allocation problem with two objectives. These objectives represent both cooperation and competition directions. It is proposed a solution that combines a centralized cooperative game approach using the Shapley value to determine a proper partitioning of the system, and a decentralized non-cooperative game approach using the Nash equilibrium to achieve the control objective by means of both partial and local information. Furthermore, invariant set and stability analysis are discussed for the noncooperative game approach. Another contribution regarding the cooperative game approach relies on a novel and alternative way to compute the Shapley value for the chosen characteristic function. This alternative computational way is proposed in order to mitigate the commonly high computational burden issue, which is associated to the combinatorial explosion associated to the cooperative game approach.
I. INTRODUCTION
Game theory has become a powerful tool in the design of learning and optimization-based systems. Both cooperative and non-cooperative game approaches have been widely used in the design of controllers depending on the control objective. In some cases, it is more suitable to work with a cooperative perspective when agents can collaborate among them, whereas there are other situations in which it is more appropriate to set the problem as a competition. However, there are control problems that integrate cooperation and competition in two different stages. The ideal centralized control scheme in which a single entity governs a system using full information, disposing enough time to gather all the measurements, and to compute and transmit all the control actions, is not quite common.
This work focuses on one of the recent trends in the development of non-centralized control techniques. In particular, during the last years different control strategies have been proposed to create control systems able to adapt dynamically to the evolution of the system and its structure. For example, in [12] plug and play network model predictive controllers are studied. In [3] , a method to design simultaneously the communication topology and feedback control laws is proposed. Likewise in [6] , a control method that switches between different linear feedback controllers to attain a trade-off between communication burden and performance is proposed. The rationale of this work is somehow similar since the control architecture changes its topology in order to reduce the communication burden. However, unlike the aforementioned works, the control strategy proposed in this paper uses both a cooperative and a non-cooperative gametheory approach. Furthermore, the proposed approach is a model-free control inspired by the resource allocation problem.
Another contribution of this paper is to deepen into the relationship between game theory and control. Being the mathematical field that deals with situations of mutual interaction [8] , game theory has a natural application specifically in the context of non-centralized controllers. Broadly speaking, game theory has two main branches depending on whether the players of the game are capable to cooperate each other or not. In particular, non-cooperative game theory deals with problems where players make decisions in order to maximize their utilities. One solution of a non-cooperative game is given by the Nash equilibrium, condition in which no player can improve their utilities without the detriment of other players utilities. In contrast, cooperative game theory studies the conditions and payoff rules for groups of players that form coalitions. One possible solution of a cooperative game is given by the Shapley value, which assigns a fair payoff to each player according to what it contributes to the game. There are many control solutions that use both game theory approaches. For instance in [5] , an application of noncooperative game theory can be found where a distributed control strategy based on the convergence to a Nash equilibrium is proposed [9] . Furthermore, convergence to Nash equilibrium by using evolutionary game theory has been used in the design of control and optimization strategies [10] , [1] , [15] . On the other hand, cooperative game theory has been used for example in [6] . In this and other related works such as [7] , the links that compose the network topology are transformed into the players of a game and the payoff given by the Shapley value [14] is used as a mean to determine their relevance. Other works that mainly use the Shapley value are [4] , [2] .
In this work, a combination of these two game-theoretical approaches is used to propose a decentralized control strategy. More specifically, a network system is divided into different partitions. These partitions are determined by a criterion based on a cooperative game, i.e., by using the Shapley value. Furthermore, a population-dynamics approach is implemented at each partition. Then, a model-free resource allocation problem is solved at each sub-system by converging to a Nash equilibrium. Moreover, this work proposes a different way to compute the Shapley value for the selected characteristic function in the cooperative game in order to reduce the computational burden, which is one of the main issues when using the game-theoretical approach. Finally, in order to show the performance of the proposed methodology based on cooperative and non-cooperative games, a resource allocation problem in a water system treated in [11] is presented.
The remainder of this paper is organized as follows. Section II presents the population dynamics approach used to find the solution given by the Nash equilibrium. Section III shows the role of the cooperative-game approach in the control problem by finding the solution given by the Shapley value. This section also presents the partitioning criterion based on the Shapley value. Section IV describes the case study and the control objectives. Afterwards, concluding remarks are presented in Section VI.
Notation: Column vectors are denoted by bold style, e.g., x. Scalar numbers are denoted by non-bold style, e.g., N . Sets are denoted by calligraphic upper case, e.g., T . Subindex refers to the topologies in the system, and super-index refers to partitions, e.g., S j i refers to a set of a partition j of a topology i. It is worth to point out that super-index is not operational, i.e, N 3 i refers to partition 3, and
Real numbers are denoted by R, and all the non-negative real numbers by R + . Finally 1 N is a column tile with N unitary entries, and the cardinality of set is defined by | · |, e.g., |O| is the number of elements of the set O.
II. POPULATION DYNAMICS APPROACH
Consider a population composed by a finite and large number of rational agents. In the population evolution, agents make the decision to select among N possible strategies from the set S = {1, ..., N }, in order to improve their payoff. The population has T possible different topologies that determine how the population is distributed over a certain graph. The set of the population topologies is denoted by T = {1, ..., T }. Each topology is given by a non-complete graph denoted by G i = (V i , E i , A i ), where V i is the set of N nodes representing the strategies S, E i is the set of links that represent the possible interaction among agents selecting the corresponding strategies, and A i is the adjacency matrix. Moreover, each topology i ∈ T has P i disjoint partitions. The set of partitions of the population topology i ∈ T is given by P i = {1, ..., P i }.
The partition j ∈ P i of the topology i ∈ T is denoted by a complete graph G links representing the full information sharing and interaction within each partition. Furthermore, it must be satisfied that all the partitions form the topology, i.e., ∪ j∈Pi G j i = G i , for all i ∈ T . Also, it is necessary that there are no nodes belonging to more than one partition, i.e., ∩ j∈Pi V j i = ∅, for all i ∈ T . In the population, x l ∈ R + is the proportion of agents selecting the strategy l ∈ S. The vector x ∈ R N + is a population state or a strategic distribution composed by all the proportion of agents selecting the available strategies. The set of all the possible population states is given by a simplex denoted by ∆ = x ∈ R N + : x 1 N = 1 . Similarly, x j i,a ∈ R + is the proportion of agents selecting the strategy a ∈ S j i available in the partition j ∈ P i of the topology i ∈ T . The vector
+ is the strategic distribution of agents in the respective partition and topology. Finally, let m j i be the total mass in the partition given by m
The payoff that agents receive for being selecting a particular strategy is given by a function that takes the population state and returns a reward, i.e., fitness functions have a mapping f l : ∆ → R, l ∈ S, and the vector of fitness functions in the population denoted by F is composed by all the fitness functions f l (x), l ∈ S. Similarly, the vector of fitness functions of the partition j ∈ P i of the topology i ∈ T is denoted by F j i , and it is composed by all the fitness functions f l (x), l ∈ S j i . The average function in the population is given byf = x F. The average for a partition is given byf
The framework of the method proposed in this paper is given by stable games, which establish a condition over fitness functions selection for control design, i.e.,
Replicator Dynamics: The replicator dynamics is one of the six fundamental population dynamics and has been largely used in the solution of engineering problems [13] . These dynamics require information about all elements within the population and it is the reason why it has been considered that partitions at each topology are complete graphs.
For a fixed topology, there is a replicator dynamics system for each partition. For a topology i ∈ T and a partition j ∈ P i , the replicator dynamics are given bẏ
Then, the system switches among topologies in order to use at each iteration instant a limited number of communication links. The equilibrium of interest in (1) for this work is the mixed-strategy Nash equilibrium given by the condition F j i =F j i , for all j ∈ P i , i ∈ T . Due to the fact the partition of a topology is a non-connected graph, this equilibrium is achieved at each partition. Moreover, since topologies and partitions are varying over time, it is necessary to identify the equilibrium for all topologies and partition, i.e., f k (x) = f l (x), for all k, l ∈ S. Now, it is shown that each partition satisfies an invariant set and consequently the whole set ∆ is invariant under the replicator dynamics (1) and switching partitioned topologies.
Proposition 1: If initial condition x 0 ∈ ∆, then x ∈ ∆, ∀t ≥ 0, i.e., the simplex ∆ is an invariant set under replicator equation (1) and switching partitioned topologies.
Proof: In order to proof that ∆ is an invariant set, it is shown that the sum for all partition and topologies ofẋ j i for all i ∈ T and j ∈ P i is null 1 , i.e., i∈T j∈Pi
which completes the proof. Proposition 2: Let F be a stable game, then the switched system (1) is uniformly stable since it admits a common Lyapunov function.
Proof: Consider the entropy function as a Lyapunov candidate
This is a valid Lyapunov function since L(x * ) = 0 and L(x) > 0, for all x = x * , this is checked by using the Jensen's inequality (i.e., E(f (x)) ≥ f (E(x)) for any convex function as the logarithm). Its derivative iṡ
Replacing dynamics in the Lyapunov function derivative,
and equality holds when x j i * = x j i , for all i ∈ T , and j ∈ P i . The partitions for all the topologies admit the same Lyapunov function, then the system is uniformly stable for any convex combination of topologies. 1 Details of this proof have been omitted due to the lack of space.
III. COOPERATIVE GAME ROLE Cooperative game theory studies how players can be grouped into coalitions in order to achieve a common goal and how to share the costs or benefits derived from their joint effort. In this work it is proposed to use this theory to form coalitions within the control system. Different topologies are considered -and consequently different partitions-in the system, which may vary over time in order to achieve an equilibrium with a reduction of the communication burden. To this end, a cooperative game with transferable utility is defined as a pair (V, V ), where V = {1, .., N } is the set of players, and V is the characteristic function. From the cooperative game theoretical point of view, for each topology i ∈ T , each node l ∈ V i is considered as a player, and each partition j ∈ P i represents a coalition of players.
The characteristic function denoted by V takes a coalition from the power set 2 V and returns a real value. Formally, the characteristic function is a mapping V :
is the value that the players can share among themselves. Additionally, for the empty coalition, V (∅) 0.
A solution of the cooperative game is an allocation rule that gives a division of the value of the coalition among its members in a fair way, i.e., achieving a condition in which each player receives a benefit according to its contribution to the coalition. Let y ∈ R N be the payoff vector given by y = [y 1 · · · y N ] . Some desirable properties for the distribution of the V (O) among the players are: 1) Efficiency:
l∈O y l ≤ V (V); 2) Coalitional rationality: l∈O y l = V (O) for all coalitions O ⊆ V; 3) Individual rationality: y l ≥ V ({l}), for all l ∈ V. Prior to defining the characteristic function, the costs associated to each coalition are defined as follows:
where C l is the individual cost of player l ∈ V. Afterwards, the characteristic function is given by the difference between the sum of individual costs and the cost of the corresponding coalition. Then, it is characterized the difference when adopting a coalition, i.e.,
A payoff rule that satisfies the mentioned desired requirements is the Shapley value for all the players l ∈ V [14] , which is given by
(4) Notice that the sum considers all the possible coalitions to which player l ∈ V can be added. One of the main issues of working with cooperative games is the high computational burden in the computation of the Shapley value for all the players when using (4). In particular, the combinatorial explosion when the number of players is high is a common issue in this context. Once the characteristic function has been defined as (3), a mathematical relation between the Shapley values can be determined in order to mitigate the high computational cost. This result is shown by using Proposition 3 stated next.
Proposition 3: Let (3) be the characteristic function of a cooperative game with the set of players V = {1, ..., N }. Let C l be the cost associated to each player l ∈ V, and (2) be the costs associated to each coalition O ⊆ V. If one Shapley value Φ(l) for any player l ∈ V is known, then all the Shapley values for all the players can be found by using a low-computational-cost operation of the form Φ(r) = Φ(l) + (C r − C l )Θ, where r ∈ V is any other player, and Θ is a constant for the cooperative game whose value only depends on the number of players N .
Proof: In order to simplify the notation, it is defined the operator Ψ(O) = (|O|! (N − |O| − 1)!)/(N !). Then, the Shapley value Φ(l) of the player l ∈ V in (4) may be rewritten by expressing the set of coalitions to which the player l ∈ V can be added, in terms of a second player r ∈ V as follows 2 :
Similarly, the Shapley value Φ(r) of the player r ∈ V may be written in terms of l ∈ V. Then, it is found the difference between the Shapley values Φ(r), and Φ(l), denoted bỹ Φ(r, l) = Φ(r)−Φ(l). Also, replacing (3) and (2), and taking into account that Ψ(O ∪ {r}) = Ψ(O ∪ {l}), i.e.,
Briefly, the difference between the Shapley values
the constant value Θ can be re-written as
2 Details of this proof have been omitted due to the lack of space. the factor θ 3 represents the amount of coalitions that can be formed in the cooperative game with s players, i.e., |O| = s. Finally Φ(r) = Φ(l) + (C r − C l )Θ, obtaining the desired relationship that completes the proof. In order to verify the difference between the computational burden of computing the Shapley value with (4), and by using the relation proposed in Proposition 3 with the constant value (5), different Shapley values for several amount of players have been computed, and the respective computational burden is presented in Table I .
Partitioning Procedure
In order to perform the partitioning of the system, first it is defined a time ∆t that determines when the proper topology is evaluated. Every time k ∈ Z + with the sampling time ∆t, the Shapley value Φ(l, k) of all the players l ∈ V is computed by using the low-computational-cost operation using the factor Θ in (5). As a second necessary parameter to define is the size of the desired coalitions denoted by g, i.e., perform partitions of g number of players.
Remark 1: Notice that depending on the desired size of the coalitions, it is possible to obtain at most one coalition composed by a number of players lower than g, e.g., consider the case of N = 8 players, and if it is desired to perform a partition of size g = 3, then there are going to be obtained two coalitions of g players and one coalition of 2 < g players. ♦ In the partitioning procedure, it is desired to gather the player with the highest Shapley value with the g − 1 players with the lowest Shapley values. In this sense, it is possible to make a cooperation in which the best players share their benefits with those in worse situation. It is worth to highlight that this partitioning criterion might be different depending on the control objectives and the system dynamical behavior, but it is proper to make this partitioning in function of the Shapley value.
IV. CASE STUDY
The case study is shown in Figure 1a ), which is composed by N = 12 tanks. There are two control objectives. The first control objective is to maintain all the tanks at the same and maximum level; this objective is solved by finding a Nash equilibrium. Furthermore, the costs associated to the communication links determine a Key Performance Indicator (KPI) given by KP I links = 1 2 t f t0 1 N A i 1 N dt, i ∈ T , for the current topology i ∈ T , where t 0 is an initial time and t f a final time. As a second control objective, it is desired to determine the fair cost that each player should pay for these communication links according to the player contribution to the system in order to achieve the desired equilibrium. Then, the fair cost that each player should pay is expressed in function of the Shapley value, i.e.,
The Shapley value is normalized in (6) since it is computed in terms of the error rather than economical units. These communication links share, in a local way, information about the measured levels in order to achieve the first control objective. Notice that this is a decentralized control scheme since each control action is computed by using only partial and local information.
In order to solve the control problem, it is proposed to perform a partitioning based on the Shapley value as presented in Section III. Therefore, the costs associated to each player are going to be the error between the current level and the maximum level capacity of each tank, i.e.,
where h max,l denotes the maximum possible level for the l th tank. This cost characterization shows that it is more costly to increase the level in a tank rather than reduce it. Once the partitions are made, a population-dynamics approach is applied to each partition where the fitness function for each strategy is given by the error f l = h max,l − h l . Notice that this is a model-free approach since knowledge about dynamics is not required in the design, i.e., f l is computed just by measuring h l . It is assumed that this fitness function is always non-negative since physically the current measured level h l ≤ h max,l . Notice that, with this fitness function, more resource is assigned to empty tanks. Moreover, this fitness function is decreasing with respect to x i , since the error is expected to be reduced when more resource is assigned to the tank. In this way, it is guaranteed that the population game F is stable and then Proposition 2 holds. The dynamics for the l th tank in continuous time are given byḣ l = q in,l − q out,l , with q out,l = K l h l , where h l is the level, K l is a constant factor characterizing the outflow, q in,l is the inflow, and q out,l is the outflow of the l th tank. There is a constant available resource given by Q = 30. Each inflow q in,l is controlled by a valve commanded by a control signal x l , i.e., q in,l = Qx l , with 0 ≤ x l ≤ 1. It is assumed that there is a local controller at each valve that guarantees the desired flow given by x l . The limited resource establishes a constraint over all inflows, i.e., N i=1 q in,l = Q. This constraint leads to the condition N i=1 Qx l = Q, and consequently, x ∈ ∆. This condition is also satisfied in the partitioned system if the initial condition of the proportion of agents satisfies j∈Pi 1 N j i x j i (0) = 1, for the initial topology i ∈ T , following Proposition 1.
V. RESULTS
As a reference to analyze the performance of the proposed control strategy, results for the centralized case are also presented, i.e., the case with the unique topology given by a complete graph, or with the grand coalition (see Figure 1b) ).
For the presented example, ∆t = 0.1s. The Shapley value is computed in function of the error costs (7). It is important to mention that initial condition for each tank level has been established as a random value within the interval [0, 1]. The control objectives are given by: i) maintain all the tank levels at the same maximum value; and ii) determine the fair economical costs for the players, then more KPIs are defined to evaluate the performance. For instance, it is of interest to analyze the error of each tank level with respect to the average levels of the entire system, i.e., KP I error,l =
Then, there is a KPI for the whole system in function of the mentioned error levels, i.e., KP I error = N l=1 KP I error,l . Finally, it is defined the settling time with criterion of the 5% as a KPI, i.e., KP I settling = min t {t : ∀t ≥ t, h ≤ h(t) ≤h}, where h = 0.95h * ,h = 1.05h * , and h * being the equilibrium point of the system. Figure 2 shows the evolution of the tank levels for three different cases (coalitions of 2 players, coalitions of 3 players and the grand coalition), and it is also shown the gap that determines the settling time. The topology in the system is determined every ∆t, Figure 3 shows some different topologies obtained based on the Shapley value at five time instants. In Figure 3 , it can be seen how topologies vary dynamically with coalitions of two and three players. In Figure 2 , it can be seen that the first control objective is met for all the cases. The second control objective is determined by the Shapley value as presented in Table II . Finally, the comparison of the three cases with the three proposed KPI is presented in Table III . In these results, it can be seen the proper performance of the proposed methodology with respect to the centralized case with full information given by the grand coalition. Economical costs are reduced significantly by sacrifying transitory errors and settling time. 
VI. CONCLUSIONS
A multi-objective control problem that combines both cooperation and competition has been presented. The first control objective has been associated to a resource allocation problem, where it has been desired to achieve a maximum and equal level for all the tanks, and the second control objective has been to designed determine a "fair" distribution of communication costs. It has been proposed to use a noncooperative-game approach to solve the former objective, whereas a cooperative-game approach has been proposed to solve the latter objective. Moreover, an alternative way to compute the Shapley value for the selected characteristic function has been presented in order to mitigate the high computational burden issue.
