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Phase space formulation of density operator for non-Hermitian Hamiltonians and its
application in quantum theory of decay
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The Wigner-Weyl transform and phase space formulation of a density matrix approach are applied
to a non-Hermitian model which is quadratic in positions and momenta. We show that in the
presence of a quantum environment or reservoir, mean lifetime and decay constants of quantum
systems do not necessarily take arbitrary values, but could become functions of energy eigenvalues
and have a discrete spectrum. It is demonstrated also that a constraint upon mean lifetime and
energy appears, which is used to derive the resonance conditions at which long-lived states occur.
The latter indicate that quantum dissipative effects do not always lead to decay but, under certain
conditions, can support stability of a system.
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1. INTRODUCTION
When studying open quantum systems [1, 2], it is usu-
ally implied that decay constants and mean lifetimes of
states take their numerical values from a continuous spec-
trum; at least, no systematic theory for describing forbid-
den regions or discrete spectra of those values has been
yet proposed, to the best of our knowledge. Analytical
approaches and numerical packages use this continuity,
often implicitly, because it allows to drastically simplify
calculations [3, 4]. Nevertheless, there has been no for-
mal proof of the non-existence of those phenomena to
date either. On the other hand, experimental data exist
whose explanation could invoke discrete spectra of mean
lifetimes, such as experiments with quantum dots and
nanocrystals [5–7].
Another long-standing problem is the existence of long-
lived states in open quantum systems. In conventional
theoretical models, wavefunctions or density matrices of
systems with sinks or sources usually experience some
kind of decay or unbound increase behavior, usually at
an exponential rate with time. On the other hand,
realistic quantum systems are mostly open ones, yet
many of them clearly have long-lived or even stationary
states, one striking example being photobiological and
light-harvesting complexes, where laser-pulse femtosec-
ond photon echo spectroscopy experiments reveal the
long-lived exciton-electron quantum coherence in photo-
synthetic reaction centers, even at room temperatures
[8–11]. This poses the question of how to describe those
open quantum systems whose states can be not only de-
caying or unstable, but also long-lived, depending on con-
ditions.
In this paper, we demonstrate a universal mechanism
through which: (i) decay constants and mean lifetimes
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can become quantized so that their values acquire dis-
crete spectra, (ii) open quantum systems do not have all
states with decaying or unstable behavior, but can also
have some states which are long-lived.
The contents of this paper are as follows. In sec-
tion 2, we formulate the non-Hermitian (NH) quantum
harmonic oscillator model, which can describe a wide
range of dissipative phenomena, exactly or in the har-
monic approximation. In section 3, we provide a brief
account of the density matrix approach for the systems
with non-Hermitian Hamiltonians. In section 4, the
Wigner-Weyl transform and phase space formulation of a
density-matrix approach for non-Hermitian systems are
presented and adapted for our case. In section 5, we illus-
trate the phase-space density matrix approach by solving
analytically the evolution equation for some special cases,
and consider the physical properties thereof. Discussions
and conclusions are given in section 6.
2. THE MODEL
We work within the frameworks of the non-Hermitian
Hamiltonian approach to quantum dissipative systems,
which have become popular since the classical works
devoted to a theory of many-particle systems [12, 13].
According to this method, one assumes that the anti-
Hermitian part arises in a Hamiltonian as a result of the
interaction of an otherwise conservative system with its
environment or reservoir [1, 2, 14]. Despite the long his-
tory of the field, the core formalism of non-Hermitian
quantum dynamics is still a subject of active research
from the viewpoint of the density operator approach [15–
22] and in connection with nonlinear quantum dynamics
[23].
Let us consider an open quantum system where the
effect of its environment is described by introducing an
anti-Hermitian part of its Hamiltonian. The resulting
non-Hermitian Hamiltonian operator can be written in
2the form
Hˆ = Hˆ − iΓˆ , (1)
where both Hˆ and Γˆ are Hermitian operators; Γˆ is often
called the decay rate operator, in order to emphasize its
relation to dissipative environment [15]. If anharmonic
effects are neglected then we can adopt the harmonic
approximation for both operators:
Hˆ =
pˆ2
2m
+
mω2
2
qˆ2, Γˆ =
α
2
pˆ2 +
β
2
qˆ2 +
γ
2
, (2)
where we denoted the operators qˆ = (aˆ† + aˆ)
√
~/(2mω)
and pˆ = i
√
mω~/2(aˆ† − aˆ), aˆ† and aˆ being the creation
and annihilation operators, respectively. Alternatively,
one can write
Hˆ = ~ω
(
aˆ†aˆ+
1
2
)
,
Γˆ =
γ+
2
(
aˆ†aˆ+
1
2
)
− γ−
4
(
aˆ†2 + aˆ2
)
+
γ
2
, (3)
where γ± = ~ω(αm± β/(mω2)), which is a more conve-
nient form for condensed matter models. The parameters
m, ω, α and β are positive, and γ is real-valued; the lat-
ter three will hereafter be referred as the non-Hermitian
parameters.
Systems with Hamiltonians quadratic in position and
momenta are ubiquitous in physics, because the harmonic
approximation can be applied to nearly any system which
allows a Hamiltonian description, therefore, we deliber-
ately do not specify a model here. In models of type (2),
non-Hermitian parameters can naturally emerge as a re-
sult of a extension of conventional (Hermitian) harmonic
oscillator’s parameters into a complex domain – to take
into account various dissipative phenomena, which occur
as a result of interaction of an oscillator with its envi-
ronment. If a non-Hermitian model is used as an effec-
tive description of quantum many-body systems, then the
non-Hermitian parameters are usually related to dissipa-
tive or radiative corrections to scattering and tunneling
amplitudes of an underlying “exact” system. Otherwise,
their physical meaning is determined from their context,
some examples to be found in Refs. [16, 18, 20, 24–26]
and Ch. 6 of [2].
Performing scale transformations with respect to the
characteristic values qc = ~/pc =
√
~/(mω) and Eω =
~ω, and introducing notations
α˜ = αm, β˜ = β/(mω2), γ˜ = γ/Eω, (4)
we can obtain a dimensionless expression of the Hamil-
tonian (2). It reads
Hˆ =
pˆ2
2
+
qˆ2
2
, Γˆ =
α
2
pˆ2 +
β
2
qˆ2 +
γ
2
, (5)
where we have omitted tildes for a sake of brevity: from
now on we assume that values with dimensionality of dis-
tance, momentum and energy are measured in units qc,
pc and Eω, respectively, while the non-Hermitian param-
eters α, β and γ are measured in units m−1, mω2 and
Eω, respectively. Alternatively, we can also write
Hˆ = aˆ†aˆ+
1
2
,
Γˆ =
γ+
2
(
aˆ†aˆ+
1
2
)
− γ−
4
(
aˆ†2 + aˆ2
)
+
γ
2
, (6)
where γ± = α± β.
3. MASTER EQUATION FOR
NON-HERMITIAN SYSTEMS
In order to study the dynamics of the system defined
in the previous section, one must develop a formalism
which deals with non-Hermitian Hamiltonians. We will
be interested in the most general types of quantum dy-
namics that involve not only pure but also mixed states,
therefore we will follow the reduced density matrix ap-
proach widely popular in a theory of open quantum sys-
tems [1, 2].
Upon introducing a non-normalized density matrix of
a subsystem,
ρˆ =
∑
k
Pk|Ψk〉〈Ψk|, (7)
where Pk are the probabilities of the states (|Ψk〉, 〈Ψk|),
the quantum dynamics of non-Hermitian systems can be
described in terms of the evolution equation,
∂tρˆ = − i
~
[
Hˆ, ρˆ
]
− 1
~
{
Γˆ, ρˆ
}
, (8)
where [, ] and {, } denote the commutator and anticom-
mutator, respectively [1]. In the context of the theory of
open quantum systems, ρˆ is the reduced density operator,
which effectively describes the original subsystem (with
Hermitian Hamiltonian) together with the effect of envi-
ronment (represented by anti-Hermitian and Hermitian
corrections).
Upon taking a trace of both sides of Eq. (8), one ob-
tains an evolution equation for the trace of ρˆ, ∂tTr ρˆ =
− 2
~
Tr(Γˆ ρˆ), which shows that the trace is not conserved
in general, therefore non-Hermitian dynamics does not
preserve the probability measure. As was suggested in
Ref. [16], one is then led to the introduction of a normal-
ized density operator, defined as
ρˆ′ = ρˆ/Tr ρˆ, (9)
that can be used in the calculation of quantum statistical
averages of operators, 〈Aˆ〉′ = Tr(Aˆρˆ′) = Tr(Aˆρˆ)/Trρˆ =
〈Aˆ〉/Trρˆ, where Aˆ being an operator related to a physi-
cal observable. As a result of Eqs. (8) and (9), the nor-
malized density operator obeys the following evolution
equation:
∂tρˆ
′ = − i
~
[
Hˆ, ρˆ′
]
− 1
~
{
Γˆ, ρˆ′
}
+
2
~
ρˆ′Tr(Γˆρˆ′), (10)
3which is both nonlinear and nonlocal, due to the last
term. The operator ρˆ′ is bounded and allows one to main-
tain a probabilistic interpretation of the statistical aver-
ages of operators under non-Hermitian dynamics. Nev-
ertheless, the gain or loss of probability associated with
the coupling to sinks or sources are properly described
by the non-normalized density operator ρˆ. Thus, one can
use both ρˆ and ρˆ′ (which would determine, respectively,
non-sustainable and sustainable types of evolution), de-
pending on a physical context and boundary conditions,
see Refs. [24, 25] for some examples.
4. PHASE SPACE FORMULATION
Practical computation of a density matrix from Eq. (8)
poses a significant technical problem, especially when the
Hilbert space of a system is infinite-dimensional. One of
the approaches that allows the reduction of this problem
to a differential equation is the Weyl-Wigner transform
and phase space formulation of quantum mechanics [27–
30]. Thus, the phase-space approach must be extended
for the non-Hermitian case, which will be the next task
that we address here (some previous work in this direc-
tion was done in Refs. [31–37]).
Following notations of Ref. [30], the evolution equation
(8) can be written as
∂
∂t
ρˆ = Hˆ · ρˆ− 2
~
Γˆ ◦ ρˆ, (11)
where Lee and Jordan multiplications are given by Aˆ ·
Bˆ = 1i~
(
AˆBˆ − BˆAˆ) and Aˆ ◦ Bˆ = 12(AˆBˆ + BˆAˆ), re-
spectively. Furthermore, we introduce a Weyl sym-
bol of a non-normalized density operator: Wρ(p, q, t) =
1
2π~
∫
dξ〈q − ξ/2|ρˆ(t)|q + ξ/2〉e iξp~ , which will be called
the non-normalized Wigner density function.
It can be checked that if Γˆ 6= 0 then, in general,
normalization condition,
∫
Wρ(p, q, t)dqdp = 1,does not
hold. Therefore, differences between the non-normalized
Wρ and normalizedW
′
ρ = Wρ/
∫
WρdqdpWigner density
functions are non-trivial indeed. An expectation value
of an operator Aˆ in a state ρˆ equals to the phase-space
average of a product of the Weyl transform of that op-
erator, AW (p, q), and the Wigner function of ρˆ, 〈Aˆ〉 =∫
Wρ(p, q, t)AW (p, q)dqdp = 〈Aˆ〉′
∫
Wρ(p, q, t)dqdp.
Using the fact that Aˆ and Bˆ are Weyl ordered opera-
tors, we obtain the following relations between their Weyl
transforms:
(Aˆ · Bˆ)W (p, q) = − 2
~
AW (p, q) sin
(1
2
~Π
)
BW (p, q), (12)
(Aˆ ◦ Bˆ)W (p, q) = AW (p, q) cos
(1
2
~Π
)
BW (p, q), (13)
where Π = ~∂p~∂q− ~∂q~∂p; the operation exp
(− i2Π) is usu-
ally called the Groenewold star product [31]. Substitut-
ing these relations into Eq. (11), we find that Eq. (8) in
a phase space formulation is given by
∂
∂t
Wρ = − 2
~
HW (p, q) sin
(
1
2~Π
)
Wρ
− 2
~
ΓW (p, q) cos
(
1
2~Π
)
Wρ, (14)
which is similar to the equations used in the previous
works [32–36]. For the Hamiltonian (5), this equation
takes a form
∂
∂t
W = −(αp2 + βq2 + γ)W −
(
p
∂
∂q
− q ∂
∂p
)
W
+
1
4
(
α
∂2
∂q2
+ β
∂2
∂p2
)
W, (15)
where we drop a subscript of Wρ; we also work in ~ = 1
units from now on. One can see that Eq. (15) is a sec-
ond order differential equation, which can be treated by
analogy with wave equations known from quantum me-
chanics. The first term on the right-hand side of Eq.
(15) corresponds to a plain exponential decay (or growth,
depending on signs of the coefficients); its strength de-
pends on a distance from the phase-space’s origin q =
p = 0. The effective decay constant thus becomes a
function of position and momentum: W ∼ exp (−γeff t),
γeff = γ + αp
2 + βq2. The second term comes from the
Hermitian part of the Hamiltonian, which is a quantum
harmonic oscillator in this case; it leads to the rotation
of solutions with time, as expected. The third term is
yet another non-Hermitian effect: it describes transfer of
probability in the phase space, which is somewhat similar
to heat transfer (if α and β are both positive, as in par-
tial differential equations of an elliptic type), otherwise
it is a term with no simple classical analogue.
5. SPECIAL CASES
In this section we consider two special cases, which
are related to different symmetries in phase space, and
whose spectra of interest take particularly simple forms,
which allows us to directly perform an analytical study
and comparison.
5.1. Elliptic model
Let us consider a special case when β = α (for the
original non-Hermitian parameters it reads β = αm2ω2),
then Eq. (5) takes the form
Hˆ =
pˆ2
2
+
qˆ2
2
, Γˆ =
α
2
(
pˆ2 + qˆ2
)
+
γ
2
, (16)
or, alternatively,
Hˆ = aˆ†aˆ+
1
2
, Γˆ = α
(
aˆ†aˆ+
1
2
)
+
γ
2
, (17)
4while the total Hamiltonian is given by Eq. (1), as
before. Such models often appear in quantum optics,
where the real component of the coefficient in front of
the number operator Nˆ = aˆ†aˆ describes Rabi-type os-
cillations, whereas the non-Hermitian component effec-
tively describes concomitant dissipative effects, see Ref.
[16], and Ch. 6 of [2].
Note that in this case the total Hamiltonian is a normal
operator, therefore operators Hˆ and Γˆ commute and thus
have a common set of eigenfunctions.
There is a natural O(2) action on R2, moreover, for
α = β, the right-hand-side of Eq. (15) is invariant under
this action. Consequently, polar coordinates, defined by
orbits of action of the group O(2), are convenient for
analysis of Eq. (15), which can be rewritten as
∂W
∂t
=
α
4
∆(2)W − (αR2 + γ)W + ∂
∂Φ
W, (18)
whereW = W (R,Φ, t), ∆(2) = ∂
2
∂p2 +
∂2
∂q2 =
∂2
∂R2 +
1
R
∂
∂R+
1
R2
∂2
∂Φ2 is a 2D phase-space Laplacian, R =
√
q2 + p2
is a (dimensionless) phase-space radius; Φ is a phase-
space angle defined as Φ = arctan(p/q), for p > 0, q > 0,
and by its standard modifications in other quadrants.
Equation (18) must be supplemented with the following
conditions
W (R,Φ, t) ∈ R, (19)
lim
R→0+
|W (R,Φ, t)| <∞, (20)
∃δ > 2 : lim
R→+∞
RδW (R,Φ, t) = 0, (21)
W (R,Φ+ 2π, t) = W (R,Φ, t), (22)
which are required by the probabilistic meaning of W .
In order to implement an assumption that the dissipa-
tion switches on at t = 0, but until then the density is
normalized to one, these conditions must be considered
together with the initial-time normalization:
∫
W (R,Φ, 0)RdRdΦ = 1, (23)
where integration is taken over the whole phase space.
A wide range of solutions of Eq. (18) satisfying condi-
tions (19)-(23) can be constructed as linear combinations
of the basis functions
Bλ,ℓ(R,Φ, t) = e
−λteiℓΦb(R), (24)
where λ and ℓ are constants whose meaning and range
will be specified shortly. The radial part of Eq. (24) must
obey conditions
lim
R→0+
|b(R)| <∞, (25)
∃δ > 2 : lim
R→+∞
Rδb(R) = 0, (26)
as required by Eqs. (20) and (21).
Boundary conditions (19)-(22) pose an eigenvalue
problem, which limits a range of allowed values of λ and
ℓ. For instance, the condition (22) immediately imposes
that values of ℓ in Eq. (24) are limited to integers. Sub-
stituting Eq. (24) into (18), we obtain
b′′(R) +
1
R
b′(R)−
[
4R2 − 4(λ− γ + iℓ)
α
+
ℓ2
R2
]
b(R) = 0,
(27)
where prime means a derivative with respect to R.
In general, the constant λ can be complex-valued,
therefore we can write it in a form λ = λr + iλi, for
λr, λi ∈ R. Nontrivial solutions of Eq. (27) fulfill bound-
ary conditions (25) and (26) iff λi = ℑ(λ) = −ℓ and
1
2α (λr − γ) − 12 (1 + |ℓ|) is a natural number, which im-
poses quantization conditions on λr . Solutions of Eq.
(27), satisfying these conditions, can be expressed as
bn,ℓ(R) =
(−1)n
π
R|ℓ|e−R
2
L|ℓ|n (2R
2), (28)
where L
|ℓ|
n (z) is the generalized Laguerre polynomial. For
a given ℓ, real-valued functions (28) form an orthogonal
set in a space of all square integrable functions on a pos-
itive half-axis with measure RdR. From Eqs. (24) and
(28), we obtain
Bn,ℓ(R,Φ, t) =
(−1)n
π
e−λteiℓΦR|ℓ|e−R
2
L|ℓ|n (2R
2), (29)
where λ takes values from a discrete complex spectrum,
λ = λn,ℓ = α(2n+ 1 + |ℓ|) + γ − iℓ. (30)
Correspondingly, the real part of λ,
τ−1n,ℓ = ℜ(λn,ℓ) = α(2n+ 1 + |ℓ|) + γ, (31)
yields spectral values of the decay constant (inverse mean
lifetime) of the system (2), while the imaginary one con-
tributes to the phase. For ℓ = 0, functions (29) corre-
spond to projection on nth eigenstate of Hamiltonian.
For ℓ 6= 0, they correspond to transition between states
for which energy levels differ by ℓ.
From a physical viewpoint, appearance of a discrete
spectrum can be easily explained by writing Eq. (27) in
a Schro¨dinger form. Using a transformation
b(R) = ψ(R)/
√
R, (32)
one can rewrite Eq. (27) as a stationary Schro¨dinger
equation for a fictitious particle of mass 1/2 and energy
4(λr − γ)/α, moving in the external potential U(R) =
4R2+(ℓ2− 1/4)/R2. The shape of the latter, along with
the conditions (25) and (26), indicates an existence of
bound states.
A quantum number n is the same as the one in the
initial energy spectrum
E(0)n = n+ 1/2, (33)
5(a) B+
0,0
(b) B+
0,1
(c) B+
0,2
(d) B+
0,3
FIG. 1: Phase-space plots of functions (34) for n = 0 states,
evaluated at t = 0 and α = 1, γ = 0.
which occurred before the interaction with environment
was switched on, due to the quantization of the Hermitian
part of Eq. (1); this identification is a result of the nor-
mality condition discussed after Eq. (16). Therefore, the
quantization of mean lifetime is additional to this energy
eigenvalue quantization. By analogy with an interpreta-
tion of conventional quantum spectra, one can say that
quantum dissipation can, in some sense, restrict itself –
by creating forbidden ranges of decay constants’ values
and forming the “dissipative bound” states. Small dis-
turbances caused by interaction with an environment will
not cause a system to make a transition and leave such
states, therefore it is natural to expect that long-lived
states will exist even in a slightly perturbed system, as
will be demonstrated below.
Furthermore, in order to satisfy the reality condition
(19), we have to construct real-valued linear combina-
tions of basis functions (29). For example, it is easy to
check that the following functions satisfy the eigenprob-
lem (18)-(22):
B+n,ℓ(R,Φ, t) ≡
1
2
[Bn,ℓ(R,Φ, t) +Bn,−ℓ(R,Φ, t)]
= A(t, R) cos [ℓ(t+Φ)], (34)
B−n,ℓ(R,Φ, t) ≡
1
2i
[Bn,ℓ(R,Φ, t)−Bn,−ℓ(R,Φ, t)]
= A(t, R) sin [ℓ(t+Φ)], (35)
(a) B+
1,0
(b) B+
1,1
(c) B+
1,2
(d) B+
1,3
FIG. 2: Phase-space plots of functions (34) for n = 1 states,
evaluated at t = 0 and α = 1, γ = 0.
where the amplitude is given by
A(t, R) =
(−1)n
π
e−t/τn,ℓR|ℓ|e−R
2
L|ℓ|n (2R
2). (36)
Note that from now on it suffices to consider only natu-
ral values of ℓ. Functions B+n,ℓ(R,Φ, 0) and B
−
n,ℓ(R,Φ, 0)
form a basis, in which an initial Wigner function can be
expanded, for one could determine its time evolution.
In order to visualize functions (34) and (35), notice
that the time evolution not only decreases their initial
amplitudes exponentially (except long-lived states dis-
cussed below) but also rotates them in a qp-plane. More-
over, one can check that B+n,ℓ and B
−
n,ℓ can be trans-
formed into each other by an appropriate phase shift of
the polar angle (except B−0,0 which is identically zero).
Therefore, for illustration purposes, it suffices to consider
only the functions B+n,ℓ at the initial moment of time, so
plots of some of them are given in Figs. 1–3. One can
see that, for |t| < ∞, all the functions B+n,0 are surfaces
of revolution obtained by revolving a curve with n+1 lo-
cal extrema. For larger ℓ’s, rotational symmetry breaks
down and functions B+n,ℓ have 2ℓ(n+ 1) local extrema.
Note that not all basis functions alone can be used for
representing a density operator in this approach because
not all of them fulfill the condition (23). One can deduce
that expansion of a Wigner function into series of B+n,ℓ
and B−n,ℓ must always contain at least one term with ℓ =
0, because only these terms have a non-zero contribution
6(a) B+
2,0
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2,1
(c) B+
2,2
(d) B+
3,0
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3,1
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3,2
FIG. 3: Phase-space plots of functions (34) for n = 2, 3 states,
evaluated at t = 0 and α = 1, γ = 0.
to normalization (terms with ℓ 6= 0 that do not contribute
to normalization are, however, essential for calculating
average values of observables that depend on Φ).
Combining Eqs. (31) and (33), we obtain the con-
straint
α
(
2E(0)n + |ℓ|+ γ/α
)
τ = 1, (37)
which indicates that energies and mean lifetimes cannot
be independent here. From this, one can immediately
derive the resonance condition
E(0) → E(0)c = −
1
2
(
|ℓ|+ γ
α
)
, (38)
at which the mean lifetime reaches a maximum value as
a function of the initial energy. If the non-Hermitian
parameters happen to obey also the condition
(γ/α)c = −2k − 1− |ℓ|, (39)
k being any natural number, then there exists a state,
with the quantum number
nc = −1
2
(1 + |ℓ|+ γ/α), (40)
which acquires an infinite mean lifetime. This state is
stationary but only in the absence of quantum fluctu-
ations or additional interactions, otherwise it is a long-
lived one, with a finite width. This can be used to explain
the existence of long-lived states in systems with quasi-
continuous energy spectra, such as atoms in the photon
or phonon bath in potential wells. In the former case, the
long-lived state of an electron acquires a finite width due
to its interaction with photons, and in the case where an
electron is “dressed” by phonons, the long-lived polaronic
state forms.
From the point of view of the formalism itself, the
model provides an example of a non-Hermitian Hamilto-
nian system whose states can be both decaying (or unsta-
ble) and long-lived, depending on a state’s quantum num-
ber. The existence of NH-driven long-lived states sug-
gests that quantum dissipative effects do not always lead
to decay or critical instability of a system at large times,
but can sustain its stability, under certain conditions.
Notice that for the above-mentioned state n = nc, the
time exponent disappears, which is equivalent to consid-
ering the sustainable type of evolution (the latter would
be governed by the normalized Wigner density function
which equals to A(0, R) in this case). This confirms that
continuous normalization (9) is instrumental in describ-
ing those physical processes for which one needs to auto-
matically dispose decaying or unstable states, but leave
the long-lived ones.
In eigenfunctions (29), one can separate a time
part from the position variables: Bn,ℓ(R,Φ, t) =
Pn,ℓ(R,Φ)Tn,ℓ(t), where Tn,ℓ(t) = exp[−(τ−1n,ℓ − iℓ)t]. In
order to find an energy spectral decomposition of Tn,ℓ(t),
we consider its Fourier transform. We take into account
here that for τn,ℓ 6= 0 the Fourier integral does not exist;
for τn,ℓ = 0 it exists only in distributional sense. Thus,
depending on a sign of τn,ℓ, we will consider integrals over
positive or negative half-axes. For τn,ℓ > 0, we obtain the
transform
F+n,ℓ(E) =
∫ ∞
0
eiEtTn,ℓ(t)dt =
[
i(E + l) + τ−1n,ℓ
]−1
. (41)
On the other hand, the energy space probability
distribution function can be computed as f(E) =
Nf
∣∣∫
T
W eiEtdt
∣∣2, where T is a suitably chosen domain
of integration, and Nf is the factor determined by the
normalization condition
∫∞
−∞
f(E) dE = 1. Therefore, in
our case this function acquires the Cauchy-Lorentz-Breit-
Wigner form:
fn,ℓ(E) =
1
π
Υn,ℓ|F+n,ℓ(E)|2 =
1
π
Υn,ℓ
(E + l)2 +Υ2n,ℓ
, (42)
7where Υn,ℓ = τ
−1
n,ℓ . This formula describes a resonance
with HWHM scale parameter Υn,ℓ and location parame-
ter ℓ that corresponds to energy difference between eigen-
functions of Hamiltonian (16) separated by ℓ energy lev-
els. When the parameter γ varies in such a way that
Υn,ℓ → 0, then (42) converges to δ(E + l), in a distribu-
tion sense.
5.2. Hyperbolic model
Let us consider a case when β = −α (for the original
non-Hermitian parameters it reads β = −αm2ω2), then
Eq. (5) takes the form
Hˆ =
pˆ2
2
+
qˆ2
2
, Γˆ =
α
2
(
pˆ2 − qˆ2)+ γ
2
, (43)
or, alternatively,
Hˆ = aˆ†aˆ+
1
2
, Γˆ = −α
2
(
aˆ†2 + aˆ2
)
+
γ
2
, (44)
whereas Eq. (15) simplifies to
∂
∂t
W = −α
(
p2 − q2 + γ
α
)
W −
(
p
∂
∂q
− q ∂
∂p
)
W
+
α
4
(
∂2
∂q2
− ∂
2
∂p2
)
W, (45)
where W = W (q, p, t) = e−λtW (q, p). This is a partial
differential equation of a hyperbolic type, whose solutions
are substantially more complicated, hence their discus-
sion is beyond a scope of this paper. Here we just note
that the square integrable solutions are not orthogonal
to each other although one can form a (non-orthogonal)
basis in L2 from them.
As for the spectrum then it can still be obtained in a
simple form:
λ = λℓ = γ + iℓ
√
1 + α2, (46)
where ℓ ∈ Z. Therefore, for the hyperbolic-type non-
Hermitian harmonic oscillator, the only physically al-
lowed mean lifetime’s eigenvalue would be simply
τ−1 = γ, (47)
which thus depends neither on any quantum number nor
on α, unlike its elliptic counterpart (31).
Finally, considerations related to the spectral decom-
position of a time-dependent part of solutions of Eq. (45),
written in the form e−λtW (q, p), lead to the energy dis-
tribution of a type (42):
f(E) =
1
π
Υ
(E − E¯)2 +Υ2 , (48)
with the HWHM and location parameters being Υ =
τ−1 = γ and E¯ = ℓ
√
1 + α2, respectively. Contrary to
the elliptic case, Υ does not depend on a state here, and
for a given value of γ, the variation of ℓ does not change
shape of this distribution but corresponds to a translation
parallel to the E axis.
To conclude, the considered cases illustrate that values
of non-Hermitian parameters strongly affect time evolu-
tion of a system.
6. CONCLUSION
We apply the Wigner-Weyl transform and phase space
formulation for the evolution equation of density opera-
tor in systems described by non-Hermitian Hamiltonians,
such as the non-Hermitian quantum harmonic oscillator.
It turns out that the Wigner quasiprobability distribu-
tion functions for such systems become eigenfunctions of
an emergent eigenproblem of the Sturm-Liouville type,
which leads to a discrete spectrum’s appearance.
It is thus shown that in presence of the dissipative en-
vironment of a certain type, mean lifetime and decay
constants do not necessarily take arbitrary values but
obey a discrete eigenvalue spectrum. This effect is some-
what analogous to the quantization of energy spectrum
of bound states in conservative quantum systems.
In order to illustrate our approach, in Sec. 5 we have
considered two exactly-solvable models of non-Hermitian
harmonic oscillators, which exhibit a different behav-
ior depending on values of the non-Hermitian parame-
ters. We applied these models for describing those un-
stable particles and resonances which can be modeled by
a quadratic Hamiltonian with respect to positions and
momenta. The corresponding Breit-Wigner distribution
parameters have been derived and studied.
One may ask whether the discussed effects would still
exist in open quantum systems that are more general
than those described by the non-Hermitian harmonic os-
cillator. For those anharmonic systems, the evolution
equation (14) would still be a linear differential equa-
tion of an order equal or larger than two. Since discrete-
spectrum eigenvalue problems abundantly appear in dif-
ferential equations of a second order and above, under
boundary conditions of a type (20)-(22), the proposed
mechanism must hold for a large class of non-Hermitian
models.
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