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In this paper we prove that the set of multiplicatively separated linear discrete 
systems is dense in the set of linear systems and we find a relationship between the 
set of structurally stable systems and the set of the systems which have an exponen- 
tial dichotomy. (_ 1987 Academic Press. Inc 
INTRODUCTION 
Consider the difference equation 
x(n + 1) = A(n) x(n), no N= {O, 1, . ..i. (1) 
where A(n) is a k x k bounded and invertible matrix for n E N. 
We denote by W the space of the systems of the form (1) and by 1.1 the 
Euclidean norm. Equation (1) is said to possess an exponential dichotomy 
if it has a fundamental matrix X(n) such that 
IX(n) PX-‘(m)l < KP”-~, n3m30 
IX(n)(l- P) Y’(m)1 < Kp”- “, m3n30, 
where P is a projection ( P2 = P) and K > 0, 0 <p < 1. 
Equation (1) is said to have a multiplicative separation (or (1) is 
multiplicatively separated) if it has k solutions x,(n), . . . . xk(n) such that for 
n>,m30, 
Ix,+ l(n)l IxAm)l 3 K pypm 
lx,+ ,(m)l !xj(n)l I 9 
O<K,<l,p,>l 
We denote by S the set of multiplicatively separated systems. We say 
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that the bounded functions pi(n): N-+ R+, i= 1, 2, . . . . k, which have 
bounded inverses, are multiplicatively separated if 
‘I-’ P,+ I(S) n-- 
.y=,,l Pits) 
3 K, p; ‘I’) O<K,<l,p,>l,nZm. (2) 
Let a system in W 
.dn f 1) = B(n) y(n). (3) 
According to Palmer [3, p. 173, (1) and (3) are said to be topologically 
equivalent if there exists a function h: Nx Rk -+ Rk with the following 
properties: 
(i) if 1x1 + cc, then Ih(n, x)I + co uniformly with respect to n, 
(ii) the map h,,( .) = h(n, .) from Rk to R” is a homeomorphism for 
each n, 
(iii) the map g,,( .) = h,; ‘( .) from R” to Rk also has property (i), 
(iv) if x(n) is a solution of (1) then h(n, x(n)) is a solution of (3). 
Equation (1) is called structurally stable if there exists 6 > 0 such that if 
(3) belongs to Wand I&n) - A(n)1 < 6 then (3) is topologically equivalent 
to (1). 
The main results of this paper are: 
(i) The set S of multiplicatively separated systems is dense in U’. 
(ii) The set of structurally stable systems is a subset of the set of the 
systems which have an exponential dichotomy. 
The above results are the discrete analog of those of Millionsckicov [2] 
and Palmer [3] but the passage from the continuous case to discrete case 
is not at all straightforward. 
We note that some results on exponential dichotomy and structural 
stability of discrete systems are included in [4 and 51. 
MAIN RESULTS 
PROPOSITION 1. The set S is dense in W. 
Proof: Consider an arbitrary system (1). Let X(n) be a fundamental 
matrix of (1). By Gram-Schmidt orthogonalization of the columns of X(n) 
[ 1, p. 871, starting with the first column, we obtain a unitary matrix C,(n) 
and an upper triangular matrix C,(n) in which the diagonal elements are 
real and positive functions for ail nEN, such that 
C,(n) =x(n) C,(n). 
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The change of variables x = C,(n) y transforms (1) into the system 
y(n + 1) = C,‘(n + 1) A(n) C,(n) y(n) = W(n) y(n). (4) 
The matrix C,‘(n) is a matrix solution of (4) since C,(n) = X(n) C,(n). So, 
t+‘(n) = CT ‘(n + 1) C,(n). Therefore the matrix W(n) is an upper triangular 
matrix in which the diagonal elements are real and positive functions for 
every n E N. Consider the system 
J4n + 1) = (W(n) + W(E)) An) 
where W(E) =diag(e, c, . . . . F), t: >O. Obviously the eigenvalues of 
W(n) + W(E) are M’,(H) + E, i= 1, 2, . . . . k, where w,(n), i= 1, 2, . . . . k are the 
eigenvalues of IV(n). We have that the functions (w,(n) + E) - ‘, i = 1,2, . . . . k 
are bounded, for every n E N. From Lemma 1 in [ 1, p. 471 we have that 
the matrices IV(n) + W(E) and (W(n) + W(E)) ’ are bounded for every 
n E N. 
Consider the system 
x(n + 1) = (A(n) + A,:(n)) = A(n) s(n), (5) 
where .4,,(n) = C,(n + 1) W(E) C, ‘(n). Obviously the matrices A(n), k’(n) 
are bounded. 
Now we are going to construct a matrix B,:(n), where IB,(n)l is suf- 
ficiently small for small E > 0, in order that, the system 
An + 1) = (A(n) + B,:(n)) y(n) = B(n) An) (6) 
has a solution y,(n) such that for some TEN, T> 1 
I.rd(i+ 1) T)l 
/.vo(iT)l 
> c’ “.‘jY((i+ l)T, iT)l, i=o, 1, . ..( (7) 
where Y(n, m) is the matrix solution of (6) such that Y(m, m) = I. 
Let TEN, T> 1, such that 
(1 -3E)3(E-fJ ‘,‘)>e r.7. 
We define by xi(\xi/ = 1) a vector for which 
N,= jz((i+ 1) T, iT)x,l = IX((i+ 1) T, iT)I, 
(8) 
where X(n, m) is the matrix solution of (5) such that X(m, m) = I. Consider 
B,(n) = 
(L,(iT+- l)-Z)A(iT), n=iT, i=O, 1, . . . . 
L,(n+l)A(n)L,~‘(n)-A(n), iT+l <n<(i+l)T-l,i=O, l,!!!! 
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where the matrix L,(n) is defined from 
y=L;(n)x=x+c ~(.~,zj+~)x;+l, 
where 06nd T if i=O and iT+ 1 dn<(i+ 1) T if i= 1,2, . . . . We take 
A, 7 = uJluil. The vectors ui are defined inductively. Consider an arbitrary u,. 
Suppose that ui, i 3 2 has been defined. Then we define u,+ , = 
&(i+ 1) T, iT)yJiT), where y,Jn) is the solution of (6) such that 
y”(O) =x0, if 
(11) 
where 
s l&(i+2) T, iT)y,(iT)I 
‘+I = Ix((i+ 1) T, iT)y,(iT)I (12) 
and u,+ I = 0 if (11) is not satisfied. We define zi = 0 when ui = 0. 
We claim that u,+ , is well defined. It holds 
Y(iT, (i- 1) T)=B(iT- l)...B((i- 1) T) 
=L, -,(iT)A(iT-l)L;-‘,(iT-l).‘.A((i-1) T+l) 
x L,:‘,((i- 1) T+ 1) L,_,((i- 1) T+ 1) A((i- 1) T). 
So we have, 
Y(iT, (i- 1) T) = L, ,(iT) B(iT, (i- 1) T). (13) 
From (10) and (13) we have 
y,(iT)= Y(iT, (i- 1) T)y,((i- 1) T) 
= L,+,(iT) x(iT, (i- 1) T)y,((i- 1) T) 
=R(iT, (i- 1) T) y,J(i- 1) T) 
+ ~(x(iT, (i- 1) T)y,((i- 1) T), z;) xi. (14) 
Therefore from (14), y,(iT) is dependent on z, which has been defined 
inductively and the claim is proved. From (10) we have 
IL,(n) -II GE. (15) 
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So for E < $ and using simple linear operator theory we have 
IL;‘(n)-I) d2E. (16) 
Then from (15) and (16) we have 
IL;(n) XI 3 (l-3&)14, IL,-‘(n) XI 2 (1 -3&)/X1, XER~. (17) 
ItholdsforiT+l<n<(i+l)T-1 
L,(n + 1) A(n) L,:‘(n) -A(n) 
= L;(n + 1) K(n)@-‘(n) - I) + (&(?I + I )-I) K(n). 
Then from (15) and (16) and if IA(n)1 GM, M>O, and ncN, we have for 
E-CM 
From (9) we have 
Let ;,#O, i>, 1. From (13) and (17) we have 
lhiti+ 1) T)l 
I diT)I 
J’((i+l) T,iT) Y(iT,(i-1) T)y,((i-1)T)( 
I ydiT)l 
= IL,((i+ 1) T) 8((i+ 1) T, iT) Y(iT, (i- 1) T)y,((i- 1) T)J 
IY,(WI 
>g Ix((i+ 1) T, iT) Lj .,(iT)R(iT, (i- 1) T)y,((i- 1) T)I. (18) 
Now using (lo), (12), (13), (ll), (17), (8), and the same argument as in 
[Z, p. 8511 we can easily prove the relation (7). 
Let now z, = 0, i> 1. From (12), (13), and (17) we have 
I.Y,((i+ 1) VI s-, 3 l.d(i+ 1) T)l IL,‘,(iT) y,(iT)l 
lydiT)I ’ IY,(J~I IL;‘((i+ 1) T)Y,((~+ 1) T)l 
3 (1 -3&)2 
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But N,/S, < eET since z, = 0. Then, from (13) and (17) we have 
lyo((i+ 1) T)l 
lyo(iT)l 
> (1 - 3~)~ ePCTN, 
>(1-3~)~e~“~lY((i+l) T,iT)l (19) 
and from (S), the relation (7) holds again. 
Also, we have 
Ivo(T)I= I VT, O)~o(o)l = IL,(T) J-CT, 0)x01 
lY,(O)l IYo(O)l I% 
~(1-3~)IX(T,0)13(1-3~)*lY(T,O)l 
3e 2’:TJ Y( T, 0)l. (20) 
So from (18)-(20) the relation (7) holds for any case considered. 
We consider now system (6). Let Y,(n) be the fundamental matrix 
solution of (6) in which the first column is the solution y,(n). By 
Gram-Schmidt orthogonalization of the columns of Y,(n), starting with 
the first column we obtain an upper triangular matrix U,(n) and a unitary 
matrix U(n) such that U(n) = Y](n) U,(n). Then, the first element of 
the first column of U,(n) is l/lyo(n)l. The change of variables y = U(n) z 
transforms (6) into the system 
z(n + 1) = V’(n + 1) B(n) U(n) z(n) = P(n) z(n). (21) 
The matrix U;‘(n) is a matrix solution of (21) since U(n)= Y,(n) U,(n). 
So P(n) = U,- ‘(n + 1) U,(n). Therefore, P(n) is an upper triangular matrix 
of the form P(n) = (pjj(n)), 1 6 i< k, 1 <j< k, p,,(n) = 0 if i>j, where 
p,,(n) = IYo(n + 1 M.h(~)l~ 
Let Z(n, m) be the matrix solution of (21), such that Z(m, m) = I. Then 
we have 
Y((i+ 1) T, iT)= U((i+ 1) T)Z((i+ 1) T, iT) U-‘(iT). 
Since U(n) is unitary we have 
IY((i+ 1) T, iT)I = IZ((i+ 1) T, iT)l 3 IZ((i+ 1) T, iT)e,l, (22) 
where e, is the vector in which the rth component is equal to 1 and the 
others are equal to 0. From (7) and (22), we have 
409/127/2-I6 
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IYo((i+ 1) TN 
I ydiT)I 
>eeZeT(Y((i+ 1) T, iT)I 
It+ I)T-- I 
3 e ~- *IiT n p,,(s), r = 2, 3, . . . . k 
\ = iT 
c~cllT-1 e’“p,,(s) 
n -.-->ee’:T r = 2, 3, . . . . k. 
, = iT P,,(S) ’ 
(23) 
We prove now that the functions e3”p,,(n) and p,,(n), r = 2, 3, . . . . k are 
multiplicatively separated (see (2)). Let n 2 m, n, m E N and i, T6 n - 1 d 
(i,,+ 1) T- 1, i,,,T<m<(i,,+ I) T- 1. Then, we obtain 
, i (; ,,,,- 1 )T 
e3’p,,(s) ‘1-’ e”,p,,(s) 
‘p,,(s),c,J P,,.(‘) 
n---- (24) 
Since B(n) and B- ‘(n) are bounded there exists a n > 0 such that 
e’“p, I ($)/p,,(s) > p. Therefore from i,,, T - 1 - m + T 3 0 and i,,, T - m < 0 we 
have 
(h+ UT- I e3’p,,(s) 
n 
---->min( 1, pT). 
, = ,)I P,.S.T) 
Similarly, we find 
From (23) we have 






But i,lT>n-T and -i,T> -m, so i,T-i,T>n-m-T. Therefore, 
from (24)-(27) we have that the functions e3’pII(n), PJn), r=2, . . . . k are 
multiplicatively separated. 
Take now the upper triangular system 
u(n + 1) = p,(n) v(n), (28) 
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where P,(n)= (p,,(n)), 2<i<k, 26j6k, and pii(n)=O, if i>j. For the 
system (28) we construct the corresponding matrix B,,(n) as for the system 
(5) and arguing as for the system (6) we can find that the system 
4n + 1) = (pi(n) + B,,(fi)) u(n) (29) 
is kinematically similar to the upper triangular system 
qn + 1) = P,(n) G(n), 
where P,(n)=(p,(n)), 2<i<k, 2<j<k, and p&n)=0 if i>j and the 
transformation matrix D,(n) is unitary. We have that the functions 
e”.jizz(n) and pj3(n) are multiplicatively separated. 
Let B,(n, m) be the matrix solution of (28) such that B,(m, m)=I. 
From (7) and the relation 1 Y((i+ 1) T, iT)I 3 1 Y,((i+ 1) T, iT)I we have 
(I+ l)r- I 
rI e3”p,,(.s)>e”TIP,((i+ 1) T, iT)l, i=o, 1, . . . (30) 
\ = r7 
From the corresponding relations (13) and (17) we have 
(rt I)7- I 
fl e3”pl,(S)),e’r(1 -3.s)JYz((i+ 1) T, iT)I, i = 0, 1, . ..) 
\ = i7 
where Y,(n, m) is the matrix solution of (29) such that Y,(m, m) = I. 
Since U,(n) is unitary, from the last relation, we have 
(1-t I)T I 
n e3”p,,(s)3efzT(1 -3~)]0,~‘((i+ 1) T) Y,((i+ 1) T, iT) u,(iT)e,l, 
J = ,T  
where e, is the (k-l)x(k-1) vector e,=(l,O,...,O). So we obtain, 
from (8), 
Therefore using the same process as in the case of proving that the 
functions e3’pI,(S), p,Js) were multiplicatively separated, we have that the 
functions e4&P,,(s), j&(s) are multiplicatively separated. Consider the 
system 
.Jdn + 1) = WI Y(n), 
where D(n) = o-‘(n + 1) U-‘(n + l)@(n) + B,(n)) U(n) D(n) + 
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u-‘(n + 1) diag(O, B,,(n)) u(n) + diag((e’” - 1) p,,(n), (e3E - 1) j&(n), 
0 2 ..., 0), u(n) = diag( 1, o,(n)). The matrix D(n) is upper triangular and the 
first three diagonal elements pii e’&, pzz(n) e3’, and p33(n) are mul- 
tiplicatively separated. 
Arguing now as in systems (5) and (28) to the system 
w(n + 1 ) = P,(n) w(n), 
where P,(n) is the (k - 2) x (k- 2) matrix P,(n) = (P,,(n)), 3 d i6 k, 
3 <j< k, and p,,(n) = 0 if i >j and repeating this procedure we obtain 
finally an upper triangular system 
y(n + 1) = (C- ‘(n + 1 )(A(n) + B(E)) C(n) + A,(n)) y(n) (31) 
in which the coefficient matrix has multiplicatively separated diagonal 
elements, C(n) is unitary, and In,(n)1 is sufficiently small if E is sufficiently 
small. We know from [6, Proposition 3; 6, Corollary l] that “An upper 
triangular system, in which the coefficient matrix is bounded with bounded 
inverse, is multiplicatively separated if the corresponding diagonal elements 
are multiplicatively separated.” Therefore (3 1) is multiplicatively separated. 
So the system 
is multiplicatively separated and the proof of the proposition is completed. 
PROPOSITION 2. Suppose that (1) is structurally stable. Then it has an 
exponential dichotomy. 
Proof: Let (1) be structurally stable. According to Proposition 1 there 
exists a matrix D,(n), ID,(n)1 is sufficiently small if E is sufficiently small, 
such that the system 
Y(n + 1) = (A(n) + D,(n)) y(n) (32) 
has a multiplicative separation. From Lemma 2 of [3, p. 191, (32) is struc- 
turally stable. It is known from [4, Proposition 31 that “A multiplicatively 
separated and structurally stable system has an exponential dichotomy.” So 
(32) has an exponential dichotomy. Systems (1) and (32) are topologically 
equivalent. But [S, Proposition 31 says that: “If a system (1) has an 
exponential dichotomy then every system, which is topologically equivalent 
to (l), has an exponential dichotomy.” Therefore (1) has an exponential 
dichotomy and the proof is completed. 
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