This paper focuses on the problem of estimating bearing vectors between the agents in a two dimensional multi-agent network based on subtended angle measurements, called edge localization problem. We propose an edge localization graph to investigate the solvability of this problem and a distributed estimation method via orientation estimation of virtual agents to solve the problem. Under the proposed method, the estimated bearing vector exponentially converges to the real one with a common bias if and only if the edge localization graph has an oriented spanning tree. Furthermore, the estimated variables exponentially converge to the true values if the edge localization graph has an oriented spanning tree with a root knowing the bearing vector from it to one of its neighbors.
Introduction
Recently, multi-agent systems have attracted attention of researchers because they have potential applications in various areas. In particular, theoretical challenges have remarkably emerged in the formation control problems [1] [2] [3] [4] . Network localization in multi-agent systems has also been in the limelight of scientific interest owing to its usefulness in various sensor network and formation control applications [5, 6] .
The formation control of multi-agent systems was approached via several schemes, which are categorized according to types of sensed and controlled variables [7] . Among them, angle-based formation control schemes use angle-based measurements, such as bearing and subtended angle measurements between the agents, or aims to achieve desired formation shape defined by angle-based variables. In the work of Trinh et al. [8] , the angle-based formation control for a group of single-integrator agents with directed cycle sensing topology has been studied. They have showed that the desired bearing-based formation could be achieved using only bearing measurements in both two and three dimensional space. The works in [9, 10] have studied formation controls of three or four agents in two dimensional space based only on the bearing measurements and subtended angle constraints. Zhao et al. [11] have further studied formation control of arbitrary number of agents * Corresponding author. Email address: hyosung@gist.ac.kr with an undirected cycle interaction. The results in [9] [10] [11] also showed that the multi-agent systems can be controlled to achieve the desired formations defined by a set of desired subtended angles using only bearing measurements. Formation control with multiple subtended angle constraints and a single distance constraint has been introduced in [12] . The formation control task in [12] could be achieved using a mixture of bearing and range measurements.
Network localization problems generally target estimating the positions of agents. In common with the formation control, they can be conducted via angle-based measurements. Rong and Sichitiu [13] proposed a network localization scheme based on angle-of-arrival (AOA) measurements. They showed that their proposed method achieves network localization using relative bearing measurements. The work in [14] studied optimal localization of a single agent, in both two and three dimensional space, based on the bearing measurements from the other agents. A localizability condition for the bearing-based network localization in two dimensional space was proposed in [15] . Recently, Zhao and Zelazo [16] proposed extension of this condition to arbitrary dimensional spaces. In network localization, estimation of the orientations of agents can be also considered. The work in [17] addressed an orientation localization problem, to compute the orientation of each node based on the relative bearing measurements, and developed an algorithm for solving this problem. This paper defines and analyzes a new localizaton problem, the problem of estimating the bearing vectors between the agents in a two dimensional multi-agent network with only the subtended angle measurements. We call this problem as edge localization problem. The existing angle-based formation control and network localization schemes mentioned above depend on the bearing measurements, because agents in formation control can not be controlled or states of agents in network localization can not be estimated without the bearing measurements. The bearing information is even required to control the agents in the formation control tasks defined with only subtended angle constraints as in [9] [10] [11] . In certain practical cases, it might be difficult to measure bearing angles. For example, in vision-based formation control [18] or in landmark-based navigation [19] , it is more natural to measure subtended angles between two neighboring agents. In such cases, the subtended angles should be transformed into bearing vectors in order to achieve a bearingbased formation control. Then, via such a transformation, the angle-based formation control or network localization without the bearing measurements could be conducted. Moreover, such transformation can be used to enhance the bearing measurements with the subtended angle measurements if the subtended angles and the bearing vectors are independently measured. Consequently, as the main contributions of this paper, first we define the edge localization problem in two dimensional space and propose an edge localization graph to investigate its solvability. Next, we propose virtual agents and their interaction graph, called localization interaction graph, to achieve the problem. Finally, we propose and analyze a distributed method for achieving the edge localization.
The remainder of this paper is organized in the following manner. In Section 2, some preliminaries of graph theory and consensus properties are presented and the edge localization problem is formulated. Section 3 introduces the edge localization graph and the localization interaction graph. In Section 4, our method for edge localization via orientation estimation is proposed. In Section 5, some simulations are performed to validate our proposed method. Finally, Section 6 concludes this paper and outlines directions for future works.
Preliminaries and Problem Statement

Preliminaries
A directed graph G = (V, E) consists of a set of vertices V and a set of directed edges E. Each directed edge is an ordered pair (u, v) of distinct vertices in V. For a directed edge (u, v), v is called the head and u is called the tail. The head and tail of a directed edge e are denoted by h (e) and t (e), respectively. A set of neighbors of u is denoted by N u , i.e., v ∈ N u if (u, v) ∈ E. For a vertex u, d i (u) and d o (u) denote the in-degree and out-degree of u, respectively. A directed graph is called symmetric if (u, v) is a directed edge whenever (v, u) is. A directed path is a sequence of ordered edges in a directed graph of the
. An oriented spanning tree of a directed graph means a directed tree containing every vertex of the graph [7] . In this paper, the oriented spanning tree is defined as follows:
Definition 1 (Oriented spanning tree [20] ) Let G = (V, E) be a directed graph. An oriented spanning tree of G is an acyclic subgraph of G with a root r, in which there exists a directed path from every vertex v ∈ V \ {r} to the root r.
A directed line graph is defined in Definition 2 and Figure  1 shows an example of a directed graph and its directed line graph.
Definition 2 (Directed line graph [20] ) Let G = (V, E) be a directed graph. The directed line graph of G is a directed graph with vertex set E, and with a directed edge (e 1 , e 2 ) for every pair of edges e 1 and e 2 of G with h (e 1 ) = t (e 2 ). We denote the directed line
, ∀e 1 , e 2 ∈ E}. To prevent ambiguities between edges of G and the equivalent vertices of L (G), in the sequel, we denote each (u, v) ∈ E by (u, v) e , called edge node, if it refers to a vertex of L (G). Consider a network of N agents whose interaction graph is a directed weighted graph G = (V, E, A) where A is a weighted adjacency matrix with nonnegative elements denoted by a ij which is assigned to i, j ∈ E. The Laplacian matrix of the directed weighted graph G is defined as
The following lemma is well-known [4] . A classical consensus protocol in continuous-time can be simply represented as follows [21] :
where x i ∈ R n is a column vector. The equation (1) can be rewritten using the Laplacian matrix aṡ
necker product of the matrices. The following lemma states that a necessary and sufficient condition for exponential stability of (2) is G having an oriented spanning tree [22] . (2) is exponentially stable if and only if G has an oriented spanning tree. Furthermore, the state x (t) converges to a finite point in E X .
Problem Statement
Consider a network of N agents in two dimensional space and a given set of subtended angle measurements denoted by S. Let V = {1, . . . , N } and E denote the set of agents and directed edges, respectively. The subtended angle from agent v to agent w measured at agent u is defined by α u wv ∈ [−π, π), in counter-clock wise direction. Note that if an agent u measures a subtended angle α u wv , then it also has the measurement of α u vw = −α u wv , i.e., α u vw ∈ S if α u wv ∈ S. The bearing vector from agent u to agent v is defined as
where p u ∈ R 2 denotes the position of agent u with respect to the global coordinate frame denoted by g . The subtended angle α u wv can be considered as the angle from the directed edge (u, v) to the directed edge (u, w). In other words, in addition to the subtended angle α u wv , if ∠g wu or ∠g uw is known, the angles ∠g uv and ∠g vu can be calculated. But, they can not be calculated with just α u wv known. A pair of subtended angles and the corresponding bearing vectors are illustrated in Figure 2 (a). Due to the relationship between the subtended angles and the bearing vectors, we assume the directed edge set E as follows:
Assumption 1 If the measurements of the subtended angles α u wv and α u vw are available, i.e., if α u wv ∈ S (and hence
The problem of interest in this paper is to estimate the bearing vectors between the agents based on the given set of subtended angle measurements, S. It is typically desired to conduct the edge localization in a distributed way. As illustrated in Figure 2 (a), the subtended angles α u wv and α u vw are geometrically related to the bearing vectors g vu , g wu , g uv , and g uw . The distributed approaches based only on subtended angle measurements require communication among agents. Hence, we consider the interaction topology among agents as the communication topology. Let us define a communication graph as G = (V, E). Assume that agent u can obtain the information from agent v, if (u, v) ∈ E. The edge localization problem is then stated as follows:
Problem 1 (Edge localization) Consider N agents, whose communication graph is G = (V, E), with a set S of subtended angle measurements under Assumption 1. Let G be connected. Find the bearing vector g vu , for each edge (u, v) ∈ E, using communications in G and the measurement set S.
Edge Localization Graph and Localization Interaction Graph
Consider the setting of Problem 1 with a network of N agents and their connected communication graph G = (V, E). Note that the communication graph G is symmetric since it is determined by the set S of subtended angle measurements and Assumption 1. Let ∠g vu ∈ [−π, π) be an angle of the bearing vector g vu with respect to the global coordinate frame g . Then, for each edge (u, v) ∈ E, estimating the angle ∠g vu is identical to finding the bearing vector g vu in Problem 1, since
The angle ∠g vu can be estimated by the geometric relationships between itself and ∠g wv , shown in Figure 3 , as follows:
Our main approach to estimate ∠g vu for each (u, v) ∈ E is to use the consensus protocol based on the geometric relationships in (4), as follows: First, using the concept of directed line graph in Definition 2, each edge (u, v) ∈ E will be mapped to a virtual agent (u, v) ǫ , called edge agent, whose orientation angle is identical to ∠g vu . Then each edge agent (u, v) ǫ will receive the angle information from its neighbors and estimate its orientation angle through consensus protocol.
Although the concept of directed line graph is an appropriate approach to define the edge agents, before applying it, G needs to be further modified to overcome possible undesired connections, as explained next. 
, be given. The communication graph G and its directed line graph L (G) are as shown in Figure 4 . In Figure 4 (a), there are five agents and two couples of subtended angles are measured. By Assumption 1, the communication graph G is constructed as illustrated in Figure 4 (b), and its directed line graph L (G) is shown in Figure 4 (c). In this example, it can be seen that the edge nodes (2, 3) e and (2, 5) e are neighbors of the edge node (1, 2) e . Let (u, v) ǫ be an edge agent corresponding to an edge node (u, v) e and assume that L (G) is used as the interaction graph of edge agents. The edge agent (1, 2) ǫ has a neighbor (2, 3) ǫ . However, the subtended angle measurements α 2 1,3 and α 2 3,1 are not available. Thus, the geometric relationships (4) cannot be used for (u, v) = (1, 2) and (v, w) = (2, 3). In other words, the edge agent (1, 2) ǫ can not use the orientation angle of its neighbor, ∠g 3,2 , to estimate its own orientation ∠g 2,1 . Similarly, the orientation information of the edge agent (2, 5) ǫ is not available to the edge agent (1, 2) ǫ . This means that the edge node (1, 2) e is not supposed to be connected to the edge nodes (2, 3) e and (2, 5) e in L (G). For the same reason, the edge nodes (3, 2) e and (5, 2) e are not supposed to be connected to the edge node (2, 1) e . In Figure 4 (c), the blue lines are the undesired connections.
In this paper, the undesired connections are overcome by adoption of virtual vertices, called unreachable virtual vertices (to be formally defined in the sequel) and the communication graph G is converted into an edge localization graph,Ḡ = V ,Ē , where the unreachable virtual vertices are added to V to formV ⊇ V. The directed line graph L Ḡ of the edge localization graph is used to represent the interactions between edge agents. Finally, an interaction graph of the edge agents, called localization interaction graph, is constructed by the directed line graph through a mapping. Figure 5 depicts the relation among the communication graph G, the edge localization graphḠ, and the localization interaction graph G ′ . The procedure and the terms above are formally presented in the remainder of this section. In the aforementioned modification of G to overcome undesired connections, the following notion is utilized. The undesired connections in the directed line graph L (G) can be removed if a vertex of some edges in the communication graph G is replaced with the unreachable virtual vertex. The replacement of the real vertex in the directed edge does not affect the orientation of edge agent corresponding to it, since the real vertex and the unreachable virtual vertex are co-located. The directed edge, whose head or tail is replaced with an unreachable virtual vertex, is called unreachable edge in this paper. Note that an unreachable edge whose head and tail are both unreachable virtual vertices does not exist, because there must exist at least a subtended angle measured at its head or tail by Assumption 1. To investigate the edge localizability, let us first define edge localization graph.
Definition 5 (Edge localization graph) An edge localization graphḠ = V ,Ē of the communication graph G = (V, E) is a directed graph whose vertex set and edge set are defined as follows: Example 1 (b) Let V and S be given same as in Example 1(a). Then the edge localization graphḠ and its directed line graph L Ḡ are given as illustrated in Figure 6 . In Figure 6(a) , empty dots represent the unreachable virtual vertex different from the real vertex. As shown in Figure 6(b) , the undesired connections in Example 1(a) are removed in the the directed line graph of the edge localization graph, L Ḡ . Let (1, 2) ǫ , (2, 1) ǫ , (2, 3) ǫ , (3, 2) ǫ , (2, 5) ǫ , and (5, 2) ǫ be the edge agents corresponding to the edge nodes (1,2 1 ) e , (2 1 , 1) e , (2,3 2 ) e , (3 2 , 2) e , (2,5 2 ) e , and (5 2 , 2) e , respectively. Assume that L Ḡ is used as the interaction graph of edge agents. Then the edge agent (1, 2) ǫ is not connected to the edge agents (2, 3) ǫ and (2, 5) ǫ . The edge agents (3, 2) ǫ and (5, 2) ǫ also do not reach the edge agent (2, 1) ǫ . These mean that each edge agent (u, v) ǫ does not have a neighbor (v, w) ǫ if the orientation of (u, v) ǫ can not be calculated from the orientation angle of (v, w) ǫ through the geometric relationships (4).
As mentioned above, the directed line graph of the edge localization graph, L Ḡ = Ē , L Ē , can be used as the interaction graph of edge agents. Let Φ be an arbitrary bijective mapping from the setĒ of edge nodes to V ′ = 1, . . . , Ē , where |·| denotes the cardinality of a set. Then each edge node is mapped to a distinct integer by the mapping Φ. Finally, define the localization interaction graph of Ē edge agents by the directed graph G ′ = (V ′ , E ′ ). Example 2 simply shows the procedure to construct the localization interaction graph G ′ .
Example 2 Let a graph G = (V, E) with V = {1, 2, 3, 4} and S = α 1 2,4 , α 1 4,2 , α 2 3,4 , α 2 4,3 , α 4 1,2 , α 4 2,1 , be given. Then a procedure to construct the localization interaction graph of edge agents, G ′ , from given sets V and S is illustrated in Figure 7 . Fig. 7 . An example of procedure to construct the localization interaction graph G ′ of edge agents from a given set of the subtended angle measurements.
It is already assumed that an agent u can obtain the information from an agent v if there exists an edge (u, v) in the communication graph G. Similarly, assume that if there is an edge (k, j) in the localization interaction graph G ′ , the edge agent k is able to obtain the information from the edge agent j. Let the edge agent k = (u, v) ǫ ∈ V ′ be assigned to the real agent u ∈ V. It is obvious that this communication between edge agents is not against the assumption of the communication graph G. In other words, for k = (u, v) ǫ and j = (v, w) ǫ , the edge agent k can obtain the information from the edge agent j. Furthermore, the localization interaction graph G ′ is generated in distributed manners, because each agent can create edge agents assigned to itself and interactions of the edge agents from its own communication capability in the communication graph G and subtended angle measurements.
Edge Localization via Orientation Estimation
Consider Problem 1. Denote the edge agents' localization interaction graph by the directed graph G ′ = (V ′ , E) ′ . Our goal is to estimate bearing vectors g vu for each edge (u, v) ∈ E, from given subtended angle set S. Let us consider an orientation, θ k , of an edge agent k as ∠g vu for all k = (u, v) ǫ ∈ V ′ where ∠g vu ∈ [−π, π) denotes an angle of the bearing vector g vu with respect to the global coordinate frame g . Then θ k can be expressed by a complex number with unit magnitude and it is represented in the polar coordinate as z k e iθ k for all k ∈ V ′ . It means that the complex variable z k is identical to the bearing vector g vu and this relationship is illustrated in Fig. 8 . Thus the edge localization can be achieved via the orientation estimation of the edge agents. In this section, we consider M edge agents, whose interaction is represented by G ′ , with a set of subtended angle measurements S and propose an estimation law to generate estimateẑ k of z k such that ∠ẑ k → ∠z k + ∠β as t → ∞ for all k ∈ V ′ based on measurements in S where β is a common complex value. Consider an edge agent k = (u, v) ǫ and its neighbor j = (v, w) ǫ . Note that the replacements of the edges by the unreachable edges guarantee disconnection of the edge agent k from the edge agent j in G ′ , if their geometric relationship do not belong to the cases of (4). Thus, if there exists an edge agent j ∈ N k , the geometric relationship between the edge agents k and j should be in a case of (4) and their orientations can be represented as follows:
for k = (u, v) ǫ and j = (v, w) ǫ ∈ N k . Note that the edge agent k can obtain and use the information of the edge agent j, since k and j are assigned to the agents u and v, respectively, and there exists a directed edge (u, v) in the communication graph G. We propose the following estimation law based on (5):
and
The estimation law (6) does not guarantee thatẑ k always stays on the unit circle even though the initial estimatê z k (t 0 ) is on the unit circle. Let the estimateθ k of edge agent k's orientation be calculated aŝ θ k (t) = PV (arg (ẑ k (t))) .
Then we always can obtainθ k (t) althoughẑ k (t) is not on the unit circle. Letẑ be a stacked column vector of the estimated variables defined asẑ = [ẑ 1 , . . . ,ẑ M ] T . Then (6) can be represented in the vector form as follows:
where
The eigenvalues of H can be used to prove further theorems concerning the exponential convergence of the dynamics (8) .
Our orientation estimation is analogous to a problem in the article [22] , which has established that achievability of the orientation estimation problem is determined by whether the localization interaction graph has an oriented spanning tree or not. As mentioned in Section 3, the edge localization graphḠ is used to investigate edge localizability. Hence, a necessary and sufficient condition onḠ for the localization interaction graph G ′ to have an oriented spanning tree is proved, in advance of the analysis of convergence of (8) . We denote the number of oriented spanning trees of a directed graph G rooted at r by κ (G, r). In 1967, Knuth established a formula for the number of oriented spanning trees of a directed line graph. The Knuth's formula is borrowed from [20] , to find the condition for that G ′ has an oriented spanning tree.
Lemma 3 (Knuth's formula) Let G = (V, E) be a directed graph in which every vertex has in-degree greater than 0. Then
Every vertex in the communication graph G has in-degree greater than 0, since no vertices are isolated and the edge set E consists of pairs of two edges with opposite directions by Assumption 1. It is trivial that all vertices of the edge localization graphḠ also have in-degree greater than 0. Thus the following corollary can be derived from Lemma 3. PROOF.Ḡ is symmetric and has no vertex of in-degree less than 1. Thus d i (v) = d o (v) ≥ 1, for all v ∈V. Then (9) holds for the edge localization graphḠ and the following inequality holds for all u ∈V:
Therefore,
Corollary 1 is sufficient to show that if the edge localization graphḠ has an oriented spanning tree, then its directed line graph L Ḡ also has an oriented spanning tree. The following lemma can be used to show its converse.
Lemma 4 Let G = (V, E) be a directed graph. If its directed line graph ,L (G) = (E, L (E)), has an oriented spanning tree, then G also has an oriented spanning tree.
PROOF. Suppose that L (G) has an oriented spanning tree with a root e r ∈ E. Let e be an arbitrary edge in E \ {e r }. Then there exists a directed path from e to e r . Let the directed path be (e, e 1 ) , (e 1 , e 2 ) , . . . (e n−1 , e n ) , (e n , e r ). It can be represented as t e , t e 1 , t e 1 , t e 2 , . . . , t e n , t e r , t e r , h e r . Then there also exists a directed path t e , t e 1 , t e 1 , h e 2 , . . . , t e n , t e r , t e r , h e r in G. Thus, G has an oriented spanning tree with a root h (e r ).
Utilizing Corollary 1 and Lemma 4, we obtain the following result.
Theorem 1 LetḠ = V ,Ē be the edge localization graph of the communication graph G. The edge localization graph G has an oriented spanning tree if and only if its directed line graph, L Ḡ = Ē , L Ē , has an oriented spanning tree.
PROOF. (⇒) Suppose thatḠ has an oriented spanning tree with a root r, i.e., κ Ḡ , r ≥ 1. Then there exists an edge e ∈Ē whose tail is r. By Corollary 1,
Thus L Ḡ has an oriented spanning tree with the root e.
(⇐) Suppose that L Ḡ has an oriented spanning tree with a root e r ∈Ē. By Lemma 4,Ḡ has an oriented spanning tree.
Note that the unreachable virtual vertices in the edge localization graphḠ prevent its directed line graph L Ḡ from having undesired connections. The localization interaction graph G ′ is isomorphic to L Ḡ because the vertices in L Ḡ are merely represented as the edge agents in G ′ . Hence, G ′ is free of undesired connections between its edge agent vertices, and Corollary 2 holds. G has an oriented spanning tree.
G ′ has an oriented spanning tree.
Theorem 1
Corollary 2
By function ǫ Fig. 9 . Description of interrelation between Theorem 1 and Corollary 2.
interaction graph G ′ has an oriented spanning tree. Further, every nonzero eigenvalue of H has strictly negative real part.
By Theorem 2, the equilibrium set of (8) can be written as E := span (z). Since the auxiliary variable z k is a complex number on the unit circle,ẑ should not converge to 0. Therefore, define the desired equilibrium set as D := E \ {0}. For a matrix A ∈ C M×M , let us denote the column space of A by C (A). Then it holds that C (A) is identical with the orthogonal space of null space of A * , where * denotes the conjugate transpose. In other words, C (A) = null (A * ) ⊥ . Finally, the conditions for the convergence of (8) are shown in the following theorem.
Theorem 3 For the dynamics (8) , there exists a finite point z ∞ ∈ E such thatẑ (t) exponentially converges if and only if the edge localization graphḠ has an oriented spanning tree. Furthermore, z ∞ ∈ D if and only if the initial estimatê
Then (8) can be represented aṡ
In Theorem 2, it can be seen thatH has zero row sum and a zero eigenvalue with corresponding right eigenvector
T . By Lemma 2, there exists an equilibrium set E y ⊆ span (1 M ) ⊂ C M such that y (t) exponentially converges to E y . This means that there exist a finite point y ∞ ∈ E y and constants τ y , σ y > 0 such that
Let z ∞ = D z y ∞ . Since z k is on the unit circle, D * z D z = D z D * z = I. Then, we have
From (10), the following inequality holds:
It is trivial that z ∞ ∈ E , because D z is a linear map from E y to E . It is completed to show the existence of z ∞ ∈ E such thatẑ (t) exponentially converges. Now we consider a solution ofẑ (t). The solution can be represented asẑ (t) = e H(t−t0)ẑ (t 0 ). By the simi-larity transformation, the Jordan form is obtained as follows: J = P −1 HP . Let P and P −1 be represented as P = [v 1 , . . . , v M ] and P −1 = [w * 1 , . . . , w * M ] * , respectively. Assume that v M is the right eigenvector corresponding to the zero eigenvalue. Then w M is the left eigenvector corresponding to the zero eigenvalue. By Corollary 2 and Theorem 2, every eigenvalue of H except for the zero eigenvalue has strictly negative real part. Then the state transition matrix e J(t−t0) has the following form as t → ∞.
Thus a steady state solution ofẑ (t) is obtained as follows:
Since w M is the left eigenvector of the zero eigenvalue, z (t) converges to 0 if and only ifẑ (t 0 ) is perpendicular to w M . Then, this means that w Mẑ (t 0 ) = 0 if and only
By Theorem 3, the estimation law (8) ensures that the edge localization graph has an oriented spanning tree if and only if the estimated variableẑ exponentially converges to a solution with a unknown bias, that is, each estimated valueẑ k exponentially converges to each true one z k up to a common rotation. If we have at least a true bearing vector,ẑ can converge to z through (8) . It is shown in Theorem 4.
Lemma 5 LetḠ = V ,Ē be the edge localization graph of the communication graph G. If the edge localization graph G has an oriented spanning tree with a root vertex r, then its directed line graph, L Ḡ = Ē , L Ē , has an oriented spanning tree with a root edge (r, v) for each neighbor v of r inḠ.
PROOF. Suppose thatḠ has an oriented spanning tree with a root r. Let v 1 , . . ., v m be all neighbors of r. Then all edges related to r inḠ are (r, v 1 ), (v 1 , r), . . ., (r, v n ), and (v n , r), sinceḠ is symmetric by Assumption 1. In the directed line graph L Ḡ , there exist a directed path ((v 1 , r) , (r, v 1 )) and directed paths ((r, v i ) , (v i , r)), ((v i , r) , (r, v 1 )) for all 1 < i ≤ n. To prove this claim, it is sufficient to show that there exists a directed path in L Ḡ from an arbitrary edge inḠ to (v j , r) where 1 ≤ j ≤ n. Let u be an arbitrary vertex inḠ except for r. If u is a vertex v j where 1 ≤ j ≤ n, it is already proved. Otherwise, there exists a directed path (u, u 1 ), . . ., (u m , r) inḠ. Then there also exists a directed path ((u, u 1 ) , (u 1 , u 2 )), . . ., ((u m−1 , u m ) , (u m , r)) in L Ḡ . By Definition 2, ((u 1 , u) , (u, u 1 )) ∈ L Ē . Thus there exists a directed path from (u 1 , u) to (u m , r). This means that for arbitrary edges (u, u 1 ) and (u 1 , u), there are directed paths from them to (v j , r) where 1 ≤ j ≤ n in L Ḡ , respectively. Hence the directed line graph L Ḡ has an oriented spanning tree with a root edge (r, v 1 ). This completes the proof.
Theorem 4 Under the dynamics (8) , if the edge localization graphḠ has an oriented spanning tree with a root knowing the bearing vector from it to one of its neighbors, the estimatê z exponentially converges to the true value z.
PROOF. Suppose thatḠ has an oriented spanning tree with a root r knowing ∠g v1r . From Lemma 5, it is trivial that the localization interaction graph of edge agents, G ′ = (V ′ , E ′ ), has an oriented spanning tree with a root l = (r, v 1 ) ǫ . Since we already know ∠g v1r , the edge agent l does not need to updateẑ l . In other words,ẑ l (t) = z l , ∀t ≥ t 0 . Thus the interaction graph of edge agents can be represented by a subgraph of G ′ by removing all edges from l. Let us denote this graph by G ′′ = (V ′ , E ′′ ). Since G ′ has an oriented spanning tree with a root l, G ′′ also has the one. Thus, by Theorem 3, the estimated variableẑ (t) exponentially converges to a finite point z ∞ ∈ E . Let β ∈ C such that z ∞ = e i∠β z. Then lim t→∞ẑ (t) =z ∞ = e i∠β z.
Since lim t→∞ẑ l (t) = z l , we have e i∠β = 1. It follows thatẑ exponentially converges to z.
Simulation Results
In this section, simulation results are provided to verify the proposed edge localization method. In the following two simulations, we consider the agents and the subtended angle measurements of Example 1 and Example 2, respectively. It can be easily seen in Figure 6 (a) and Figure 7 (c) that the edge localization graphḠ of Example 1 does not have the oriented spanning tree, butḠ of Example 2 does. In the simulations, we assume that an initial orientation of each edge agent,ẑ (t 0 ), is randomly given. The localization interaction graphs are generated as shown in Figure 6 (b) and Figure  7(d) , respectively. For the estimation of the orientations of the edge agents, the proposed estimation law (6) is applied with the givenẑ (t 0 ). The simulation results are shown in Figure 10 and Figure 11 , respectively. As illustrated in Figure 10 , each orientation estimateθ k converges, but the orientation estimation errors do not converge to the consensus value. Whereas, it is verified that the orientation estimation errors converge to a common bias angle ∠β as the consensus value, in Figure 11 . In the final simulation, the simulation setting is similar to that of Figure 11 , but the bearing vector g 2,1 is assumed to be known. It is shown that the edge localization graphḠ has an oriented spanning tree with a root 1 in Figure 7 (c). The edge agent (1, 2) ǫ does not need to update its orientation. Then assume that all edges from (1, 2) ǫ are removed in the localization interaction graph G ′ , as in the proof of Theorem 4. In this simulation, the initial orientation of (1, 2) ǫ is set as ∠g 2,1 and the other ones are arbitrary given. Figure 12 shows that the orientation estimation errors converge to zero.
Conclusion
This paper has studied the problem of estimating the bearing vectors between the agents in a multi-agent network based on only the subtended angle measurements. We proposed two graphs; edge localization graph and localization interaction graph, to solve this problem. A distributed estimation method via orientation estimation of virtual edge agents is proposed, utilizing these two graphs. The proposed method ensures exponential convergence of estimation if and only if the edge localization graph has an oriented spanning tree. Furthermore, the estimated variables exponentially converge to the true values if the edge localization graph has an oriented spanning tree with a root knowing the bearing vector from it to one of its neighbors. As future work, the proposed method may be applied to formation control of multi-agent systems based on only the subtended angle measurements. It is also of interest to extend the proposed method to multiagent systems in three dimensional space.
