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GENERALIZED HAMMING WEIGHTS OF AFFINE CARTESIAN
CODES
PETER BEELEN AND MRINMOY DATTA
Abstract. In this article, we give the answer to the following question: Given
a field F, finite subsets A1, . . . , Am of F, and r linearly independent polynomials
f1, . . . , fr ∈ F[x1, . . . , xm] of total degree at most d. What is the maximal
number of common zeros f1, . . . , fr can have in A1×· · ·×Am? For F = Fq, the
finite field with q elements, answering this question is equivalent to determining
the generalized Hamming weights of the so-called affine Cartesian codes. Seen
in this light, our work is a generalization of the work of Heijnen–Pellikaan for
Reed–Muller codes to the significantly larger class of affine Cartesian codes.
1. Introduction
Let F be a field and A1, . . . , Am be finite non-empty subsets of F consisting of
d1, . . . , dm elements respectively. For each i = 1, . . . ,m we writeAi = {γi,1, . . . , γi,di}.
We consider the finite subset of Fm given by the cartesian product A = A1 ×
· · · × Am. Without loss of generality we may assume that d1 ≤ · · · ≤ dm. Define
n := |A| = d1 · · · dm.
Let S := F[x1, . . . , xm] denote the polynomial ring in m variables x1, . . . , xm
and for an integer d ≥ 1, denote by S≤d(A) the vector subspace of S consisting of
polynomials f with deg f ≤ d and degxi f < di for i = 1, . . . ,m. In this article we
give the answer to the following main question:
Question 1.1. For a positive integer r ≤ dimS≤d(A), let f1, . . . , fr be linearly
independent elements of S≤d(A). What is the maximum number of common zeroes
that f1, . . . , fr can have in A?
Denoting by Z(f1, . . . , fr) the set of common zeros of f1, . . . , fr in F
m, we can
reformulate this question as: What is the maximum cardinality of Z(f1, . . . , fr) ∩
A? As noted in [10, Thm.3.1], we may assume that d ≤
∑m
i=1(di − 1), since
xd1−11 · · ·x
dm−1
m is the monomial of highest possible degree in S≤d(A). We will use
the notation k :=
∑m
i=1(di − 1) in the remainder of this article.
Partial answers to Question 1.1 are known, but the general case is still open.
First of all, in case r = 1 it was answered in [10, Prop.3.6]. Furthermore, for
A1 = · · · = Am = Fq, the finite field with q elements, the question was settled in
[11] for all values of r using, among others, the theory of order domains applied to
Reed–Muller codes. In [11], Question 1.1 was answered in a reformulated form in
terms of so-called generalized Hamming weights of certain error-correcting codes.
Also in [10] it was observed that the answer to Question 1.1 for the case r = 1 gives
the minimum distance of what they called affine cartesian codes. It was brought
to our attention by Olav Geil that, these codes were already studied in [7] in a
more general setting and the answer to Question 1.1 for r = 1 is a special case
of [7, Prop. 5]. Therefore, after having answered Question 1.1, we compute the
generalized Hamming weights of affine cartesian codes. Moreover, we explicitly
determine the duals of affine cartesian codes and as a consequence obtain these
weights for the duals as well.
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The article is organized as follows: In Section 2, we collect some results from
the theory of affine Hilbert functions and their relations to counting the number of
points on a zero dimensional affine variety. In Section 3, we revisit a combinatorial
result of Wei [14, Lemma 6] and prove it completely in a more general setting. Next,
in Section 4, we answer Question 1.1 and in Section 5, we determine the generalized
Hamming weights of affine cartesian codes and their duals.
2. Affine Hilbert functions and number of points on a zero
dimensional affine variety
The set of common zeroes of f1, . . . , fr in A is of course a finite subset of F
m.
Therefore, it has a natural interpretation as a zero dimensional affine variety. For
this reason, we explore in this section the theory of affine Hilbert functions and
discuss its relation with the number of points on zero dimensional affine varieties.
This relation will be used in subsequent sections. Many results on affine Hilbert
functions exist in the literature. For a detailed discussion on the results mentioned
in this section, one may for example refer to [4] and [13].
Let F[x1, . . . , xm]≤u denote the subset of S = F[x1, . . . , xm] consisting of poly-
nomials of degree at most u. For an ideal I of S, we denote by I≤u the subset of I
consisting of polynomials of degree at most u. Note that both F[x1, . . . , xm]≤u and
I≤u are vector spaces over F. The function
aHFI : Z→ Z given by
aHFI(u) = dimF[x1, . . . , xm]≤u − dim I≤u
is called the aﬃne Hilbert function of I. One may readily observe that, if I ⊂ J
then aHFI(u) ≥
aHFJ (u).
Similarly, given a subset X of Fm we define the aﬃne Hilbert function of X ,
denoted by, aHFX(u) as
aHFX(u) =
aHFI(X)(u), where I(X) is the ideal of S
consisting of polynomials of S that vanishes at every point of X . It is easy to show
that, if X ⊂ Y then aHFX(u) ≤
aHFY (u).
To compute the affine Hilbert function of a given ideal I ⊂ S, one can use the
theory of monomial ideals, i.e., ideals generated by monomials. For a given graded
order ≺ on S one defines LT(I) to be the ideal generated by {LT(f) : f ∈ I}, where
LT(f) denotes the leading monomial of f under ≺. Then we have the following
well-known proposition. For a proof one may refer to Section 3 of Chapter 9 of [4].
Proposition 2.1. Let ≺ be a graded order on S.
(a) For any ideal I of S, we have aHFLT(I)(u) =
aHFI(u) for any u ∈ Z.
(b) If I is a monomial ideal of S then aHFI(u) is the number of monomials of
degree at most u that do not lie in I.
The next known proposition, taken from [13, Lemma 2.1], relates affine Hilbert
functions of zero-dimensional ideals with the number of points in the correspond-
ing variety. Similar statements (though formulated in the language of so-called
footprints) can be found in [5, Cor.2.5] and [6, Cor.4.5].
Proposition 2.2. Let Y ⊂ Fm be a ﬁnite set. Then |Y | = aHFY (u) for all
suﬃciently large values of u.
Now we come back to Question 1.1. Note that I(A) contains the polynomials
gi :=
di∏
j=1
(xi − γi,j) for i = 1, . . . ,m.
This means that LT(I(A)) contains the monomials xd11 , . . . , x
dm
m . Further, given r
linearly independent polynomials f ∈ S≤d(A) the ideal
J := LT(I(Z(f1, . . . , fr) ∩A))
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contains the monomials LT(f1), . . . ,LT(fr) along with the monomials x
d1
1 , . . . , x
dm
m .
We may assume w.l.o.g. that LT(f1), . . . ,LT(fr) are distinct using our assumption
that f1, . . . , fr are linearly independent. Thus,
(1) I := 〈LT(f1), . . . ,LT(fr), x
d1
1 , . . . , x
dm
m 〉 ⊆ J .
This implies that aHFJ (u) ≤
aHFI(u) for all u ∈ Z. By Propositions 2.1 and 2.2,
we have,
(2) |Z(f1, . . . , fr) ∩A| =
aHFJ (u) ≤
aHFI(u)
for all sufficiently large values of u.
The above shows that Hilbert functions of monomial ideals can be used to answer
Question 1.1. The following proposition gives a very useful way of determining such
Hilbert functions, see [4, §2.4, Lemma 2 and §9.3, Prop.3] for a proof.
Proposition 2.3 ([4]). Let M be a monomial ideal and u be a positive integer.
(a) Then aHFM (u) is given by the number of monomials of degree at most u
that do not belong to M .
(b) Let M be generated by monomials m1, . . . ,ms and let m be an arbitrary
monomial. Then m ∈M if and only if mi|m for some i = 1, . . . , s.
Corollary 2.4. Let M be a monomial ideal and u be a positive integer. Then
aHFM (u) is given by the number of monomials of degree at most u which are not
divisible by any of the generators of M .
Proof. Immediately follows from Proposition 2.3. 
Now we return to the ideal I defined in equation (1). We write I = I1 + I2,
where I1 := 〈x
d1
1 , . . . , x
dm
m 〉 and I2 := 〈LT(f1), . . . ,LT(fr)〉. By Proposition 2.3,
any monomial that does not belong to I1 will be of the form x
a1
1 · · ·x
am
m where
ai ≤ di− 1 for all i = 1, . . . ,m. Consequently, the monomials that do not belong to
I1 are, naturally, in one-to-one correspondence with points in F = [0, d1−1]×· · ·×
[0, dm−1]. In more concrete terms, ifMI1 denotes the set of all monomials that do
not belong to I1, then the map φ : MI1 → F given by x
a1
1 · · ·x
am
m 7→ (a1, . . . , am)
gives such a bijection. In particular, if we assume that u ≥ k then the monomials
of degree at most u in MI1 are in one-to-one correspondence with elements of
F . Further, if m,n are two monomials in M(I1) we have that m|n if and only if
φ(m) ≤P φ(n).
In light of Proposition 2.3, a monomialm ∈MI1 , is in I2 if and only if φ(mi) ≤P
φ(m) for some i = 1, . . . , r. Here ≤P denotes the natural partial ordering on F ,
defined by
(i1, . . . , im) ≤P (j1, . . . , jm) if and only if i1 ≤ j1, . . . , im ≤ jm.
This leads us to consider the so-called shadow of a collection of elements in F :
Definition 2.5. Let u1, . . . , ur ∈ F , then we define the shadow of u1, . . . , ur in F
as
∆(u1, . . . , ur) := {u ∈ F : ui ≤P u for some i = 1, . . . , r}.
Combining the above discussion and Proposition 2.3, we have following:
(3) aHFI(u) = |F \∆(φ(LT(f1)), . . . , φ(LT(fr)))|, where u ≥ k.
Hence, from equations (2) and (3), we get that
(4) |Z(f1, . . . , fr) ∩ A| ≤ |F \∆(φ(LT(f1)), . . . , φ(LT(fr)))|.
and hence
(5) |Z(f1, . . . , fr) ∩ A| ≤ max{|F \∆(a1, . . . , ar)| : a1, . . . , ar ∈ F≤d},
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where F≤d := {(i1, . . . , im) ∈ F : i1+ · · ·+ im ≤ d}. Note that for r = 1, inequality
(4) is given in [8, Cor.13].
3. Generalization of a combinatorial theorem by Wei
Inequality (5) gives a way to investigate Question 1.1 using purely combinatorial
means. What is needed is to determine the minimum cardinality of the shadow
∆(b1, . . . , br) given r distinct elements b1, . . . , br ∈ F≤d. In this section we will
determine this minimum cardinality. Our approach is to generalize [14], where the
case A1 = · · · = Am = F2 was settled. It should be noted that we actually found
an error in the proof of [14, Lemma 6]. This has some impact, since [14, Lemma
6] also was used in [11] to deal with the case A1 = · · · = Am = Fq. Fortunately,
the material in this section (notably Theorem 3.9) implies that Lemma 6 in [14] is
correct and thus fully justifies its use in [11].
For the convenience of the reader let us recap the notation we have used so far
as well as introduce some further notation that we will use in this section.
Notation 3.1.
(a) Let d1 ≤ · · · ≤ dm be integers and k = (d1 − 1) + · · ·+ (dm − 1).
(b) F := {0, . . . , d1 − 1} × · · · × {0, . . . , dm − 1}.
(c) For a = (i1, . . . , im) ∈ F , define deg(a) := i1 + · · ·+ im.
(c) For u ≤ k, define Fu := {a ∈ F : deg(a) = u} and F≤u = {a ∈ F : deg(a) ≤
u}.
(d) Let S ⊂ Fu and |S| = r. Denote by L(S) the set of first r elements of Fu
in descending lexicographic order.
(e) (i1, . . . , im) ≤P (j1, . . . , jm) if and only if i1 ≤ j1, . . . , im ≤ jm.
(f) Let u ≤ v ≤ k and S ⊆ Fq. Define ∆(S) = {a ∈ F : ∃b ∈ S, b ≤P a} and
∆v(S) = ∆(S) ∩ Fv.
(g) For S ⊂ F≤u with |S| = r, denote by M(S) the first r elements of F≤u in
descending lexicographic order.
Like in [11], the following theorem due to Clements and Lindstro¨m, will be an
essential combinatorial tool.
Theorem 3.2 (Cor.1 [3]). For u ≤ k let S ⊆ Fu. Then ∆u+1(L(S)) ⊆ L(∆u+1(S)).
Corollary 3.3. For u ≤ v ≤ k and S ⊂ Fu we have ∆v(L(S)) ⊆  L(∆v(S)). In
particular, |∆v(L(S))| ≤ |∆v(S)|.
Proof. For u = v there is nothing to prove. The case v = u + 1 follows from
Theorem 3.2. If v = u+ 2 then we have,
∆u+2(L(S)) = ∆u+2(∆u+1(L(S)))
⊆ ∆u+2(L(∆u+1(S))) ⊆ L(∆u+2(∆u+1(S))) = L(∆u+2(S)).
The rest of the proof follows by induction on v − u. 
Corollary 3.4. For u ≤ k and S ⊂ Fu, we have |∆(L(S))| ≤ |∆(S)|.
Proof. Note that |∆(S)| =
k∑
v=u
|∆v(S)| ≥
k∑
v=u
|∆v(L(S))| = |∆(L(S))|. The inequal-
ity follows from Corollary 3.3. 
Lemma 3.5. Let 1 ≤ v ≤ k and write u = v − 1. Choose y ∈ Fv and consider
a := maxlex{f ∈ Fu : f ≤lex y}. Then a ≤P y.
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Proof. Write y− a = (0, . . . , 0, ci, ci+1, . . . , cm), where 1 ≤ i ≤ m and ci ∈ Z. Since
a ≤lex y, we have ci ≥ 0. We divide the proof in two cases.
Case 1: If cj ≥ 0 for all j > i then we have a ≤P y and we are done.
Case 2: There exists ℓ > i such that cℓ < 0. Choose j := min{ℓ : cℓ < 0}. Note
that, by definition of j, we have cℓ ≥ 0 for all i ≤ ℓ < j.
Subcase 1: Suppose ci > 1. Let a˜ := a+ ei − ej , where es denotes the m tuple
with 1 in the s-th coordinate and zeroes elsewhere. It follows trivially that a <lex a˜.
Moreover, the first nonzero coordinate in y − a˜ is ci − 1 which is positive. This
implies that a˜ <lex y and hence
(6) a <lex a˜ <lex y.
Moreover, deg a˜ = u. To see that a˜ ∈ F , we observe that
(1) 0 ≤ ai ≤ ai + 1 = yi − ci + 1 < yi ≤ di − 1 since ci > 1 and
(2) dj − 1 ≥ aj ≥ aj − 1 = yj − cj − 1 ≥ yj ≥ 0 since cj < 0.
Hence, a˜ ∈ Fu contradicting the maximality of a.
Subcase 2: Assume that ci = 1 and cℓ > 0 for some i < ℓ < j. It is easy to see
that the same a˜ as in subcase 1 satisfies the inequality (6) which again violates the
maximality of a.
Subcase 3: Assume that ci = 1 and cℓ = 0 for all i < ℓ < j. Since cj < 0 and
ci = 1 with
∑m
ℓ=i cℓ = v−u = 1, there exists n > j such that cn > 0. Let a˜ = y−en.
Clearly a˜ ≤lex y. Also, the first nonzero coordinate of a˜ − a is ci = 1 > 0. Thus
a˜ satisfies the inequality (6) and clearly a˜ ∈ Fu since cn > 0 which contradicts the
maximality of a. 
Remark 3.6. Note that, one could derive the conclusion of Lemma 3.5 for any
0 < u < v ≤ k by applying the lemma iteratively.
Lemma 3.7. Assume that 1 ≤ u ≤ v ≤ k. Let M(r) denote the ﬁrst r elements of
F≤v in descending lexicographic order. Let Mu =M(r)∩Fu and ru := |Mu|. Then
∆v(Mu) ⊆Mv ⊆ ∆v(M
∗
u), where M
∗
u consists of the ﬁrst ru + 1 elements of Fu in
descending lexicographic order for 1 ≤ u ≤ v.
Proof. If y ∈ ∆v(Mu), then there exists i ∈Mu and a ∈ Fv−u such that y = i+ a.
Hence, y ≥P i which implies y ≥lex i. The fact i ∈ M(r) thus implies that
y ∈ M(r). Also, y ∈ Fv. Thus, y ∈ M(r) ∩ Fv = Mv. This proves the first
inclusion.
Let y ∈ Mv. Define a := maxlex{f ∈ Fu : f ≤lex y}. Remark 3.6 implies that
a ≤P y. If a ∈ Mu then we are done. So we may assume that a 6∈ Mu. Note
that Mu consists of the first ru elements of Fu in descending lexicographic order.
This implies that a ≤lex fru+1, where f1, . . . , fru+1 denote the first ru+1 elements
of Fu in descending lexicographic order. If a = fru+1 then a ∈ M
∗
u and hence
y ∈ ∆v(M
∗
u). Now suppose, if possible, that a <lex fru+1. By maximality of a we
have y <lex fru+1. However, since y ∈ M(r), we have fru+1 ∈ M(r) (by definition
of M(r)) which implies that fru+1 ∈ Mu. This is a contradiction since |Mu| = ru.
This completes the proof. 
Lemma 3.8. For r ≥ 1 and v ≤ k, let M(r) denote the set of ﬁrst r elements of
F≤v in descending lexicographic order. For u ≤ v, we write Mu =M(r)∩Fu. Then
|∆(M(r))| = r − |Mv|+ |∆(Mv)|.
Proof. It follows from Lemma 3.7 that,
(7)
⋃
u<v
∆v(Mu) ⊂Mv.
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Now,
|∆(M(r))| = |∆(M(r))∩F<v |+|∆(M(r))∩F≥v | = |∆(M(r)\Mv)∩F<v|+|∆(Mv)|.
Note that, M(r) \Mv consists of first r − |Mv| elements of F≤v−1 in descending
lexicographic order. Hence, ∆v−1(M(r)\M(v)) =Mv−1 by applying (7) to M(r)\
Mv (on the (v − 1)-th level). Reasoning iteratively, ∆u(M(r) \M(v)) =Mu for all
u ≤ v − 1. This proves the lemma. 
The following theorem is a generalization of [14, Lemma 6] and our proof ap-
proach is similar as in Wei’s paper. However, as mentioned before, Wei’s somewhat
terse proof contains a mistake which is why we have chosen to give a fully detailed
proof of Theorem 3.9.
Theorem 3.9. For v ≤ k, let S ⊆ F≤v with |S| = r. Then |∆(M(r))| ≤ |∆(S)|,
where, as before, M(r) denotes the ﬁrst r elements of F≤v in descending lexico-
graphic order.
Proof. For u ≤ v, define Su = S ∩ Fu. We divide the proof into two cases:
Case 1: Suppose that |Sv| = rv + α ≥ rv for some α ≥ 0. Then,
|∆(Sv)| ≥ |∆(Mv)|+ α.
This follows from Corollary 3.4 applied on a subset of Sv consisting of rv elements
and the contribution of shadows in Fv of the remaining α elements of S\Sv. Further,
|∆(S)| = |∆<v(S)|+ |∆≥v(S)|
≥ |∆<v(S)|+ |∆(Sv)| (follows from Lemma 3.7)
≥ |S ∩ F<v|+ |∆(Sv)| = r − |Sv|+ |∆(Sv)|
Hence,
|∆(S)| ≥ r − |Sv|+ |∆(Sv)|
≥ r − rv − α+ |∆(Mv)|+ α
= |∆(M(r))| (from Lemma 3.8)
Case 2: Now suppose that |Sv| < |Mv|. Since |S| = |M(r)|, this implies that
there exists u < v such that |Su| > |Mu|. Hence, |M
∗
u | ≤ |Su|. By Lemma 3.7 and
Theorem 3.3 we have |Mv| ≤ |∆v(M
∗
u)| ≤ |∆v(Su)|. Hence,
|∆(S)| ≥ r − |Sv|+ |∆≥v(Su)|
> r − |Mv|+ |∆≥v(Su)|
= r − |Mv|+ |∆(∆v(Su))|
≥ r − |Mv|+ |∆(Mv)| = |∆(M(r))|
The last equality follows from Lemma 3.8. 
4. Answer to Question 1.1
In this section we give the answer to Question 1.1 in Theorem 4.6. There are two
main steps in the proof of this theorem. First, the combinatorial theory developed
in the previous section is used to obtain an upper bound for |Z(f1, . . . , fr) ∩ A|.
Further we construct an explicit family of F-linearly independent polynomials in
S≤d(A) that attains this upper bound. Our results are more general than the
results presented in [11], but some of the ideas are akin to that in [11, Section 5].
For instances, the Lemmas 4.1 and 4.2 are direct generalizations of Lemma 5.8 and
Proposition 5.9 in [11] and Definition 4.4 is similar to Definition 4.10 from [11].
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Lemma 4.1. Let 0 ≤ r ≤ d1 · · · dm − 1 be an integer. Write
d1 · · · dm − r =
m∑
i=1
ar,i
m∏
j=i+1
dj .
Then (ar,1, . . . , ar,m) is the r-th tuple of F in descending lexicographic order.
Proof. Define a map
φ : F → {0, 1, . . . , d1 · · · dm − 1} given by (a1, . . . , am) 7→
m∑
i=1
ai
m∏
j=i+1
dj .
Since any integer 0 ≤ r < d1 . . . dm can be expressed uniquely as r =
∑m
i=1 ai
∏m
j=i+1 dj ,
it follows that φ is surjective. Moreover,
(a1, . . . , am) ≤lex (b1, . . . , bm) ⇐⇒
m∑
i=1
ai
m∏
j=i+1
dj ≤
m∑
i=1
bi
m∏
j=i+1
dj .
The claim follows from the fact that d1 . . . dm − r is the r-th highest element of
{0, 1, . . . , d1 · · · dm − 1}. 
Lemma 4.2. Let a1, . . . , ar be the ﬁrst r elements of F≤d in descending lexico-
graphic order. Then,
∆(a1, . . . , ar) = {a ∈ F : ar ≤lex a}.
Moreover, if ar = (ar,1, . . . , ar,m) then
|∆(a1, . . . , ar)| = d1 · · · dm −
m∑
i=1
ar,i
m∏
j=i+1
dj .
Proof. Let b ∈ ∆(a1, . . . , ar). There exists i ≤ r such that b ≥P ai. Thus, b ≥lex
ai ≥lex ar. Consequently, ∆(a1, . . . , ar) ⊆ {b ∈ F : ar ≤lex b}. Conversely, let
b ≥lex ar. If b = ar then there is nothing to prove. So we may assume that
b >lex ar. Writing b = (b1, . . . , bm), there exists t ≤ m such that bi = ar,i for i < t
and bt > ar,t. Define an m-tuple c = (c1, . . . , cm) as follows:
ci =


ai if i < t
at + 1 if i = t
0 otherwise
Clearly, b ≥P c and c ≥lex ar. Note that deg c ≤ deg ar + 1. If deg c = deg ar + 1,
then ar = (ar,1, . . . , ar,t, 0, . . . , 0) which implies that c ≥P ar. On the other hand,
if deg c ≤ deg ar ≤ d then c = ai for some i ≤ r. Consequently, b ∈ ∆(a1, . . . , ar).
This shows that b ∈ ∆(a1, . . . , ar). The claim about the number of elements follows
from the Lemma 4.1. 
Proposition 4.3. Let f1, . . . , fd ∈ S≤d(A) be linearly independent over Fq. Then
|Z(f1, . . . , fr) ∩ A| ≤
m∑
i=1
ar,i
m∏
j=i+1
dj ,
where (ar,1, . . . , ar,m) is the r-th element of F≤d in descending lexicographic order.
Proof. This follows from inequality (5), Theorem 3.9 and Lemma 4.2. 
We now construct a family of F-linearly independent polynomials f1, . . . , fr in
S≤d(A) such that the cardinality of Z(f1, . . . , fr) ∩ A attains the upper bound
obtained in Proposition 4.3. Recall that, Ai = {γi,1, . . . , γi,di} for i = 1, . . . ,m.
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Definition 4.4. For b = (b1, . . . , bm) ∈ F≤d define the polynomial,
fb =
m∏
s=1
bs∏
t=1
(xs − γs,t).
Proposition 4.5. Let a1, . . . , ar be the ﬁrst r elements of F≤d in descending lexi-
cographic order. Then,
|Z(fa1 , . . . , far) ∩A| =
m∑
i=1
ar,i
m∏
j=i+1
dj ,
where ar = (ar,1, . . . , ar,m).
Proof. Note that the map ψ : A → F defined by (γ1,i1 , . . . , γm,im) 7→ (i1 −
1, . . . , im − 1) is a bijection.
For b ∈ F≤d we see that fb(γ1, . . . , γm) 6= 0 if and only if γi ∈ {γi,t|t > as} for
all i = 1, . . . ,m. This implies that fb(γ1, . . . , γm) 6= 0 if and only if ψ(γ1, . . . , γm) ∈
∆(b). Consequently, for a1, . . . , ar ∈ F≤d, we have γ ∈ A \ Z(fa1 , . . . , far) if and
only if ψ(γ) ∈ ∆(a1, . . . , ar). Thus, |A \ Z(fa1 , . . . , far)| = |∆(a1, . . . , ar)|. In par-
ticular, if a1, . . . , ar are the first r elements of F≤d in descending lexicographic order
we see that, |A \ Z(fa1 , . . . , far)| = |∆(a1, . . . , ar)| = d1 · · · dm −
m∑
i=1
ar,i
m∏
j=i+1
dj ,
where the last equality follows from Lemma 4.2. Thus, |Z(fa1 , . . . , far) ∩ A| =∑m
i=1 ar,i
∏m
j=i+1 dj , 
Theorem 4.6. We have
max |Z(f1, . . . , fr) ∩A| =
m∑
i=1
ar,i
m∏
j=i+1
dj ,
where (ar,1, . . . , ar,m) is the r-th element of F≤d in descending lexicographic or-
der and where the maximum is taken over all F-linearly independent f1, . . . , fr ∈
S≤d(A).
Proof. This follows from Proposition 4.3 and Proposition 4.5. 
5. Affine cartesian codes and their higher weights
In this section we relate our results with coding theory and obtain a complete
determination of the generalized Hamming weights of a class of codes containing
the well-known Reed–Muller codes as a particular case. Throughout this section
we assume F = Fq, where Fq denotes the finite field with q elements, but otherwise
we use the same notation as before. In particular, we assume that d1 ≤ · · · ≤ dm
are positive integers and A1, . . . , Am are subsets of Fq of cardinality d1, . . . , dm
respectively. As before, denote by A the cartesian product A = A1 × · · · × Am.
Also we fix an enumeration P1, . . . , Pn of elements in A and a positive integer
d ≤ k :=
∑m
i=1(di − 1).
Recall that, a linear code of lengthN and dimensionK is simply a linear subspace
of FNq of dimension K. One class of codes related to the setting in this article is
obtained as follows.
Definition 5.1. Let ev be the map defined by
ev : S≤k(A)→ F
|A|
q by f 7→ (f(P1), . . . , f(Pn)).
Then for d ≤ k we define ACq(d,A) := ev(S≤d(A)).
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Note that ACq(d,A) is a linear code since ev is a linear map. It has length
n := |A| = d1 · · · dm and it follows from the injectivity of ev that the dimension of
ACq(d,A) is dimS≤d(A). The codes obtained in this way are called aﬃne cartesian
codes. Affine cartesian codes were defined in [10] and further studied in, for example,
[1, 12, 8, 2]. In [10, Theorem 3.8] the authors determined the minimum distance of
these codes.
Remark 5.2.
(a) If A1 = · · · = Am = Fq, then the code ACq(d,A) is the generalized Reed-
Muller code RMq(d,m).
(b) If A1 = · · · = Am = Fq\{0}, the code ACq(d,A) is a toric code, see [9].
In this section we completely determine the generalized Hamming weights of
affine cartesian codes. For the ease of the reader, we recall the definition of gener-
alized Hamming weights of linear codes.
Definition 5.3. Let D ⊆ FNq be a subspace of dimension r. The support of D is
defined to be
Supp(D) := {i : there exists (c1, . . . , cN ) ∈ D such that ci 6= 0}.
Let C ⊂ FNq be a code (i.e., linear subspace) of dimension K. For 1 ≤ r ≤ K, the
rth generalized Hamming weight of C, denoted by dr(C) is defined as,
dr(C) := min{|Supp(D)| : D ⊆ C, dimD = r}.
The quantity d1(C) is simply the minimum distance of the code C.
Theorem 5.4. Let dr(d,A) denote the r-th generalized Hamming weight of ACq(d,A).
Then
dr(d,A) = 1 +
m∑
i=1
ar,i
m∏
j=i+1
dj ,
where (ar,1, . . . , ar,m) is the r-th element of F≥k−d in ascending lexicographic order.
Proof. It follows from Theorem 4.6 that
(8) dr(d,A) = d1 · · · dm −
m∑
i=1
br,i
m∏
j=i+1
dj ,
where (br,1, . . . , br,m) is the r-th element of F≤d in descending lexicographic order.
Further we note that,
(9) d1 · · · dm − 1 =
m∑
i=1
(di − 1)
m∏
j=i+1
dj .
From (8) and (9) we see that,
dr(d,A) = 1 + (d1 · · · dm − 1)−
m∑
i=1
br,i
m∏
j=i+1
dj
= 1 +
m∑
i=1
(di − 1− br,i)
m∏
j=i+1
dj .
We define ar,i = di − 1 − br,i for i = 1, . . . ,m. The assertion of the theorem now
follows noting that the map (b1, . . . , bm) 7→ (d1 − 1− b1, . . . , dm − 1− bm) : F≤d →
F≥k−d is a bijection that reverses the lexicographic order on elements of F≤d. 
This theorem has a number of corollaries, relating it to previously known results.
In the first place, we recover a result concerning the minimum distance ofACq(d,A).
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Corollary 5.5. [10, Theorem 3.8] The minimum distance of ACq(d,A) is given
by (dj+1 − ℓ)dj+2 · · · dm, where j ≥ 0 and ℓ ≤ dj+1 − 1 are uniquely determined
integers such that d = ℓ+
∑j
i=1(di − 1).
Proof. The first element of F≤d in descending lexicographic order is given by (d1−
1, . . . , dj − 1, ℓ, 0, . . . , 0). From Theorem 5.4 and its proof we see that the minimum
distance of ACq(d,A) is equal to
1 +
j∑
i=1
(di − 1− (di − 1))
m∏
s=i+1
ds + (dj+1 − 1− ℓ)dj+2 · · · dm +
m∑
i=j+2
(di − 1)
m∏
s=i+1
ds
= (dj+1 − ℓ)dj+2 · · · dm.
The last equality follows noting that
1− dj+2 · · · dm +
m∑
i=j+2
(di − 1)
m∏
s=i+1
ds = 0,
which completes the proof. 
As another consequence of Theorem 4.6, we recover the generalized Hamming
weights of Reed-Muller codes RMq(d,m). This was obtained in [14, Theorem 7] for
q = 2 and in [11, Theorem 5.10] for any prime powers q.
Corollary 5.6. [11, Thm. 5.10] The r-th higher weights of RMq(d,m) is given by
dr(d,m) = 1 +
m∑
i=1
aiq
m−i
where (a1, . . . , am) denotes the r-th element of F≥m(q−1)−d in ascending lexico-
graphic order.
Proof. This follows directly from Remark 5.2(a) and Theorem 4.6. 
We finish this section by an observation on the generalized Hamming weights
of ACq(d,A). Generalized Hamming weights have a number of properties. One of
these, called Wei-duality [14, Thm.3] is the following. For a linear code C ⊂ FNq of
dimension K, consider the linear subspace of FNq
C⊥ := {(e1, . . . , eN ) : c1 · e1 + · · ·+ cN · eN = 0 for all (c1, . . . , cN ) ∈ C}.
The code C⊥ has dimension N −K and is called the dual code of C. The following
well-known statement, that relates the higher weights of a linear code to that of its
dual, is sometimes referred to as Wei duality and can be found in [14, Thm 3].
(10) {d1(C), . . . , dK(C)}∪{N+1−d1(C
⊥), . . . , N+1−dN−K(C
⊥)} = {1, . . . , N}.
Note that the union in equation (10) is a disjoint union. Further, a direct compu-
tation using equation (9) shows that the sets {dr(d,A) : 1 ≤ r ≤ dimS≤d(A)} and
{n+ 1 − dr(k − d − 1,A) : 1 ≤ r ≤ dimS≤k−d−1(A)} are disjoint and have union
{1, . . . , n}. For Reed-Muller codes, this is very simple to derive from Wei duality,
since RMq(d,m)
⊥ = RMq(m(q−1)−d−1,m). But for affine cartesian codes this is
not true in general. However, the following result offers an explanation of the above
observation. As in Section 2, we will use the polynomials gi :=
∏di
j=1(xi − γi,j).
Further, denote by g′i(xi), the partial derivative of gi with respect to xi. We use
our enumeration P1, . . . , Pn of the elements of A as in the beginning of this Section.
Theorem 5.7. We have
ACq(d,A)
⊥ := {(w1c1, . . . , wncn) : (c1, . . . , cn) ∈ ACq(k − d− 1,A)},
where w−1j =
∏m
i=1 g
′
i(Pj).
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Proof. Let us for convenience write
C := {(w1d1, . . . , wncn) : (c1, . . . , cn) ∈ ACq(k − d− 1,A)}.
Observe that
dimC = dimACq(k− d− 1,A) = dimS≤k−d−1(A) = dimS≤k(A)−dimS≥k−d(A),
while
dimACq(d,A)
⊥ = |A| − dimACq(d,A) = dimS≤k(A) − dimS≤d(A).
Since dimS≤d(A) = dimS≥k−d(A), both codes C and ACq(d,A)
⊥ have the same
dimension. Therefore, the theorem follows once we show that C ⊂ ACq(d,A)
⊥.
Now let 0 ≤ ℓ ≤ di − 1. Since the univariate polynomials
∑di
j=1
gi(xi)
xi−γi,j
γℓi,j
g′
i
(γi,j)
and xℓi have the same evaluation for any element of Ai, but have degree strictly less
than di, they are equal. Comparing coefficients of x
di−1
i , we obtain that
(11)
di∑
j=1
γℓi,j
g′i(γi,j)
=
{
1 if ℓ = d− 1
0 otherwise.
Any codeword c ∈ C is of the form c = (w1f(P1), . . . , wnf(Pn)) ∈ C for some f ∈
S≤k−d−1(A) and likewise any codeword c˜ ∈ ACq(d,A) is of the form c˜(ϕ(P1), . . . , ϕ(Pn))
for some ϕ ∈ S≤d(A). To show that c1 · c˜1 + · · ·+ cn · c˜n = 0, it is enough to show
that this equality holds whenever f and ϕ are monomials. Therefore, we will as-
sume that f and ϕ are monomials from now on and write f ·ϕ = xe11 · · ·x
em
m . Since
deg f · ϕ ≤ k − d − 1 + d = k − 1, there exists at least one value of i such that
ei = degxi f · ϕ < di − 1. Then we have
n∑
j=1
cj c˜j =
n∑
j=1
xe11 · · ·x
em
m (Pj)
(g′1(x1) · · · g
′
m(xm))(Pj)
=
m∏
i=1
di∑
j=1
γeii,j
g′i(γi,j)
.
Equation (11) and the fact that ei < di−1 for at least one value of i, then imply that∑n
j=1 cj c˜j = 0. This shows that c ∈ ACq(d,A)
⊥, which completes the proof. 
Corollary 5.8. The r-th generalized Hamming weight of the code ACq(d,A)
⊥ is
given by dr(k − d− 1,A).
Proof. Theorem 5.7 directly implies that the codes ACq(d,A)
⊥ and ACq(k − d −
1,A) have the same generalized Hamming weights. 
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