A model of distributed type associative memory with quantized Hadamard transform.
This paper proposes a new correlation matrix network model of associative memory in brain. Each memorized pattern which consists of binary (+1 or -1) elements is preprocessed by a quantized Hadamard transform to increase selectivity. The association ability of a correlation matrix network model depends on the orthogonality between key patterns by which the corresponding memorized patterns are associatively recalled. In a brain model, however, it is rare that the key patterns are mutually orthogonal since they are memorized patterns themselves. The quantized Hadamard transform, presented in this paper, renders the memorized patterns approximately orthogonal. The model is tested by computer simulation.