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Fast ripples are a type of transient high-frequency oscillations recorded from the epileptogenic regions of the hippocampus and the
temporal cortex of epileptic humans and rodents. These events presumably reflect hypersynchronous bursting of pyramidal cells.
However, the oscillatory spectral content of fast ripples varies from 250 to 800 Hz, well above the maximal firing frequency of most
hippocampal pyramidal neurons. How such high-frequency oscillations are generated is therefore unclear. Here, we combine computa-
tional simulations of fast ripples with multisite and juxtacellular recordings in vivo to examine the underlying mechanisms in the
hippocampus of epileptic rats. We show that populations of bursting cells firing individually at 100–400 Hz can create fast ripples
according to two main firing regimes: (1) in-phase synchronous firing resulting in “pure” fast ripples characterized by single spectral
peaks that reflect single-cell behavior and (2) out-of-phase firing that results in “emergent” fast ripples. Using simulations, we found that
fast ripples generated under these two different regimes can be quantitatively separated by their spectral characteristics, and we took
advantage of this separability to examine their dynamics in vivo. We found that in-phase firing can reach frequencies up to 300 Hz in the
CA1andup to400Hz in thedentate gyrus.Theorganizationofout-of-phase firing isdeterminedby firingdelaysbetweencells discharging
at low frequencies. The two firing regimes compete dynamically, alternating randomly from one fast ripple event to the next, and they
reflect the functional dynamic organization of the different regions of the hippocampus.
Introduction
High-frequency oscillations 200 Hz are commonly observed
during normal and pathological activity of different brain re-
gions, including cortical evoked potentials (Gobbele´ et al., 1998;
Jones and Barth, 1999), cerebellar oscillations (Adrian, 1935;
Cheron et al., 2005), and subthalamic activity in Parkinson’s dis-
ease (Foffani et al., 2003; Lo´pez-Azca´rate et al., 2010). One par-
ticular type of pathological transient high-frequency oscillation,
termed fast ripples (250–800 Hz), is observed in local field po-
tentials (LFPs) recorded from the hippocampus and temporal
cortex of epileptic humans and rodents (Bragin et al., 1999;
Urrestarazu et al., 2007; Worrell et al., 2008). Fast ripples some-
times precede epileptic seizures (Khosravani et al., 2005; Jiruska
et al., 2010) and are found most reliably in epileptogenic regions
(Bragin et al., 2000; Staba et al., 2007; Worrell et al., 2008). Thus,
fast ripples potentially have diagnostic or predictive value, and
their further study is warranted.
A decade after their discovery, the nature and mechanisms of
fast ripples still remain actively investigated. Themain hypothesis
is that fast ripples represent a “pure” (i.e., single frequency band)
oscillation reflecting population spikes of synchronously burst-
ing neurons (Bragin et al., 2000; Dzhala and Staley, 2004). Re-
cently, we showed that in vitro oscillations in the frequency range
of fast ripples can emerge in the epileptic hippocampus from
neurons bursting at lower frequencies (100–200 Hz) (Foffani et
al., 2007). Bursting cells fired at half the frequency of fast ripples
but in antiphase, creating a harmonic frequency-doubling effect
(Staley, 2007). This effect was associated with a reduced spike-
timing reliability, which decreased neuronal synchronization.
We thus proposed the alternative hypothesis that fast ripples
could represent emergent oscillations that arise from desynchro-
nization, rather than hypersynchronization, of bursting cells fir-
ing at lower frequencies.
However, there are some apparent paradoxes with the har-
monic hypothesis (Beenhakker and Huguenard, 2009). First, it is
unclear how reduced spike-timing reliability, which presumably
will tend to randomize firing times, can organize the antiphase
firing that is necessary for the emergence of harmonic oscilla-
tions. Second, previous studies showed that the appearance of
fast ripples correlatedwith precise neuronal bursting (Dzhala and
Staley, 2004), which seems to contradict the proposed role of
reduced spike-timing reliability. Finally, fast ripples in vivo are
not always consistent with harmonic oscillations emerging from
antiphase firing (Engel et al., 2009), including reports of large-
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amplitude pure oscillations up to 500 Hz without harmonics
(Staba et al., 2002).
In this study, we first used computational simulations of
pathological population discharges to derive the spectral organi-
zation of fast ripples resulting from in-phase and out-of-phase
neuronal firing. We show that populations of bursting cells can
create fast ripples according to two main firing regimes: pure
oscillations resulting from individual in-phase firing, and emer-
gent oscillations, resulting from out-of-phase firing—including
the special case of antiphase firing that leads to harmonic fast
ripples.We found that fast ripples resulting from these twodifferent
firing regimes can be quantitatively separated using measurements
of their oscillatory spectra. We then combined juxtacellular and
multisite recordings to further investigate fast ripple dynamics in
the epileptic hippocampus in vivo. Our data show that fast ripples
in vivo interchange between these two regimes, and they reflect
the functional dynamic organization of the different regions of
the epileptic hippocampus.
Materials andMethods
Computational simulations. Transient fast ripple oscillations observed in
local field potential recordings are thought to represent population
spikes from clusters of abnormally bursting neurons (Bragin et al., 2000).
Whilemany factors, including ephaptic interactions (Bikson et al., 2003),
gap junctions (Draguhn et al., 1998; Traub et al., 1999; Middleton et al.,
2008), and several forms of channelopathies (Richter et al., 2008), can be
implicated in the generation of different forms of high-frequency oscil-
lations, here we do not attempt to model these several mechanisms for
the case of fast ripples. Instead, we focus on the spectral properties of fast
ripples resulting from in-phase and out-of-phase neuronal firing during
population discharges.
To this purpose, we obtained realistic simulations of field potential
oscillations from a population of bursting cells using a well knownmodel
of pathological population discharges (Traub and Wong, 1982; Traub
andMiles, 1991; Traub et al., 1991). Briefly, each neuron is composed of
19 equivalent cylinders representing the soma (1 compartment), the
basal (8), and the apical (10) dendrites of pyramidal cells (Traub et al.,
1991). The somatic compartment had a radius of 4.23 and 125 m
length. The apical compartments were 120 m length with a radius of
2.89 m, and basilar compartments were 110 m length and radius of
2.42m. This gives realistic values of somatic (3320m2) and dendritic
total surface areas (35,170 m2). Each compartment was equipped with
a set of voltage-dependent ionic conductances according to the
Hodgkin–Huxley formalism and a specific spatial channel distribution
tuned to produce intrinsic bursting (Traub et al., 1991). Ionic currents
included the following: inactivatingNa, high-thresholdCa2, and four
K conductances (delayed rectifier, transient, or the A-type current,
slow afterhyperpolarization, and the rapid voltage- andCa2-dependent
C-type current). The reversal potentials were ENa 45, EK75, and
ECa  80 mV. As in Traub et al. (1991), we also simulated a pool of
intracellular calcium at each compartment following a first-order kinetic
equation.
The membrane capacitance (Cm) of all compartments was 3
F  cm2, the internal resistivity (Ri) 100   cm, and the membrane
resistivity (Rm) 10,000   cm
2. To obtain a wider range of intraburst
frequencies from 180 to 500 Hz, the kinetics of the Na channel was
accelerated (by dividing its activation time constant by a factor of 2) and
the activation and inactivation curves ofNa channels were shifted 5mV
in the depolarization direction. The densities of Ca2, Na, and K
channel conductances were varied slightly within the typically used
ranges (Traub et al., 1991).We also loweredCm to 1F  cm
2 to obtain
intraburst frequencies between 200 and 400 Hz and up to 0.8 F  cm2
to reach firing rates faster than 400 Hz. All these parameter values are
within the standards used in computationalmodeling (Traub et al., 1989,
1991; Traub and Miles, 1991).
The network consisted of 120 neurons with their somata aligned to
form a cellular stratum of four neuronal layers and the dendritic axis
oriented orthogonally, expanding in a spiral-like distribution from the
center. The spiral step radius was 12 m so that the whole population
occupied a cylinder of 100 m radius. We also simulated a network of
1000 neurons, which occupied a cylinder of300 m radius. To look at
the effect of out-of-phase firing, we simulated two clusters of 60 neurons
that burst at different delays. For simulations of the two clusters, cells
belonging to each cluster alternate position in the spiral. The network
architecture was randomwith a connection probability of p 0.02–0.03
(Traub and Miles, 1991). Fast excitatory AMPA-like synaptic conduc-
tances were simulated using the exponential  function:






with syn of 2 ms and gsyn being the maximal strength of the individual
synapses, which was varied from 4 to 28 nS in different simulations. The
reversal potential of glutamatergic currents was set at 0 mV. Synapses
were modeled to occur at the apical compartment at 120 m from the
soma. Synaptic noise consisted of excitatory ( gsyn, varied from 0.4 to 2.2
nS) and fast inhibitory ( gsyn  0.75 nS) conductances being injected at
the apical compartment (at 240 m from the soma) at random timing
with a rate of 50 Hz for excitation and 60 Hz for inhibition. The reversal
potential for GABAA-like synaptic currents was75 mV.
Hodgkin–Huxley simulations were performed using the GENESIS
platform (http://genesis-sim.org/) on a PC computer running under
SuSE Linux v.9. At the simulation onset, one cell was made to burst, and
the activity spontaneously spread in the population. One population
event was generated per each simulation, representing 200 ms of real
time. An exponential Euler explicit method was used with integration
time steps of 5 s.
To obtain realistic extracellular field potentials, we applied a coordi-
nate transformation to the equivalent cylinders that matches real neuro-
nal distances. Thus, total currents obtained from the 19 compartments
were considered as being produced by 19 nodes distributed alongside the
typical basal-to-apical length of hippocampal neurons (800 m). The
extracellular potentials were calculated by means of the field equation










where	 is the field potential, Ii(t) is the total current flowing from the ith
node into the brain tissue of conductivity , and ri is the distance of the
ith node to the recording site r. We assumed that the extracellular me-
dium was isotropic with a mean conductivity of 300   cm (Varona et
al., 2000). Field potentials were calculated at the cellular stratum at the
center of the population.
Generation of epileptic rats. Rats were rendered chronically epileptic
using a single unilateral intrahippocampal injection of kainic acid, as
previously described (Bragin et al., 1999). Adult Wistar rats (180–200 g)
were anesthetized with 1.5–2% isoflurane mixed with oxygen (400–800
ml/min), fixed to a stereotaxic apparatus, and unilaterally injected with
0.8 l of kainic acid (0.4 mg/0.2 ml in saline) in the right hippocampus
(AP: 4.4, ML: 4.0, DV: 3.4). The surgery was terminated after 10 min of
injection, and the rat was then disconnected from the anesthesia and
observed for signs of status epilepticus. Diazepam (4 mg/kg, i.p.) was
injected 1 h after the status and repeated if needed. Animals were
systemically injected with 2.5 ml of 5% dextrose several times per day,
and diet was supplemented with fruit and powder milk during the
following 2–3 d.
Rats were observed for behavioral and clinical signs of spontaneous
seizures at random times between 8:00 A.M. and 7:00 P.M. during at least
20min and 3–4 times perweek. Seizures were scored according to Racine
(1972). Spontaneous tonic-clonic seizures consisting of forelimb au-
tomatismswere observed in 12 of 14 rats after 2–5weeks postinjection. In
two rats, only orofacial automatisms and body rigidity were observed,
consistent with lowRacine scores. These animals were not excluded from
the database since no obvious differences were found in their fast ripple
recordings compared to the other rats. In all 14 rats, the middle and
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caudal part of the injected hippocampus was severely disrupted with
massive cell loss in all regions. The dorsal tip exhibited prominent cell
loss in the CA3 region and the hilus but a relatively preserved CA1 region
and dentate granule cell layer, whereas the contralateral hippocampus
was normal (supplemental Fig. 1A,B, available at www.jneurosci.org as
supplemental material). All procedures concerning animals met the
European guidelines (86/609/EEC).
In vivo electrophysiology. Epileptic rats were anesthetized with ure-
thane (1.5–2.0 g/kg, i.p.) and fastened to the stereotaxic frame. Body
temperature was kept constant at 37°C with a heating blanket. Small
holes of 1.5mmdiameter were drilled above the hippocampus contralat-
eral to the kainic acid injection for recordings (AP: 4.4, ML: 3.5) and
stimulation (AP:1.2, ML: 2.9). A craniotomy of5.8 mm anteropos-
terior and 4 mm mediolateral was performed above the hippocampus
ipsilateral to the kainic acid injection to facilitate localization of regions
generating fast ripples. The dura was gently removed around the targeted
region to promote stability. A concentric bipolar stimulating electrode
was advanced 4.0mmat a 30° angle to target theCA3 region contralateral
to the injection. A second stimulating electrode was advanced vertically
3.0 mm to target the perforant pathway at the hemisphere ipsilateral to
the injection (AP:7.0 mm and ML: 3.5 mm). Stimulation consisted of
biphasic square pulses of 0.2 ms duration and amplitudes of 0.1–1 mA
every 15 s. A subcutaneous Ag/AgCl wire was placed in the neck as a
reference electrode.
Multisite recordings were obtained with linear silicon probes of 16
electrodes at 100 m vertical spacing (NeuroNexus Tech). They were
positioned to record from all strata simultaneously, from the CA1 to the
dentate gyrus. Extracellular signals were preamplified (4
 gain) and
recorded with a 16-channel AC amplifier (Multichannel Systems), fur-
ther amplified by 100, filtered by analog means at 1 Hz to 5 kHz, and
sampled at 20 kHz/channel with 12 bit precision. Data were exported to
MATLAB for further analysis.
Silicon probes were positioned guided by extracellular stimulation. At
the hippocampus contralateral to the kainic acid injection, the CA1 re-
gion was identified by its characteristic population spike response to
suprathresholdCA3stimulation (supplemental Fig. 1C, available atwww.
jneurosci.org as supplemental material). Once the position of the CA3
stimulating electrode was optimized at the contralateral hippocampus,
wemoved the 16-channel probe to the side ipsilateral to injection to look
for regions generating fast ripples. They were detected by their charac-
teristic stimulation-evoked responses consisting of population dis-
charges, in contrast to the normal single population spike recorded in the
contralateral side (supplemental Fig. 1D, available at www.jneurosci.org
as supplemental material). Spontaneous fast ripples occurred sporadi-
cally at the same regions in the hippocampus ipsilateral to the injection.
In some cases, we noted that these spontaneous events appeared after
2–4 stimulation pulses of the contralateral CA3 at 1–1.5 mA. Several
tracks needed to be tested to localize regions generating fast ripples,
with optimal coordinates typically found between2.9 mm and3.7
mm anteroposterior and from 1.5 to 2.9 mm mediolateral, variable
from rat to rat. One-dimensional current source density (CSD) pro-
files were calculated using the second spatial derivate of local field
potentials. Smoothing was not applied and no resistivity difference
between strata was considered. After completing recordings, the sili-
con probe was carefully withdrawn in the ventrodorsal direction
without changing other coordinates. The probe was then submerged
in a solution containing the red fluorescent dye 1,1-dioctadecyl-
3,3,3,3-tetramethylindocarbocyanine perchlorate (DiI) (Invitro-
gen) while still in the stereotaxic frame and reinserted for subsequent
histological localization. Electrophysiological signals before and after
DiI staining were similar.
Juxtacellular recordings were obtained blindly, using an intracellular
amplifier (Axoclamp 2B), guided by extracellular stimulation. We used
glass pipettes of 15–25 M filled with 0.5 M NaCl driven by a hydraulic
manipulator (Narishige). Units were recorded at the stratum pyramidale
of the CA1 region and at the granule cell layer of the dentate gyrus, as
assessed by online comparison of field potential responses between the
glass electrode and the corresponding contact in the silicon probe. We
monitored the shape and amplitude of spikes over the course of experi-
ments, to check for firing pattern stability.
Histology and immunohistochemistry. After completing in vivo experi-
ments, rats were perfused intracardially with 100 ml of PBS and 0.2%
heparin followed by 400ml of 4% paraformaldehyde in PBS, pH 7.3. The
brains were then removed and stored in the fixative solution overnight.
Coronal sections of 100 m were cut with a vibratome. For immuno-
staining, free-floating sections were washed in 0.1 M PBS followed by
incubation in 1% H2O2 for 45 min. After washing in PBS several times,
sections were maintained during 1 h in PBS containing 10% fetal bovine
serum (FBS) and 0.25% Triton and then incubated overnight at 4°C in
antisera to NeuN (in mouse, 1:1000, Bachem) diluted in PBS containing
1% FBS and 0.25% Triton. On the second day, sections were incubated
for 2 h in biotinylated anti-mouse (1:200) and for 1 h in avidin-biotin-
horseradish peroxidase complex (1:1000, Vector Laboratories) diluted in
PBS. They were washed in PBS, developed in 0.05% diaminobenzidine
tetrahydrochloride and 0.01% H2O2, and mounted on slides cover-
slipped with Eukitt (Fluka). In some cases, we used the Alexa-568 anti-
mouse antibody (Invitrogen) and directly mounted the sections in 87%
glycerol. The DiI staining was directly observed in the sections.
Data analysis. In our previous work, we studied the spectral properties
of fast ripples in vitro averaged over many events using standard fast
Fourier transform (FFT) techniques (Foffani et al., 2007). In the present
study, we needed to quantify the dynamics of fast ripples in vivo on a
single-event basis. Single-event power spectra of field potential record-
ings were thus estimated with a more sophisticated approach based on
the Thomson multitaper method (Thomson, 1982). We specifically
adopted the indirect method, estimating the spectrum from the autocor-
relation function of the signal, after mean detrending and with a time–
bandwidth product of 2 (i.e., 3 tapers). Epochs of 200 ms of fast ripple
events were detected by eye and triggered by the positive peak of the accom-
panying individual sharp waves. We used FFT sizes to obtain frequency
resolutionsbetween4.9and19.5Hz.Time–frequency single-event represen-
tations were obtained by applying themultitaper spectral estimation in slid-
ing windows with 97.7% overlap and a frequency resolution of 10 Hz.
Note that the time–frequency resolution was optimized to quantify the
overall single-event spectrum and not to quantify the spectral dynamics
within events (Nguyen et al., 2009).
To quantify the spectral organization, each single-event spectrum was
normalized by the power between 100 and 800 Hz. The normalized
power was treated as a statistical distribution, from which we extracted
three main parameters: the entropy, a fast ripple index (FR index), and
the spectral mode. The entropy, which is a measure of spectral disorga-
nization, was calculated as f p( f )log2( p( f )), where p( f ) is the nor-
malized power at each frequency f. By definition, the entropy does not
depend on the frequency and is maximal for a flat spectrum (noisy oscil-
lations) at log2N 5.12, withN 35 being the number of bins used. The
FR index was calculated as the integral of the normalized power in the
400–800 Hz band, and represents the proportion of the spectrum at
the upper fast ripple band. It varies from 0 to 1. Finally, the spectral
mode represents the most probable frequency peak of the spectrum.
Field potentials from simulations and in vivo experiments were all ana-
lyzed in the same way. In all cases, signals were filtered using forward-
backward zero-phase FIR filters of order 512.
Action potentials from simulations and from juxtacellular recordings
were discriminated using standard threshold-based procedures on high-
pass filtered data and checked visually.
In simulations, we calculated a pairwise synchronization measure-
ment of the burst synchrony between neurons using the interspike inter-
val (ISI) distance (Kreuz et al., 2009). For this purpose, we used the
instantaneous coefficient of variation of the ISI taken across all neuron
pairs at any given time over the entire temporal window. Values at zero
indicate perfect synchronization between pairs, whereas the larger the
coefficient of variation, the poorer the firing coordination. Results are
reported in a matrix form for all pairwise combinations.
In juxtacellular recordings, the firing frequency of units during indi-
vidual fast ripple events, as detected in the adjacent field potential record-
ing, was estimated as the inverse of the average ISI for bursts ofmore than
two spikes. The firing precision of units within the fast ripple cycles was
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estimated by calculating the corresponding
Hilbert transform of the filtered (100–800Hz)
nearby field potential. We then extracted the
phase of the fast ripple oscillation in corre-
spondence to every spike of the unit, consider-
ing only spikes occurring when the amplitude
of fast ripples was at least half of the maximal
amplitude within an event. We calculated the
firing precision as the phase jitter of the
spikes, converted from radians to milliseconds
through the single-event spectral mode of the
nearby field potential.
All results are given as mean SD. Correla-
tions were assessed using Pearson’s correlation
coefficient.
Results
Fast ripples are transient high-frequency
oscillation recorded in the epileptic hip-
pocampus that are thought to reflect
population discharges from abnormally
bursting neurons (Fig. 1A) (Bragin et al.,
2000; Dzhala and Staley, 2004). Here we
used a widely used computational model
of pathological population discharges to
simulate field potential fast ripple oscilla-
tions associated with neuronal bursting
(Traub andWong, 1982; Traub andMiles,
1991; Traub et al., 1991). Our aim was to
derive predictions on the spectral organi-
zation of local field potential oscillations
depending on in-phase and out-of-phase
neuronal firing at different frequencies
and to test these predictions in vivo.
Computational simulations of
population fast ripple oscillations
We first sought to simulate fast ripple os-
cillations associated with population dis-
charges by using a computational model
of pathological hippocampal networks
(see Traub and Miles, 1991, for a sum-
mary). For this purpose, we built a network
of 120 intrinsically bursting neurons having
19 compartments that were equipped with
voltage-dependent ionic conductances
(see Materials and Methods). Neurons
were connected randomly through fast
excitatory AMPA-like synapses, and extracellular potentials were
calculated using the field equation (Malmivuo and Plonsey,
1995) (see Materials and Methods).
At the onset of the simulation, one neuron fired a burst con-
sisting of a group of six action potentials at a frequency of 180Hz.
The firing of this single neuron initiated a rapid buildup of activ-
ity that spread across excitatory synapses and led to bursting in
the entire population (Fig. 1B), as described both experimentally
and computationally (Traub and Wong, 1982; Miles and Wong,
1983;Menendez de la Prida et al., 2006). Simulated field potential
recordings at the cell body layer showed population events with
high-frequency oscillations (Fig. 1B). Most cells fired within tens
of milliseconds of the triggering burst and contributed to gener-
ate the field potential oscillations (Fig. 1B, black trace). Some
cells remained hyperpolarized after an initial burst, revealing part
of the underlying compound population EPSP (Fig. 1B, blue
trace, arrow). These features are consistent with previous models
and experiments examining the mechanisms of pathological
population discharges (see Traub and Miles, 1991 for a sum-
mary). Here, we will focus on the emergence of the accompany-
ing high-frequency field potential oscillations.
Spectral organization of high-frequency oscillations in the
ripple and fast ripple bands
In our basic simulation, the spectrum of fast ripples exhibited a
single peak at180 Hz, which reflected the intraburst frequency
of single neurons (Fig. 1B). Varying slightly the dendritic con-
ductances of Ca2, Na, and K channels within the ranges
typically used in the modeling literature, together with a lower
cell capacitance (0.8–1 F  cm2) and a faster Na dynamics,
we were able to modulate the frequency of single-cell bursting
between 180 and 500 Hz. We then repeated the simulation for
each intraburst frequency and looked at the field potential oscil-
Figure 1. Computational simulations of fast ripple oscillations. A, Fast ripples are thought to reflect population spikes from
synchronousbursting cells. Here is anexampleof one spontaneouspopulationdischargeand theassociated fast ripples as recorded
from slices prepared from chronic epileptic rats. A simultaneous intracellular and field potential recording is shown. The time–
frequency power spectrum of field potential oscillations confirms pure fast ripples characterized by a single spectral peak that
reflect single-cell behavior.Whilemultiple spectral peaks arepredominant in fast ripple events recorded in slices fromepileptic rats
(Foffani et al., 2007), pure fast ripples are evident in some individual events.B, Simulation results from a network of 120 randomly
connected intrinsically bursting neurons. At the onset of the simulation, one neuron fires a burst and recruits other neurons to fire.
Most cells fire after tens of milliseconds of the triggering burst and contribute to generate field potential oscillations (black trace).
Some cells remain hyperpolarized after an initial burst and reveal part of the underlying population EPSP (blue trace, arrow). Fast
ripple oscillations at 180 Hz are detected at the field potential, which coincides with the intraburst frequency of single cells. C,
Varying the dendritic conductance densities of Ca 2, Na, and K channels, together with lower cell capacitance (1
F  cm2), accelerated the intraburst frequency of individual neurons. As a result, high-frequency oscillations resulting at the
field potential shifted in a similar frequency range. Here is shown the case of an intraburst frequency of 380 Hz. D, Spectral peaks
of pure single frequency field potential oscillations resulting from simulations with different intraburst frequencies.
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lations. For increasing intraburst frequencies, field potential os-
cillations shifted in a similar range, from the ripple (100–200Hz)
to the fast ripple (250 Hz) band (Fig. 1C,D). In all these cases,
fast ripples were brought about by synchronous neuronal burst-
ing at the intrinsic frequency of individual neurons. We termed
these oscillations “pure fast ripples,” because their spectrum was
composed of a single peak that reflected single-cell behavior.
An ordered raster representation of the firing fromall neurons
of the simulation illustrates the single-cell behavior (Fig. 2A1).
The firing histogram shows that action potentials from different
neurons occurring within 1 ms bin contributed together to form
a population spike (Fig. 2A2, inset). Neurons typically organized
in clusters, which were determined by
both the propagation delays and the in-
trinsic intraburst frequency. Propagation
delays depended on the temporal summa-
tion required to bring postsynaptic cells to
the firing threshold. In Figure 2A1, cells in
the cluster marked by a red arrow were
recruited to burst together 5 ms before
cells in the clustermarked by a blue arrow,
and 8 ms before cells in the cluster
marked in gray. Population spikes were
contributed by individual action poten-
tials from different clusters due to overlap
between propagation delays and intra-
burst interspike intervals. For instance,
first spikes in cluster 3 (gray arrow) be-
came synchronous with third spikes in
cluster 1 (red arrow), thus contributing
together to the same ripple cycle (Fig.
2A1). This cluster organization is cap-
tured by a measure of pairwise spike syn-
chrony (Kreuz et al., 2009) (supplemental
Fig. 2A, available at www.jneurosci.org as
supplemental material; see Materials and
Methods).
Increasing the strength of the individual
synapses had a major effect: it accelerated
polysynaptic propagation by bringing neu-
rons earlier to firing threshold, while main-
taining a similar intraburst frequency (Fig.
2B1).This introduceda temporalmismatch
between propagation delays and intraburst
interspike interval, which resulted in out-of
phase firing (see delays between clusters
1, 2, and 3 in Fig. 2B1 vs Fig. 2A1). As a
consequence, neuronal synchronization
decreased and cluster composition broke
down into subclusters (supplemental Fig.
2B, available at www.jneurosci.org as sup-
plemental material). This created addi-
tional population spikes (Fig. 2B2, inset)
and high-frequency components in the
spectrum (Fig. 2B3,B4). The spectral dis-
tribution varied as synaptic strength in-
creased (Fig. 2D), but note that not all the
emergent peaks were strictly harmonics
(Fig. 2D, white arrows). Increasing the
synaptic strength resulted in increased
values of the spectral entropy (Foffani et
al., 2007), which is a measure of the spec-
tral disorganization (Fig. 2E, thick black
line). In this regime of increased synaptic strength, fast ripples are
not pure oscillations reflecting single-cell behavior, but rather
become emergent oscillations that can reach frequency values
much higher than the firing frequency of individual cells. Further
increasing the synaptic strength (18 nS) reorganized the clus-
ters in-phase by aligning propagation delays with the intraburst
interspike interval (Fig. 2D, open arrow). Hence, pure oscilla-
tions were reinstated at the cell intrinsic frequency and the spec-
tral entropy decreased (Fig. 2E, black traces). Similar features
were present in simulations of 1000 bursting neurons with intra-
burst frequency of 180Hz (supplemental Fig. 3, available at www.
jneurosci.org as supplemental material).
Figure 2. Spectral features of emergent high-frequency field potential oscillations. A raster representation of the firing fromall
neurons in the simulation facilitates the interpretation of how field potential oscillations develop. A–C, Results are illustrated in a
columnar arrangement for simulations using two different synaptic strengths: gsyn 8 nS (A) and gsyn 12 nS (B); and for
gsyn 8 nS plus added glutamatergic (0.8 nS) and GABAergic (0.75 nS) synaptic noise (C). In all cases, the intraburst frequency of
individual neuronal burstingwas180Hz.A1,B1,C1, Rasters are ordered according to the timingof individual neuronal firing in the
simulation shown inA1. Three neuronal clusters are indicatedwith red, blue, and gray arrows to emphasize their activation delays
and enlarged at right. A2, B2, C2, Firing histograms obtained from the rasters shown above. The insets show histogram details
indicated in gray, together with the concurrent field potential oscillation. A3, B3, C3, Simulated field potential recordings show
population events with fast ripple oscillations. A4, B4, C4, Time–frequency analysis of the fast ripple events shown above. Power
spectrumvalues are color coded fromzero tomaximum.D, Spectral peaks of fast ripple oscillations resulting from simulationswith
different synaptic strength. Note the emergence of frequency components faster and slower than 180 Hz for gsyn 10 nS (white
arrows). For synaptic strength gsyn 18 nS, pure single-peaked oscillations are reinstated (open arrow). E, Plot of the spectral
entropy, which is a measure of the spectral disorganization, against the synaptic strength for the simulations shown in D (black
trace) and for three levels of glutamatergic synaptic noise (gray traces).
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We also tested the effect of synaptic noise, as we previously
found that it was related to the emergence of fast ripples in vitro
(Foffani et al., 2007). Synaptic noise had nontrivial effects on
network dynamics: first, it reduced spike-timing reliability at the
single-cell level (Fig. 2C1), as previously described (Foffani et al.,
2007). Second, it interferedwith propagation delays by advancing
and delaying the onset of bursting in different neurons. This
produced a disorganization of bursting both within and between
cells, which resulted in further subclustering of the original
groups and created emergent oscillations at higher frequencies
(Fig. 2C3,C4 vs Fig. 2A3,A4; supplemental Fig. 2C, available at
www.jneurosci.org as supplemental material). Consistently, in-
creasing the noise level at different synaptic strengths further
disorganized the power spectrum, as captured by the spectral
entropy (Fig. 2E, gray lines). Interestingly, there are some noise
regimes for which clusters realigned and the power spectrumwas
reorganized, showing low entropy values (Fig. 2E, arrow).
In summary, these simulations suggest that fast ripples can
represent either pure oscillations (Fig. 1B–D) or emergent oscil-
lations (Fig. 2B–D). The spectral features of these oscillations
depend on the interaction between a fast time scale representing
the intrinsic bursting dynamic and a slower dynamic underlying
polysynaptic recruitment of clusters of cells. Such a clustering
organizes individual neuronal firing either in-phase, producing
pure oscillations due to synchronous neuronal bursting, or out-
of-phase, producing emergent oscillations at higher frequencies.
The increased connectivity and enhanced synaptic noise, result-
ing from sprouting and other forms of proepileptic circuit reor-
ganization in vivo (Nadler et al., 1980; Esclapez et al., 1999; Shao
and Dudek, 2004), might therefore interfere with the in-phase
organization of firing and result in emergent oscillations.
Clustering delays underlying emergent oscillations
Is there a precise delay between two clusters that is responsible for
the emergent oscillations at higher frequencies? To test for con-
ditions required for emergent oscillations, we simulated two
nonconnected and homogenously distributed clusters that inde-
pendently fired at 180 Hz with different delays. Simulated field
potential recordings were obtained at the cell layer center, with
similar contribution from each cluster.
Cluster delays of 0.5–1.5 ms had no discernible effect on the
field potential, meaning that individual action potentials from
both groups contributed together to the same population spike
(Fig. 3A, left). This highlights the importance of firing precision
Figure 3. Temporal features of emergent fast ripple oscillations. A, Simulated field potentials and rasters generated by two nonconnected clusters that fire independently at an intraburst
frequency of 180 Hz with lags of 0.5 ms (left), 2.9 ms (middle), and 3.5 ms (right). Note the emergent peaks in the time–frequency spectrum for 2.9 and 3.5 ms lags. B, Dependence of the spectral
peaks on the cluster lag,whichwas changed in the range of 0.5 to 4.5ms at 0.1ms steps. Note the emergence of spectral components of the basic oscillation at 180Hz. A ripplewaveformwas scaled
on the cluster lag axis to highlight the relationship between lags and the oscillatory cycle. C, Simulated field potentials and rasters generated by clusters of different sizes that fire independently at
an intraburst frequency of 180 Hzwith a lag of 3.5ms. The percentage values indicate the proportion of the whole population (clusters 1 2) that fire out-of-phase (cluster 2). Arrows point to the
out-of-phase cycles contributed by cells in cluster 2. D, Dependence of the spectral peaks on the percentage of neurons firing out-of-phase.
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at the millisecond scale in setting ripples formed by population
spikes (Andersen et al., 1971). A virtual elimination of the spec-
tral peak representing the firing frequency of individual neurons
occurred for cluster delays of 2.2–3.4 ms (Fig. 3A, middle panel).
Under this condition, high-frequency peaks were clearly present
in the spectrum, but these oscillations were all emergent, because
individual neurons were firing at a lower frequency that was ab-
sent in the spectrum. Note also that the emergent oscillations do
not need to be strictly harmonics of the firing frequency of indi-
vidual neurons. Finally, cluster delays from 3.5 to 4ms resulted in
different contribution of the firing frequency of individual neu-
rons and in emergent oscillations at higher frequencies (Fig. 3A,
right). The resulting picture is more obvious if we plot the spectral
peaks as a functionof the cluster lag (Fig. 3B).A ripplewaveformwas
scaledon the cluster lag axis tohighlight the relationshipbetween the
emergent spectral peaks and the phase of the cycle. Out-of-phase
firing of individual neuronswith delays equivalent to 1/2 to 3/4 of
the cycle resulted in emergent oscillations at high frequencies
(Fig. 3B).
Emergent fast ripples caused by out-of-phase firingmight also
depend on the proportion of cells belonging to each cluster. We
tested the effect of the size of the out-of-phase group on the
spectral properties of emergent oscillations. To this purpose, we
varied the proportion of cells firing out-of-phase, i.e., the relative
size of clusters 1 and 2, at different delays. Figure 3, C and D,
illustrates the case of a 3.5 ms lag, which resulted in the spectrum
shown in Figure 3A (right) for clusters of similar sizes. We found
that the relative contribution of the out-of-phase cluster to the
emergent high-frequency oscillations depended on the ampli-
tude difference between population spikes contributed by each
cluster (Fig. 3C, arrows). In the resulting spectra, emergent high-
frequency peaks mirrored the proportional increase of cells from
the lagged cluster, beingmaximal for clusters of similar sizes (Fig.
3D). Therefore, out-of-phase firing among clusters of neurons
will always contribute to create emergent high-frequency oscilla-
tions of increasing relative power depending on the proportional
size of the clusters.
Spectral characterization of fast ripple dynamics
A major question is whether experimental fast ripples in the up-
per frequency band (400–800Hz) can represent pure oscillations
due to synchronous neuronal firing or are all emergent oscilla-
tions. To shed light on this issue, we used two spectral measures
to further characterize simulated fast ripples, obtaining a bidi-
mensional representation that will be useful to characterize the
fast ripple dynamic in vivo. Specifically, we used the normalized
power spectrum of fast ripple oscillations to calculate the spec-
trum entropy, which does not depend on the frequency, and the
FR index defined between 0 and 1 as the proportion of the spec-
tral power in the upper fast ripple band. A high FR index indicates
that field potential oscillationsmostly contribute to the upper fast
ripple band (Fig. 4A), whereas a lowFR index indicates dominant
oscillations slower than 400 Hz (Fig. 4B). Thus the FR index
quantifies the amount of spectral power in the upper fast ripple
band but does not inform on the pure or the emergent character
of the oscillation. Pure oscillations exhibit single spectral peaks
(Fig. 4A,B) and thus have lower entropy values than emergent
oscillations, which typically exhibit multiple spectral peaks (Fig.
4C). Thus, pure oscillations at the upper fast ripple bandwill have
low values of entropy together with high values of the FR index.
Hence, both indexes together inform on different spectral fea-
tures and can be used to complementarily characterize the orga-
nization of fast ripple oscillations.
Plotting these indexes against each other for each simulation
of cluster delays shown in Figure 3B depicted a characteristic
curve for emergent oscillations (Fig. 4D, black trace). This curve
shows that for networks of neurons bursting out-of-phase at low
frequencies, emergent oscillations (higher entropy) tend to in-
crease the relative spectral power at the upper fast ripple band
(higher FR index). Thus, the emergent regime is characterized by
a positive correlation between the entropy and the FR index,
upper bounded by the maximum entropy, which represents
noisy emergent oscillations. In contrast, for pure oscillations rep-
resenting in-phase firing at different frequencies shown in Figure
1D, the relationship between these indices depended on the fre-
quency. In-phase firing at low frequencies resulted in spectrawith
low entropy and low FR index (Fig. 4D, lower part of the gray
curve and dots), while for frequencies approaching the upper fast
ripple band, high FR indexes were obtained (Fig. 4D, upper part
of the gray curve anddots). In this case, for faster pure oscillations
(higher FR index), the spectral power tended to concentrate at the
upper fast ripple band, necessarily lowering the spectral entropy.
Thus a regime of negative correlation between the FR index and the
Figure4. Spectral features of pure and emergent fast ripple oscillations. Schematic diagram
illustrating the relationship between the spectral entropy and the FR index for pure and emer-
gent fast ripple oscillations. Each panel show a representative waveform of the fast ripple
oscillation and the correspondingnormalizedpower spectrum, fromwhere the spectral entropy
and FR index are obtained. A, B, Pure fast ripples exhibit a single spectral peak that reflects
in-phase cellular firing of similar frequency. Consequently, their power spectrum has low en-
tropy values. Pure fast ripples with significant spectral components faster than 400 Hz (shad-
owed region) will exhibit high values of the FR index (A), while slower pure fast ripples will
exhibit low values of the FR index. C, Emergent fast ripples are characterized by multipeaked
spectra of highentropy values. Typically, emergent spectral peaks significantly contribute to the
upper fast ripple band giving intermediate values of the FR index. Hence, the major spectral
features of pure andemergent fast ripples canbequantifiedusingboth the spectral entropy and
the FR index. D, Plot of the spectral entropy against the fast ripple index for the cluster lag
simulations shown in Figure 3B (black) and for simulations of pure oscillations shown in Figure
1D (gray).
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entropy would help to distinguish whether fast ripples in the upper
frequency band (400–800 Hz) reflect neuronal firing occurring at
such a high-frequency rate or are all emergent components.
In synthesis, our simulation results suggest that fast ripples at
the population level can result from two dynamic regimes at the
cellular level: (1) precise in-phase cellular bursting, leading to
pure oscillations, or (2) out-of-phase cellular bursting in a range
of lags within the oscillatory cycle, leading to emergent oscilla-
tions. Emergent oscillations in the upper fast ripple band arising
from out-of-phase firing at lower frequencies will have spectral
entropy and FR indexes positively correlated. In contrast, oscil-
lations resulting from neuronal firing at the upper fast ripple
band will exhibit higher FR indices negatively correlated with the
spectral entropy. We will use these features of the relationship
between the spectral entropy and the FR index to examine fast
ripple dynamics from experimental data obtained in vivo.
Spontaneous fast ripples in the epileptic hippocampus in vivo
To explore the spectral organization of fast ripples in the epileptic
hippocampus, we used unilateral intrahippocampal kainic acid-
treated epileptic rats (Bragin et al., 1999) and the urethane-
anesthetized preparation (n  14 rats). We obtained multisite
recordings of local field potentials from the dorsal hippocampus
ipsilateral to kainic acid injections using silicon probes of 16 elec-
trodes interspaced at 100 m.
Laminar recordings from these sites revealed spontaneous fast
ripples that occurred in the CA1 area of 6 of 14 rats (Fig. 5A1,
left). As previously described in non-anesthetized rats (Bragin et
al., 2007), fast ripples occurred in association with sharp waves of
200–800V in the stratum radiatum and occasionally coincided
with slower oscillations in the dentate gyrus (Fig. 5A2, left). Im-
munostaining against the neuronal marker NeuN revealed sub-
stantial neuronal loss in the hilus and CA3 regions of the injected
hippocampus of all rats examined (Fig. 5B; enlarged image shown
in supplemental Fig. 1E, available at www.jneurosci.org as sup-
plemental material). CSD analysis of the responses to contralat-
eral subthreshold CA3 stimulation and ipsilateral perforant path
stimulation helped to localize the different hippocampal strata
(Fig. 5C).
The spatial spectral distribution of spontaneous fast ripple
oscillations suggested that they were constrained to the CA1 re-
gion covering the strata oriens, pyramidale, and radiatum (Fig.
5A1, middle). Power spectrum analysis of the CSD responses
confirmed this idea (Fig. 5A1, right). The frequency content of
these oscillations varied substantially from event to event. In Fig-
ure 5A2, a consecutive event to that shown in A1 exhibited mul-
tiple high-frequency peaks, not strictly harmonics. Detailed
examination of ripple cycles at the stratum pyramidale of events
shown in A1 and A2 highlighted multiple population spikes
breaking down as faster ripples (Fig. 5D). A positive correlation
Figure 5. Spontaneous fast ripples in vivo.A1,A2, Two consecutive spontaneous fast ripple events recorded in vivowith 16-channel silicon probes. The electrode position alongside the different
strata is indicated. The power spectrum from the LFPs and from the CSD profiles at each channel is plotted in a color-coded scale from zero to maximum. White arrowheads indicate the stratum
pyramidale. B, Immunostaining (IH) against the neuronal marker NeuN. Note cell loss in the CA3 and hilar regions and the probe track marked with DiI (between arrowheads). See supplemental
Figure 1 E (available atwww.jneurosci.org as supplementalmaterial) for an enlarged view. C, CSD profiles of the responses to subthreshold contralateral CA3 and perforant path (PP) stimulation.D,
Details of the LFP signals recorded at the stratum pyramidale in panels A1 and A2 (shadowed regions a1 and a2). E, Plot of spectral entropy against the fast ripple index for 49 spontaneous events
recorded from 6 rats. Note the similarity with simulations (black trace).
16256 • J. Neurosci., December 1, 2010 • 30(48):16249–16261 Ibarz et al. • Emergent Fast Ripple Oscillations
between the spectral entropyand theFR index forall events recorded
at the stratumpyramidale satisfied the predicted relationship for fast
ripples at higher frequencies arising from out-of-phase firing at
lower frequencies (r 0.66, p 0.001; n 49 events from 6 rats)
(Fig. 5E). This suggests that CA1 fast ripples like the ones shown
in Fig. 5A2might follow emergent dynamics.
Stimulation-evoked fast ripples in vivo
Spontaneous fast ripples were infrequent under urethane anes-
thesia. We therefore used suprathreshold stimulation of both the
contralateral CA3 and the perforant pathway to evoke them in the
hippocampus ipsilateral to the kainic acid injection, as previously
described in non-anesthetized rats (Bragin et al., 2002).
Stimulation of the contralateral CA3 evoked fast ripple events
with 5–10 ms latency, similar to those recorded spontaneously
although of higher amplitudes (400–1200 V, n  8 rats) (Fig.
6A1). The power spectrum of the local field potentials and the
CSD responses confirmed the presence of fast ripples at the stra-
tum pyramidale of CA1 (Fig. 6A2, arrowhead; supplemental Fig.
4A, available at www.jneurosci.org as supplemental material). A
good correlation (r  0.95, p  0.0001; 25 events from 4 rats)
between spectral peaks from the field potential and the CSD pro-
files supports the idea that fast ripples evoked in CA1 by con-
tralateral CA3 stimulation represent local events (Fig. 6C1).
In contrast, perforant path stimulation resulted in broadly
distributed fast ripple events with peaks at 300–600 Hz frequen-
cies and large amplitudes (1–5 mV, n 7 rats) (Fig. 6B1). Short
latencies of the order of 2.2–3.5ms suggested that these fast ripple
events resulted from direct activation of granule cells. In this
example, electrodes within the dentate gyrus sampled fast ripples
exhibiting two spectral peaks, whereas only the highest peak was
detected by electrodes far away in the hippocampal fissure and
Figure 6. Stimulation-evoked fast ripples in vivo.A1, Local field potential responses to contralateral CA3 stimulation (arrowhead).A2, The power spectrum from the LFPs (left) and from the CSD
(right) profiles at each channel is plotted in a color-coded scale fromzero tomaximum(see supplemental Fig. 4, available atwww.jneurosci.org as supplementalmaterial, for the CSDprofiles).White
arrowheads indicate the stratum pyramidale with similar spectral response between the LFP and the CSD spectra.B1, Laminar responses to ipsilateral perforant path (PP) stimulation (arrowhead).
B2, Power spectra obtained from the LFP and the CSD profiles (for the CSD profiles, see supplemental Fig. 4, available at www.jneurosci.org as supplemental material). White arrowheads indicate
the granule cell layer. C1, Correspondence between the spectral peaks obtained from the LFP and from the CSD profiles at the strata oriens (so), pyramidale (sp), and radiatum (sr) of the CA1 region
upon contralateral CA3 stimulation. C2, Same representation for the profiles obtained at the hippocampal fissure (hf) and granule layer (gl) upon PP stimulation. D, Subthreshold CSD profiles and
NeuN immunostaining (IH) for the experiment shown in A and B. See supplemental Figure 1 F (available at www.jneurosci.org as supplemental material) for an enlarged view of the NeuN section.
The probe track is indicated by arrowheads. E, Distribution of themost probable frequency peak (mode) from stimulation-evoked (CA1 evk) and spontaneous (CA1 spont) CA1 oscillations and for the
dentate gyrus stimulation-evoked events (DG evk). F, Plot of spectral entropy against the fast ripple index from 91 stimulation-evoked events in the CA1 region (black) and from 60 stimulation-
evoked events in the DG (red). Red arrow indicates red points distributed in the lower part of the curve.
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the stratum radiatum (Fig. 6B2, left spectrum). However, the
CSD analysis showed that they were not locally generated (Fig.
6B2, right spectrum; supplemental Fig. 4B, available at www.
jneurosci.org as supplemental material). The nonlocal character
of these oscillations was reflected in the poor correlation between
spectral peaks from the field potentials and from theCSDprofiles
at the hippocampal fissure (r 0.39, p 0.02; 33 events from 6
rats) (Fig. 6C2). Instead, this correlation was maximal at the
granular cell layer (r 0.74, p 0.0001) (Fig. 6C2).
To examine the frequency components of field potential os-
cillations, we calculated the spectralmode, i.e., themost probable
frequency peak of the spectral distribution. The spectralmodes of
stimulation-evoked fast ripples (91 events from 7 rats) and spon-
taneous fast ripples (49 events from 6 rats) in CA1 stratum pyra-
midale were similar, with values in the range of 100–400Hz (Fig.
6E). Althoughwe found no spontaneous fast ripples comparable to
the stimulation-evoked fast ripples in the dentate gyrus under ure-
thane, similar events has been described in the non-anesthetized
preparation (Bragin et al., 2002). To avoid contamination from
propagated signals, we used the CSDprofiles at the granular layer to
estimate the spectral features of perforant path-evoked fast ripples.
The most probable frequency peaks were found at the 300–600
Hz band (n 60 events from 7 rats) (Fig. 6E).
Plotting the spectral entropy against the FR index for
stimulation-evokeddata suggesteddifferent dynamic regimes of fast
ripples in CA1 and in the dentate gyrus (Fig. 6F). Stimulation-
evoked fast ripples inCA1displayed a positive correlation between
entropy and FR index (r 0.63, p 0.001) (Fig. 6F, black dots),
similar to the spontaneous events shown in Figure 5E, suggesting
that in this region fast ripples at higher frequencies can arise from
out-of-phase firing at lower frequencies. In contrast, stimulation-
evoked fast ripples in the dentate gyrus displayed high values of
FR index that were negatively correlated with the entropy (r 
0.67, p 0.001) (Fig. 6F, red dots), suggesting that they repre-
sent oscillations due to neuronal bursting at high-frequency
rates. There were cases at intermediate values of FR index that
remained ambiguous (Fig. 6F, red arrow). Single-cell recordings
were then required to fully understand the underlying dynamic.
Juxtacellular recordings from CA1 and dentate gyrus cells
in vivo
Single-cell activity was recorded juxtacellularly using glass pi-
pettes and simultaneous 16-channel silicon probes guided by ex-
tracellular stimulation. Most neurons recorded in the CA1
stratum pyramidale exhibited features of pyramidal cells (8 of 10
cells from 6 rats), including low spontaneous firing rate (1.1
Hz) and spike duration of 0.7–1.5 ms (Fig. 7A) (Ranck, 1973).
Two ambiguous neurons with high spontaneous firing rates and
short spike durations were not included in the analysis (Fig. 7A,
arrowheads). While some overlap has been described in similar
parameters obtained from extracellular recordings of pyramidal
cells and interneurons, complex-spike bursts appear to be a
pyramidal-cell-specific pattern (Fig. 7B) (Ranck, 1973; Csicsvari
et al., 1999). We found the first peak of the firing autocorrelo-
gram to be consistent with a CA1 pyramidal-like unit in 5/8 cells
(13.4 6.8 ms). The remaining three cells did not fire complex-
spike bursts, but they were classified as pyramids according to
large spike duration and low firing rate.
Most CA1 pyramidal cells responded with bursts to contralat-
eral CA3 stimulation (5/8), confirming that fast ripples involve
abnormal burst firing. In 4 of these 5 units (Fig. 7C), concurrent
field potential oscillations recorded at the pyramidal layer exhib-
Figure 7. Juxtacellular recordings in vivo. A, Plot of the spike duration versus the firing rate for CA1 unit classification as pyramidal cells (black) and putative interneurons (open dots). The inset
illustrates spikewidth estimation.B, Spontaneous firing patterns fromunits shown as color coded in C to F. The black, gray, and light gray traces correspond to CA1 units shown in C–E, respectively.
The red trace correspond to the unit at the dentate gyrus (DG) shown in F. C, Representative response of CA1 units to contralateral CA3 stimulation seen in 4/8 units. Local field potential recording
at the stratumpyramidale (SP) and the associated high-frequency oscillations (HFO) are shown, togetherwith the firing histogram.D, One CA1neuron respondedwith bursts thatwere synchronous
with the field potential recording.E, Three of eight CA1neurons fired single spikes in response to contralateral CA3 stimulation. In these cases, the oscillatory field potential componentwas not clear.
F, Representative response seen in 5/5 DG units to perforant path stimulation.G, Plot of the spectral entropy against the fast ripple index for the field potential oscillations of experiments shown in
C,D, and F, with similar colors. The r values of a Pearson correlation are shown for each case. Lines correspond to simulation prediction.H, Unit firing frequency is plotted against the spectral peaks
of the nearby fast ripple oscillations (250–800 Hz) for CA1 (black) and DG (red). An identity discontinuous line is shown to illustrate the dependence of neuronal firing rate on oscillatory frequency.
A second discontinuous line indicates the harmonic behavior (frequency 0.5
 spectral mode).
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ited a positive correlation between entropy and FR index, consis-
tent with emergent dynamics (Fig. 7G, black dots). In these cases,
pyramidal neurons had intraburst firing rates of 251  36 Hz
(n  4 units). The individual spikes aligned with preferred field
potential cycles with 1.23 0.18 ms precision (104 spikes from 4
units). However, variability in the number of spikes from 3 to 1
per event and jumps between cycles within each event were seen,
as captured by firing histograms (Fig. 7C, bottom). This dynamic
is consistent with the clustering organization observed in our
simulations. In one unit from one rat, individual events exhibit-
ing pure oscillations up to 360 Hz were detected in the nearby
field potential and the cell followed that frequency with some
variability in the number of spikes emitted (Fig. 7D). The remain-
ing 3 of 8 CA1 pyramidal neurons fired single spikes (Fig. 7E).
The nearby field potential oscillations were not clear in these
cases. Overall, there were no correlation between the intraburst
frequency fromCA1 single-cells and the spectral peaks of the field
potential fast ripple oscillation (r  0.11, p  0.37, n  65
events, 5 cells from 4 rats) (Fig. 7H, black dots), suggesting that
fast ripples in the CA1 regionmostly reflect emergent oscillations
due to out-of-phase firing.
In contrast, juxtacellular recordings from granule cells con-
firmed that fast ripples in the dentate gyrus mostly reflected pure
oscillations due to synchronous bursting. Granule cells rarely
fired spontaneously between events and had spike durations sim-
ilar to pyramidal cells (0.8–1.5ms,n 5; Ranck, 1973). Perforant
path stimulation induced bursting responses in all 5 units re-
corded from 3 rats with intraburst frequency of 320  49 Hz,
slightly higher than CA1 cells (Fig. 7F). In all 3 rats, nearby field
potential oscillations, recorded at the granular layer, occurred at
the 250–400 Hz band, and individual spikes had a firing preci-
sion of 0.77  0.50 ms (103 spikes from 5 units). A negative
correlation between the entropy and the FR index of field poten-
tial oscillations suggested a different mechanism compared to
CA1 (Fig. 7G, red dots). Indeed, single-cell frequency was posi-
tively correlated with the spectral peaks of the field potential fast
ripple oscillation, in contrast to CA1 cells (r 0.56, p 0.0001;
n  49 events from 5 cells) (Fig. 7H, red dots). This correlation
occurred within a limited frequency range of 250–400 Hz. This
suggests that in the dentate gyrus, stimulation-evoked fast ripples
mostly represent pure oscillations resulting from synchronous
neuronal firing at 250–400 Hz.
Discussion
Our results suggest that fast ripples can arise both from in-phase
firing and fromout-of-phase firing in the epileptic hippocampus.
In-phase firing results from pathological synchronous bursting,
producing pure oscillations that can reach frequencies up to 300
Hz in the CA1 and up to 400 Hz in the dentate gyrus. The orga-
nization of out-of-phase firing is determined by firing delays be-
tween neuronal clusters in the range of 1/2 to 3/4 of the
intraburst cycle, producing emergent oscillations at higher fre-
quencies from slower-discharging cells. These two firing regimes
emerge dynamically and interchangeably on an event-to-event
basis in the epileptic hippocampus.
Oscillatory field potentials with a wide range of frequencies
have been observed and studied in the normal and pathological
hippocampus, from ultraslow oscillations, through theta, beta,
and gamma rhythms, to physiological ripples in the 100–200 Hz
band (Buzsa´ki andDraguhn, 2004). Fast ripples, with a frequency
of 250–800 Hz, have been identified in the epileptic hippocam-
pus of rats and humans 10 years ago, but their cellular basis
remains controversial.
There is debate regarding whether individual neuronal firing
follows all the frequency range of fast ripples, i.e., 250–800 Hz
(Staley, 2007; Engel et al., 2009). The current doctrine is that fast
ripples reflect pathological hypersynchronous bursting from
principal neurons (Bragin et al., 2000). In classical experiments
with penicillin foci, most cells burst synchronously during pop-
ulation discharges (Matsumoto and Ajmone Marsan, 1964).
Thus, extracellular dipoles formed by precise bursting of parallel-
oriented pyramidal cells summate to produce repetitive popula-
tion spikes that reflect individual neuronal firing. However, such
a high level of synchrony and bursting is not reproduced in other
focal models and is controversial in human temporal lobe epi-
lepsy (Wyler et al., 1975; Colder et al., 1996).
Our juxtacellular data confirmed that fast ripples reflect not
only pure oscillations due to population spikes from principal
cells discharging synchronously at 100–400 Hz, but also emer-
gent oscillations. Under certain conditions, neuronal bursting
was synchronous and high-frequency oscillations perfectly
matched single-cell behavior. This seemed to be often the case in
the dentate gyrus but not in most CA1 neurons in vivo or CA3
cells in vitro (Foffani et al., 2007), where individual neurons
typically fired slower than 300 Hz and faster ripples were ob-
served in the field potential. Possible mechanisms underlying
this difference include different intrinsic neuronal firing
properties and synaptic circuitry between the epileptic CA1
and dentate regions (Esclapez et al., 1999; Na¨gerl et al., 2000;
Kobayashi and Buckmaster, 2003).
Under urethane anesthesia, some spontaneous pure oscilla-
tions in the CA1 region of epileptic rats occurred at 100–300 Hz,
suggesting that oscillations at that frequency reflect pathological
synchronous bursting. Notably, these oscillations might contrast
with physiological ripples (100–200 Hz) in that they involve fir-
ing from a larger number of neurons, and that in normal ripples,
pyramidal cells burst less reliably (Csicsvari et al., 1999, 2000;
Harris et al., 2001), with a main contribution of inhibitory field
potentials (Ylinen et al., 1995). Interneuronal firing is not pro-
posed to contribute directly to fast ripples, although the postsyn-
aptic role of inhibitory currents remains unclear. Recent work
suggests that the contribution of inhibitory currents to the extra-
cellular field potential during population discharges ismasked by
increased pyramidal cell firing (Trevelyan, 2009). Indeed, antag-
onists of GABAA receptors have no effect on fast ripples in vitro
(Maier et al., 2003), similar to high-frequency oscillations asso-
ciated with sensory evoked potentials (Jones and Barth, 2002;
Staba et al., 2004). Instead, synchronous bursting in the hip-
pocampus seems to require disinhibition (Wong et al., 1979;
Miles and Wong, 1987), or prolonged periods of neuronal silence
followed by dendritic excitation (Kamondi et al., 1998; Harris et al.,
2001). These mechanisms need to be further explored to better un-
derstand the role of interneuronal firing in fast ripples (Spampanato
and Mody, 2007) and the relationship between normal ripples and
pathological forms of high-frequency oscillations.
Our data suggest that most events containing fast ripples
400 Hz resulted from emergent oscillations. In every experi-
ment, there was large variability from event to event with spectral
fluctuations between low- and high-frequency bands. This is
consistent with reports of pathological high-frequency oscilla-
tions in the ripple band being typically recorded intermixed with
fast ripples (Bragin et al., 1999; Staba et al., 2002; Worrell et al.,
2008). Our computational simulations suggested that the emer-
gent oscillations are built upon functional clustering of bursting
cells and emerge at a range of synaptic strengths and noise levels.
Similar clustering was previously described in a detailed mathe-
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matical analysis of a simplified Traub model with all-to-all con-
nections (Pinsky, 1995), and in other models of excitatory
neurons with specific coupling parameters (Li et al., 2003). Such
clustering is evident experimentally in the appearance of emer-
gent population spikes. Cluster delays of the order of 2–4 ms
revealed to be optimal for emergent oscillations. These periods
result from firing delays between cells being recruited after
polysynaptic propagation and due to spike-generation dynamics
(Miles et al., 1988; Fricker andMiles, 2000). The role of neuronal
delays has been described inmodels of fast oscillations from 40 to
200Hz exhibiting a rich repertoire of emergent behaviors (Brunel
and Wang, 2003; Roxin et al., 2005). Importantly, spikes sepa-
rated by 0.5–1.5 ms would contribute together to the same cycle,
reflecting the temporal scales required to generate population
ripples (Andersen et al., 1971; Barth, 2003). That explains why
both precise and imprecise firing are claimed to be responsible for
fast ripples (Dzhala and Staley, 2004; Foffani et al., 2007). Precise
neuronal discharges synchronize in-phase to build pure oscilla-
tions of similar frequencies (Dzhala and Staley, 2004), whereas
imprecise firing breaks down into clusters, leading to emergent
oscillations at higher frequencies (Foffani et al., 2007). One cor-
ollary of these two studies, together with the current work, is that
a network of heterogeneous neurons would rarely be synchro-
nized in-phase and emergent oscillations would dominate the
field potential spectrum. This is the case of the effect of synaptic
noise in our simulations, which tends to reduce the reliability of
interspike intervals and the timing of neuronal firing.
From a clinical perspective, it has been suggested that fast
ripples could have a diagnostic value to identify epileptogenic
regions (Bragin et al., 2000; Staba et al., 2007; Worrell et al.,
2008). However, to identify pathological fast ripples in clinical
settings and to understand the underlying mechanisms based
only on their frequency content is not a straightforward task
(Engel et al., 2009). Our study suggests that the dynamical
behavior of high-frequency oscillations—as evaluated from
the spectral properties of single events and from their trial-to-
trial variability—can provide useful information about the un-
derlying pathophysiology. Such information could be helpful for
improving the classification of diverse forms of high-frequency
oscillations (Blanco et al., 2010).
In summary, our results support the idea that fast ripples in
the epileptic hippocampus alternate randomly between in-phase
and out-of-phase neuronal firing. They do not reflect single-cell
behavior per se, as perfect synchronization of individual neurons
is just one of the several ways cells become organized at the pop-
ulation level during shared activation. Therefore, emergent oscil-
lations reflect the functional dynamic of the circuit, and any
process promoting firing disorganization would favor their ap-
pearance. This would include neuronal loss (Staba et al., 2007),
but also elevated synaptic noise (Esclapez et al., 1999; Foffani
et al., 2007), circuit reorganization (Nadler et al., 1980; Koba-
yashi and Buckmaster, 2003; Shao and Dudek, 2005), or dif-
ferent channelopathies affecting intrinsic firing patterns
(Bernard et al., 2004).
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