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1. Introduction
It is well known that the development of measure and integral theory went with the demand of mathematics and its
applications. The Riemann integral and Lebesgue integrals [7], which bothwere based on the common addition and common
multiplication (+, ·), were established much earlier than the fuzzy integral, which was based on the logical addition and
logical multiplication (∨,∧) and was introduced by Sugeno [23]. In 1981, Zhao [30] presented the (N) integral which
was based on a certain combination of the logical addition and common multiplication(∨, ·) (compare also the Shilkret
integral [22]). In 1983, Kruse [10] presented the K-integral based on a λ-additive measure. In 1984, Weber [27] defined a
⊥-decomposable measure by using a t-conorm⊥, and then defined the integral related to Archimedean t-conorm⊥ in two
cases in virtue of the additive generator g of⊥. In 1985, Yang [28] established the concept of pan-integrals based on a special
type of a commutative isotonic semiring (R+,⊕,). In 1987 and 1988, almost at the same time, Sugeno and Murofushi
[24] and Ichihashi et al. [8] defined the operations of pseudo-addition and pseudo-multiplication, and established integrals
based on their own operations, respectively.
Althoughall the additive-like operationsdefinedbyYang, SugenoandMurofushi, and Ichihashi et al. use the sameadditive
operators, which are related in all cases to continuous t-conorms, their approaches differ in the multiplicative operators.
Comparing the definitions of the three multiplications gives that Sugeno and Murofushi’s multiplication is the weakest one
(i.e., the most general one).
From the above-mentioned definitions of integrals, it is clear that we can obtain the concerned integral as long as
we choose proper addition and multiplication and then assemble them according to a certain rule. Thus, enlightened by
functional analysis, in our paper, we abstract the common properties of the above-mentioned integrals, and then define an
integral in uniform rules so that all the above-mentioned integrals can be unified by one form. Moreover, wemust point out
that within this paperwe only discuss the common properties of the above-mentioned integrals. For their special properties
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we recommend the corresponding references. So, for example, several convergence theorems discussed in this paper for our
introduced integral can be found for special types of integrals in Couso et al. [4], Pap [18,20], and Wang and Klir [26].
Thepaper isorganizedas follows: InSection2, theconceptof ageneralizedring isdefinedandsomeexamplesareprovided.
In Section 3, we define the generalized Lebesgue integral and discuss some of its basic properties.We show some convergence
theoremsof thegeneralizedLebesgue integralswith sequenceofmeasurable functions. InSection4, thegeneralizedLebesgue
integral with respect to pseudo-additive set functions is also discussed. The representation of nonnegative continuous from
belowpseudo-linear functionals is provided in Section5. Lastly, as some special cases,wepoint out that theRiemann integral,
Lebesgue integral, Sugeno integral [23], (N) integral [30] and (MS) integral [24] are all special instances of the generalized
Lebesgue integral.
Note that the terminology and several basic notions from the (non-additive) measure theory used in this paper follow
Pap [20].
2. Pseudo-addition and pseudo-multiplication
In this section we will define a generalized ring. Without mentioning explicitly, in this paper, R+ = [0,+∞), R+ =[0,+∞], a, b, c, d, ai, bi (i = 1, 2, . . .) and at(t ∈ T , where T is any given index set) are all elements in R+.
Definition 2.1. A binary operation⊕ on R+ is called a pseudo-addition on R+ if and only if it satisfies the following require-
ments:
(PA1) a ⊕ b = b ⊕ a;
(PA2) (a ⊕ b) ⊕ c = a ⊕ (b ⊕ c);
(PA3) a ≤ b 
⇒ a ⊕ c ≤ b ⊕ c for any c;
(PA4) a ⊕ 0 = a;
(PA5) limn→∞ an = a, limn→∞ bn = b 
⇒ limn→∞(an ⊕ bn) = a ⊕ b.
Because of (PA2), wemaywrite a1⊕a2⊕· · ·⊕an as⊕ni=1 ai. Furthermore, we also define⊕t∈T at = supT ′⊂T ⊕t∈T ′ at ,
where T ′ is afinite subset of T . Especially,⊕∞i=1 ai = limn→∞⊕ni=1 ai. Note also that (PA1) follows fromaxioms (PA2)–(PA5),
see [15]. Nevertheless, we will keep (PA1) in axiomatics for pseudo-addition to stress its commutativity.
Definition 2.2. A binary operation ⊗ on R+ is called a pseudo-multiplication (with respect to pseudo-addition ⊕) on R+ if
and only if it fulfills the following conditions:
(PM1) a ⊗ (b ⊕ c) = (a ⊗ b) ⊕ (a ⊗ c);
(PM2) a ≤ b 
⇒ a ⊗ c ≤ b ⊗ c for any c;
(PM3) a ⊗ b = 0 ⇐⇒ a = 0 or b = 0;
(PM4) There exists a left unit element e ∈ [0,+∞], such that e ⊗ a = a, for any a ∈ R+;
(PM5) limn→∞ an = a (0 < a < +∞), limn→∞ bn = b
⇒ limn→∞(an ⊗ bn) = a⊗ b. Moreover, lima→∞(a⊗ b) =
(+∞) ⊗ b.
From (PM3), we can obtain immediately that a ⊗ 0 = 0 ⊗ a = 0 (∀a ∈ R+), and a = 0, b = 0 ⇔ a ⊗ b = 0.
Observe that the axiomatics of ⊕ and ⊗ in Definitions 2.1 and 2.2 follows exactly the approach of Sugeno and Muro-
fushi [24], see also [2]. Moreover, the concept of pan-multiplication  given in [26,28,29] corresponds to a ring structure
(R+,⊕,) with rather limited flexibility (due to the required associativity and commutativity of ). The structure of
pan-rings was completely discussed in [12], compare also [25].
Definition 2.3. Let ⊕ be a pseudo-addition on R+ and ⊗ be a pseudo-multiplication (with respect to ⊕) on R+. Then we call
(R+,⊕,⊗) a generalized ring (on R+).
Note that the concept of a generalized ring covers the structures applied in [3,8,9,13,22–24,28].
Now, we shall list some familiar generalized rings:
Example 2.4. (i) R+ with the common addition and the pseudo-multiplication⊗α is defined by
a ⊗α b = aα · b (∀ a, b ∈ R+),
whereα ∈]0,∞[, adopting the standard convention 0 ·∞ = ∞·0 = 0, is a generalized ring. It is denoted by (R+,+,⊗α).
The left unit element of⊗α is 1, and (R+,+,⊗1) = (R,+, ·) is the classical real ring based on the common addition+ and
common multiplication ·. Note that this is the unique pan-ring in this parametric family of generalized rings.
(ii) R+ with the logical addition∨ and logical multiplication∧ is a generalized ring. It is denoted by (R+,∨,∧), and its
left unit element is+∞.
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(iii) R+ with the logical addition ∨ and the common multiplication · is a generalized ring. It is denoted by (R+,∨, ·),
and its left unit element is 1.
(iv) R+ with the logical addition∨ and the pseudo-multiplication⊗which is defined by
a ⊗ b = a2 ∧ b (∀a, b ∈ R+)
is a generalized ring. It is denoted by (R+,∨,∧2), and its left unit element is+∞.
In this paper, ⊕ always denotes a pseudo-addition on R+, ⊗ a pseudo-multiplication (with respect to ⊕) on R+, and
(R+,⊕,⊗) a generalized ring.
3. Definition and properties of generalized Lebesgue integrals
In this paper, we suppose that X = ∅ is a universe of discourse,  is a σ -algebra of subsets of X , and F+ is the set of
all finite nonnegative -measurable functions on X . Without mentioning explicitly,m :  → [0,∞]will always denote a
non-negative monotone set function withm(∅) = 0. We call (X, ,m, R+,⊕,⊗) a generalized measure space.
A -measurable partition E = {Ei}i∈I of X is a class of nonempty -measurable subsets of X such that Ei ∩ Ej = ∅
whenever i = j and ∪i∈IEi = X , where I is any given index set. Let Pˆ be the set of all finite -measurable partitions of
(X, ).
Definition 3.1. Let (X, ,m, R+,⊕,⊗) be a generalized measure space. For any f ∈ F+, A ∈ , the generalized Lebesgue
integral of f over A with respect to m, is defined by
(G)
∫
A
f dm = sup
E∈Pˆ
⎧⎨
⎩
⊕
E∈E
[( inf
x∈A∩E f (x)) ⊗ m(A ∩ E)]
⎫⎬
⎭ . (3.1)
When A = X , (G) ∫X f dmwill be denoted by (G) ∫ f dm for short.
Note that in the case of the generalized ring (R+,∨,∧), the Sugeno integral [21,23] is recovered, while for (R+,∨, ·),
the Shilkret integral [22] is covered by formula (3.1).
Example 3.2. Let⊕ = +,⊗ = ·, i.e., (R+,+, ·) is the common arithmetic structure. Then
(i) if X = {1, 2, 3, 4},  = 2X ,m(A) = |A|2, f (x) = x, we have
(G)
∫
X
f dm = 19
(partition E = {{1}, {2, 3, 4}}majorizes the expression (3.1)).
(ii) if X = (0, 1],  = B((0, 1]),m = λ2 (λ is the standard Lebesgue measure on B((0, 1]), and f = id(0,1], then
(G)
∫
X
f dm = 2 −
√
3√
3
and the relevant sequence of partitions (En) is given by
En =
{(
1
3i
,
1
3i−1
] ∣∣∣∣ i ∈ {1, 2, . . . , n}
}⋃{(
0,
1
3n
]}
.
(iii) if X = (0, 1],  = B((0, 1]),m = √λ (λ is the standard Lebesgue measure on B((0, 1]), and f = id(0,1], then
(G)
∫
X
f dm = 2
3
√
3 − 2√2
and the relevant sequence of partitions (En) is given by
En =
{((
2
3
)i
,
(
2
3
)i−1] ∣∣∣∣∣ i ∈ {1, 2, . . . , n}
}⋃{(
0,
(
2
3
)n]}
.
(iv) For any generalized measure space (X, ,m, R+,+, ·) and the constant function f : X → R+, f (x) = 1, the set
functionm+ :  → R+ given by
m+(A) = (C) −
∫
A
f dm
is a+-optimal measure discussed in [11].
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Remark 3.3. (i) Observe that the formula (3.1) is just the Lebesgue integral whenever ⊕ = +,⊗ = · and m is σ -additive
measure, and it is a pan-integral whenever (R+,⊕,⊗) is a pan-ring. Thus the generalized Lebesgue integral generalizes the
idea of Lebesgue integral, as well as the idea of pan-integrals. Observe that pan-integrals (and obviously Lebesgue integral)
are homogeneous with respect to the considered pseudo-multiplication, what is not the case of the generalized Lebesgue
integral, in general. Note also that a similar idea (generalizing the Riemann integral) applied to bounded additive measures
(positive charges, not necessarily sigma-additive) can be found in De Cooman et al. [5], where instead of the system Pˆ of
all finite measurable partitions of (X, ) a special system V of finite collections of measurable subsets of X is considered.
Moreover, instead of supremumapplied in our formula (3.1), in [5] theMoore–Smith limits are consideredwhen defining the
integral. In particular cases, linked to the choice of V and considering special positive charges, lower V-integral introduced
and studied in [5] coincide with our generalized Lebesgue integral (e.g., when Lebesgue integral on a finite space X is
considered).
(ii) Consider Example 3.2 (i). Then the corresponding Choquet integral (see [6])
(C) −
∫
X
f dm = 30,
i.e., the Choquet integral differs from the generalized Lebesgue integral based on (R+,+, ·), in general.
(iii) The ring (R+,+, ·) is the only pan-ring with ⊕ = + and e = 1, supposing the σ -additivity of m, the only pan-
integral in this case is the classical Lebesgue integral. On the other hand, as shown in Example 2.4 (i), (R+,+,α) is a
generalized ring for each α ∈]0,∞[. Note that then the corresponding generalized Lebesgue integral is given by
(G)
∫
X
f dm = (L) −
∫
X
f α dm
((L) stands for the Lebesgue integral, supposing theσ -additivity ofm), i.e.,wehave aparametric class of generalized Lebesgue
integrals based on the standard addition and on fixed unit element 1. Note that the original pan-integral covers only the case
α = 1, i.e., the standard Lebesgue integral.
Definition 3.4. Let (X, ,m, R+,⊕,⊗) be a generalized measure space and A ∈ X . The (generalized) real-valued function
defined on X given by
χA =
⎧⎨
⎩ e if x ∈ A,0 otherwise,
is called the pseudo-characteristic function of A, where e is one fixed left unit element of (R+,⊕,⊗) (Note : For pseudo-
multiplication⊗, there can exist several left unit elements, we fix one of them).
In this paper, without mentioning explicitly, χA will always denote the pseudo-characteristic function of A in the sense
of Definition 3.4.
Proposition 3.5. For any f ∈ F+, A ∈ , we have
(G)
∫
A
f dm = (G)
∫
χA ⊗ f dm.
Proof. For any given E ∈  with E ⊂ A, we have
inf
x∈E(χA(x) ⊗ f (x)) = infx∈A∩E f (x)
and
inf
x∈E(χA(x) ⊗ f (x)) ⊗ m(E) = infx∈E(χA(x) ⊗ f (x)) ⊗ m(E ∩ A).
On the other hand, if E  A,
inf
x∈E(χA(x) ⊗ f (x)) = 0 ≤ infx∈E f (x)
and
inf
x∈E(χA(x) ⊗ f (x)) ⊗ m(E) = 0 = infx∈E(χA(x) ⊗ f (x)) ⊗ m(E ∩ A).
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Thus , ∀ E ∈ Pˆ , it follows
⊕
E∈E
{[
inf
x∈E(χA(x) ⊗ f (x))
]
⊗ m(E)
}
= ⊕
E∈E
{[
inf
x∈E(χA(x) ⊗ f (x))
]
⊗ m(A ∩ E)
}
= ⊕
E∈E
[
( inf
x∈A∩E f (x)) ⊗ m(A ∩ E)
]
.
From Definition 3.1, we obtain
(G)
∫
χA ⊗ f dm = (G)
∫
A
f dm. 
From Definition 3.1, we can obtain elementary properties of the generalized Lebesgue integral as follows.
Proposition 3.6. If⊗ is left distributive, i.e., (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c), for all a, b, c ∈ R+, and f and g are comonotone,
i.e., for all x, y ∈ X (f (x) − f (y))(g(x) − g(y)) ≥ 0, then
(G)
∫
(f ⊕ g)dm ≤ (G)
∫
f dm ⊕ (G)
∫
g dm. ()
Proof. The comonotonicity of f and g implies for each E ∈  the validity of the equality
inf
x∈E(f (x) ⊕ g(x)) = (infx∈E f (x)) ⊕ (infx∈E g(x)).
Due to the left distributivity of⊗, we see that then
(inf
x∈E(f ⊕ g)(x)) ⊗ m(E) = ((infx∈E f (x)) ⊗ m(E)) ⊕ ((infx∈E g(x)) ⊗ m(E)).
Due to the comonotonicity, commutativity and associativity of⊕, it follows
(G)
∫
(f ⊕ g)dm = sup
E∈Pˆ
⎧⎨
⎩
⊕
E∈E
[(inf
x∈E(f ⊕ g)(x)) ⊗ m(E)]
⎫⎬
⎭
= sup
E∈Pˆ
⎧⎨
⎩
⎛
⎝⊕
E∈E
[(inf
x∈E f (x)) ⊗ m(E)]
⎞
⎠⊕
⎛
⎝⊕
E∈E
[(inf
x∈E g(x)) ⊗ m(E)]
⎞
⎠
⎫⎬
⎭
≤
⎛
⎝sup
E∈Pˆ
⎧⎨
⎩
⊕
E∈E
[(inf
x∈E f (x)) ⊗ m(E)]
⎫⎬
⎭
⎞
⎠
⊕⎛⎝sup
E∈Pˆ
⎧⎨
⎩
⊕
E∈E
[(inf
x∈E g(x)) ⊗ m(E)]
⎫⎬
⎭
⎞
⎠
= (G)
∫
f dm ⊕ (G)
∫
g dm. 
Note that the equality in () is valid, in general, only if ⊕ = ∨. So, for example, the Sugeno and Shilkret integrals are
comonotone maxitive.
Observe that if ⊗ is commutative, then the left distributivity follows from (PM1). However, the converse is not true. As
an example, consider the generalized ring (R+,∨,∧2) introduced in Example 2.4(v).
The following properties of the generalized Lebesgue integral can be checked directly from Definition 3.1.
Proposition 3.7. Let f , g ∈ F+, A, B ∈  and a ∈ R+.
(i) If f ≤ g on A, then (G) ∫A f dm ≤ (G) ∫A g dm;
(ii) if A ⊂ B, then (G) ∫A f dm ≤ (G) ∫B f dm;
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(iii) (G)
∫
A a dm ≥ a ⊗ m(A) and (G)
∫
χA dm ≥ m(A);
(iv) if f = 0 a.e. on A, i.e., m({x : f (x) = 0} ∩ A) = 0, then (G) ∫A f dm = 0;
(v) if m(A) = 0, then (G) ∫A f dm = 0;
(vi) if m1 ≤ m2, then (G) ∫A f dm1 ≤ (G) ∫A f dm2;
(vii) if m = m1 ⊕ m2, then (G) ∫ f dm = (G) ∫ f dm1 ⊕ (G) ∫ f dm2.
Observe that the converse to Proposition 3.7(iv) is also valid under some constraints onm.
Proposition 3.8. If m is continuous from below, f ∈ F+, A ∈ , and (G) ∫A f dm = 0, then f = 0 a.e. on A.
Proof. Denote B = A∩{x : f (x) = 0}, Bn = A∩{x : f (x) > 1n }. Then it is obvious that Bn ↑ B. By the continuity from below
ofm, we can deduce limn→∞ m(Bn) = m(B).
On the other hand, by using Proposition 3.7(i), (ii) and (iii), for any positive integer nwe have that
0 = (G)
∫
A
f dm ≥ (G)
∫
Bn
f dm ≥ (G)
∫
Bn
1
n
dm ≥ 1
n
⊗ m(Bn) ≥ 0
holds, which means 1
n
⊗ m(Bn) = 0. Hence, m(Bn) = 0 from Definition 2.2 (PM3), which implies m(B) = 0, namely,
f = 0 a.e. on A. 
From Propositions 3.7(iv) and 3.8 we can obtain the following result.
Corollary 3.9. If m is continuous from below, then
(G)
∫
A
f dm = 0 if and only if f = 0 a.e. on A.
Themonotone convergence theorem is also valid for the generalized Lebesgue integral (obviously,m shouldbe continuous
from below).
Theorem 3.10. Suppose that m is continuous from below, f and fn ∈ F+, n = 1, 2, . . .. If fn ↗ f , then
(G)
∫
A
f dm = lim
n→∞(G)
∫
A
fn dm.
Proof. For any fixed real number c ∈ (0, 1), denote Bn = {x : fn(x) ≥ cf (x)}, n = 1, 2, . . . Then we have that Bn ↑ X .
Furthermore, if E = {Ei} is an arbitrary finite measurable partition of X , then ∀n ≥ 1, we have
⊕
E∈E
{[inf
x∈E(χBn(x) ⊗ cf (x))] ⊗ m(Bn ∩ E)}
≤ ⊕
E∈E
{[inf
x∈E(χBn(x) ⊗ fn(x))] ⊗ m(Bn ∩ E)}
≤ ⊕
E∈E
{[ inf
x∈Bn∩E
(χBn(x) ⊗ fn(x))] ⊗ m(Bn ∩ E)}
≤ (G) ∫Bn(χBn ⊗ fn)dm
≤ (G) ∫ (χBn ⊗ fn)dm
≤ (G) ∫ fn dm.
Consequently,
lim
n→∞
⊕
E∈E
{
[inf
x∈E(χBn(x) ⊗ cf (x))] ⊗ m(Bn ∩ E)
}
≤ lim
n→∞(G)
∫
fn dm.
Noting that limn→∞ χBn(x) = χX(x) = e and that m is continuous from below, we can deduce from Definition 2.1(PA5)
and Definition 2.2(PM5) that
⊕
E∈E
{[inf
x∈E(e ⊗ cf (x))] ⊗ m(X ∩ E)} ≤ limn→∞(G)
∫
fn dm,
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i.e.,
⊕
E∈E
[(inf
x∈E cf (x)) ⊗ m(E)] ≤ limn→∞(G)
∫
fn dm.
Moreover, since 0 < c < 1 is arbitrary, letting c → 1, we obtain
⊕
E∈E
[(inf
x∈E f (x)) ⊗ m(E)] ≤ limn→∞(G)
∫
fn dm.
As a result, we can conclude
(G)
∫
f dm ≤ lim
n→∞(G)
∫
fn dm
from the fact that E is arbitrary.
On the other hand, fn ≤ f , n = 1, 2, . . ., so we can deduce from Proposition 3.7(i) that
(G)
∫
fn dm ≤ (G)
∫
f dm, n = 1, 2, . . . ,
namely,
(G)
∫
f dm ≥ lim
n→∞(G)
∫
fn dm.
As consequence, we have
(G)
∫
f dm = lim
n→∞(G)
∫
fn dm.
Now, the general result for A ∈  follows from Proposition 3.5. 
The following corollary is known as Fatou lemma of the generalized Lebesgue integral.
Corollary 3.11. Let m be continuous from below. If fn ∈ F+, n = 1, 2, . . ., then
(G)
∫
lim inf
n→∞ fn dm ≤ lim infn→∞ (G)
∫
fn dm.
Theorem 3.12. Suppose that m is continuous from below, f and fn ∈ F+, n = 1, 2, . . ., and fn ↓ f . If for any real number c > 1,
there exists a positive integer N(c) such that fn(x) ≤ cf (x) (∀x ∈ X) whenever n > N(c), then
(G)
∫
f dm = lim
n→∞(G)
∫
fn dm.
Proof. Since fn ↓ f , it follows from Proposition 3.7(i) that
(G)
∫
f dm ≤ lim
n→∞(G)
∫
fn dm.
Now we have merely to verify that the opposite inequality also holds.
Choose an arbitrary real number c > 1, then there exists a N(c) satisfying fn(x) ≤ cf (x) (∀x ∈ X) whenever n > N(c).
Again from Proposition 3.7(i), we can deduce
(G)
∫
cf dm ≥ (G)
∫
fn dm (n > N(c)).
So
(G)
∫
cf dm ≥ lim
n→∞(G)
∫
fn dm.
holds for any c > 1. Let c → 1, we have
(G)
∫
f dm ≥ lim
n→∞(G)
∫
fn dm.
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The proof is now complete. 
Theorem 3.13. Suppose that m is continuous from below, f and fn ∈ F+, n = 1, 2, . . ., and fn → f . If for any real number
c > 1, there exists a negative integer N(c) such that fn(x) ≤ cf (x) (∀x ∈ X) whenever n > N(c), then
(G)
∫
f dm = lim
n→∞(G)
∫
fn dm.
Proof. Denote gn(x) = supk≥n fk(x), n = 1, 2, . . .. Then we have fn ≤ gn, n = 1, 2, . . . and gn ↓ f . Accordingly, we can
deduce directly from Corollary 3.11 and Theorem 3.12 that
(G)
∫
f dm = (G) ∫ lim inf
n→∞ fn dm ≤ lim infn→∞ (G)
∫
fn dm
≤ lim sup
n→∞ (G)
∫
fn dm ≤ lim
n→∞(G)
∫
gn dm
= (G) ∫ f dm.
Hence,
(G)
∫
f dm = lim
n→∞(G)
∫
fn dm. 
4. Generalized Lebesgue integral and
⊕
-additive set functions
Definition 4.1. Letm :  → [0,∞] be a non-negative set function.
(i) m is called⊕-additive iff for any A, B ∈ , A ∩ B = ∅,
m(A ∪ B) = m(A) ⊕ m(B);
(ii) m is called σ -⊕-additive iff for any disjoint sequence of sets {An} ⊂ ,
m(
∞⋃
n=1
An) =
∞⊕
n=1
m(An).
A non-negative set functionm is called a σ -⊕-measure, if it is σ -⊕-additive andm(∅) = 0.
Obviously, classical measures are σ -⊕-measures with respect to common addition.
Ifm is⊕-additive, then it is monotone.m is σ -⊕-additive if and only ifm is⊕-additive and continuous from below.
Proposition 4.2. Suppose that m is ⊕-additive on  and f ∈ F+. If we denote
ν(A) = (G)
∫
A
f dm, A ∈ ,
then ν is ⊕-additive on . Moreover, if m is σ -⊕-additive, then so is ν .
Proof. Ifm is⊕-additive, then fromDefinition 3.1 and the fact that infx∈C f (x) ≤ infx∈D f (x)whenever C ⊃ D, we can verify
that for any A, B ∈ , A ∩ B = ∅,
(G)
∫
A∪B
f dm ≤ (G)
∫
A
f dm ⊕ (G)
∫
B
f dm,
i.e., ν(A ∪ B) ≤ ν(A) ⊕ ν(B).
On the other hand, for⊕-additivem and any partitions E ′, E ′′ ∈ Pˆ such that E ′′ is a refinement of E ′, it holds
⊕
E∈E ′
[( inf
x∈E∩C f (x)) ⊗ m(E ∩ C)] ≤
⊕
E∈E ′′
[( inf
x∈E∩C f (x)) ⊗ m(E ∩ C)]
for all C ∈ ∑.
Fix partitions E1, E2 ∈ Pˆ and introduce a new partition
E = {E ∩ F ∩ A| E ∈ E1, F ∈ E2} ∪ {E ∩ F ∩ B| E ∈ E1, F ∈ E2} ∪ {E ∩ F ∩ (X − A ∪ B)| E ∈ E1, F ∈ E2},
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omitting the empty members whenever they occur. Here A and B are two disjoint sets from . Then E ∈ Pˆ is a common
refinement of both E1, E2 such that
⎛
⎝⊕
E∈E1
[( inf
x∈A∩E f (x)) ⊗ m(A ∩ E)]
⎞
⎠
⊕⎛⎝⊕
E∈E2
[( inf
x∈B∩E f (x)) ⊗ m(B ∩ E)]
⎞
⎠
≤
⎛
⎝⊕
E∈E
[( inf
x∈A∩E f (x)) ⊗ m(A ∩ E)]
⎞
⎠
⊕⎛⎝⊕
E∈E
[( inf
x∈B∩E f (x)) ⊗ m(B ∩ E)]
⎞
⎠
≤ ⊕
E∈E
[
( inf
x∈(A∪B)∩E f (x)) ⊗ m((A ∪ B) ∩ E)
]
which ensures ν(A) ⊕ ν(B) ≤ ν(A ∪ B).
We obtain ν is⊕-additive.
Supposem is σ -⊕-additive. For any disjoint sequence of sets {Ai} ⊂ , as n → ∞, we have
(χ n⋃
i=1
Ai
⊗ f ) ↗ (χ∞⋃
i=1
Ai
⊗ f ).
Noting thatm is continuous from below, by using above result and Theorem 3.10 we obtain
ν(
∞⋃
i=1
Ai) = (G) ∫∞⋃
i=1
Ai
f dm = (G) ∫ χ∞⋃
i=1
Ai
⊗ f dm
= lim
n→∞(G)
∫
χ n⋃
i=1
Ai
⊗ f dm = lim
n→∞(G)
∫
n⋃
i=1
Ai
f dm
= lim
n→∞
n⊕
i=1
ν(Ai) =
∞⊕
i=1
ν(Ai).
Consequently, ν is σ -⊕-additive. 
Based on Proposition 3.7(v) we also have the next result.
Proposition 4.3. Suppose that m is ⊕-additive, f , g ∈ F+ and A ∈ . If f = g a.e. on A, then (G) ∫A f dm = (G) ∫A g dm.
For simple functions we also have the next result.
Proposition 4.4. Let s be a nonnegative measurable simple function, i.e.,
s(x) = ai, x ∈ Ai, i = 1, 2, . . . , n,
where 0 ≤ ai < +∞, i = 1, 2, . . . , n, and {Ai}ni=1 ∈ Pˆ . If m is ⊕-additive, then
(i) (G)
∫
s dm = ⊕ni=1[ai ⊗ m(Ai)].
In particular, when B ∈  and a ≥ 0, we have
(ii) (G)
∫
B s dm = ⊕ni=1[ai ⊗ m(B ∩ Ai)];
(iii) (G)
∫
B a dm = a ⊗ m(B);
(iv) (G)
∫
χB dm = m(B).
436 Q. Zhang et al. / International Journal of Approximate Reasoning 52 (2011) 427–443
Proof. (i) For any finite measurable partition E = {Ej}kj=1 of X , we can conclude from the⊕-additivity ofm that
k⊕
j=1
[( inf
x∈Ej
s(x)) ⊗ m(Ej)]
= k⊕
j=1
n⊕
i=1
[( inf
x∈Ej
s(x)) ⊗ m(Ej ∩ Ai)]
≤ k⊕
j=1
n⊕
i=1
[( inf
x∈Ej∩Ai
s(x)) ⊗ m(Ej ∩ Ai)]
= n⊕
i=1
k⊕
j=1
[( inf
x∈Ej∩Ai
s(x)) ⊗ m(Ej ∩ Ai)]
= n⊕
i=1
k⊕
j=1
[ai ⊗ m(Ej ∩ Ai)]
= n⊕
i=1
[ai ⊗ m(Ai)].
Since the above inequality will become an equality when E = {Ai}ni=1, it follows,
(G)
∫
s dm =
n⊕
i=1
[ai ⊗ m(Ai)].
Observe that using the same arguments as in [3] one can show that possible different representations of s have no influ-
ence on the result.
(ii) Noting that χB ⊗ s is still a nonnegative measurable simple function, moreover,
χB(x) ⊗ s(x) =
⎧⎨
⎩ ai, x ∈ B ∩ Ai, i = 1, 2, . . . , n,0, x ∈ B,
where B = X − B, we can deduce immediately from (i) and Proposition 3.5 that
(G)
∫
B
s dm = (G)
∫
χB ⊗ s dm =
n⊕
i=1
[ai ⊗ m(B ∩ Ai)].
(iii) It is the special case of (i) when
s(x) =
⎧⎨
⎩ a, x ∈ B,0, x ∈ B.
(iv) It is the special case of (iii) when a = e. 
Suppose thatm is⊕–additive. For any nonnegative measurable simple function s, we denote
PB(s) = (G)
∫
B
s dm.
When B = X , PB(s) will be denoted by P(s) for short.
The above results allowus to showan equivalent definition of the generalized Lebesgue integral and someof its properties
in a special case whenm is σ -⊕-additive.
Theorem 4.5. Assume that m is σ -⊕-additive, f ∈ F+, and {sn} is a sequence of nonnegative measurable simple functions such
that sn ↑ f , then ∀A ∈ ,
(G)
∫
A
f dm = lim
n→∞ PA(sn).
Theorem 4.6. Let m be σ -⊕-additive, f and fn ∈ F+, n = 1, 2, . . . and d ≥ 0, then
(i) (G)
∫
(f1 ⊕ f2)dm = (G) ∫ f1dm ⊕ (G) ∫ f2dm;
(ii) (G)
∫
(
⊕∞
n=1 fn)dm =
⊕∞
n=1(G)
∫
fn dm;
(iii) If ⊗ is associative, i.e., for a, b, c ∈ R+, (a ⊗ b) ⊗ c = a ⊗ (b ⊗ c), then
(G)
∫
d ⊗ f dm = d ⊗ (G)
∫
f dm.
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Proof. (i) Take two sequences of nonnegative measurable simple functions {s(1)n } and {s(2)n } such that s(1)n ↑ f1, s(2)n ↑ f2,
thus (s
(1)
n ⊕ s(2)n ) ↑ (f1 ⊕ f2).
For any n ≥ 1, assume that s(1)n and s(2)n can be respectively described by
s(1)n (x) = a(n)i , x ∈ A(n)i , i = 1, 2, . . . , kn,
s(2)n (x) = b(n)j , x ∈ B(n)j , j = 1, 2, . . . , ln.
Then
s(1)n (x) ⊕ s(2)n (x) = a(n)i ⊕ b(n)j , x ∈ A(n)i ∩ B(n)j , i = 1, 2, . . . , kn, j = 1, 2, . . . , ln.
And so,
P(s
(1)
n ⊕ s(2)n )
= kn⊕
i=1
ln⊕
j=1
[(a(n)i ⊕ b(n)j ) ⊗ m(A(n)i ∩ B(n)j )]
=
(
kn⊕
i=1
ln⊕
j=1
[a(n)i ⊗ m(A(n)i ∩ B(n)j )]
)
⊕( kn⊕
i=1
ln⊕
j=1
[b(n)j ⊗ m(A(n)i ∩ B(n)j )]
)
=
(
kn⊕
i=1
[a(n)i ⊗ m(A(n)i )]
)⊕( ln⊕
j=1
[b(n)j ⊗ m(B(n)j )]
)
= P(s(1)n ) ⊕ P(s(2)n ).
Hence, from Theorem 4.5 we can get
(G)
∫
(f1 ⊕ f2)dm= lim
n→∞ P(s
(1)
n ⊕ s(2)n )
= lim
n→∞ P(s
(1)
n ) ⊕ limn→∞ P(s(2)n )
= (G)
∫
f1 dm ⊕ (G)
∫
f2 dm.
(ii) Since
⊕n
i=1 fi ↗
⊕∞
i=1 fi (n → ∞), we can conclude from (i) and Theorem 3.10 that
(G)
∫
(
∞⊕
i=1
fi)dm= lim
n→∞(G)
∫
(
n⊕
i=1
fi)dm
= lim
n→∞
n⊕
i=1
(G)
∫
fi dm
=
∞⊕
i=1
(G)
∫
fi dm.
(iii) Take a sequence of nonnegative measurable simple functions {sn} such that sn ↗ f , thus (d ⊗ sn) ↗ (d ⊗ f ).
For any n ≥ 1, assume that sn can be described by
sn(x) = a(n)i , x ∈ A(n)i , i = 1, 2, . . . , kn,
then
d ⊗ sn(x) = d ⊗ a(n)i , x ∈ A(n)i , i = 1, 2, . . . , kn.
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Accordingly, by using Theorem 4.5 and the associativity of⊗, we know that
(G)
∫
d ⊗ f dm = lim
n→∞ P(d ⊗ sn)
= lim
n→∞
kn⊕
i=1
[(d ⊗ a(n)i ) ⊗ m(A(n)i )]
= d ⊗ lim
n→∞ P(sn)
= d ⊗ (G) ∫ f dm. 
Theorem 4.7. Let m be a finite, continuous from above σ -⊕-measure on , and f , fn ∈ F+(n = 1, 2, . . .) and suppose that
there is a real number M such that fn(x) ≤ M for all n and all x ∈ X. If fn ↓ f , then
lim
n→∞(G)
∫
fn dm = (G)
∫
f dm.
Proof. For any δ > 1, put En = {x : fn(x) < δf (x)} (n = 1, 2, . . .). Clearly, En ↗ X (n → ∞) and X − En = En ↓ ∅ (n →∞). Thus we can deduce from Propositions 3.6(i), 4.2 and 4.4(iii) that
(G)
∫
fn dm= (G)
∫
En
fn dm ⊕ (G)
∫
En
fn dm
≤ (G)
∫
En
δf dm ⊕ (G)
∫
En
M dm
≤ (G)
∫
δf dm ⊕ (M ⊗ m(En)).
By the continuity from above ofm, for any δ > 1 we have
lim
n→∞(G)
∫
fn dm ≤ (G)
∫
δf dm.
Letting δ → 1, we obtain
lim
n→∞(G)
∫
fn dm ≤ (G)
∫
f dm
On the other hand, directly from Proposition 3.7(i) we can deduce
lim
n→∞(G)
∫
fn dm ≥ (G)
∫
f dm.
Thus, the desired conclusion is obvious. 
Note. In Theorem 4.7 we have supposed that σ -⊕-measurem is continuous from above. In general, a finite σ -⊕-measure
on  may not be continuous from above (in spite of the classical σ -additive measure is always continuous from above [7]).
See Example 2.10 in Pap [18].
We also have the next results following from the previous theorems.
Theorem 4.8. Under the conditions in Theorem 4.7, if fn → f , then
lim
n→∞(G)
∫
fn dm = (G)
∫
f dm.
Definition 4.9. Suppose that A ∈ , f , fn ∈ F+(n = 1, 2, . . .). We call {fn} converges to f in measure m on A, in symbols
fn
m−→
A
f , if for each 
 > 0,
lim
n→∞m({x : |fn(x) − f (x)| ≥ 
} ∩ A) = 0.
When A = X , fn m−→
A
f is usually denoted by fn
m−→ f for short.
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Theorem 4.10. Under the conditions in Theorem 4.7, if fn
m−→ f , then
lim
n→∞(G)
∫
fn dm = (G)
∫
f dm.
Proof. By using the σ -⊕-additivity and continuity from below and above of m, it is similar to the proof of Theorem 7.10 in
[26], there exists subsequence {fnij } in any subsequence {fni} of {fn} such that fnij → f (j → ∞).
Moreover, by using Theorem 4.8 we can conclude
lim
j→∞(G)
∫
fnij
dm = (G)
∫
f dm.
So, any subsequence of {(G) ∫ fn dm} includes convergent subsequence. Hence,
lim
n→∞(G)
∫
fn dm = (G)
∫
f dm. 
5. The representation of nonnegative lower semi-continuous pseudo-linear functionals
Definition 5.1. Let (R+,⊕,⊗) be a generalized ringwith associative⊗ and be an extended real valued functional defined
on F+. We call  a nonnegative continuous from below pseudo-linear functional if  satisfies the following conditions: for any
f , fn, g ∈ F+ and a, b ≥ 0,
(i) (f ) ≥ 0; (nonnegativity)
(ii) [(a ⊗ f ) ⊕ (b ⊗ g)] = (a ⊗ (f )) ⊕ (b ⊗ (g)); (pseudo-linearity)
(iii) fn ↑ f 
⇒ (fn) ↑ (f ). (continuity from below)
Obviously, for any nonnegative continuous from below pseudo-linear functional , we have (0) = 0.
Next, we shall present the Representation Theorem of nonnegative continuous from below pseudo-linear functionals.
Theorem5.2. Let (R+,⊕,⊗) be a generalized ringwith associative⊗ and anonnegative continuous frombelowpseudo-linear
functional on F+. Then there exists a σ -⊕-measure μ on  such that
(f ) = (G)
∫
f dμ (∀f ∈ F+).
On the other hand, ifμ is a σ -⊕-measure on , and⊗ is non-decreasing in the second coordinate, then the extended real valued
function M, defined by
M(f ) = (G)
∫
f dμ (∀f ∈ F+),
is a nonnegative continuous from below pseudo-linear functional on F+.
Proof. The second statement follows directly from Theorem 3.10 and Theorem 4.6(i), (iii). We only need to show the first
conclusion.
Let  be a nonnegative continuous from below pseudo-linear functional on F+. Define a set function μ :  → [0,∞]
by
μ(A) = (χA) (∀A ∈ ),
whereχA is thepseudo-characteristic functionofA in the senseofDefinition3.4. Then it is easy to see thatμ is aσ -⊕-measure
on .
In the following, we obtain straightforwardly that ∀f ∈ F+, (f ) = (G) ∫ f dμ holds.
If f (x) = χA(x)(A ∈ ), we straightforwardly obtain
(f ) = (χA) = μ(A) = (G)
∫
χA dμ = (G)
∫
f dμ.
Thus to complete the proof we have merely to verify (f ) = (G) ∫ f dμ when f is a common nonnegative measurable
function.
∀f ∈ F+ with f (x) = χA(x)(A ∈ ), we can find a sequence of nonnegative measurable simple functions {sn}, given by
sn(x) = a(n)i , x ∈ A(n)i , i = 1, 2, . . . , kn, (n = 1, 2, . . .)
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or
sn(x) =
kn⊕
i=1
[a(n)i ⊗ χA(n)i (x)], ∀x ∈ X,
where {A(n)i }kni=1 ∈ Pˆ for all n, such that sn ↑ f . Thus from the fact that  is continuous from below we can infer that
(f ) = lim
n→∞ (sn) = limn→∞
kn⊕
i=1
[ani ⊗ (χAni )]
= lim
n→∞
kn⊕
i=1
[ani ⊗ m(Ani )] = limn→∞ P(sn)
= (G) ∫ f dμ. 
6. Some special cases of the generalized Lebesgue integral
In this section, we shall show that although they use different operators ⊕ and ⊗, Riemann integral, Lebesgue integral
[7], (N) integral defined by Zhao [30], Pan-integral of Yang [28] and (SM) integral defined by Sugeno and Murofushi [24]
are all special cases of the generalized Lebesgue integral. And of course, sometimes, set functions must match with the used
operators⊕, that is to say, set functions must satisfy the so called pseudo-additivity.
Theorem 6.1. Suppose that (X, ,m, R+,+, ·) is a generalized measure space, where m is a classical measure on , + is the
common addition and · is the common multiplication. Then for all f ∈ F+, and A ∈  we have
(G)
∫
A
f dm = (L)
∫
A
f dm,
((L) stands for the Lebesgue integral) that is, the generalized Lebesgue integral and the Lebesgue integral coincide in such case.
Proof.We know that the Lebesgue integral of a nonnegative measurable simple function over A is just PA(s) as in Theorem
4.5 when ⊕ = + and ⊗ = ·. Therefore, the generalized Lebesgue integral and the Lebesgue integral coincide in such
case. 
It is well known that the Riemann integral is covered by the Lebesgue integral. Consequently, the Riemann integral is a
particular generalized Lebesgue integral.
Definition 6.2 [18,23]. A set functionm :  → [0,+∞] is called a fuzzy measure, if it satisfies the following properties:
(i) m(∅) = 0;
(ii) A, B ∈ , A ⊂ B 
⇒ m(A) ≤ m(B);
(iii) {An} ⊂ , An ↑ A 
⇒ m(⋃∞n=1 An) = limn→∞ m(An);
(iv) {An} ⊂ , An ↓ A,m(A1) < ∞ 
⇒ m(⋂∞n=1 An) = limn→∞ m(An). When m is a fuzzy measure, (X, ,m) is
called a fuzzy measure space.
Let f ∈ F+, A ∈ , the Sugeno integral of f with respect tom over A is defined by
(S)
∫
A
f dm = sup
α∈[0,∞]
[α ∧ m(A ∩ Fα)],
where Fα = {x : f (x) ≥ α} [23].
Theorem 6.3. Suppose that (X, ,m, R+,∨,∧) is a generalized measure space, where m is a fuzzy measure on , ∨ is the
logical addition and ∧ is the logical multiplication. Then for any f ∈ F+, and A ∈  we have
(G)
∫
A
f dm = (S)
∫
A
f dm.
Proof. The proof is the same as that of Theorem 9.1 in [26]. 
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Definition 6.4 [30]. Suppose that (X, ,m) is a fuzzymeasure space, f ∈ F+, A ∈ . Then the (N) integral of f with respect
to a fuzzy measurem over A is defined by
(N)
∫
A
f dm = sup
α≥0
[α · m(A ∩ Fα)],
where Fα = {x : f (x) ≥ α}.
Theorem 6.5. Suppose that (X, ,m, R+,∨, ·) is a generalizedmeasure space, wherem is a fuzzymeasure on,∨ is the logical
addition and · is the common multiplication. Then for any f ∈ F+, and A ∈  we have
(G)
∫
A
f dm = (N)
∫
A
f dm.
Proof. Firstly, we show that
(N)
∫
A
f dm = sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)]
holds. Noting that infx∈Fα f (x) ≥ α, we have
α · m(A ∩ Fα) ≤ inf
x∈Fα
f (x) · m(A ∩ Fα)
≤ sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)].
Accordingly,
(N)
∫
A
f dm = sup
α≥0
[α · m(A ∩ Fα)] ≤ sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)].
On the other hand, ∀E ∈ , if we denote α′ = infx∈E f (x), then E ⊂ Fα′ . Hence, we can deduce from the monotonicity ofm
that
inf
x∈A∩E f (x) · m(A ∩ E) ≤ α
′ · m(A ∩ Fα′)
≤ sup
α≥0
[α · m(A ∩ Fα)]
= (N)
∫
A
f dm.
Since E is an arbitrary set in , we can obtain
sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)] ≤ (N)
∫
A
f dm.
And so the desired conclusion holds.
Secondly, we shall show that
(G)
∫
A
f dm = sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)]
holds when⊕ = ∨,⊗ = ·.
Actually, ∀E = {Ei} ∈ Pˆ , we have
∨
E∈E
[ inf
x∈A∩E f (x) · m(A ∩ E)] ≤ supE∈[ infx∈A∩E f (x) · m(A ∩ E)].
Consequently,
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(G)
∫
A
f dm= sup
E∈Pˆ
⎧⎨
⎩
∨
E∈E
[ inf
x∈A∩E f (x) · m(A ∩ E)]
⎫⎬
⎭
≤ sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)].
For any E ∈ , it is obvious that {E, E} ∈ Pˆ , thus
inf
x∈A∩E f (x) · m(A ∩ E)
≤ [ inf
x∈A∩E f (x) · m(A ∩ E)] ∨ [ infx∈A∩E f (x) · m(A ∩ E)]
≤ sup
E∈Pˆ
{∨
E∈E
[ inf
x∈A∩E f (x) · m(A ∩ E)]}
= (G) ∫A f dm.
Since E is an arbitrary set in , we have
sup
E∈
[ inf
x∈A∩E f (x) · m(A ∩ E)] ≤ (G)
∫
A
f dm.
Combining the conclusion above two parts, we can get
(G)
∫
A
f dm = (N)
∫
A
f dm. 
As already mentioned, the pan-integral of Yang [28] is a special case of our generalized Lebesgue integral. Indeed, pan-
operations ⊕ and ⊗ as introduced in [28] are special instances of operations defined in Definitions 1 and 2 (see [12] for a
complete description of pan-rings (R+,⊕,⊗)). Moreover, when restricting our considerations to pan-rings only, definitions
of the generalized Lebesgue integral and the pan-integral coincide.
Turning our attention to the (SM) integral introduced by Sugeno andMurofushi [24], due to Theorem 4.5 we can see that
the generalized Lebesgue integral and (SM) integral coincide whenever (SM) integral is defined, i.e., ifm is σ -⊕-additive,
(G)
∫
A
f dm = (SM)
∫
A
f dm.
Similarly, the generalized Lebesgue integral covers the integral introduced by Ichihashi et al. [8], and the integral intro-
duced by Pap [17,19].
7. Conclusion
Wehave introduced thegeneralizedLebesgue integral ((G)-integral)basedonpseudo-additionandapseudo-multiplication,
exploiting the ideas of the Lebesgue integral construction. We have proved some convergence theorems of the generalized
Lebesgue integral for sequences of measurable functions and shown the generalized Lebesgue integral representation of
nonnegative continuous from below pseudo-linear functionals. Several types of integrals known from the literature, such
as, the Lebesgue integral, Sugeno integral [23], (N) integral [30], pan-integral [28,26] and (MS) integral [24] are shown to
be special cases of the generalized Lebesgue integral.
For the future research, we aim to investigate several properties of the generalized Lebesgue integral, such as the linearity
properties (compare Mesiar and Mesiarová [14]) and some integral inequalities (compare Ouyang et al. [16] and Agahi et al.
[1]).
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