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NORMALPUNKTIONEN UND KONSTRUKTIVE SYSTEME 
VON ORDINALZAHLEN 
Herrn Professor Dr. Kurt Schütte zum 
65« Geburtstag gewidmet 
W. Buchholz 
Als Hilfsmittel für beweistheoretische Untersuchungen wurden von 
verschiedenen Autoren konstruktive Bezeichnungssysteme1^ für Ordinal-
zahlen eingeführt, die zwar auf sehr einfache Weise induktiv definiert 
sind, sich aber nur schwer von der klassischen Ordinalzahltheorie her 
verstehen lassen. Im folgenden sollen konstruktive BezeichnungsSysteme 
6(^0 entwickelt werden , die ihrem formalen Aufbau nach eng verwandt 
sind mit den Systemen Z(N) , 2 , W(X) von Schütte [ 1 7 ] und Pfeiffer [ 11] 
[ 1 2 ] , die aber im Gegensatz zu jenen eine relativ einfache und natür-
liche Erklärung in der klassischen Ordinalzahltheorie besitzen. Wir 
werden dabei von gewissen von FEFERMAN und ACZEL [ 1 ] stammenden - und 
von BRIDGE i n [J>] näher untersuchten - Normal funkt ionen 0 Q ausgehen, 
die sich sehr einfach und ohne Bezugnahme auf Hauptfolgen in der klas-
sischen Theorie definieren lassen. 
Zum Inhalt der vorliegenden Arbeit: Die Paragraphen 1 - 3 beinhalten 
die nichtkonstruktive Entwicklung der Bezeichnungs Systeme 0(^ . ) im Rahmen 
der klassischen Ordinalzahltheorie. Dabei enthält § 1 im wesentlichen nur 
eine Zusammenstellung gewisser schon bei Bridge [ 3 ] bewiesener Ergeb-
nisse über die Funktionen @a mit zum T e i l neuen Beweisen. In § 4 werden 
die speziellen BezeichnungsSysteme 0 ( t ) und 0({g)) behandelt und mit 
den Systemen anderer Autoren verglichen (ohne Beweise). In § 5 wird ein 
konstruktiver Wohlordnungsbeweis für die Systeme 0 ( r ) , <5({g)) gegeben. 
Dieser Beweis i s t eine Verallgemeinerung der Wohlordnungsbcweise von 
SCHÜTTE [ 1 7 ] und PFEIFFER [ 1 1 ] , [ 1 2 ] . 
) z.B. die Systeme 0(n) von Takeuti [ 1 9 ] , Od(l) von Kino [ 8 ] , 2(N) 
von Schütte [17] , 2 und W(X) von Pfeiffer [ 1 1 ] , [ 1 2 ] . 
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§ 1 D i e N o r m a l f u n k t i o n e n ® a 
5 
Wir legen hier (in §1 - §4) die axiomatische Mengenlehre von Zermelo-
Fraenkel mit Auswahlaxiom zugrunde. Die Klasse On der Ordinalzahlen sei 
in üblicher Weise so definiert, daß a= U e On | £ < a) für jedes a e On i s t . 
K_sei die Klasse der Kardinalzahlen >od , d.h. die Klasse derjenigen Or-
dinalzahlen > cd , die sich nicht bijektiv auf eine kleinere Ordinalzahl 
abbilden lassen. X sei die Ordnungsfunktion der Klasse KU[o) , d„h. 
die (eindeutig bestimmte) Funktion, die On ordnungstreu und bijektiv auf 
KU(O) abbildet. Es i s t also =0 und für g>0. Zu ßeOn gibt es 
genau ein £ eOn mit ß<^£ +i » w i r definieren Sß:=fl^ und ß4* : = y 
Sß heißt die Stufe von ß . Aus dem Auswahlaxiom folgt, daß ß + regulär 
i s t , d.h. für jedes <p:a—>ß + mit a < ß* i s t auch sup(cp(T])| Tjea] < ß + • 
Eine Ordinalzahl 7 heißt additive Haupt zahl, wenn für alle £,ii< 7 
auch £+ri < 7 i s t . Die Klasse der additiven Hauptzahlen bezeichnen wir 
mit H. H i s t eine echte Klasse, und X^GQ3 i s t die Ordnungsfunktion von H. 
Zu 0 f 7 eOn gibt es eindeutig n^, 1 und additive Hauptzahlen 7^«««^7 n 
mit 7 = 7-| +*-*+7n l w i r definieren H[7] {7ij«»*j7n) und H[0] := 0 o 
Es g i l t : KCH , V7e0n(7 € H<-» H[7] - (7)) , H[ t\] c H[ i + r \ ] <= H[ £] U H[-q] . 
Ist M eine wohlgeordnete Menge, so bezeichnen wir mit ||Mll ihren Ord-
nungstyp, d.h. diejenige Ordinalzahl, die ordnungsisomorph zu M i s t . 
Wir verwenden folgende Mitteilungszeichen: 
a , ß , 7 , ö , £ , T ] , C (auch mit Indizes) für Ordinalzahlen, 
v i K für Elemente von K U {0 3 , 
i , k , m , n für natürliche Zahlen, 
A\B für die Mengendifferenz {x | xeAAX^BJ . 
Definition der Funktionen 6 a 
Im folgenden bezeichne ^  eine abzählbare Menge von Funktionen f:D(f)—»K 
mit 0 J= D(f) <=on m , 1^m. ^ erfülle die folgende "Unitätsbedingung": 
f 1 ' f 2 € # A X1 € D ( f ^ A Xg € D ( f 2 ) A f ^ X ^ = f 2 ( x 2 ) ==^ f 1 = f 2 A X 1 =X2 . 
Wir definieren: 
\f | := (f(x)| f ef A xeD(f)} • [7] 2= U,,...,^) , wenn 
7 = f ( ? v - . , ? m ) mit f e f und ( £ v ..., ij € D(f) . 
Unter Bezugnahme auf & werden nun Ordinalzahlenmengen C(a,ß) und Funk-1 ) v tionen 8 ' durch transfinite Rekursion nach a definiert: 
) Wo es erforderlich i s t , werden wir die Abhängigkeit von ^  durch die 
Schreibweise C^(a,ß) , e f zum Ausdruck bringen. 
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C Q(a,ß) := {0} U ß 
C n + 1(a,ß) := , 
{7 | H[ 7] c= C n(a,ß) } U 
•(7 I 7 € \ f | A f [7] c C n(a,ß) } U 
{ e ^ l ^ a A leC(i,eiTi) A (g,T]J <= C n(a,ß) } 1 ) 
Kr(a) := [ß | ß<t C(a,ß)} UK 
0 a : On—>Kr(a) sei die Ordnungsfunktion der Klasse Kr(a ) . 
Die Elemente von Kr(a) heißen q-kritische Zahlen, 
Folgerungen 
(1) Baß e H 
( 2 ) 7 € C n ( a , ß ) H [ 7 ] c C n ( a , ß ) 
( 3 ) C n(a,ß) <= C n + 1(a,ß) <= C(a,ß) 
( 4 ) C(a,ß) i s t die kleinste gegenüber Addition und allen Funktionen 
aus abgeschlossne Obermenge von {oj U ß mit der Eigenschaft: 
(C) £ <a A i e C ( i , e i i \ ) A € C(a,ß) 0 ^ € C (a, ß) . 
Anmerkung 
In Aczel [ 1 ] und Bridge [ 3 ] wird C(a, ß) als die kleinste gegenüber 
Addition und allen Funktionen aus abgeschlossene Obermenge von {0} U ß 
definiert, welche ( C ) £< et a Z>r\ e C (a, ß) =£> B£T] eC(a,ß) erfüllt. 
In [ 4 ] wird gezeigt, daß für spezielle Mengen ^ (wie z.B. für die in 
§ 4 behandelten und (g) ) die oben definierten Mengen C^(a, ß) eben-
f a l l s die Bedingung (c f) erfüllen. Zumindest in jenen Fällen i s t also 
die hier gegebene Definition der 9 äquivalent zu der ursprünglichen 
a p\ 
Definition von Feferman und Aczel [ 1 ] - Dadurch, daß man die Bedin-
gung £ €C ( £ , e £T ] ) in die Definition der Mengen C(a, ß) einfügt, kann man 
Corollar 1 .16 und Theorem 1 .17 aus Bridge [ 3 ] (bzw. Folgerung (12) und Lemma 5 der vorliegenden Arbeit) unmittelbar beweisen, ohne vorher den Beweis 
sehr komplizierten für das Theorem 1 .15 aus [ 3 ] führen zu müssen. Diese 
Möglichkeit wurde von SCHÜTTE entdeckt und dem Autor während der Abfas-
sung seiner Dissertation mitgeteilt. 
Lemma 1 
a) «1 < og a ßi <: ß 2 ^ C(a 1,ß 1 ) c C(o^sß2) 
b) ß Limeszahl = ^ C(a,ß) = C(a , T ] ) 
1) Wir schreiben e£r\ für 0*(T)) . 2 ^ Dies folgt auch aus [ 3 ] 1 • 16 . 
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c) a-| < ag A V g f a ^ £< ag - Zkc(a^ß)) ==# C (a.,, ß) = C (a 2, ß) 
d) a 1 < ctg KrCo^) c Kr(a.,) 
e) a-| < ctg =5> Ba-jß^ Bo^ß 
f) ß-j < ß 2 = ^ ßi < ©aßi < ®ctß2 
Lemma 2 
Ist ß 1 = min{£ | £ £c(a,ß)} , so g i l t : 
ß4 ß 1 < ß + , C(a,ß) = C(a,ß,) , ß 1 € Kr(a) . 
Beweis. Da ^  abzählbar i s t , muß die Menge C(a, ß) eine Mächtigkeit < ß + 
haben. Also i s t ß^ ß 1 < ß + . Aus ß<=ß1<=c(a, ß) folgt ß.,4 C (a, ß«,) = C (a, ß). 
Folgerungen; (5) C(a,BaO) = C(a,0) 
( 6 ) C(a,Ba(ßf1)) * C(a,8aß + 1) 
Satz 1 
Es g i l t SBaß = Sß und BaQ^ = für £ >0 . 
Beweis. Nach Lemma 2 i s t sup{£ | £eKr(a) A C < ß4"} = ß+« Da ß + regulär 
i s t , muß also [r\\ Bar] < ß +] = ß + sein. Folglich i s t ß ^  Baß < ß +, d.h. 
SBaß = Sß . - Ist 0< i , so i s t (wegen K<=Kr(a)) =Baß für ein ß . 
Mit S0aß = Sß folgt ß 4 Baß = ft^ , d.h. = Baft^ . 
Folgerungen: (7) ß e K 4 = » Baß € K 
(8) ß^7€C(a,ß)0K = 4 y A ^[7]CC(a,ß) 
(9) 7 € C n(a,ß) = ^ S7 € C n(a,ß) 
Satz 2 
B i s t Normalfunktion, d.h. B i s t eine streng monotone Funktion von a a 
On in On mit Baß = sup{Bar) | TJ eß) für jede Limeszahl ß . 
Ferner g i l t : 
(i) Kr(0) = H 
(i i ) Kr(a+1) = {Baß | a k C (a,Baß) v Baß = ßj 
( i i i ) Kr(a) = Kr(£) , wenn a Limeszahl i s t . 
Beweis. Wir beweisen zunächst (i) - ( i i i ) . ( i ) ; Nach (1) i s t Kr(0) cH. 
Aus ß e H \ K folgt ß<£Cn(0,ß) durch Induktion nach n, also i s t H<=Kr(o). 
( i i ) : 1. Ist BaßeK, so g i l t BaßeKr(a+1) und Baß= ß . Ist Baß , so 
g i l t : Baß e Kr(a+1) Baß ^  C(a+1,Baß) . 
2. Aus Baß^K und a ^ C(a,Baß) folgt mit Lemma 1c Baß k C(a+1,Baß) . 
3 . Aus Baß^K und Baß= ß folgt Baß k Cn(a+1 ,Baß) durch Induktion nach n. 
4. Aus aeC(a,Baß) und ß < Baß folgt mit Lemma 1a Baß e C (a+1,Baß) . 
Aus 1.-4« folgt unmittelbar die Behauptung ( i i ) . 
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( I i i ) : Für Limeszahlen a g i l t Kr(a) = (ß | ß^C(a, ß)} UK = 
= { ß l n t t < a -> e*C(*,ß))}UK = ? H { ß | ß*C(«,ß)} UK = ffaKrU) . \ 
Aus (i) - (üi) und Lemma 1 a , b folgt durch transfinite Induktion nach a j nichtleere 
supM € Kr(a) für jede Teilmenge M von Kr(a) . Daraus folgt @aß = s u g Bar] ! 
für jede Limeszahl ß . 
Folgerungen 
( 1 0 ) 0 0 ß = ü)ß , 01 ß = e Q . 
ß ] 
(11) © a l ß l -Ocfeßj, und p ft 
a±£ 0 ( ^ , 0 ^ ß t ) , ß ± < 0a iß i f ü r i = 1 , 2 J 
Wegen der Bedingung g e C(g,©gr|) in der Definition von C(a, ß) folgt 
nun aus Satz 1 , ( 1 ) , ( 7 ) und (11) unmittelbar: 
i l i l ß « € C n + 1(a,ß) und ^  
€ €C(C,eeT,) , ^ 0 ^ / — * ? < a u n d «,T, € C n(a ,ß) 
Satz 3 
a) a l s< ag A V 5 ( A ^ 5 < a 2 - ^ C f a ^ e ^ ß ) ) =3> 0a 1ß=0cx 2ß 
B ) 3 ? ( a ^ ? < a 2 A 5 € C f a ^ e a ^ ) ) ©a«, (©Ogß) = 0a 2ß 
Beweis, a) Aus der Voraussetzung folgt mit Lemma 1a,c C(a.|,r|) = C(a2,r|) 
für alle ^©a - j ß • Also i s t Kr(a^)f\ (ea-jß+1) = Kr (a 2) 0 (0a., ß +1) . 
Daraus folgt 8a<| ß = 0a 2ß • - b) Aus der Voraussetzung folgt: Es gibt ein 
£ mit a ^ 4 i e C(^,0o2ß) und ©OgßeKr^+l) (Lemma 1a,d,e). Mit Satz 2 ( i i ) 
folgt ©^(©o^ß) = 0a 2ß , also 00^ß ^  0a-,(0a2ß) ^  ©a 2ß . 
Aus Satz 3 a und Lemma 1 a ,c folgt: 
n t e ^ ?< 02 - ^ C f a p e ^ ß ) ) V ^ a ^ ^ a g - i k C (a^eagß)) ; 
und mit Satz 3b folgt daraus Lemma 3 . 
Lemma 3 
a 1 < 02 A a-| € C(a 2,0a2ß 2) A ß 1 < 0a 2ß 2 ea 1 ß 1 < 0a 2ß 2 
Lemma 4 
0aß £ C(a,0aß) = ^ C(a,0aß) 0 ß + = 0aß 
Beweis. Durch Induktion nach n zeigt man Cn(a,0aß) n ß + C 0aß : Ist 7< ß + 
und H[7] c Cn_-,(a, ß), so folgt mit I.V. (Induktionsvoraussetzung) H[7] c 
0aß , also 7 < 0ctß , denn 0aß i s t ja eine additive Hauptzahl. - Ist 7 € 
|$ | 0 C(a,@aß) 0 ß + , so folgt ©aß ^  7 € C(a,0aß) , also nach VoraussSetzung 
7 < ©aß- - Ist 7 = B£i] e Cn(a,@aß)n ß + mit £< a und £,n e C n - 1 (a,©aß), 
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so folgt nach I.V. (wegen ^ 7 ) r) < Baß ; aus £< a , £€C(a,0aß) , 
r\ < ©aß folgt nach Lemma 3 7 = ®£r] < ©aß . 
Lemma 5 
7 e C n(a,ß) A 7 € C(a 1,@a 1(ß 1 + 1 ) ) ^ c ( a v @ a l ß l ) = ^ ß 1 e C n(a,ß) 
Beweis durch Induktion nach n. Es sei ß^ [ ß^tY ; da, sonst die Behauptung 
t r i v i a l i s t . Wegen 7 € C n(a,ß)\C (a-, ,Ba-, ß 1) g i l t nun ß4: Ba-, ß 1 ^  7 und 
0<n. Aus 7 € C(a 1>@a 1(ß 1+1))^C(a l,@a 1ß 1) folgt £ e C (a., ,Ba-, (ß.,+1) )\ 
C(a 1,Ba 1ß 1) für mindestens ein £ e H[7] bzw. £ € ^[7] $ wenn 7 e K (siehe 
dazu die Folgerungen (2),(3),(8) ). Aus der I.V. folgt daher ßi e 
C n_1 ( a' ß) > f a l l s H[7] c C n - 1(a,ß) oder ^[7] c C n - 1(a,ß) (7 e K) i s t . 
Es bleibt nun nur noch der folgende F a l l zu behandeln: 
(*) 7 = e?T] A 5 < a A 5 6 C ( Z , & Z r \ ) A U ^ } c: C n - 1(a,ß) . 
1. Ist T} =7 , so i s t 7 6 C n - 1 ( a , ß), und mit der I.V. folgt ß 1 e C n - 1 ( a , ß). 
2. Sei T) < 7=Ba 1ß 1^ Mit £eC(£,eiy)) folgt nach Satz 2(ii) ®a^ß^ fcKr(£+1), 
also a ^ ^ £ . Aus a-,^ £ folgt mit Satz 3 B a ^ = ®£r) oder Ba^ (B£T}) = B£rj, 
also ß 1 e {r\,y} c C n(a,ß). 
3. Sei Ba 1ß l < 7 und t) < 7 . Wegen 7 e C (a-j jBa^ ß-j + l)) folgt daraus mit 
(#-),(6) und {Vgl £ < a i und U,T}} <= C ( a r Ba-, (ß.,+1)). Aus § < a 1 und 
7 t Cta^Ba-jß-j) folgt außerdem [£,r)} $ C (a^ ,Ba«| ß.|). Also i s t nach I.V. 
Pl € C n - l ( Q ' ß ) • 
§2 D i e F u n k t i o n e n B 
B Q i s t die Ordnungsfunktion der Klasse Kr(a) der a-kritischen Zahlen. 
Wir betrachten nun im folgenden gewisse Hilfsfunktionen ~B"a , deren Wer-
tebereich jeweils die Klasse Kr(a)\ Kr(a+1) der maximal q-krltischen 
Zahlen i s t . Diese Funktionen stehen naturgemäß in enger Beziehung zu den 
Normalfunktionen B Q (vergl. Satz 4a,b) , sind aber besser als jene zur 
rekursiven Darstellung von Ordinalzahlen geeignet. 
Anmerkung: Offenbar i s t {Ba(ß+1)| a^ ß} c Kr(a)\ Kr(a+1) . Die maximal 
d-kritischen Zahlen bilden also eine echte Klasse. 
Definitionen 
Kr(a) := Kr(a)\ Kr(a+1) 
\x(a) := min{rj| Bar) € Kr (a)} 
B"a sei der Ordnungsisomorphismus von C*nI Sl-t(a) ^  r)} auf Kr(a). 
Bemerkung: Die Ordnungsfunktion von Kr(a) i s t XrjBa(S|i(a) + r\) . 
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Wir schreiben wieder ©aß statt ® a(&) • 
Aus Satz 2 ( i i ) folgt: 
( 1 3 ) Baß € Kr(a) a € C(a,0aß) A ß < Baß 
Lemma 6 
\i(a) = min{T]| a€C(a,0aT])] und ji(a) i s t keine Limeszahl . 
Beweis. Sei r]0 : = min{T)| aeC(a,BaTi)} . Wegen Lemma 1b und Satz 2 kann T) i 
keine Limeszahl sein, also i s t T ] Q < Bar)o und somit wegen ( 13) r\o = u(a) 
Lemma 7 
a<j e C n(a,ß) ^(a-,) e C(a, ß) A S^fa,) € C n(a,ß) 
Beweis. Sei \x(a^) + 0 .Nach Lemma 6 i s t also |i(a-,) = ß-, + 1 mit a-, e C(a^, 
Ba-| (ß^ + 1)) \C(a1,Ba-,ßl ) . Aus a«, € C (a, ß) \ C (a., ,BaßJ folgt mit Lemma 1a 
a 1 < a oder Ba^< ß, also 1 eC(a,ß). Mit ( 9 ) und Lemma 5 folgt die Beh. 
Definitionen 
( 1 , wenn ß = ß Q+n mit \i(a) < ß Q = @aß Q und n < CDJ 
\ 0 , sonst 
Für a^ ß sei - q + ß die eindeutig bestimmte Zahl 7 mit a + 7 = ß • 
Satz 4 
Für S[x(a) ^  ß bzw. S\x(a±) 4 ß± (i = 1 , 2 ) g i l t : 
a) ®aß = Ba(|i(a) + (- Su-(a) + ß) + Laß) 
b) SBaß = Sß 
c) 0a-, ß«, = ©a 2ß 2 = $ > = A ß-, = ßg 
Beweis, a) 1. Sei Su(a) ^  ß und ß Q := \x(a) + (-Sfi(a) + ß) . Ist ß Q < @aß Q, 
so i s t auch ß Q+ Laß < 0a(ß o + Laß) . Ist ß Q = ®aß Q, so i s t ß Q eine e-Zahl, 
und nach Lemma 6 muß |i(a)<ß0 sein ; daraus folgt ß = ß Q 5 also isttaß=1 
und daher ebenfalls ß Q + ^ aß < ©a(ß Q+ Laß) . Nach Lemma 6 i s t aeC(a, 
@a|i(a)) <= C(a,0a(ßo+ L a ß ) ) . Mit (13) folgt ea(ji(a)+(-Sji(a)+ß)+6aß) € Kr(a). 
2. Sei 7 eKr(a). Aus ( 1 3 ) und Lemma 6 folgt 7 = Bar] mit \x(a) ^ T J <Bar) . 
Es gibt nun genau ein T]1 mit \i(a) + + Lat) = r\ . Sei ß := S|i(a)+rj1 , 
also = -S^i(a) + ß . Wie man leicht nachprüft, i s t L a ß = tar] , denn 
aus £aß = 1 oder iar| = 1 folgt T]=ß+tavEs folgt 7= ©a(u(a) + (-S|i(a)+ß)+£aß) 
3 . Aus ß<|<ß2 folgt ß 1 + d a ß l < ß 2 + m ß 2 • 
Nach 1 . , 2 . , 3 . l i e f e r t die Zuordnung ß i—*©a(n(a) + (-S|i(a) + ß) + c aß) 
eine ordnungstreue und bijektive Abbildung von {TJ| S\x(a) 4 r)} auf Sr"(a). 
Daraus folgt die Behauptung a). 
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b) folgt aus a); c) folgt mit Lemma 1d aus der Definition von ® a . 
Satz 3 
Ist S|i(0 4 % > s o g l " * 
a) £ < a A 4 , T J 0 € C(a,ß) ®£r)o € C(a,ß) 
b) ß ^  §£T) € C(a,ß) ==*> 5 < a A 5 * * 1 e C (et, ß) 
Beweis. Sei 7 := ®£r\Q und T] := |i(£) + (-S|i(£)+ n 0)+ 6 € T I 0 • Dann g i l t : 
(i) 7 = ®£r) A ?€C(g,e€Ti) A ii < ®£r) (siehe ( 13) und Satz*), 
( i i ) H [ T J 0 ] <= {Su(C)) U H[n] . 
a) Sei £ < a und £ ,T] 0€C(a,ß) . Mit Lemma 7 folgt TJ e C(a,ß) . Aus £< a , 
£,r\ e C(a,ß) und (i) folgt 7 e C(a,ß) . 
b) Sei ß^7 e C n + 1 (a, ß) . Wegen (i) folgt daraus mit jV2\ £ < a und 
£,r\ € C n(a,ß) . Mit (2),Lemma 7,und ( i i ) folgt weiter H[r)Q] e C n(a,ß). 
§ 3 O r d i n a l t e r m e und K o e f f i z i e n t e n m e n g e n 
Wir betrachten nun die Menge T derjenigen Ordinalzahlen, die sich 
durch einen aus den Zeichen 0 , + ,0, f ( f e f y ) gebildeten Ordinalterm 
darstellen lassen. Nach Einführung sogenannter Koeffizientenmengen ^ 7 , 
K 7 (für 7eT) werden wir durch die Sätze 8 und 9 Hilfsmittel erhalten, 
die eine rekursive Charakterisierung der Menge T und der <-Relation auf 
T ermöglichen - vorausgesetzt, 4 erfüllt gewisse Rekursivitätsbedingun-
0 gen. 
Induktive Definition einer Ordinalzahlenmenge T 
(T1) 0 e T 
(T2) ( 7 1 , . . . , 7 n ) c T f l H A 7^.,.^ A n>1 71+-.*+7n€T 
(T3) a,ß € T A Su(a) ^  ß =4> Saß € T 
(T4) U v . . . , i m ) c T A f £ ^ A €D(f) ==^ € T 
Definition 
A := min{veK| V 7(7 € |^ | A ^ [7] c v - 7ev)}, 
d.h. A i s t die kleinste gegenüber allen Funktionen aus ^  abgeschlossene 
Kardinalzahl > 00 . 
Folgerungen: (14) T <= A 
(15) ß << A — » C(a,ß) c A 
( 1 6 ) ß ^  A ^  a C(a,ß) = C(A,ß) A ©aß = 0Aß 
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Satz 6 
Es i s t T = C(A,0) und T fl ^  = GAO . 
Beweis. 1. Mit Satz 5 und T c A folgt T c C(A,0) durch T-Induktion (d.h. 
durch Induktion nach den Definitionsregeln (T1),...,(T4) ) . 
2. Durch Induktion nach n beweist man Cn(A,0) c T . Der einzige nicht 
t r i v i a l e F a l l i s t dabei folgender: 7 = 9^ € c n 4.i( A>°) m i t £ < A *Tl<®?rl 
£ € C(£,e£r\) und £,i) eCn(A,0) . In diesem Falle folgt aus ( 1 3 ) 7 = ®£r\0 
mit S[i(§) ^  r \ 0 . Nach dem Beweis von Satz 5b i s t dann H [ T ] q ] <= Cn(A,0) . 
Aus ( 5 ) U H [ T ] 0 ] <= Cn(A,0) folgt mit I.V. und (T2) 4 , T J o e T . Mit (Tj) 
folgt 7 = S£j]o € T . 
3 . Aus T = C(A,0) = C(A,GAO) folgt mit Lemma 4 T n ß 1 = 6A0 . 
Induktive Definition der Koeffizientenmengen K*7 und K 7 für 7€T 
Die Definition erfolgt durch T-Induktion. Die Regeln (T1),..., (T4) sind 
so abgefaßt , daß die Definition eindeutig wird. Für M CT sei K^ 'M : = 
U{^* }7 I 7 € M} . 
1. K*7 := K*H[7] und K 7 := K H[7] > wenn 7 € T \ H . 
IC rC K K 
2. K*7 := K*^[7] und K^ := K^[7] > wenn 7 e T H K und t c + 4 7 . 
3. K*7 := 0 und K 7 := {7) , wenn 7 eTHH und 7 < * + . 
IC IC 
4. K*9ctß := {a}UK*ctUK*ß und K ©aß := K aUK ß , 
IC IC IC IC IC IC 
wenn et, ß e T , S^i(a) 4 : ß und k + ^  ß . 
Für 7 € T sind K*7 und K 7 endliche Teilmengen von T . Die Elemente von ic ic . 
K ^ y sind additive Haupt zahlen < (7+1) PI K 
Für M <= on sei: M < a : V£(£ € M - £ < a ) 
a < M : ]?(5eM A a<£ £) —1 (M < a) 
Satz 7 
Für 7 € T und ß e Kr (et) \ K g i l t : 
7 € C(a, ß) <=* K*ß7 < a A K s ß7 < ß • 
Beweis durch T-Induktion mit (2) , (8) , Lemma 4 und Satz 5 . 
Satz 8 
Für et € T g i l t : Su-(ct) ß <=>> K* ßa < a 
Beweis. Aus Lemma 6 und Satz 7 folgt: 
S^(a) ^[ ß ]r)(Sß = ST] A a€C(a,6aTi)) <==^  K s ß a < a • 
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Satz 9 
Für et, et«, e T und ß, ß 1 mit S\x(a) 4 ß , Sp-Ca-,) ^  ß 1 g i l t : 
a) K g ß a U {ßj < 0ctß 
b) ö 1 < et A K g p u {ß-j} < ®aß eia1ß1 < ®ctß 
Beweis, a) Aus Satz 4a folgt @ctß = ©aß für ein ß>ß. Nach ( 1 3 ) i s t also 
et € C(a,®aß) und ß ^  ß < Gaß . Mit Satz 7 folgt daraus K g ßaU {ß} < ©aß . 
b) Ist Sß., + Sß , so folgt die Behauptung aus Satz 4b. - Sei Sß-, = Sß . 
Aus et-, < a , Su.(a«,) ß., und Kg^a., < ©aß folgt nach den Sätzen 7 und 8 
a-, € C(a,0aß) . Mit ß 1 < Baß , Satz 4b , Satz 5a und Lemma 4 folgt daraus 
öa-lß-l € C(a,6aß)n ß + = ©aß . 
Nichtkonstruktive Definition von ©"() 
Durch die induktive Definition von T wird zugleich jedem 7 eT in 
eindeutiger Weise ein aus den Zeichen 0 , + , 0 , f (f e ) gebildeter Or-
dinalterm ©[7] zugeordnet, der in der klassischen Ordinalzahltheorie die 
Zahl 7 darstellt. Wir nennen ©[7] die n@-DarStellung von 7"« (Beispiele: 
9[0] =0 , 0 [ 1 ] = 900 , 0[co + 2] = 00000 + 0 00 + 000 ) 
Das Bezeichnungssystem ©*( ) sei die Termmenge {§[7] I 7 € T} zu-
sammen mit der durch ©[7] < 0[6] : <==> 7 < 6 definierten <-Relation 
auf dieser Menge. 
Mittels der Sätze 4b , 8 , 9 läßt sich für Terme © a ^ die Entschei-
dung darüber, ob © a ^ € ©( ^  ) bzw. ©a-fb«, < 0a 2 b2 i s t> a u f d i e E n t ' 
Scheidung entsprechender Fragen für kürzere Terme zurückführen. G i l t 
ähnliches für die Terme der Gestalt f a r . . a m ( f g ^ ) , so kann das Bezeich-
nungssystem © (|) rekursiv definiert werden; dies t r i f f t z.B. (wie wir i n 
§ 5 zeigen werden) für die i n §4 eingeführten Systeme @(r) und 0({g}) zu. 
Von besonderem Interesse i s t stets die Teilmenge 0 Q ( ^ ) : = = (®[7] 1 
7 € T 0 ü^} von ©(•£) ; denn für a = ©[7] e ®Q(f) i s t n a c h S a t z ^ 
7 = ||{x€@(^) | x < a)II , d.h.ein Term aus ® 0 ( £ ) repräsentiert i n dem 
wohlgeordneten System ©(^) genau die Ordinalzahl, deren ©-Darstellung 
er i s t . - Der Ordnungstyp von ©Q(^) i s t 0AO . 
Eine Erweiterungseigenschaft von G ( ^ ) 
Nehmen wir an, man habe mit Hilfe eines Systems ©(^ 0) eine Reihe 
beweistheoretischer Ergebnisse erhalten, aber zur Behandlung gewisser 
weiterer Probleme reiche der durch ®(f0) dargestellte Ordinalzahlenab-
schnitt nicht mehr aus. Man wird versuchen, durch Erweiterung der Menge 
&0 ein für den gewünschten Zweck genügend starkes Bezeichnungs System 
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©(-^) herzustellen. Dabei wird man jedoch möglichst so verfahren wollen, 
daß 0 ( ^ ) in kanonischer Weise einem Teilsystem von 0 ( 4 ) entspricht, 
d.h. daß T ? <= t * ist , und für jedes 7 eT** die ©-Darstellung von 7 be-
züglich ^ Q mit der bezüglich $ übereinstimmt. Hierzu l i e f e r t der f o l -
gende Satz 10 ein im allgemeinen ausreichendes Kriterium. 
Definition 
f l v := {(x,f(x)) | xeD(f) A f(x) < v) ( f e f ) 
^1v := {f1v | f e f A f1v =M ) 
Satz IQ 
S e i v e K , t^c := ^1 v und gelte V7(7^l^|Hv - ^ [ 7 ] < v ) . 
Für a,ß^ v g i l t dann: ©|° = @# und C^(ct,ß) = C ^ ( a , ß ) 0 v . 
Daraus folgt speziell T^°= C^(v,0)flv und = © ^ für a< v . 
Beweis durch transfinite Induktion nach et (mit Satz 2 ) . 
§4 D i e S y s t e m e *©"( r ) u n d Q( {g) ) 
und ihre Beziehungen zu anderen BezeichnungsSystemen 
T , r mögen (rekursive) Ordinalzahlen < bezeichnen. 
Definitionen 
1. f r := ü ( 0 , n 1 + ? ) } 1 4 e r ) 
@(T) := @(#T) , @ raß := @^Taß , C T(a,ß) := C^ T(a,ß) usw. 
2. g Q := { ( ^ ß 1 + ? ) I £ € On) 
g a := Ordnungsfunktion von (r\ \ V£(£<a -> ("H) = )) , für a> 0 
g a ß : = = ( s a ^ 1 > ' wenn ß = ß o + n mit g Q ( ß 0 ) = ß 0 
1 > sonst 
g := K U ^ s S i f ] ) I (i>i\) e Onxon) 
Folgerungen 
( 1 7 ) A T = ß 1 + r , A { g ] = minU | C - g«0 ) . ( 1 7 a ) K 0 a i + T c C T(a,ß) 
08) ^ r = f f 1 ^ 1 + T > wenn T < r 
09) get^ ß^  < gctgßg g i l t genau dann, wenn einer der folgenden drei 
Fälle vorliegt: (i) ct., < o^ ß-, < gct2ß2 
( i i ) a 1 = ß 1 < ß 2 
( i i i ) ctg < a<i ga 1ß 1 ^  ß 2 
{g} erfüllt also die ünitätsbedingung von Seite 2 . 
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Lemma 8 
a) T < f u n d a , ß N < ft1+r ©£ = ©£ und CT(a,ß) = c ^ K ß j H 
b) r < l|B0(r)|| = © T n i + T 0 und ||S(T)|| < ® ^ 1 + T + 1 ° für r < r 
Beweis, a) folgt aus Satz 10 und ( 18) . b): Sei r < r • Nach Satz 6 , ( 17) 
und a) i s t | | 5 0 ( T ) | | = e T ß i + T ° u n d = C T ( a i + r , 0 ) fl ü 1 + r . Nach ( 1 7 a ) u. 
Lemma 3 l i e f e r t die Zuordnung £\-^©Tü^+^0 bzw. £t—*@T(ft1+T+£ )0 eine ord-
nungstreue Abbildung von r in © rft 1 + ^0 bzw. von C T ( H ^ + t , 0 ) 0 ft«|+T in 
® ¥ ( ^ 1 + T + ^ 1 + T ) 0 • Also i s t T < l | 0 o ( r ) I und | | ® ( T ) | | < ® T ^ + T + 1 0 . 
Vergleich der Funktionen 0 T und 0 ^ g ^ et a 
F i l l l l t z u n g i Von jetzt an sei ©aß := @"^aß , C(a,ß) := C ^ ( a , ß ) usw. 
Lemma 9 
a ) % > a ß « « < % — * 0 a ß - « y » 
b) a < Jigß ß A ß < 8£2ß ß< =*> 6aß < 6ß f l ß 
Beweis . Sei K := ftß . 
a) Sei ft0/cß«: £ < jc . Dann i s t S? = mit 0/cß ^  g 0 < ß 1 # also 
nach Lemma 4 £ Q i C (/c,©Kß) und somit auch £ ^ C(ic,®icß) . Mit Satz 3 a folgt 
©aß = ©Kß . - b) Aus a < 0 @ / cß folgt Sa = mit £ < ö/cß . Wegen ß < H-, 
folgt weiter a < < k und € C(jc,6fcß) . Mit ß < @/cß und Lem-
ma 3 folgt daraus ©aß ^  ©ß^ + 1ß < 0/cß . 
Definition: £ 0(ß) := ©ß^ß , ? Q ( - 1 ) : - CD 
Lemma 10 
Sei ß € ß 1 U { - 1 ) und £ n := ? n(ß) ; dann g i l t : 
a) C n < ^ n(ß+ 1 ) < < : C n + 1 und sup(c:n | n€o)} = 0 ß ^ ( ß f 1 ) 
b) z 0 4 £ < eo^(ßfi) — • *<eo 4(ß*i) 
c) 5 < 0ß ß A ß €fy £ < ©a^ß 
Beweis, a) Durch Induktion nach n zeigt man: £ n < Qßj ( ß f 1 ) < ©ß^(ß+1) 
und C n ( f l ^ , C 0 + 1 ) n f l c ^ ( C f ß ^ e ß ^ f ß + I ) ) Hfl£ ) . - b) Aus der Prämisse 
folgt mit'a) ^ n ^  £ < 5 n + 1 für ein nea>. Ist C n = ? > so g i l t die Be-
hauptung nach a) . Ist £ n < £ , so folgt § < ©ß^ +1(ß*-1) ^  60g(ßfl). 
c) folgt aus b) . 
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Definition 
:= m±n{r\ | a ^  ) 
Satz 11 Für a < ü g i l t : 4 + 7 -
a) 6 Taß = ©a(a* + ß) 
b) CT(a,@aß) 0 a + = C(a,8aß) 0 a + , wenn a < ß . 
Beweis durch transfinite Induktion nach a (gleichzeitig für a) und b)). 
1. {Baß | a* ß} c Kr T(a) c Kr(a) . 
Beweis: 
1.1. a = 0 : Kr T(0) = H = Kr(o) . 
1.2. a = £ + 1 : Nach Satz 2 ( i i ) i s t Kr T(a) = {eT£r]^ \ £ k C t ( £ , ® T £ T ] ^ ) v 
T)i = 0T?T|-,) . Nach I.V. i s t ®T£r)} = Ö ^ U * * ^ ) . Aus T)-, = ®T£r)<\ 
folgt 0 <-T|1 und somit £ < ^e^d^ + ) ( e s s e i w i e d e r K ßo, ) • 
Aus ^C T(?,0 TeT l 1 ) folgt £^K , also ebenfalls £ < % K ( £ ^ + r ] J ] ) • — 
Andererseits folgt aus £ < ft@/c^ und der I.V.: £* 4 r\ , CT(£,®£r\) n £+ = 
C(5*0£rj)fi£+ un<* (0?rj=Ti <—> -£* + Tl = • Zusammengefaßt ergibt 
sich: KrT(ct) = {©^ | £ < Ü ^ A ( $ | C ( ^ ) V TJ = 0^)} c Kr(a) . 
Aus a* ^  ß folgt 0aß = ©£T] für ein T) mit § < a ^ a @ K . ^ a @ , 
also ©aß e K r T ( a ) = {®fr)*Kr(a) | ? < ß 0 / c r ) } . 
1.3. a Limeszahl : Nach I.V. g i l t [®£T] | £„ 4 T)} = Y L r r {£) für $ < a . 
Daraus folgt Kr T(a) = ^  KrT(£) Kr(£) = Kr(a) . Ist a* ß 
und £ < a , so i s t £+ ^  ß und ©aß » @£T] mit ß£ r] ,also @aß€Kr T(§). 
2. ©aß € Kr T(a) ===$> a* ^ ß . 
Beweis indirekt. Sei ß < a # , d.h. £ := ftg^o < a und ß = £* . 
Aus Lemma 9 a und der I.V. folgt ©aß = ©iß = 0^ ?O . Ferner g i l t £ € C T ( £ , 
BT£0) , also nach Satz 2 ( i i ) © r£0 £ Kr T(£+1) . Es folgt ©aß \ Kr T(a) . 
Aus 1. und 2. folgt @ Taß = ®a(a*+ß) . 
3. Durch Nebeninduktion nach n beweist man C^(a,©aß) fi a + c C(a,©aß) 
und Cn(a,@aß) n a + c (f(a,©aß) für a < &SlCß • Man beachte dazu die 
folgenden Hinweise: Wegen a < &Blcß i s t nach 1. ©aß e Kr T(a) . 
Ist 7 e K 0 a + , so i s t 7 = 4 a mit £ < H @/cß ; daraus folgt nach 
Lemma 10c £ < ©ft^ ß < ©aß , also 7 e C(a,@aß) . Nach(17a) iVt KPa+<= C T(a,®aß). 
Für 7 < a 1 i s t nach Lemma 4 7eC T(a,®aß) > 7<®aß 7€C(a,@aß) . 
Für £ < a und ^ T] i s t nach I.V. (und wegen £# < Q^) ®£r) = @rgT) 
und CT(£,eT£ri) 0 C = C ^ , © ^ ) 0 £ + . 
Folgerung: Ist T ©ftß 0 und a < ß 1 + T , so g i l t 
(20) © Taß = ©aß und C T(a,ß) n a + = C(a,ß) 0 a + 
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Mit Hilfe von Lemma 10 und Satz 11 können wir nun noch eine interessante 
Eigenschaft der Zahlen eCl^ ß (ß < ) beweisen. 
Definition einer Normalfunktion cp : —> 
cpQ := CO 
cp(a+1) ||9(cpa)|| 
cpß == sup{cp£ | £ < ß } , wenn ß Limes zahl i s t . 
(Nach Lemma 8b i s t <pa ^  ||0o(cpa)|| , also cpa < ||9(<pa)|| = cp(a+1) . ) 
Satz 12 
a) <p(a>{i + ß)) = eaü ß 
b) <p«ß = 6(fiß+1)ß ( cp» : = Ableitung von <p ) 
Beweis. Für a = ü>(l+ß) +n mit ß e ti<\ U {-1} , n e to sei := Cn(ß) • Nach 
Lemma 10 i s t : ti^—* Normalfunktion. Ferner g i l t : 
(i) cpa = f a , wenn a = a>(1+ß) , 
( i i ) cpa < f a < <p(a+1) , wenn a = a^ +1 
Beweis durch transfinite Induktion nach a . 1. cp0 = a)=?o(-1) = ^ 0 . 
2. Ist a Limeszahl, so folgt cpa = ^ a aus der I.V. und der Stetigkeit 
von cp und ^  . 3. Sei a=a-j+1 und cpa^  ^ fa^ < cpa . Sei a^ = a>(1+ß) + n 
(mit ße U {-1}) und r := 0^ a(ß^ 1) • Es g i l t fa^ = ? n(ß) , 1>a= £ n + 1 (ß). 
Aus Lemma 10 folgt C n ( ß ) < r und (^£n(ß)+i)* = fr"1 > a l s o n a c h S a t z 1 1 
e f a ? / g ) + 1 0 = ? n + 1(ß)<r . Aus cpa 1^%a 1 = c:n(ß) folgt mit Lemma 8 
cpa = lletcpcpH < @T^n(ß)^° > a l s o cpa < ^ a . Aus Cn(ß)+14: cpa<f folgt 
mit Lemma 8 ^ = © T ^ n ( ß ) + 1 ° ^ ll©0(cpa)ll < l|0(cpa)|| = cp(of1) . 
Aus (i) folgt die Behauptung a) . Zu b): Offenbar kommen als Fixpunkte 
von cp nur Limeszahlen in Betracht^ also i s t cp' = f . Es g i l t aber: 
^ß=ß <—* (^o).(l-f-ß)) = ß und V(">-(1+ß)) = ©ß^ß(für ß e ß 1 ) . Und wegen 
\ e c(ß^,ea ßo) i s t Kr(n^+1) = {ß | ea ßß = ß> . 
Vergleiche mit anderen BezeichnungsSystemen 
1. Die Schütte-Fefermansche Grenzzahl T Q (nach Aczel [1] ) ; 
Sei k(ß) := 6ß +ß , a + := minfi] | a ^ k ^ ) ) , cpaß := 9a(a ++ß) . 
Es g i l t : cpOß = cxP , und für a>0 i s t XT](cpaT}) die Ordnungs funkt ion 
von {r) | V£(£< a — x p ^ * T ) ) ) . X£k(£) i s t die Ordnungsfunk-
tion von {£ | £ = cp^ O> . 
Daraus folgt r Q = und Kr(o+1) = {r) \ @ar\ = rj) für a < T Q . 
2. Die Schütte-Pfeiffer-Systeme Z(N) , 2 : 
In [5] wird gezeigt z « e(a>) und 2 0S(N) = 6(N) . 
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3 . Die Systeme W(X) von Pfeiffer: 
In [ 6 ] wird gezeigt W(X) = 0(T) (mit r := -1 + ||X|| ) . Daraus folgt 
mit Satz 12, daß die von Pfeiffer in [ 1 2 ] , § 5 definierte Grenzzahl a* 
gleich 0(ft o +1)O i s t . 
4. Die Systeme Od(l) von Kino: 
In [ 6 ] wird gezeigt |Od(l),<0|| ^  m ^ r und ||Od(l),<J| ^ « ^ ( T + 1 ) , 
wenn T := -1 +||i|| < ® A ^ 0 i s t . 1 1 
5 . Die Funktionen F P(a,-) von Isles: 
In Bridge [ 3 ] wird gezeigt, daß F p(a,-) im wesentlichen mit der Be-
schränkung von 9 a auf übereinstimmt, insbesondere daß die Grenz-
zahl F 1(G(I , 1 ) , 1 ) gleich 0A^O i s t . 
§ 5 K o n s t r u k t i v e D a r s t e l l u n g der S y s t e m e 
0 ( T ) u n d 6 ( ( g ) ) 
Im folgenden werden wir die Bezeichnungs Systeme 0(r) und 0({g}) ohne 
Bezugnahme auf die klassische Ordinalzahltheorie rekursiv definieren 
und einen konstruktiven Wohlordnungsbeweis für diese Systeme angeben. 
Wir definieren gleichzeitig: 
1. Termmengen X , £ , St 
2. Eine Abbildung S : X—»flu ( 0 ) 
3 . Koeffizientenmengen K^a und K ua 
4. Eine zweistellige Relation < auf X . 
Wie man leicht sehen kann, i s t das im Anschluß definierte Paar ( X , < ) 
identisch mit dem auf den Seiten 10,11 definierten Bezeichnungssystem 
©(r) bzw. 0({g}) (vergl. die Sätze 4b,8,9 und Folgerung ( 1 9 ) ) • Die 
mit ' bzw. " gekennzeichneten Definitionsregeln beziehen sich auf 0(r) 
bzw. 0({g)) , die übrigen Regeln beziehen sich auf beide Systeme. Bei 
der Definition von 0(r) setzen wir außerdem voraus, daß eine rekursive 
Wohlordnung (X , <x) mit || (X ,< x)l| = r gegeben sei . 
Abkürzungen: a = b : <=» a und b sind identisch 
a
« b : <=* -i(b < a) 
M < a • ^ Vx(x eM—^ x < a) 
M ]x(x € M A a ^  x) 
*o : = ftU {0} 
1. Induktive Definition von X , g , St 
1 . 0 . 
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1.3- a , b e £ 
i.V. ft = X 
1.4" a , b € x 
1 <n A a n^...^ a 1 A 
KSb a < a 
a ^ . 
6ab € £ 
gab e St 
2. Induktive Definition von Sa € ftQ für a e X 
2. 1. Sa := a wenn a £ St 
2.2. S(a1+...+an) : = Sa.j 
2.3. seab := Sb 
3 . Induktive Definition von K ua und K ua für a £ X und u e Ä o — 
3.1 0 Ki0 := Ku0 
3.2. ^J(a 1 +... +a n) := K^U... Ul?Jkn 
3.3- K*©ab := {a} UK*a UK^b und K u©ab := ^ a U y 
3.4. K*a := 0 
3.5'. K*v := K nv : = 0 
4. 
wenn u < Sb 
und K ua := {a} a e § mit Sa ^  u 
5'.' Ä a b : - V k u i Ä 
wenn 
wenn v £St mit 
wenn u < gab 
u < v 
Induktive Definition von a < b für a , b e S 
u < 0ab 
0ab < u 
(1^ m , l ^ n , 2 <m+n) g i l t in genau folgen-
und 
4.1. 0 |= a = ^ 0 < a 
4.2. u e f t A U ^ b = 
4.3. u e ß A b < u = 
4.4. a<j+...-fam< b1+...+b 
den zwei Fällen: 
(i) m < n und a^ = b^ für 1 ^  i ^  m 
(i i ) Es gibt ein k mit 1 ^  k ^  min{m,n> , a R < bfc 
a i = b i f ü r 1 ^ 1 < k ' 
4.5. 0a^b^ < ©a 2h 2 g i l t i n genau folgenden drei Fällen: 
(i) a 1 < a 2 und K s b a,j U (b-j) < 0a 2b 2 
( i i ) a 1 = a 2 und b 1 < b 2 
( i i i ) a 2 < a 1 und K g b a 2 U {bg} 
4.6. Für u , v € St g i l t : u < v u < v V 
4.6!' ga^b^ < ga 2b 2 g i l t i n genau folgenden drei Fällen: 
(i) a 1 < a 2 und b 1 < ga 2b 2 
( i i ) a-j = a 2 und b.j < b 2 
( i i i ) a 2 < a 1 und ga-jb., ^  b 2 
Definition 
Als den Grad Ga eines Terms a definieren wir die Anzahl der i n a auf-
tretenden Zeichen + , 0 , g , 0 ; u . 
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Zur Rekursivität von (%, <) 
Wir nennen 2 G a die Kennziffer der Aussage a e X , 2 G a+2 G b die Kennziffer 
der Aussage a < b und 2Ga+2Gu+1 die Kennziffer der Menge K^a . Durch In-
duktion nach der Kennziffer folgt nun unmittelbar aus den Definitionen 
1.-4. die Entscheidbarkeit bzw. Berechenbarkeit von a . e X , a< b , itf*^ . 
Die Entscheidbarkeit bzw. Berechenbarkeit von a e £ , a€ft , Sa für aeX 
ergibt sich auf t r i v i a l e Weise. 
Mitteilungszeichen 
a , b , c , d , e , x , y für Elemente von X 
u , v , w für Elemente von £ Q 
Satz 1? 
(X , <) i s t ein linear geordnetes System , d.h. für a,b,c e X g i l t : 
a) —,(a < a) 
b) a 4= D a < b oder b < a 
c) a < b und b < c = ^ a < c 
Man beweist a) durch Induktion nach Ga , b) durch Induktion nach Ga+Gb, 
c) durch Induktion nach Ga + Gb+Gc . 
Folgerungen 
(21) a ^  b <£«^ a < b oder a = b 
(22) Sa<J a 
( 2 3 ) Sa < Sb =#• a < b 
Satz 14 
a) Sab e X K g baU{b} < 6ab 
{a, b} < gab 
Beweis. 
a) Man zeigt durch Induktion nach Gc : c ^  K g t )a U {b} ==^  
b/1 Man zeigt durch Induktion nach Gc : c ^  {a } b} 
Lemma 11 
a) c e K ua =#• c e £ A c ^  a A S c ^ u 
b) c = c«|+.. .+cn (mit n ^,1 , Cp...,cn € £) A Sc ^  u 
K uc = -{c v...,c n> 
c) v < Sc = 4 KySc c K y c 
d) v ^ u = > K ^ c = K yc e) uN< v =^> K*c <= K * c 
c < Sab . 
c < gab . 
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Lemma 12 
K*c < a A u < v A 9av e X =±> K yc < eav 
Beweis durch Induktion nach Gc . Wir behandeln nur den F a l l v<c sec^Cg* 
Aus {c 1}UK*c 1 UK*c2 = K*c < a folgt mit der I.V. c-, < a und K yc 1 UK yc 2 
< eav . Ist Sc = v , so folgt (mit Lemma 11b) K yc = {©CjCg} , c-j < a und 
K v c1 U {c 2} < @av , also K yc < eav nach der Definition von < . Ist 
Sc > v , so folgt K yc = K yc 1 U K yc 2 < eav . 
D e r W o h l o r d n u n g s b e w e i s 
Definitionen 
Q > Q-j $ Q2 bezeichnen Teilmengen von X . 
Q n a := {c e Q | c < a } 
Qfl u + := {cgQ | Sc N<u} 
W[Q] := (a^Q | Qfla i s t wohlgeordnet } 
:= {a | V v ( v € Q 0 u — > K ya c Q ) } 
:= W[Mjnu +] 
Folgerungen 
(24) Q 1nu = Q 2nu —>> = Mj2 a wj 1 = W^ 2 
(25) i s t der größte wohlgeordnete Abschnitt von ly^ n u + , d.h. W^  i s t 
wohlgeordnet, und es g i l t : 
a € w u aeM^Ou 4" A ^ N A C W U 
Definition 
Eine Teilmenge Q von X heiße ausgezeichnet , wenn g i l t : 
(A1) a e Q Sa e Q 
(A2) u € Q Q0u + = wJ 
Offenbar i s t jede ausgezeichnete Teilmenge von X auch wohlgeordnet. 
Im folgenden sei Q irgendeine fest gewählte ausgezeichnete Teilmenge 
von X , und es sei := , Wu := W^  . Dies g'elte bis Lemma 15 einschließlich. 
Lemma 13 
a € Q und u € Q =^> K ua er Q 
Beweis. 1. u < Sa : Aus a e Q folgt mit (A1),(A2) a e Wq #Mit ueQO(Sa) 
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folgt daraus K ua c Q . 2. Sa ^  u : Aus a , u e Q folgt a e Qflu + = Wu. 
Aus aeW u folgt mit Lemma 11d K y(K ua) = K ya <= Q für veQHu . Also 
g i l t K ua c ^  . Mit K ua ^  a € Wu und ( 2 5 ) folgt daraus K ua c Wu c Q . 
Lemma 14 
u € und u ^  Q =#> u € Q 
Beweis. Sei u e Mu ,u^[Q und v : = min{weQ | u ^  w) . Dann g i l t ueMu=Mv 
und v g Q fl v + = Wy , also nach ( 2 5 ) u € Wy <= Q . 
Satz 15 
a) a + b € £ und a ,b e Q =4> a + b e Q 
b) eab € X und a, b e Q = ^ ©ab e Q 
Beweis. 
a) Sei a+b e X und a,b eQ . Wir setzen u := S(a+b) = Sa , a+0 := a . Es 
i s t a,b€Q(lu + = Wu ; also i s t a+b e Mu , und Mu H a und Mu0 b sind 
wohlgeordnet. Wir zeigen nun, daß MuH(a+b) wohlgeordnet i s t ; mit a+b e Mu 
folgt daraus a+b e Wu <= Q . - Sei M^  := {d | d e Mu A a^d<a+b} . Wie 
man sich leicht überzeugt, l i e f e r t die Zuordnung ch-+a+c eine ordnungs-
treue und bijektive Abbildung von Mu Hb auf M^  . Da Mu0(a+b) = (MJlajUM^ 
i s t , folgt daraus die Wohlordnung von MuH(a+b) . 
b) Abkürzung: {a, b e Q A ©ab e X A VC€QVd€Q( c < a A ©cd e X > ©cd € Q ) Vd€Q( Sb^ d < b > ©ad e Q ) 
Hilfssatz : S3[a,b] A e € M g b 0©ab =^> e e Q 
Beweis des Hilfssatzes durch Induktion nach Ge : 
Sei u := Sb und gelte 23[a,b] und e e 0 ©ab . Dann i s t u e Q H u + = Wu . 
1. e = c+d (c,d4=0) : eeQ folgt mit a) aus der I.V. 
2. e ^  K uau {b} : Aus a,b,u eQ folgt mit Lemma 13 {b} c Q 0 U + = W U . 
Mit e e Mu und e ^  K ua U {b} folgt daraus nach ( 2 5 ) e e Wu <= Q . 
3 . K ua U{b) < e = 6cd : Aus folgt mit Lemma 11d Ky(KucU{d}) = Kye 
c= Q für v €Q0u . Also i s t y u f d j c ^ 0 ©ab (siehe Satz 14a) . Mit 
I.V. folgt i^c U {d} c Q . - i s t c = a und d< b , so folgt e e Q aus d e Q 
und 93[a,b] . - Sei nun c < a . Dann i s t c e Q zu beweisen. 
Durch transfinite Induktion nach v zeigen wir zunächst K y c c Q für veQ: 
Wegen K ^ c j ^ i s t nach Lemma 11d K yc <= Q für v e Q D u . Kuc<= Q i s t 
schon bewiesen.- Sei nun u < v e Q und K wc <= Q für alle we Q0 v . 
Mit Lemma 11d folgt K yc <= . Aus S3[a,b] und Sb <v folgt mit Lemma H e 
S5[a,v] . Wegen ©cd = e e X u. Sd = u i s t K*c < c . Mit c < a , u < v , 
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9äv € X und Lemma 12 folgt daraus K yc < eav . Es g i l t also 8[a,v] und 
K yc <= M^n eav , woraus nach der I.V. (wegen Vxe K yc ( Gx < Ge) ) K yc c Q 
folgt. Damit i s t K yc <= Q für alle vcQ bewiesen . 
Wegen a eQ i s t Sae Q und somit K g ac c Q • Wegen c<a i s t Sc ^  Sa. 
Mit Lemma 11b und Satz 15a folgt nun c e QU{o} . Wegen Q+0 g i l t nach 
Lemma 14 0 e Q , also c e Q . Aus S3[a,b] , c e Q , d e Q , c < a folgt 
e = Bcd e Q . - Damit i s t der Beweis des Hilfssatzes beendet. 
Aus 93[a,b] folgt mit Lemma 1} und dem eben bewiesenen Hilfssatz eab e 
M g b und M s bfieab <= Q0(Sb) + = Wgb , also nach ( 2 5 ) 6ab e Wglo <= Q . 
Folglich g i l t : S9[a,b] eab e Q . Daraus schließt man durch 
"geschachtelte" transfinite Induktion über Q auf die Behauptung b) . 
Lemma 15 
u e Mu und n u <= Q = ^ Wu i s t ausgezeichnet und u e Wu 
Beweis. Aus u € Mu und W^ O u c Q folgt (da Q wohlgeordnet ist) u e Wu 
und Wu n u = Mu (1 u . Nach Lemma 13 i s t Q <= Ma ; also i s t Wu PI u = Q 0 u . 
Daraus folgt nach (24) W^ [u = Wu 0 u + und WYU = w y = Q 0 v + = Wu 0 v + 
für ve W unu . Wu erfüllt also (A2) (Seite 18) . Zu (A1): Ist ae Wu und 
u^[ a , so i s t Sa = ueW u . Ist a e Wu n u , so folgt Sa € Wu wegen WuHu=Q0u. 
Definition : y f : = ^J{Q | Q i s t ausgezeichnet } 
Anmerkung: 
Sei Pr u[Q,Qj:4=* Vy(y €Mgnu+ A fl y c > y € Q1 ) ; 
dann g i l t : 
a € U 4=> B ^ l V ^ a e Q 1 A Y x ( X € 1^ -> S x € Q-f) A 
A VueQ^PrjQ^^] A ( PrjQ^O,! —> Q-j ^  u + c Qg))) 
Satz 16 
\d* i s t ausgezeichnete Teilmenge von X . 
Beweis. 
Hilfssatz: Sind Q1 , Q2 ausgezeichnet, so g i l t : 
u e Q-, U Q2 A u ^  Q1 A u ^  Q2 Q1 PI u + = Q 2 0 u + . 
Beweis des Hilfssatzes durch transfinite Induktion nach U€Q^UQ2 : 
Sei u 6 Q 1 und u^ . Aus der I.V. folgt Q«j 0 u = Q2 PI u ; also g i l t 
u € Q<| 0 u + = W ^ 1 = W^ 2 . Mit Lemma 14 und u^ Q2 folgt daraus u e Q 2 . 
Somit g i l t Q 1 n u + = W^ 2 = Q 2 fl u + . 
Aus der Definition von U folgt Va(ae2</*—> Saelc/) , und aus dem H i l f s -
satz folgt, daß jede ausgezeichnete Menge ein Abschnitt von %S i s t . 
Für u € %J g i l t also : hl 0u + = (Jiq Hu+| ue Q A Q i s t ausgez. } = 
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Ä U{W* | u € Q A Q ausgez. } = . 
Satz 17 
Es g i l t Itf = X , und folglich i s t X wohlgeordnet. 
Beweis. Sei : = M^und Wu : = W^ . Aus Lemma 15 und Satz 16 folgt: 
(I) u € \ A M uflu c UT u € W 
Daraus folgt 0 e U . Nach den Sätzen 1 5 , 16 i s t W abgeschlossen ge-
genüber + und 6 . Wir müssen also noch 
(II) ' X c U bzw. (II)" a , b e lf = > gab e U 
beweisen. - Wir wollen hier nur den Beweis von (II ) u aus führen 5 dieser 
erfolgt durch "geschachtelte" transfinite Induktion über W : 
I.V. : a , b € 2t/\Vc€ ZcfVde W ( c < a v ( c = a A d < b ) — > gcd € U ) . 
Sei u := gab . Aus a , b e 1/ folgt mit Lemma 13 K yu = K ya U Kyb c 2^ 
für alle v e 2JTlu ; also i s t u e . - Wir beweisen nun VefeeM^u —» 
—^ e e W ) durch Nebeninduktion nach Ge: Sei e e ^ f l u . Mit Lemma 11c 
folgt See M g e . - Nehmen wir an, es wäre W< Se . Dann wäre Se = gcd 
mit b < gcd < gab und c , d e M u 0 u • mit N.I.V. und I.V. würde daraus 
Se e W folgen, was im Widerspruch zur Annahme hf< Se steht. - Also i s t 
Se U . Mit Se €M g e und Lemma 14 folgt daraus Se € U f t u . Wegen 
e e Mu i s t also K S e e c ZcT , woraus nach Lemma 11b und Satz 15a e e U 
folgt. — Wir haben nun u e Mu und Mu 0 u <= U bewiesen . Mit (i) folgt 
daraus gab = u e Vi . 
Anmerkung 
Beim Beweis der Wohlordnung von 0(r) kann man mit schwächeren als den 
hier verwendeten Beweismitteln auskommen: Man definiere durch transfinite 
Rekursion über (X,<x) Mengen M^  0 ( T) , so daß ^ = {a | VveX(v< u -* 
—> K ya c W[M^])> für alle u eX is t . Außerdem definiere man /Z</: = 
U ( w [ ^ n u + ] | u a } . Wie man leicht nachprüft, g i l t dann M^= Mu , 
woraus folgt, daß W eine ausgezeichnete Menge mit X c W i s t . Mit 
Satz 15 ergibt sich %J = e(r) . 
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