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Décompositions intégrales des familles spectrales et 
semi-spectrales en opérateurs qui sortent de l'espace 
hilbertien 
Par CIPRIAN FOI AS à Bucarest 
Le problème de décomposition des familles spectrales par l'intermédiaire 
des vecteurs qui ne sont plus dans l'espace hilbertien est assez récent. Ayant 
comme point de départ le travail de MAUTNER [ 1 7 ] , inspiré de la „reduction-
theory" de J. VON NEUMANN [ 1 9 ] , ce problème s'était développé dans la théorie 
des équations aux dérivées partielles ( [ 1 2 ] , [3] , [ 1 5 ] ) . Un autre point de départ 
est dû à GELFAND et KOSTUTCHENKO ( [ 1 3 ] , voir aussi [ 1 4 ] ) qui ont lié cette 
décomposition d'un plongement continu de l'espace hilbertien dans un espace 
localement convexe de type spécial. Dans tous ces travaux (voir aussi [1], 
[2], [4], [16], [8]) le support de la famille spectrale est R1 ou T?2, bien que 
les conditions imposées ne soient pas identiques. Mais en fait dans tous ces 
cas on transforme, par un changement de norme (qui s'avère nucléaire) la 
famille spectrale (qui n'est pas à variation bornée) en une mesure (à valeurs 
opérateurs ou formes linéaires) qui est à variation bornée (telles mesures 
viennent d'être étudiées par N. DINCULEANU [6] , [7 ] ) . Le procédé de dériva-
tion peut alors être remplacé par le théorème de Radon—Nikodym et par 
conséquent on n'est plus lié des supports R1 ou /?2 ; c'est dans ce sens que 
nous utilisons l'idée initiale de GELFAND et KOSTUTCHENKO. D'autre part, le 
but principal des travaux antérieurs est la décomposition en fonctions propres 
(généralisées) des opérateurs différentiels ou aux dérivées partielles, tandis 
que le but de notre travail est l'étude de ces décompositions dans un cadre 
général (celui d'une famille spectrale ou semi-spectrale, définie sur un clan 
borélien quelconque), en liaison à la théorie spectrale dans les espaces hil-
bertiens. 
Ainsi, après avoir donné la représentation intégrale des familles spec-
trales ou semi-spectrales en opérateurs „propres" qui sortent de l'espace hil-
bertien ( § 1 , § 2 ) ou en vecteurs „propres" qui ne sont plus des éléments 
de l'espace hilbertien, on étudie les liaisons entre ces deux représentations 
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(propositions 2 .3 , 3 .1 et 4 . 2 ) et entre le rang des opérateurs de décompo-
sition, la multiplicité et l'invariance unitaire de la famille spectrale (proposi-
tions 4 . 3 et 5.1). Ces propositions sont très voisines de certains résultats de 
la „réduction theory" de J . VON NEUMANN ( [ 1 9 ] qui, dans ce cas particulier, 
en résultent) et du travail [1] de W . G . BADE et J . T . SCHWARZ. 
La caractéristique de la méthode utilisée, c'est qu'elle permet d'éviter 
les champs de vecteurs, en utilisant seulement la notion plus simple de fonc-
tion à valeurs dans un espace de Banach. Le dernier paragraphe a pour but 
d'indiquer comment les résultats acquis peuvent être appliqués à l'étude spec-
trale, au calcul fonctionnel et au problème de l'invariance unitaire d'un opé-
rateur autoadjoint borné. ( 
Les principaux résultats contenus dans les premiers cinq paragraphes 
ont été énoncés déjà dans [9]. Des résultats du § 6, mentionnons l'étude des 
vecteurs propres approximatifs d'un opérateur autoadjoint borné (proposition 
6 . 6 ) qui nous a été suggérée par M . SZ.-NAGY. 
Une application naturelle des résultats de ce travail est la théorie spec-
trale dans les espaces nucléaires, dont les résultats ont été énoncés dans [10]. 
Je tiens à cette occasion d'exprimer ma gratitude à M. le professeur 
BÉLA SZ.-NAGY pour des utiles remarques. 
1. Préliminaires sur la représentation intégrale 
des mesures vectorielles 
Soient $ et IF deux espaces linéaires normés de type dénombrable, soit 
§ * l'espace conjugué de IF, c'est-à-dire l'espace de Banach des formes f* 
antilinéaires1) continues sur §F, et soit £ ( $ ; IF*) l'espace de Banach des opé-
rateurs linéaires continus de f à IF. Soit éB un clan borélien des parties d'un 
ensemble T, soit m(a)€£(&; IF*) une mesure2) sur &> et soit 
( 1 . 1 ) y = s u p 2 , | | m ( a i ) | | < o o i 
où le supremum est pris pour toutes les familles finies {a<} c : d'ensembles 
disjoints; l'hypothèse (1.1) veut dire que la mesure m ( o ) est à variation 
bornée. 
Envisageons la „variation totale indéfinie" 
( 1 . 2 ) v W - s u p ^ H m M H , 
X 
1) C'est-à-dire, vérifiant + ¿2fs> = 2t</*[/,> + |/2>, où fuh<i§ et 
¿ i , A2 sont des nombres complexes. 
2 ) C'est-à-dire, une fonction définie sur cB, à valeurs dans £(S;IF*)> telle que 
m (U "n) — .£m(<7„) pour toute suite {<?„} C c B d'ensembles disjoints. 
n. n 
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le supremum étant pris pour toutes les partitions finies {a,} <z & de a (o£<S!>). 
On vérifie sans peine que r ( o ) est une mesure positive bornée sur ¿8, que 
toute fonction g>(t)est aussi intégrable par rapport à la mesure <m(a)e|/> 
et que 
( 1 . 3 ) \ j<p(t)d<m(t)e\f> I ^ I M I 11/11 ¡W(t)\dv(t). 
T T 
Proposition 1 .1 .8) Il existe une fonction fo(t) définie sur T à valeurs 
dans £ ( S ; IF*), univoquement déterminée r-pp,4) telle que 
( 1 . 4 ) < M o ) e \ f > = \<Xo(t)e\fydv(t), 
cr 
pour tout e£$, f^ïï et o£éB. De plus ||̂ „(/)|| = 1 r-pp. 
D é m o n s t r a t i o n . L'inégalité ( 1 . 3 ) nous montre d'abord que toute 
mesuré numérique <m(o)e|/> est absolument continue par rapport à v(o) . 
D'après le théorème de Radon—Nikodym il existe une fonction %*,f(0 
v-intégTable, déterminée r-pp, telle que 
0 , 5 ) <rn(a)e\f> = \Xe,f(t)dv(t) ( a É & ) . 
tr 
Soit œï={t: | ; M O N M I 11/11 H-®} ( 8 > 0 ) . Alors, en posant 9(0=X^F)^ ( 0 5 ) 
dans ( 1 . 3 ) nous obtenons 
<11*1111/11 +«) S \X,m\dv(t)^ J \x,f(t)fdv{t)^M 11/11 I \xMdv(t), 
+ + + 
ce qui n'est possible que si y ( w i ) = 0 . Il résulte que KOI "Il/Il 
v-pp. En posant Xe, f(t)== 0 sur l'ensemble exceptionnel, nous pouvons donc 
supposer 
(1.6) \3h№\me\\M : 
Soient §o (resp. IF0) l'ensemble des combinaisons linéaires finies à coefficients 
rationnels complexes d'une partie dénombrable partout dense dans S (resp. IF) 
Pour rationnels complexes, eu et /i./sÇiFo, on a 
(i• 7) 0 = f X 0 + u ( f ) + ^ f r X e » A ( 0 + ^ X h , A ( 0 
quel que soit t en dehors d'un ensemble Nfa, hi, ex, e2; f ,/2) de v-
8) Dans le cas où IF* est de type dénombrable, cette proposition a été obtenue 
antérieurement par N. DINCULEANU [7] comme conséquence d'un théorème général [5]. 
4) C'est-à-dire, presque partout par rapport à la mesure v(a). 
5) Pour un ensemble c : T , <pa désigne la fonction caractéristique de a. 
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mesure nulle. Soit N = l) Nfa, At; IH', eu et\/,,/2); la réunion étant dé-
nombrable on a aussi v(N) = 0. Pour t(£N la relation ( 1 . 7 ) est toujours 
vraie. En vertu de (1.6) , cette relation se prolonge par continuité sur tout § 
et IF. Par conséquent, pour tout t$N il existe un opérateur IF*) 
tel que <*o(O e l/>=*« ,KO. <îuels <Iue soient eÇê0 et/ÇSF0. En posant # , ( 0 = 0 
pour t£N, %0(t) est définie sur tout T et en vertu de (1 .5) , Xo(0 vérifie la 
relation ( 1 . 4 ) pour tous e£§0 et fçffi0- De ( 1 . 6 ) il résulte que ||^0(Oll^l 
pour tout tç T. En "utilisant maintenant le fait que $0 et IF0 sont denses dans 
$ et dans IF, on déduit par continuité (en faisant usage du théorème de 
Lebesgue) que (1 .4 ) reste vraie pour tous e Ç i et /6IF. Soit maintenant 
= | | * b ( 0 N l - « } («>0) . Comme |Uo(OII = sup|</0(Oe|/>|, le sup-
remum étant pris pour et il résulte que j|^0(OII e s t ^-mesurable 
donc <w7£é&. Soit {Oi}c=e& une partition finie de coj . Nous avons alors 
2 , | | m ( a O | | ^ j l l x o ( O I I < M O = f | | * o ( O I I < M O ^ ( i - « M « r ) ; 
i i <7f <»7 
d'après la définition (1 .2 ) il résulte r ( t o 7 ) ^ ( l — s ) v ( œ 7 ) , ce qui entraîne 
v ( a v ) = 0. Donc ||̂ o(OII = 1 
Soit maintenant # ( f ) une autre fonction vérifiant (1 .4) . Comme les 
fonctions fetf(t) sont univoquement déterminées r-pp, on obtient que, en 
dehors d'un ensemble TVj de r-mesure nulle, <^o(Oel/!> = <0(i(Oel/> P o u r 
tout et /€oF0. On déduit par continuité que ^ i ( 0 = Zo(0 P o u r 
t(£Ni. La proposition 1.1 est ainsi entièrement démontrée. 
Envisageons maintenant une mesure positive quelconque n(a) sur «SB, 
a-finie6), telle que m (a) soit absolument continue par rapport à ju(a).7) 
En vertu de la définition (1,2) , v(o) est aussi absolument continue par 
rapport à fi(o). D'après le théorème de Radon—Nikodym il existe une fonc-
tion v(t), jw-intégrable, telle que 
(1.8) v(o) = jv(t)d[i(t) (o£éB). 
<7 
Posons x(t) = v(t)x0(t). De ( 1 . 4 ) et (1 .8) on déduit 
(1.9) <m(o)e\fy = \<x(t)e\f>d^t) 
a 
pour tout F et L'unicité ¿<-pp de la fonction IF*)] 
résulte par la même voie que celle de #,(/). C'est sous cette forme générali-
sée que nous utiliserons la proposition 1.1 dans ce travail. Pour cela, il est 
B) C'est-à-dire r = U Tn où i*(T„)<<x. fi 
7) C'est-à-dire telle que = 0 entraîne m(o) = 0. 
Décompositions en opérateurs qui sortent de l'espace hilbertien 121 
utile de remarquer que ||/(OII = v(Olljfo(OII = v(0 f*~PP e t Qu e P a r con-
séquent ( 1 . 8 ) devient 
(1.10) " ( ® ) = J Ï ! * ( 0 I I M 0 (<*« ) . 
(7 
Considérons maintenant un cas particulier que nous utiliserons dans la 
suite. Soit m(o)Ç§* une mesure à variation bornée absolument continue par 
rapport à fi(o). En remarquant que $* = £ ( § ; C * ) , où C est le champ des 
nombres complexes, nous pouvons appliquer la proposition 1.1 (sous sa forme 
généralisée). Par conséquent, il existe une fonction univoquement 
déterminée p-pp, telle que 
( 1 . 1 1 ) < m ( a ) | e > = J < * ( 0 | e > < / K 0 
<7 
pour tout e £ $ et a€é&. 
2 . L a d é c o m p o s i t i o n intégrale des familles spectrales o u 
semi-spectrales p a r l ' in termédia i re des p l o n g e m e n t s nuc léa i res 
Soit H un espace hilbertien, soit (e\f) son produit scalaire, ||e|| = ]/(e|e) • 
sa norme, et soit E(a) (a£é&) une famille semi-spectrale dans H8) Soit p 
un plongement nucléaire de f dans H, c'est-à-dire un opérateur de S dans H, 
tel que pour tout on ait 
( 2 . 1 ) p e = Z < e ' \ e > h n 
n 
ou {/?„}<=//, K , } < = r et 
( 2 . 2 ) u = Zll^lli||^n||<oo. 9 ) 
H 
Soit p* l'adjoint de p.10) 
P r o p o s i t i o n 2 .1 . Quel que soit h^H fixé, la fonction d'ensemble 
p'E (o) h est une mesure à variation bornée. 
P r o p o s i t i o n 2. 2. La fonction d'ensemble p*E(o)p£ £ ( ê ; $*) est une 
mesure à variation bornée. 
8) C'est-à-dire une application de 3b dans £ ( / / ; / / ) , telle que, pour tout a £ E(o) 
est un opérateur symétrique, et (E(o)h\g) est une mesure (numérique) sur 
é& pour tout h.gÇH. Si de plus E^ n CTa) = E(a1)E(a2), la famille est dite spectrale. (cB 
est, comme plus haut, un clan borélien de parties d'un ensemble T.) 
9) Pour distinguer les normes en ê de celles en H, nous désignons les premières 
par ||-11,. 
h») C'est-à-dire l'opérateur de H dans S*, défini par <p*h\e> =(h\pë) pour tout 
A 9 
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D é m o n s t r a t i o n . Remarquons d'abord que si {Oi}c:éB est une fa-
mille finie d'ensembles disjoints et o = ( J < j i ) alors pour tout g,h^H on a 
i 
( 2 . 3 ) Œ m o t e l h W ^ E W g l g K E i o W h ) . 
i 
En effet, on a |(E(Oi)g|h)| ^/(£(<*)g\g)\(£(<*)h\h), inégalité de Schwarz 
attachée à la forme hermitienne (E(a)e|e)igO; la relation (2 .3) en résulte 
par l'inégalité de Cauchy t * £ a i b ) 2 ^ 2 ( Z 2 . b 2 i . 
i i i 
Montrons maintenant que p*E(a)h^ê* est à variation bornée. Pour 
nous avons 





De cette relation et de (2 .3) il résulte 
(2 .5) Z \ \ P ' E ( a m ^ n m m Z \ \ e l \ V W ( o ) h n \ h n ) . 
i 1) 
Mais on a ||£(a)||^l, donc en tenant compte de (2 .2) nous obtenons 
Z I I P ^ W I I X ^ I I ^ I I Z I I ^ i u i ^ I H I ^ I I « « - . 
i i 
De cette manière, p*E(o)h^ê* est à variation bornée. 
De ce résultat il s'ensuit aisément que, pour toute suite infinie {o„} 
d'ensembles disjoints CT„Ç<SB, la série 2 p * E ( a n ) h converge (en $*). L'additi-n 
vité dénombrable de p*E(o)h£&' en résulte vu que (p*E{o)h\èy = (E(a)h\pe) 
est dénombrablement additive pour tout cela achève la démonstration 
de la proposition 2.1. 
Quant à la proposition 2 .2 , remarquons d'abord que par (2 .1) nous 
avons pour e,fÇ.$ 
<p-E(o)pe\f> = (E(a)pe\pf) = 22<^><e*r»\f>{E(a)h,\hm), 
n m 
d'où il s'ensuit que 
||?E(p)pi ^ 2II^H, H^ll,\(E(a)hn\hm)\. 
n, m 
En faisant de nouveau usage de (2 .3) on obtient 
(2. 6) 2 ||p*£(oO/>lli ^ 2 lldll. Il Alli HE(o)hn\hn)Y(E(a)L\lQt 
i n, m 
d'où, en tenant compte de (2 .2) il résulte 
t n m 
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donc la fonction d'ensemble p*E(o)p€Z($; §*) est à variation bornée. Son 
additivité dénombrable en résulte tout comme dans la démonstration de la 
proposition 2 .1 . 
La démonstration des propositions 2 .1 et 2 . 2 est ainsi achevée. 
Soit v(h;o) la variation totale indéfinie de p*E(o)h£$*. De ( 2 . 5 ) on 
déduit 
r(h; a) =§ y(E(o)h|h) £ \\el|]/(E(o)hn|hn) 
m r m s m y z l i a IIM y z i â ^ g ® . 
On vérifie sans peine que 
(2 .7 ) A(a) = Z l k : | | 1 ^ f ! î ) 
est une mesuré positive bornée sur Par conséquent nous avons obtenu 
l'inégalité suivante 
(2.8) v(h; o)]iû]J(E(o)h\h)W{p)-
Soit v(a) la variation totale indéfinie de p*E(o)p. De ( 2 . 6 ) on obtient de 
manière analogue 
(2 .9 ) v(o)^ul(o). 
Les inégalités ( 2 . 8 ) et ( 2 . 9 ) • nous montrent qu'il existe des mesures 
numériques positives n(a) [par exemple ¿(o)], a-finies, telles que v(h, o) 
( h £ H ) et v(a) soient absolument continues par rapport à ¡u(a). Soit jw(o) 
l'une de ces mesures, qu'on suppose fixée dans tout ce paragraphe. 
En vertu des résultats du paragraphe précédent on obtient donc les 
représentations intégrales 
(<pfiE(o)h\ë>=j«xh№\ë>dn(t) (eti.hZH) 
(2'10> ( <p-E(o)pe\f> = $<x(t)e\f>dl*{t) ( e j a ) , 
\ a 
quel que soit Etudions-les de plus près. Pour tout h £ H , les fonctions 
(xh)(t ) sont univoquement déterminées ft-pp. Le changement des valeurs de 
ces fonctions sur un ensemble de /¿-mesure nulle n'altérant pas (2.10), nous 
pouvons supposer que 
(2 .11) < ^ ( 0 e k > = 0 pour tout t£T et e£$, 
( 2 . 1 2 ) (xPe)(0 = x(t)e pour tout t^T et 
En effet (2 .12) résulte du fait que %(t)e est aussi une fonction de décom-
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position de p*E(d)pe, donc (en vertu de l'unicité de cette fonction) x(0e = 
= (%Pe)(t) M-PP- En changeant les valeurs de (xpe)(t) sur l'ensemblè ex-
ceptionnel on obtient (2.12). Quant à (2.11) remarquons que <p*E(o)pe\ey = 
= (E(o)pe\pe)^0 pour tout et e£ê. Il résulte que <^(0 e l e > = 0 pour 
tout t$N(e), où /w[N(e)]=0. Soit N= U N(e). Alors [¿(N) = 0. Nous pou-
vons donc poser ^ ( 0 = 0 s u r N- Alors = 0 P o u r t o u t quel 
que soit t^T. Mais $0 est dense dans par conséquent (2.11) résulte par 
continuité. Une autre propriété évidente des x ( 0 [conséquence immédiate de 
(2.11)] est : 
(2.13) <x(0e\f> = <x(0f\e> pour tout t£T et e,f£&. 
Une propriété, moins évidente^ des fonctions (xh)(t) est formulée par 
le suivant ~ 
L e m m e. Soit {£„} c= H une suite tendant vers 0 (dans H), telle que 
chaque mesure (E(p)kn\k„) soit absolument continue par rapport à o). Il 
existe alors une suite partielle {k„p} telle que {(xknp)(t)} tend vers 0 (dans 
S*) M-PP-
D é m o n s t r a t i o n. Remarquons d'abord que 
Kp'E(o)h\ey\ = | (E(a)h\pe)\s )(E(a)h\h) V(E(o)pe\pe) g 
*Y(E(àh\h)y<tfE(&)pe\ë> 
d'où, par un raisonnement déjà utilisé dans la démonstration des propositions 
ci-dessus, on obtient que la variation totale indéfinie de <(p'E(o)h\ey est 
majorée par ]/(E(o) h |h)Y<(p* E(p)pe|e> ; donc, en vertu de (2.10), on a 
(2.14) j \ < ( x m ) \ e > \ d K t ) ^ H E ( o ) h \ h ) V l < z W e > d r Q ) 
ar 
quels que soient h£H et a£c$. Mais dans notre cas 
(2.15) (E(o)k„ | k») — J [kn (t)fdfi (t) où kn(t)^0, 
<j 
pour tous n = l , 2 , . . . et a£cB. (2.14) devient 
(2.16) \\<(xW)\e>\dKt)^]l j > « ( 0 N K 0 l / ¡<z(t)e\e>dn(t). 
Soit on(a,fi,r) = {t: | < ( * F C . ) ( 0 L * > | § « . M O ^ A KxÏM^^Y} O Ù a, fi, y 
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sont des nombres rationnels, fi, /¡ËO, fiy<a. Alors 
afc[on(a,fi,y)]^ J | < ( * * . ) ( 0 | e > M 0 = I 
»»(».ftT) 
j \kn(t)fd^t)]r~J <x(t)e\e>dn(t)^ 
on (a, A y) <rn(a,p,y) 
^ I / ¿ V M « , fi, y ) ] V / V M " , /?, = A a ) ] , 
ce qui n'est possible que si A/)] = 0. Comme l'ensemble Ak(e) des 
points /£7", en lesquels l'inégalité 
( 2 . 1 7 ) \ < ( x m ) \ e > \ ^ k n ( t ) K x m e > 
n'est pas vraie, est une réunion dénombrable d'ensembles on(a, fi, y), il résulte 
que /¿[Ntl(e)]=0. Soit NH= U Nn(e). Alors n(Nn)=0 et de (2 .17) on déduit 
(2.18) 
pour tout t$N„. Donc, si t$N=\JNn, où n(N)=0, l'inégalité (2 .18) est 
« 
vraie pour tout n = l , 2 , Soit {knj) une suite partielle de {kn}, telle que 
A l o r s d e (2 .15 ) il résulte 
p 
p T p 
En vertu du théorème de Beppo Levi, on a ¿'IATB ( 0 | < ° ° ^"PP- Par consé-
p 
quent, en dehors d'un ensemble N' de /¿-mesure nulle, k„v(t)—»-0 pour p—•«>. 
De (2 .18) il résulte qu'en dehors de l'ensemble N\jN' de /¿-mesure nulle 
on a IIOf&pXOHi-»^ pour p - * « * , c. q. f. d. 
Désignons par 3C(S>) le sous-espace fermé de H, engendré par les élé-
ments de la forme E(a)pe e£§). Soit x la projection (orthogonale) de 
H sur 3C(fi). Alors 
<P* E(a)h\ë> = {E(a)h \pe) = (xh \ E(o)pe) = (E(o)xh \pe) = <p*E{o)xh\e> 
pour tout hÇH et e£ê. Par conséquent, dans on a 
( 2 . 1 9 ) p*E(o)h = p*E(p)xh (h£H, o£éB). 
Il en résulte 
2 . 2 0 ) (xh)(t)==(xxil)(t) pour tout t£T et h£H. 
Soit ê(t) l'adhérence de x ( 0 & dans g*. 
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P r o p o s i t i o n 2 . 3 . Si E(o) est une famille spectrale, pour tout h^H 
on a (xh)(t)£Ht) fi-pp. 
D é m o n s t r a t i o n . En vertu de (2 .20) il suffit de considérer h€3C(ê). 
Considérons d'abord 
(2.21 ) h = £ hE(Oi)pei ({a,} cz S>, {cf} <= i ) . 
i 
Posons h(t) = Z l i q > a i ( t ) e i ^ B . On vérifie alors sans peine [en utilisant 
(2 .10)] l'égalité suivante 
<j)'E(o)h\e> = \<x(t)h(t)\e>dii(t) (ei$,o<i§!>). 
a 
Il résulte que (xfl)(t) = x(t)fl(t) ^"PP» donc dans ce cas O i W K & Î O ^"PP-
Soit {£„} une suite d'éléments de la forme (2 .21 ) tendant vers ar-
bitraire. En dehors d'un» ensemble N de /«-mesure nulle nous avons 
(2 .22) ( * ( / * - * „ ) ) ( / ) = ( * A ) ( 0 - № ) ( > ) et (xh)(t)Zê(t) pour tout n. 
Nous pouvons appliquer à la suite {h—k„} le lemme précédent.11) Nous 
obtenons une suite partielle {Ar„p} telle que (x(h-knp))(t)—-0 en dehors d'un 
ensemble N' de /¿-mesure nulle. De (2 .20) il résulte que ( / / i ) ( 0 € & ( 0 P o u r 
tout f^iVuiV' , c. q. f. d. 
Soit $ ' un autre espace normé et soit p' un plongement nucléaire de 
$ ' dans H, tel que 3C(g) = 3C(S')- Soient / ( f ) € £ ( « ' ; f i " ) et (///)(/)£g'* 
(hÇH) les fonctions données par les représentations intégrales 
<pTE(&)h\0 =\<lx'h)(t)\e'>dn{t) {e'iê', o^Si), 
<7 
<p"E(o)p'e'\f'> = j<ix)(t)e'\f>di*(t) (e'J'^ê', o^). 
a 
Soit S ' ( 0 l'adhérence de /(t)$' dans ê". 
P r o p o s i t i o n 2 .4 . Si E(o) est une famille spectrale, alors &(t) et 
<§'(0 ont la même dimension ^-pp. 
D é m o n s t r a t i o n . Remarquons d'abord qu'en répétant les calculs 
faits dans la démonstration des propositions 2 .1 et 2 .2 , on obtient aisément 
u ) En effet, (E(o)h\h) est absolument continue par rapport à f*(o), quel que soit 
Pour montrer cela, remarquons que pour un h de la forme (2.21) nous avons 
[vu que E(<r) est une famille spectrale] 
{E{o)h\h) = 2Xi1jip*E(an<Jin<'l)pei\ej>. 
3 
Il résulte que ju(a) = 0 entraîne (E(o)h\h) = 0 aussi. Comme les h de la forme (2.21) 
engendrent un ensemble, dense dans 9C($), (*{<>) = 0 entraîne (E(o)h\h) = 0 pour tout 
\ 
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que p * E ( p ) p ' $ * ) est une mesure à variation bornée, absolument con-
tinue par rapport à n(o). Soit 0(t) f * ) la fonction définie sur T, don-
née (en vertu de la proposition 1 .1) par la représentation intégrale 
(2. 23) <p'E(o)p'e>\f> = \i0(ty\fydfi(t), 
a 
où et En comparant (2 .23) à (2 .10) on obtient que 0(t)e'= 
= (%p'e')(t) ft-pp. Soit $'0czê' le correspondant de S 0 c f . On a alors 
(2 .24) 0(t)e' = (xp'e')(t) pour tout 
. quel que soit t $ N', oùn(N') = 0. En utilisant la proposition 2 .3 , on déduit que 
(2 .25) 0(t)$'ocB(t) pour tout t$N'. 
D'autre part ê'0 étant dense dans f , les éléments de la forme h' = 
6) engendrent 3C($') = SC(ê). Par conséquent, en appliquant le lemme 
antérieur, on obtient en vertu de (2 .24) que pour tout eÇ$ il existe une 
suite {hm} [où hm = 2 ^ E { a m j ) p ' e ' m j (e'mj £ êô)], telle que 
i 
Z ^ m j ( t ) $>{t)e',vj = 9<rm](t)(xP'e'm;)(t) = 
3 3 
= ( x Œ ^ 3 £ ( O m j ) p ' e ^ ) ( t ) - > ( x P e ) ( t ) (dans i*) , 
3 
quel que soit t (£ N(e), où N(e) ZD N' est de/«-mesure nulle. La relation (2 .12) 
nous montre que pour t$N(e) 
X(t)e-(xPe)(t)-nrnZ^39<rmj(t)0(t)e'mj^0(tWo-
Soit N= U N(e)\ on a [i(N) = 0 et ^(/)S0 <= 0(t)$o=0(t)$' pour tout 
t$N, d'où g( f ) c 0(t)& (tÇNziN'). De ce résultat et de (2. 25) on obtient 
que 8 ( 0 = 0(t)& M-PP-
Soit 0,(t)dS,(ê; $'*) la restriction à $ de l'adjoint de 0(t). La dimen-
sion de 0'(t)ê ne peut alors dépasser celle de 0(t)&'. D'autre part, de (2 .23) 
il résulte 
ip"E(a)pe \f> = < p ' E(o) p'f \ e> = ¡<0(t)f | é>dfi(t) = J < < Z > ' ( 0 e | / ' X « ( 0 , 
G a 
quels que soient eÇê, et a£é&. D'après ce que nous avons déjà dé-
montré, il résulte [en changeant S par' t et 0(t) par 0'(O1 Qu e &'(/) = 
= 0'(t)$ jw-pp. En tenant compte encore une fois de la première partie de 
la démonstration, nous obtenons 
dim g ' ( 0 = dim 0'(t)$ ^ dim 0>(0&' = dim $ (t) ¿t-pp; 
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d'où, en changeant ê par & on en déduit que d i m f ( / ) ^ d i m $ ' ( i ) i«-pp, ce 
qui achève la démonstration. 
Un autre fait utile est formulé pâr la 
P r o p o s i t i o n 2.5. Soit h*(t)(i$* une fonction définie sur T, telle que 
pour tout eÇê, <(h*(t)\ë) est n-mesurable et 
( 2 . 2 6 ) K h \ t ) \ e > \ ^ \ < p ( t ) \ X X m e > 
où cp^Ll- Alors, si E(p) est une famille spectrale, il existe un (et un seul) 
H• £ 3C(fi), tel que {xh*)(t) = h'(t) (i-pp. 
D é m o n s t r a t i o n . Soit h donné par (2.21). Posons 
(2 .27 ) /1(0 = 2 ^ ( 0 * V Î T ) 
et 
(h) = S<ti\t)\h(t)ydf*(t). 
On vérifie sans peine que h-+(h) est une forme linéaire sur l'espace vectoriel 
[dense dans 3C(S)] de ces h. De plus, en utilisant (2 .26) et (2 .27 ) nous 
avons 




'Zkïj J <x(t)ei\ej>d?<f) = 
*> 3 (TjWj 
/ / ^ ( O I V K O 
T ' h j 
j\<p(t)\*d<p(t) VŒ^iodpeilZljEioÙpe,) = ||A|| 11 j'|<K0P«) 
Par conséquent, la forme linéaire (h) est continue dans SC(i). 11 existe un 
(et un seul) h'£3i(S), tel que (h*\h) = (h) pour tout h de la forme (2 .21) . 
En particulier pour h = E(o)pe nous obtenons 




quel que soit e £ $ et Il résulte (xfl')(t) = ft*(t) ^"PP- c- Q- f- d-
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De cette démonstration résulte aussi l'inégalité 
(2.28) № 1 ^ 1 / i k ( O W ) 
' T 
que nous utiliserons dans la suite. 
3 . L a d é c o m p o s i t i o n intégrale des familles semi-spectrales 
dans des espaces hi lber t iens d e type d é n o m b r a b l e 
Soit % un espace hilbertien de type dénombrable et soit E(o) (a£oB) 
une famille semi-spectrale dans %. Soit § c % un sous-espace linéaire partout 
dense dans %, muni d'une nouvelle norme ||e||,, non nécessairement hilber-
tienne, telle que le plongement identique p de § dans % soit nucléaire. Telle 
situation est toujours réalisable.12) 
Dans ce cas p* est biunivoque. En effet si p'h = 0 on a (/i|e) = 0pour 
tout donc h = Q. Comme de plus <Kp*h\ey = (h\pé) = (h\é) pour e£$r 
h^H, il est légitime d'identifier p*h avec h. Alors %c:B' et 
la forme des paranthèses indiquant si h est considéré dans % ou dans 
La famille E(o) considérée dans £ ( $ ; $ * ) est une mesure à variation 
bornée, car en fait elle est p*E(a)p. Soit v(o) la variation totale indéfinie de 
E(o)Ç.$.(ê;ê'). Alors v(a) est équivalente1S) à E(o), considérée dans t{%]%). 
En effet, r ( a ) = 0 entraîne que E{o)£t{$\$') est nul, donc (E{o)e\f) = Q 
pour tout e,f£ê. Mais ê est dense dans %, donc E(a) = 0 dans t(%\%). 
Inversement, si £ ( o ) = 0 dans £(?£; %), alors 1(d) = 0 [voir ( 2 .7 ) et (2 .9)} 
donc aussi r ( a ) = 0. Cette propriété nous montre que la classe d'équivalence 
de la mesure v(o) ne dépend pas de §, mais seulement de la famille semi-
spectrale E(o) (oÇ&). 
Soit maintenant fi(o) une mesure positive, a-finie, telle que la famille 
E(a) soit absolument continue par rapport à t*(o). En appliquant les résul-
tats du paragraphe précédent, nous pouvons énoncer les propositions suivantes 
[voir la proposition 1.1 et les relations (2.10), (2 .11) et (2.12;]1 4) : 
is) Par exemple, soit {hn} une base orthogonale complète de % et soit S l'espace 
des combinaisons finies de {hn } . Pour un e = posons ||g||, = V^y'4|/î-|2. On 
i i 
vérifie sans peine que nos conditions sont remplies. Remarquons que cette nouvelle norme 
est elle-même hilbertienne. 
13) C'est-à-dire £(<;) = 0 dans £ ( % ; % ) si et seulement si *(a) = 0. 
14) Pour le cas où T=Rl ou R2, proposition 3 . 2 correspond aux décompositions 
en „vecteurs propres" de G E L F A N D et KOSTUTCHENKO ( [ 1 3 ] et [ 1 4 ] ) et de B R O W D E R [ 4 ] . Proposi-
tion 3.1 contient comme cas particulier (choix particulier de la norme ||-||j, T=Rl) la 
décomposition en „opérateurs propres" de KATZ [16], ou celle de l'auteur (T=R\ voir [8]). 
( 3 . 1 ) (h\e)=^<h\e> (e<t$,hi%), 
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P r o p o s i t i o n s . 1. Il existe une fonction x(t) £ £(ê ; &*), univoquement 
déterminée ^-pp, telle que 
<3. 2) <E(o)e\f> =\<x(t)e\f>dK0 
<r 
pour tout e,f(:$ et o (¿3b. De plus 
<3.3) <x(.*)e\e>^0 pour tout t£T,e£ê, 
et ||i est p-intégrable. 
P r o p o s i t i o n 3.2. Pour tout il existe une fonction (xh)(t)€&* 
définie sur T, univoquement déterminée ¡u-pp, telle que 
<3.4) <£(a)A|e> = J « ^ A ) ( 0 k > i / K 0 
pour tout e£§ et o£3è. De plus pour e£$ on a (%e)(f) = %(t)e. 
Dès ce moment nous supposerons toujours que les familles semi-spec-
trales ou spectrales E(o) vérifient la condition E(T) = I. La relation (3. 2 ) 
donne en particulier 
<3.5) <e\f>-\<x(t)e\f>dv{t) 
T . . 
pour tout e,/Ç&15). On a la suivante réciproque de la proposition 3 . 1 : 
P r o p o s i t i o n 3.3. Soit £(?)€£(£;i*) une fonction définie sur T, 
vérifiant (3.3) et (3-5). Il existe une famille semi-spectrale E(o) 30) et une 
seule, pour laquelle (3.2) soit vraie. 
D é m o n s t r a t i o n . L'unicité de la famille semi-spectrale E(o) (a£eô) 
résulte directement de ( 3 . 2 ) et du fait que $ est dense dans X II nous reste 
à démontrer que 
(e\f)<r=j<x(t)e\f>dt*(t) (e,K$) 
<7 
peut se représenter sous la forme (E(o) e |/), où O s i E(o) ^ I. En ce but, 
remarquons que (e\f)„ est linéaire en e£$, antilinéaire en et qu'en vertu 
de (3 .3 ) et de (3 .5) elle vérifie 
(3.6) 0^(e\e)^(e\e) (e£§>). 
L'inégalité de Schwarz appliquée à (e\f)« nous donne |(e|/)<r|̂ ||e|| ||/||. Par 
conséquent, (e\f)a peut se prolonger en une forme bilinéaire continue sur % 
qu'on peut représenter par (E(o)e\f) où E(o)Ç£(VC; %). En vertu de ( 3 . 6 ) 
on a O ̂  E(a) I, c. q. f. d. 
>5) En fait (3.5) est une décomposition intégrale faible de l'opérateur de plongenient 
p*p de $ dáns $*, en opérateurs vérifiant (3.3). 
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Posons maintenant a =T cfans (3 .4) . Nous voyons que pour tout 
il existe des fonctions h*(t)£&* [par exemple h*{t) = (xA)(01» définies sur T, 
telles que 
( 3 . 7 ) </r|e> = J<A*(/)|è}d[i(t) pour tout 
T 
Il est naturel de se demander sous quelles conditions peut-on déduire de 
( 3 . 7 ) que h*(t) = (%h)(t) ^-pp. 
Une réponse à cette question est donnée par la 
P r o p o s i t i o n s . 4.16) Si la fonction h*(t) = h(t)x(t)f, où h(t) est une 
fonction numérique ¡¿-mesurable et f i S, vérifie (3 .7 ) et 
( 3 . 8 ) l l * I P = f | A ( 0 l s < * ( 0 / l / > ^ ( 0 . 
T 
on a {%h)(t) = h{t)%(f)f fi-pp. 
D é m o n s t r a t i o n . Remarquons d'abord que de ( 3 . 8 ) il résulte 
•Ht)V<Z<t)Af>tlï et que 
\<h\t)\ey\^\hm<xme>\2^\h(t)Kxmf><zme>. 
Considérons maintenant l'extension de NEUMARK E(CT) de , E ( A ) ( A € É B ) , où 
E ( 0 ) Ç £ (SC/SC), 3C => % " ) . Alors [en vertu de la proposition 2 . 5 et de la 
remarque17)] il existe un h*£3C tel que (xfl*)(0 = Ht)z(t)f P-PP- Pour<?€& 
nous avons donc 
(h*\e)=jh(t)ix(t)f\e>dli(f) = (h\é), 
ce qui montre que Ph* = h ( P étant la projection orthogonale de 9i sur %). 
D'autre part de (2 .28) il résulte 
w\\ ^ ]j ¡mKxmf>dKt)=ii/t|| = \\ph*\\ 
ce qui n'est possible que si h* = h. Par conséquent (%h)(t) — (xh')(t) — 
= a ( 0 * ( 0 7 > " P P , c . q . f . d . 
IB) Pour le cas T — J ^ , celle-ci se trouve aussi dans [4]. 
17) C'est une famille spectrale dans 3C telle que pour tout h £ % et a £ éB on ait 
E(o)h = PE(o)h, où P est la projection (orthogonale) de <3C sur % ; de plus 3C est en-
gendré par les éléments E ( o ) h (h 01, o^Sb). La structure {3C E(a), 5C} est déterminée 
à isomorphie près (voir [20] et [23]). On voit sans peine que p*E(o)p = £ ( " ) £ S*)> 
donc les opérateurs de décomposition de p*E(")p et de E(o) sont les mêmes. Tous les 
résultats du § 2 s'appliquent par conséquent à E(a). En particulier, les décompositions 
(2.10), la proposition 2 . 4 et la remarque ") , où nous n'avons qu'à observer que 3C = 3 { ( $ ) 
par rapport à E(W). 
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4 . La représentation des opérateurs £(?)• 
Le cas des opérateurs de rang fini 
Soit E ( O ) É £ ( 3 C ; 3 0 , l'extension de NEUMARK de E(o) (aÇJB) 
[voir la remarque17)]. Nous commençons nos considérations par une proposi-
tion préliminaire. Soit eÇ$C fixé, soit 3Ce le sous-espace linéaire fermé de 3C, 
engendré par les éléments E(er)e (<J€¿8) et soit Pe la projection (orthogonale) 
de 3C sur 9ie , qui commute évidemment avec E(<J) pour tout a^áB. Soit 
f*(o) une mesure positive, a-finie, telle que E(p) soit absolument continue 
par rapport à /¿(o). On a alors la 
P r o p o s i t i o n 4.1. Il existe une fonction e*(/)£ê* définie sur T, uni-
voquement déterminée fi-pp, telle que 
(4 .1) ( P . E ( a ) e | / ) = J < ? ( Ô Î ^ < e * ( 0 | / > ^ ( 0 
<r 
pour tout e,f(:$ et a Ç d e plus, ||e*(0||i est n-intégrable et <e*(/)|e> est 
l*-mesurable, quel que soit 
D é m o n s t r a t i o n . Comme nous l'avons déjà remarqué [voir")], E ( a ) 
est aussi absolument continue par rapport à /¿(o), et il en est alors de même 
pour P e E(a) . Nous pouvons donc appliquer les résultats du § 2. On obtient 
une fonction #,(/)€£(&;&*) univoquement déterminée /¿-pp, telle que 
(4 .2 ) (P*E(o)e\f) = <p-PeE(o)pe\f>=^xÁt)e\f>dn(t) 
cr 
pour tout e,f£ê et a£á&. E(o) étant absolument continue par rapport à /¿(a), 
il existe une fonction e ( t ) ^ 0 telle que (E(a)e|e) = J [ e ( 0 ] 2 d i " ( 0 pour tout 
a 
a^éB. A tout élément e = 2 ' A i E ( a 1 ) e faisons correspondre la fonction i/>e(0 «= 
i 
= 2¿i9<ri( t )e( t ) . Nous avons 
Í 
W ) = ^E(o5)e) = £ l i % ( E ( O i n oí)e|e) = 
» i hj 
T 
De cette manière, e—nf>e(t) est une application linéaire isométrique d'un 
ensemble linéaire dense dans SCe à valeurs dans Cette application se 
prolonge en une application linéaire et isométrique de 3Ce dans Lf,. Pour 
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e = 2 l i E ( p i ) e nous avons 
i 
E(o)e = 2 k E ( o r ) o i ) e < — / ) = M O V - C ) . 
t i 
relation qui reste vraie pour tout par conséquent 
5<Z.mf>dp ( 0 = (PeE(o)e\f) = (E(o)Pte\PJ) = 
(7* 
= J V M O V M O M O 
r o* 
pour tout e,f£$; Il résulte qu'en dehors d'un ensemble N(e,f) de p-
mesure nulle on a 
( 4 . 3 ) < * . ( 0 « l / > = Y M 0 V M Ô -
Soit AT == U N(e,f)\ AT est aussi de ju-mesurè nulle. (4 .3 ) est vérifiée 
pour tout et Pour tel / nous avons 
pour tout ce qui montre que l'application e—*ipp^e(t) de B0œ$ dans C 
est continue. Cette application se prolonge univoquement en une forme e * ( 0 
antilinéaire continue sur $. En posant e * ( 0 = 0 sur N, nous avons < e * ( 0 k > = 
= V J V ( 0 (eÇS) et |e*(0lii = ||;te(0lli f P P - On en déduit que < e ' ( f ) k > 
(e£&) et ||e*(0||, appartiennent à Pour N il résulte de (4. 3) la relation 
(4 .4 ) Z.(t)e = <fi\t)\e><?(t) (e£$). 
De cette relation et de ( 4 . 2 ) on obtient (4.1) , c. q. f. d. 
En ce qui concerne les éléments e * ( 0 remarquons que 
( 4 . 5 ) E * ( 0 A ( 0 F ~ P P 
où, comme dans le § 2, ê(t) est l'adhérence dans S* de En effet, soit 
Z e = {/: e ( 0 = 0} ; alors pour tout h£3Ce nous avons yh(t) = 0 sur Ze—Ze(/r) 
où it[Ze(/z)] = 0. Soit Z ; = U ZK(Pee). Alors ^(Z; ) = 0 et <e*(0|<?> = 
= ^ ( 0 = 0 pour tout e £ § a et /ÇZ e —Z; . Il résulte que e * ( 0 = 0 sur 
Z e — z ; . D'autre part, pour nous avons 
<p*E(a)e|/> = (E(a)e|/) = (P e E (a )e |/ ) = J v ' e ( / ) ^ r ) i / / i ( 0 = 
a 
= J e ( 0 < e * ( 0 l / M < ( 0 
cr 
U en résulte que (zc)(t) = e(t)e*(t) en dehors d'un ensemble AT de fi-
mesure nulle. ( 4 . 5 ) est évidemment vérifié si e * ( 0 = 0. Dans le cas contraire 
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soit t$N'[)Z'e. Alors e(t)=f= 0, d'où en utilisant la proposition 2 . 3 on déduit 
( x e ) ( Q 
e * ( 0 = e ( 0 •tm At-pp. 
Comme U Z'e) = 0, la relation ( 4 . 5 ) est complètement démontrée. 
Passons maintenant à l'étude des opérateurs %(t). Soit { e « } a e A un sys-
tème d'éléments = £ 0 de Si, tel que le système {Pea}aeA soit formé de pro-
jections orthogonales entre elles, et maximum sous cette propriété. Soit 
{£„}<=% une base dénombrable dans %. L'ensemble A n — • Ptn kn =f= 0 } est 
au plus dénombrable. Soit A0 = U An et a£A—Aa. Alors Peakn = 0 pour tout 
n= 1 , 2 , . . . , donc aussi PeaE(o)h = E(o)Peah = 0 pour tout h£% et 
Comme les éléments E ( p ) h (h 0t, a£<&) engendrent Si, il résulte que Pe„ = 0, 
donc e o = 0, en contradiction avec l'hypothèse pour tout a ^ A . Par 
conséquent A = A0 est dénombrable ; nous pouvons choisir A = N l'ensemble 
des nombres entiers positifs. D'autre part, en utilisant les relations (1 .10) , 
( 2 .9 ) et ( 2 . 7 ) (dans cet ordre) pour chaque Pe„E(o) ( a £ $ ) et # . „ ( 0 T), 
nous obtenons les relations 
2 i l l e n ' i O l l f ^ W ^ ^ 
n J n J n m 
(Pe„hm\hm) 
i m i Il hn 
hm 
e " I I M 
= uH\\elMhm\\ = a\ 
m 
ce qui nous montre (en vertu du théorème de Beppo Levi) que ^||e*(OI|î 
n 
est fi-intégrable, et que 
( 4 . 6 ) J ' [Zl|e;(OII?]rfMO^i«2-
rp n 
De cette manière, ,2'||en(0||î<00 en dehors d'un ensemble de ,u-mesure nulle. 
n 
En utilisant ce fait et (4. 5) nous avons [en posant e * ( 0 = 0 sur un ensemble 
de /i-mesure nulle] 
( 4 . 7 ) Z l | e : | | ï < ~ pour tout t£T, 
n 
(4 8) e * ( 0 € S ( 0 pour tout t^T et « = 1,2, — 
Soit xi ( t ) l'opérateur défini par l'application e - + 2 ' < e î ( 0 | e > e « ( / ) de S dans 
3*. En vertu de ( 4 . 7 ) on a #(/)€£(&;&*) . D'autre part; en vertu de la pro-
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position 4 .1 , nous avons pour tout e,f€§> 
<CE(p)e\fy = (E(o)e\f) = (E(a)e\f) = 2>enE(a)e|/) = 
n 
= Z Î < e ; ( 0 k > < e ; ( / ) | / > ^ ( 0 = 
<r n a 
quel que soit D'après la proposition 3 . 1 , # (0 = # i (0 /""PP- P e u t 
donc supposer que 
(4 -9 ) Z(t)e = 2<e-n(t)\e>e:(t) (e£ê), n 
quel que soit t£T. 
On peut aussi supposer que, pour tout n, e«(f) est ou bien linéairement 
indépendant de eî(/), e*(0> • • •> e*-i(0> ou bien e * ( 0 = 0, quel que soit t£T. 
Il suffit de démontrer que pour tout n cette alternative est vraie en dehors 
d'un ensemble Nn de fi-mesure nulle, car nous pouvons toujours poser 
e ? ( 0 = 0 (/ = 1 , 2 , . . . ) sur l'ensemble \JNn de ¿«-mesure nulle. Soit main-
н 
tenant {k„,} une suite convergeant vers e„, km = lmiE(omi)emi (emiÇg). 
i 
En appliquant successivement le lemme du § 2, on trouve une suite partielle 
{kmp} telle que la suite {(x4kmj){t)} converge dans vers (xne„)(t) en 
dehors d'un ensemble N„ de .и-mesure nulle, quel que soit / = 1, 2 , . . . , n. Soit 
k„,p{t) = 2^mvi4}<jm i ( O e v a l o r s ( v o z r a u s s i l a démonstration de là proposi-
tion 2 . 3 ) nous avons en dehors d'un autre ensemble N» de /t-mesure nulle 
( * . « 4 № ) = Х е Д О 4 ( 0 = < e * ( 0 1 Ч ( ф е ? ( 0 ( / = 1 ' 2 > - > n > P = l ' 2 , . . . ) . 
Mais (^ e , e„ ) (0 = 0 pour l<n et (/e„eH)(0 = e n ( 0 e î ( 0 » d o n c Pour 
(4 .10) < e : ( 0 I S X 0 > - e „ ( 0 . < e ? ( O I 4 ( 0 > - 0 (/ = 1, 2 , . . . , n - 1 ) , 
pour tout l ( № u C Soit L l'ensemble des t en lesquels e* ( f ) dépend liné-
rt-i 
airement de e î ( i ) , . . . , еГ,-.(0 ; soit t£L—N'n и Ni U Z' . De e î ( 0 = ^ e f ( i ) 
1=1 
et de ( 4 . 1 0 ) il résulte que e,,(/) = 0 , donc aussi e » ( 0 = ' 0 . L 'ensemble e x -
ceptionnel NH est donc compris dans NI U N',! U Zén qui est évidemment de 
ft-mesure nulle, c. q. f. d. 
Les relations (4 .9 ) et (4 .7 ) montrent que les opérateurs x(t) sont nuc-
léaires. Parmi ces opérateurs les plus simples sont les opérateurs de rang 
fini.18) Soit iQn l'ensemble des points t ^ T tels que x ( f ) s ° i t de rang fini n 
i8) Un opérateur est de rang fini si l'espace de ses valeurs est de dimension finie. 
336 C. Foiaç 
[c'est-à-dire que &(t) soit de dimension n], n — 0 , 1 , 2 , — De la dernière 
propriété que nous avons démontrée, il résulte que pour tout t£Qn il existe 
exactement n éléments eî(t)4=0. 
Posons, par définition, 
l ie /Même des zî(t)=f= 0, si tel existe, 
|0 dans le cas contraire. 
Les relations (4.7), (4.8) et (4.9) se conservent si on remplace eï(t) par 
e*(t} (/ = 1, 2 , . . . ) . Montrons que <(el(t)\é} est fi-mesurable pour tout e£$ et 
/7 = 1,2, Pour cela, remarquons d'abord que t o „ = { f : ||e*(i)Hî É=0} est 
/¿-mesurable. Posons wt — a)n et a>n = T—con. Soit nl<n2<---<np un système 
«p 
de nombres entiers positifs et soit oj(nu n 2 , . . . , np) = f| <ot> o ù ' e signe „ + " i=i 
rest posé seulement pour nu n 2 , . . . , np. Evidemment, œ(nlt n2,..np) est n-
mesurable et 
e№= £ cp^,...,np){t)e:p(t) (ttT); 
"i<"a<--<«J) 
notre assertion résulte maintenant du fait que 
<Po)(nv (0<<(0I«> 
«1 <»î<-..<«_p 
est /¿-mesurable pour tout p = \, 2 , . . . , c. q. f. d. 
En résumant, nous avons démontré la 
P r o p o s i t i o n 4.2. Il existe une suite {e*(t)} c :S* de fonctions définies 
sur T, telle que (i) £(t)i$(t) pour tout t£T et n; (ii) £ ||<?:(0||Î€Li et 
'* n 
.Zil^iOII^00 pour tout t£T; (iii) si t£i2k on a e*(t) = 0 pour tout n>k n 
( £ = 0 , 1 , 2 , . . . ) ; (iv) <é?:(/)|é?>e4 pour tout e£& et n; (v) dans S* on a 
X(t)e = 2m)\e>e:(t), 
pour tout t£T et 
Dans le cas où Î2„ est vide pour / ¡ s 2 , nous obtenons le corollaire 
suivant : 
Si les opérateurs sont de rang 1, il existe une fonction e*(t) £ ê*, 
définie sur T, telle que \\e'(f)\\^Ll, <e*(t)\e>£Ll et x(t)e^<e*(t)\ë>e'(t), 
quel que soit e£ê. 
Complétons la proposition 4. 2 par une propriété d'indépendance linéaire 
des e„(t) (/i = l , 2 , . . . ) . Soit. ii2œ = T — e t soit (hn(t)} une suite de w=0 
fonctions ¿¿-mesurables telles que I M O f ^ i -
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P r o p o s i t i o n 4 .3 . Dans2,hn(t)e*(t)=0 fi-pp entraîne hn(t)=0 
jw-pp (n = 1 , 2 , . . . ) . 
D é m o n s t r a t i o n . Soit h'„(t) — <paœ{t)hn(t). Remarquons que si t£i2œ 
nous avons e£(/) = eJÎ(0 P o u r t o u t n = \,2,— Posons hl(t) = h'n(t)en(t). 
Alors 
En vertu de la proposition 2. 5 et de la proposition 4 .1 , il existe un hn(LSCe„, 
tel que (%enhn)(t) = h'„(t)e'n(t). La relation (2 .28) nous donne 
M Si i | A „ ( / ) № ( 0 . 
T 
Les projections P e n étant orthogonales entre eux nous avons 
n+p 
Z * , 
n+p r 
j=n j~n J 
et comme 
z \\hn(t)fdn(t)= f [ J : i A n ( o i 2 ] ^ ( o < ~ . « = I J J L»=I J 
il résulte que la série Z ^ n converge dans Si.' Soit h* = Z ^ - Alors 
N - H 
= = 0 f^-pp, ce qui entraîne h = 0. Mais ceci entraîne 
n 
à son tour que /i„ = 0quel que soit n = l , 2 , . . . ; par conséquent h'n(t)et(t) = 0 
fi-pp. Comme pour m on a <?«(/) ^ 0 . (w = 1, 2 , . . . ) , il résulte que dans 
Î2m on a A„(0==0 i«-pp, c. q. f. d. 
Un premier problème qui se pose est de déterminer le cas où T = \ J Q k . 
La réponse à cette question est contenue dans la fc=0 
P r o p o s i t i o n 4 . 4 . Les opérateurs %(t) sont de rang ^n si et seu-
lement si E(o) (ai3b) est de multiplicité ^n.w) 
D é m o n s t r a t i o n . Supposons d'abord que E ( o ) est de multiplicité n 
au plus. Soient elte2,...,en les éléments correspondants [voir la remarque19)]. 
Posons e1 = e1, e2 = e2—Peie2,..., ek=ek-(Pei + Pe,-\ \-Pek l)ek,... 
. . . , en = en—(Pe i + Pe i-l +P e ,1_1)e„. Alors {P eJü=i est un système maxi-
mum de projections orthogonales entre elles (voir les considérations faites après 
10) La famille spectrale E(<r) (<rÇ&) est de multiplicité n s'il existe n éléments 
eue2,...,en, tels que les éléments E(o)ek (Ar = l , 2 , . . . , n ; a ^ S i ) engendrent 3C, et si 
aucun système de moins de n éléments de 3i n'a cette propriété. 
A 10 
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la proposition 4 . 1 ) ; de cette manière dans (4 .9 ) e*+i(0 = eÎ+2(0 = • • • = 0 
pour tout T, ce qui montre que les x(f) sont de rang n au plus. 
Supposons maintenant que les %(t) sont de rang n au plus. Alors, en 
vertu de la proposition 4.2, nous avons 
Z(t)e=±È<m\e>éi(t), fc=l 
où <et(t)\é)€Ll pour tout e Ç i et k = l, 2, 3 , . . . , n. Soit £ le sous-espace 
n 
linéaire fermé de engendré par les systèmes de la forme <p<TlPe = 
i 
= M ) <e\(t) |e>, <pa(t) <el(t) |e>, . . . , <p„(t) <£(/)|e>} où & et e Ç Comme 
• J »>> 
= 2 W J <x(t)eM'i>dKt) = 
= 2 ûi J ^ S (0(2 <mW><W)\eî>)dKt) = 
i,i T * = 2 m [ 2 J W o <mw> 9oy(o <^(o i <?;> ¿ko]= 
FC JT 
= « t y = ( Z ^ i ^ l Z 3 £ 8) 
i,j ' i j 
11 
(où les derniers deux produits scalaires sont dans >' résulte que 
i 
• h = 2№{oi)ei-+W* = 2»*<p„iiP* (e^a^Sb) 
i 
est une application linéaire et isométrique d'un ensemble dense de SC dans £ , 
qui se prolonge par continuité en une seule application linéaire et isomé-
trique de 3C sur £. D'autre part, pour h = ^liYL(ol)ei {e£ B, Oi£ §b) nous avons 
t 
*PE(<r)h = 3fs\E(<rntr^e- = ^ ¿ ¡ 9 W , . WH = 
t 
Par continuité on en déduit 
(4.12) c £ et WE((r)h = <p„Wh (h£3C, 3b). 
Remarquons maintenant que la multiplication par est une projection ortho-
n 
gonale de et que la famille de ces projections est une famille spec-
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traie dans vertu de (4 .12) cette famille permute avec la pro-
n 
jection orthogonale Q de s u r 
i 
Nous pouvons toujours supposer que [i(p) est une mesure bornée [car 
dans le cas contraire on n'aurait qu'à remarquer que %0(f) (voir la proposi-
tion 1.1) sont aussi de rang n au plus, et de remplacer la mesure fi(a) par 
la variation totale indéfinie v(p) de £ ( o ) £ £ ( S ; S*), qui est une mesure bor-
née]. Alors &k = {dki(pT,..., ôkn<pT), où ôki est le symbole de Kronecker, n 
appartient à ^ © ¿ ^ O n vérifie sans peine que les éléments 
IV 
k = \,2,. ..,n) engendrent ¿ " © ¿ ¡ I tout entier. Par conséquent, les éléments 
1 
9v(Q = Q 9g Wk ip Ç $ ; k = 1, 2 , . . . , n) engendrent £. Mais Q appar-
tenant à £ est de la forme iPefc, où ek£3C (k = \,2,...,n) et 9>0-(QiP*) = 
= ^fE(£r)et. 11 en résulte que les éléments E(a)e f c (tr£<$ ; k = 1 , 2 , . . . , n) en-
gendrent 3C, donc que E ( o ) (ctÇgS) est de multiplicité n au plus, c. q. f. d. 
On peut compléter cette proposition par la remarque suivante: 
La multiplicité de E(a) (a£$>) est égale au plus grand des nombres n 
tels que /¿(£2n)=£0. I 
En effet, si ii(£2n)j=0 et fi(£2n+p) = 0 (/7 = 1 , 2 , . . . ) on peut poser 
* ( 0 = 0 sur £2n+p (p = 1 , 2 , . . . ) . En vertu de la proposition 4 .4 , la muV-
tiplicité de E ( a ) est plus petite ou égale à n. Si elle était <n on aurait, en 
vertu de la même proposition 4 .4 , [¿(£2„) = 0, ce qui est en contradiction 
avec l'hypothèse. 
Remarquons aussi le suivant cas particulier (n = 1) de la proposition 4 . 4 : 
Les %(t) sont de rang ê 1 si et seulement s'il existe un e£3i, tel que 
les éléments E(a)e (a^Sb) engendrent 3C tout entier. 
Un deuxième problème qui se pose est de savoir comment le rang des 
opérateurs %(t) dépend-il de E(o). Pour répondre à cette question soit 
f c f un autre sous-espace dense de %, muni d'une nouvelle norme -J]x 
ayant les mêmes propriétés que S (voir le commencement du § 3). Soit 
/^(/JC^IF ; § * ) la fonction donnée par la représentation intégrale 
<:E(o)e\f> = j<X§:(t)e\f>dn(t) 
<7 
où e,f£§ et E(o) est considéré dans £(OF;GP). Posons aussi z§(f) = x(t) 
(tÇT). La réponse à la question posée est donnée par le fait suivant: 
Les opérateurs x$(0 X§(0 niême rang /«-pp. 
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C'est une conséquence immédiate de la proposition 2 . 4 . En effet, on 
n'a qu'à remarquer que le rang de xgi* ) [resp. £g : (0 ] e s t égal à la dimen-
sion de §(i) = %g(t)§ [resp. IF(/) =x§(t)$) et que 9C($) = 3C = 9C(ff). 
5 . L ' invar iance u n i t a i r e des e x t e n s i o n s d e N e u m a r k 
des familles semi-spectrales 
Soit F(o) (odSO) une autre famille semi-spectrale dans % et soit 
F (a) [F (a) € £ (3CF ; 3 k ) , 3Cf => %] l'extension de NEUMARK de F (a) ,.(aÇ<3&). 
Soit /M une mesure positive (sur éB), telle que E(a) et F(o\ soient absolument 
continues par rapport à t*(o). Soient x»( t ) &*), et £ , ( * ) € £ ( £ ; £ * ) les 
fonctions déterminées par les représentations intégrales 
<E(o)e\f> = $<Xf:(t)e\f>dr(t), resp. <F(a)e\jy = f<xr(t)e\f>dft(t), 
a ¡r 
où e , f ^ $ et sont arbitraires. 
P r o p o s i t i o n 5 .1 . Les familles spectrales E ( a ) et F (a) sont unitai-
rement équivalentes20) si et seulement si xi(t) et XF(t) ont le même rang u-pp. 
Tout ce paragraphe sera consacré à la démonstration de cette proposi-
tion, effectuée par étapes. 
Supposons que E(ct) et F (a) sont unitairement équivalentes. En nous 
appuyant sur la proposition 2 . 4 , nous allons montrer que Xs(t). et XF(Î) ON* 
le même rang /¿-pp. En ce but, soit ê'=0~l§ [voir la remarque20)] et posons 
Ik'llî = Il pour tout e'Çê'. Soit x'(t)=0*xF(t)®, où <Z>*É£(g*;ê") est j 
l'adjoint de 0 considéré dans £ ( ê ' ; $ ) . Pour nous avons 
<E(o)e'\f> = (E(a)e'\f) = ( f ' F ( a ) <Pe'\f) = ( F (a) ®e'\ ® f ) = 




ce qui montre que x'(f) e s t ' a fonction appartenant à £(&';£/*) donnée par 
la représentation du type (2.10). D'autre part, comme 
£ h E ( a , ) e î = S ¿ i E ( 0 i ) 0 ' e , = ( T 1 £ ^ ¥ ( 0 ^ ( { * } c g , {ei> <= §') 
i i 
et 0 ~ l est unitaire, il résulte = P a r conséquent (en tenant compte 
*>) C'est-à-dire qu'il existe un opérateur isométrique 0 de SCE ( = 3C) sur (opé-
rateur unitaire), tel que F ( C T ) ® = <PE(CT) pour tout 
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de la proposition 2 . 4 ) nous obtenons que x*>(f)& et ont la même di-
mension jtt-pp, donc que x^XO X i f ) o n * le même rang /¿-pp. Mais en 
vertu de la définition de x'(f)> s o n rang ne peut dépasser celui de X f ( 0 -
Il résulte que ¿t-pp le rang de ne dépasse pas celui de />•(/). En 
changeant les rôles de E ( a ) et F ( a ) nous obtenons aussi l'inégalité inverse. 
Par conséquent x e ( 0 et ^ ( O ont le même rang /"-pp. 
Pour démontrer l'implication inverse nous utiliserons le suivant 
L e m m e . Soit ihn(t)} une suite de fonctions it-mesurables, telles que 
2\hn(t)f$Ll. Il existe alors un (et un seul) h'Çdi, tel que (xh*)(0 = 
= ¿ / » „ ( 0 ^ ( 0 jw-pp. De plus 
n 




D é m o n s t r a t i o n . Remarquons d'abord que h*(t) = ]£hn(t)eZ(t) est 
t* 
défini p-pp et que pour tout 
l < A * ( 0 k > l 2 ^ L Z Ï M O I \ < e ' n ( t ) \ é > \ ] 2 ^ L Z | A „ ( o r ï L Z l < ^ ( 0 k > l 2 ] = n « n 
= L Z l M 0 l 2 k * ( 0 e k > , j» 
ce qui montre que h*(t) vérifie (2 .26) . Par conséquent (en vertu de la pro-
position 2 . 5 ) il existe un (et un seul) tel que (xh*W) = 
li-pp. 
il nous reste à démontrer la relation (5.1) . Dans ce but remarquons 
d'abord que si A = on a 
t 
<XW) = Z(t)h(t) = Z<en(t)my>el(t) » 
où h( t ) = Z l h ' io i ( t ) e i - , de plus i 
ll^ll2 = 2 n Oj)ei\ej) = JF'tâj f < 2 ( 0 ^ 1 ^ ) ^ ( 0 = 
= f i Z K * : < 0 I M 0 > I W 0 ] < / f » < 0 , 
t » 
ce qui nous montre que (5 .1 ) est vraie pour /t* = 2 ,A,E(o1)e, ( e ,£ i ) . En 
utilisant le fait que ces éléments engendrent S X , on obtient aisément une suite 
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{hp} de tels éléments convergeant vers h* et une suite {h'n(t)} de fonctions 
numériques /¿-mesurables, telles que et 
n 
Km 1 L Z , K ^ ( 0 I ^ ( 0 > - A ; ( 0 I 2 ^ „ ( 0 ] ^ ( 0 = 0 . 
JI N " 
Il résulte (par continuité) 
<5.2) l l t f i r = J [ Z l * < o r ^ ( 0 ] < / f * ) T n et 
<E(a)/i*|e> = (E(o)h*\e) = lim (E(a)/zP|e) = 
= lim j [ 2 < e m \ h A t ) > < e m e > ] d K t ) = S [ Z W < e m e > ] d f * ( t ) p-vœ ¿T » ¿f n 
quel que soit et Par conséquent, 
Zhn(t)emn(t) = (Xfi')(t) = Zh'n(t)e'n(t) /¿-pp, 
n n 
d'où, en tenant compte de la proposition 4 . 2 (iii) et de la proposition 4 .3 , 
CD 
on obtient hn(t) = h'n(t) /¿-pp pour |JÎ2n+k = 2„. De cette manière 
k=0 
hn(t)9zn(t) = h'n(t)9Sn(t), donc 
J [ Z m o i w > ] « M O = ¡ [ Z m w v z M d K t ) , 
J> tt JI n 
d'où, en vertu de (5.2) on obtient (5.1), c. q. f. d. 
Revenons maintenant à la démonstration de la proposition 5.1. Sup-
posons donc que X s ( t ) et %F(t) ont le même rang /¿-pp. En posant XE(î) = 
=XF(t) = 0 sur l'ensemble exceptionnel nous pouvons supposer que Xs(t) 
et XF{Î) ont le même rang pour tout T. Par conséquent les ensembles 
2n(E) et 2n(F) où le rang de XE(t), resp. XF(t) dépasse n sont identiques. 
Soient 
XE(t)e = Z<№\ï>e'n(t) et XF(t)e = Z<j:(t)\e>/:(t) 
n n 
les décompositions données par la proposition 4 .2 . Pour h = ^ l i E ( o x ) e i et 
i 
2 X j ¥ ( a j ) e ' j posons 
i 
0(t)h(t)=z<mwm>m) et < ^ ( / M ( o = Z < m r o > ^ ( o , 
n 11 
où h(t) = ^k<p<ri(t)ei et k(t) = En vertu du lemme 
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précédent il existe un 0h£3CE et un 0,k€9CE, tels q u e ( X F & h ) ( t ) = @(t)h(f) 
et (zE&k)(t)=®'(t)k(t) fi-pp. De plus [en vertu de (5.1)] 
Il m 2 =ÎŒ\<m\h(tU9^Mt)]d^(t) = 
tj* n 
J I TT J» n 
= S < z * { t W ) \ h ( t y > d r ( t ) = \ \ h \ t 
T 
et d'une manière analogue on obtient || <Pk\\ = Il résulte que &Ç$,(SCE; SCf) 
et 0 , ^ î , ( 9 i F ] SCe) sont deux opérateurs isométriques. D'autre part 
(0h\k) = 2ïj(F(o>) 0h\ei) = 2vS<(Xf ®h)(t)\e;>dv(t) = 
= 2vi<*№(t)\e!>dHt) =$<0(t)h(t)\k(t)>dP(t)= 
3 a'j T 
T * <rt 
• * n *. 
i 
d'où il s'ensuit par continuité que 0 ' = 0 * donc que 0 est unitaire. Il nous 
reste à démontrer que F(o)0= 0E(o) pour tout o^Sh. Or 
<r (T 
= ( E (a) 0'k I /i) = ( E (a) h \0'k) = (0E(o)h\k), 
d'où il résulte F(a)0= 0E(a), ce qui achève la démonstration de la pro-
position 5 . 1 . 
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6 . Applications à l 'étude spectrale et des invariants 
unitaires d'un opérateur autoadjoint borné 2 1 ) 
Commençons par démontrer le fait suivant: 
Pour tout système fini d'opérateurs AjÇtOl; %) (j = \,2,..., n) il existe 
un sous-espace $cz% muni d'une nouvelle norme ([-|[x vérifiant les hypothèses 
du § 3 , tel que Afë a $ pour j = \,2,...,n. 
En ce but, considérons d'abord une base orthogonale {hm} de % et 
posons et = h1. Orthonormons le système {e1,A}-e1,hi(j = \,2,...,ri)} sans 
changer et. Soit {e1,e2,. ..,ep} le système obtenu. Orthonormons {ei,Ajeith3 
( / = 1 , 2 , . . . , P i ' , y ' = l , 2 , . . . , / i ) } sans changer (g<}îl etc. Si après m telles 
opérations le système fini orthonormal obtenu est {e,)ïm, le nouveau système 
sera obtenu en orthonormant Ajei, hm+i (t = l , 2 , . . . , p m ] 7 = 1, 2 , . . . , « ) } 
sans changer {¿,}ïm. De cette manière, on obtient (par récurrence) une suite 
orthonormale {ep}, telle que chaque hm et A}ep sont des combinaisons linéai-
res finies de {ep}. Soit $ l'espace linéaire de ces combinaisons finies. Alors 
I c 5 ( et AjepÇ$ pour tout j et p, donc Aj$c=S; la démonstration s'achève 
comme indiquée dans la remarque12). 
L'espace S, que nous venons de construire, a aussi les deux propriétés 
suivantes : 
(i) Tout élément de ê est une combinaison linéaire finie d'éléments d'un 
ensemble dénombrable $oo de $: 
(ii) % est un sous-espace dense de S*. 
La propriété (i) est évidente (en posant &w={ep}). En ce qui concerne 
(ii), remarquons d'abord que $ est un espace pré-hilbertien. Soit p le plon-
gement identique de S dans %. Ce plongement se prolonge par continuité en 
un o p é r a t e u r % ) , §j étant l'espace hilbertien obtenu par la complé-
tion de i . Il est évident (voir la construction de $) que p1el = 0 entraîne 
e-L — 0 et que $î = S*. Si % n'était pas dense dans $*, il existerait un 
= = tel que </j|eÔ*> = 0 pour tout Mais 
h = est en fait p\h, d'où il résulte (/?|/?1É>o*) = </z|eÔ*> = 0, donc 
ple*o=0 et par conséquent e" = 0, en contradiction avec e" =t= 0. Il résulte 
que % est dense dans ce qui achève la démonstration de la propriété (ii). 
81) Quoique les méthodes employées dans ce paragraphe soient de puissance plus 
grande, nous n'envisageons que ce cas simple pour mieux mettre en évidence la significa-
tion des résultats acquis dans les paragraphes précédents.. 
22) Nous n'avons pas imposé à $ ces conditions dès le commencement, car elles ne 
sont pas toujours remplies (par exemple, dans la théorie spectrale des opérateurs d'un 
espace nucléaire; voir [10]). 
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Tout espace $ ayant les propriétés (i), (ii), vérifiant les hypothèses du 
§ 3 et invariant par rapport à Au A . , , . . . , A„, sera appelé admis par rapport 
a Ai, ¿42 , • • • , An. 
Soit maintenant A un opérateur autoadjoint borné de %. Soit E(o) 
( a borélien la famille spectrale attachée à A [c'est-à-dire telle que 
elle est univoquement déterminée et on a E([—1| A||, ||A||]) = /. 
I£, • 
Soit ê un espace admis par rapport à A. Soit v(o) la variation totale in-
définie de E(o) considérée dans £ ( g ; g * ) . Des relations (2 .7 ) et (2 .9 ) il 
résulte que le support21) de v(o) est aussi inclus dans [ — ||A||, ||A||]. Soit 
,«(a) une mesure borélienne quelconque à support compact, telle que E(p) 
soit absolument continue par rapport à n{a) [par exemple, on peut prendre 
ft(a) = r(a)] . Pour un hÇ.%, soit (%h)(t)<iê* la fonction définie sur T, déter-
minée |M-pp, telle que 
( 6 . 1 ) <£ (a ) /z|e> = J < ( ^ ) ( 0 k > ^ ( 0 , 
a-
quel que soit et a borélien de R\ Comme e s t /«-mesurable 
pour tout ed§>, il résulte [en vertu du fait que S et ê* sont du type dénom-
brable24)] que la fonction (%h)(t) est /«-mesurable25). D'autre part ||(x/i)(Olli 
est /«-intégrable (voir la proposition 3.2) , par conséquent, (xh)(t)€&* est une 
fonction fi-intégrable. De cette manière, la relation (6 .1 ) peut être écrite 
(6.2) E(o)h = j(xh)(t)dt<(t) [E(a)h^,hCii] 
<r 
pour tout o borélien de /?'. 
Soit ; t ( f ) ( : £ ( S ; &*) la fonction définie sur T, déterminée ¿«-pp, telle que 
(6-3) <E(o)e\f> = j<X(t)e\f>dn(t) 
<T 
quels que soient et o borélien de R\ Comme nous avons déjà montré 
(§2 ) , nous pouvons supposer que 
(6.4) (xWKm = x(t)& (tiT,hi%). 
23) Pour une mesure p(cr) (a borélien c /?') le support S(f<) est le complémentaire 
de la réunion des ensembles ouverts G, tels que fi(G) = 0. L'intégration par rapport à p 
se fait en réalité sur $(,«). 
M) En effet, $ * est du type dénombrable car % est dense dans $ * et d'autre part 
% est lui-même du type dénombrable. 
En ce qui concerne la théorie de l'intégration pour des fonctions à valeurs vec-
torielles (devenue déjà classique) on peut consulter N. D U N F O R D — J . SCHWARZ, Linear Ope-
rators, Part I (New York, 1 9 5 8 ) ou E. H I L L E — R . S . P H I L L I P S , Fanctional Analysis and Semi-
groups (New York, 1 9 5 7 ) . 
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P r o p o s i t i o n 6 .1 . La fonction ;f(/)É£(fi; fi*) est n-intégrable. 
D é m o n s t r a t i o n . Nous allons utiliser la proposition 4 .2 . En effet, 
nous avons z(t)e=H<el(t)\ë>e'„(/), où et <el(t)\e> est /¿-
n 
mesurable (e£$; n = 1 , 2 , . . . ) . Il résulte que e*(t)£ê* est une fonction /¿-
mesurable (n = l , 2 , . . . ) ; par conséquent, il existe une suite {2e'mk<p<rmk(t)}m k 
de fonctions étagées /«-mesurables tendant (dans fi*) vers e*(t) /¿-pp. Con-
sidérons l'opérateur f * ) défini par *«„(') = < & ( 0 k > « » ( 0 ; soit 
X»,(t) défini par 
X*(t)e = <2>m*9Vmk( 0 |e> 2e'r»*<P°mk(t) = Z" <emk\è>e'mhcrt,mk n„mh(t). 
k k k,n 
La fonction fi*) est alors une fonction étagée /¿-mesurable. 
D'autre part 
ce qui montre que # » ( 0 ( 0 [dans £(fi;fi*)] i"-PP- Par conséquent 
N 
Zen(t)^î ,(ê; S*) est une fonction /¿-mesurable. Il résulte que ^ # „ ( 0 est une 
fonction /¿-mesurable, d'où il résulte (en tenant compte de nouveau de la 
proposition 4 . 2 ) que/( f )Ç£( f i ; fi*) est une fonction /¿-mesurable. Comme 
il.résulte que * ( 0 € £ ( f i ; f i * ) est une fonction^-
n 
intégrable, c. q. f. d. 
La proposition 6.1 nous permet d'écrire (6 .3) sous la forme 
<6.5) > E(o)=jx(t)dM(t) [£(a)<E£(fi;fi*)] 
<r 
quel que soit o borélien de R1. Pour qu'on puisse indiquer les conséquences 
des faits que nous venons de démontrer, quelques considérations supplé-
mentaires seront nécessaires. 
Soit Ofi un intervalle borné contenant S(/¿) [voir la remarque23)] et soit 
{ J ( n ) } une suite de partitions finies ( = {a^}f=i) de o^ en intervalles, de 
norme v(J(n)) = sup | oín) | —• 0. Soit X un espace de Banach quelconque et soit 
k 
x(t)£X une fonction /¿-intégrable. 
Le m me. Il existe une suite partielle {J^}<= {Jin)}, telle que, pour 
p —* oo, on a /¿-pp 
(6 .6 ) - J - J - [ x{t)dp(t)^x{t0) (dans X) 
W 
où, pour chaque p, ai? est choisi de façon qu'il contienne le point t0 (k0=k(t0, p)). 
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D é m o n s t r a t i o n . Soit x„(t)ÇiX la fonction définie par 
* » ( 0 = 2 M « * 0 ] } " ' ] J * ( T ) r f M T ) k ( „ , ( 0 . 
Alors xn(t) est aussi ¿t-intégrable et 
¡\xn(t)-x(t)\dKt) = Z f M ^ V \x(T)dfi(j)—x(t)\dfi(f) = 
= Z [ . " M n , ) ] _ 1 J i l [ x ( r ) - x ( t ) ] d f i ( r ) \ d f i ( t ) ^ 
j f l * ( T ) — x ( t ) \ d f i ( r ) d f i ( t ) = In(x). 
4») *<»> 
On vérifie sans peine que In(x)^k2^\x(t)\dii(t) et que si y(t)(zX est une 
v 
autre fonction /w-intégrable alors /„(x+y) ^ /„(x) - f /„(>>). Utilisons maintenant 
le fait que les fonctions continues (à valeurs dans X) forment un ensemble 
dense dans l'espace des fonctions (à valeurs dans X) /w-intégrables. Pour 
e > 0 il existe une fonction continue ce(t)$X, telle que 
J|Ci(f)—x(t)\d[i(t)<Ls ( e > 0 donné). 
<V 
En vertu des propriétés de /„(x) nous avons 
/ „ ( x ) â / „ ( C e ) + / „ ( x — C e ) ^ In ( c f ) - f 2 J | x — c £ | dfi(t) ^ In(ce) + 2 s. 
Or, il est évident [en vertu de la continuité uniforme de c£(/)] que I„(ce)-*-0 
pour n—•oo. Par conséquent, lim sup/„(x)^2e, d'où il résulte que lim /„(x)=0 , 
donc aussi 
( 6 . 7 ) lim i | x ( / ) - x „ ( 0 | ^ ( 0 - 0 . 
n->a> ' 
Choisissons une suite partielle {np} a {n}, telle que 
Z \\x(t)-xnp(t)\dfi(t) = Z i\x(t)—x„ (t)\dfi(t)< oo, 
ce qui est possible en vertu de (6. 7). Alors du théorème de Beppo Levi il 
résulte que Z ï x ( 0 — x „ (0| est /¿-intégrable. Par conséquent Z|x(/)—x„ (/)|< 
P V 
<00 /w-pp, ce qui entraîne |xnj)(/)—x(/)|—»-0 /"-pp, d'où, en tenant compte 
de la définition des fonctions x„(t), on obtient la relation (6.6) , c. q. f. d. 
En appliquant ce lemme aux fonctions (xh)( t )£&* et 
nous obtenons les deux propositions suivantes: 
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P r o p o s i t i o n 6.2. Pour tout h£% il existe une suite partielle 
{J("p)} ci {¿/(,l)} [où np = nP(h)\, telle que pour p —• <x> on ait ¿t-pp 
E ( f Ù ? -ixWo) (dans S'). 
P r o p o s i t i o n 6.3. Il existe une suite partielle {J("p)} c= {//(n)}, telle que 
pour p—*oo on ait M-pp 
[dans £(g;r)].2«) 
p(o\0p) 
Choisissons les partitions <d{n) de sorte que leurs points de division 
soient de ^-mesure nulle, ce qui est possible en vertu du fait que l'ensemble 
des points t tels que fi({t})=t=0, est dénombrable. Nous pouvons poser 
x(t) = 0 dans les points de division de J("p) (p = 1 , 2 , . . . ) , aussi bien que 
dans les points exceptionnels de la proposition 6.3, car ils forment un en-
semble de ju-mesure nulle. On déduit alors de la proposition 6 .3 le théorème 
suivant : 
En dehors d'un ensemble de p-mesure nulle [oit - %(t) = 0], pour tout 
/([R1 il existe deux suites {£,} et {t'û} convergeant vers t, telles que t'n<t<t',( et 
<6-8) i r a - * " ' i * « *<*«•» 
Tous ces résultats sont en fait des conséquences de la propriété (ii) de ê. 
En utilisant maintenant aussi la propriété (i) de S, nous allons faire l'étude 
spectrale des opérateurs autoadjoints bornés. 
Convenons d'abord d'appeler vecteur propre généralisé de A correspon-
dant au point tÇR1 tout vérifiant 
(6 .9) <e'\Aey=--t<e*\e> 
pour tout e£S. Soit ê*(t) l'espace formé par ces vecteurs pour t fixé. Evidem-
ment, $*(t) est un sous-espace vectoriel fermé de $*. 
P r o p o s i t i o n 6 .4 . &*(t) n { 0 } si et seulement si t est une valeur 
propre (dans %) de AÏ Dans ce cas &*(t) n % est l'espace des vecteurs propres 
(dans %) de A correspondants au point t 
D é m o n s t r a t i o n . Soit hot'K un vecteur propre de A, correspondant 
à la valeur propre t„ (Ah„ = t0h0). Nous avons alors pour tout e(i& 
<ha\Ae> = (h0\Ae) = (Ah(>\e) = tu(h0\e) = t0<hQ\e>, 
La première de ces deux propositions est analogue à une proposition obtenue 
antérieurement par K A T Z [ 1 6 ] dans des conditions semblables. 
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donc h0, considéré dans $*, vérifie (6.9) . Il résulte que D e c e t te 
manière nous avons démontré que si t0 est une valeur propre (dans %) de A, 
alors ê*(/0) contient l'espace des vecteurs propres (dans %) de A, corres-
pondants au point t0. Il nous reste à démontrer que si ê*(t0) n %=f= {0}, alors 
/0 est une valeur propre (dans %) de A et que tout élément de g(f0) nSC est 
un vecteur propre (dans %) de A, correspondant au point tc. En effet, soit 
0 ^ f t ; ( i ' ( / 0 ) n X ; de (6 .9 ) on déduit alors (hl\Aé) = t0(h'\e) (e£g). Mais A 
est autoadjoint; par conséquent Ah'0 = t0h*0> c. q. f. d. 
P r o p o s i t i o n 6 .5 . Pour tout tÇP1 on a 
(6.10) x(t)&Œ$*(t). 
D é m o n s t r a t i o n . Remarquons d'abord que pour tout on a 
(Ae\f> = (Ae\f) = \td(E(t)e\f) = \td(E(t)e\f>^\t(x(t)e\f>dv(t), 
m FII J Î I 
\\Ae\f=\fd(E(t)e\e)=\fd<E(t)e\e> = \tXxme>di*(t). 
É< ¿1 ii' 
Il s'ensuit en vertu de la proposition 3 . 4 que x(t)Ae = (xAe)(t) = tx(t)e 
pour tout t sauf peut-être les points d'un ensemble N(e) de ¿¿-mesure nulle ; 
par conséquent, pour t^,N(e) on a 
(X(t)f\ Ae> = <x(t)Ae\f> = t <x(t)ef> = Kx(t)f\ e> 
quel que soit / f g. Soit N = U N(e). Alors p(N) = 0 et pour tout e£ê 
eçgoo (e = Zliei, {e . j cêoo) et /(£ N on a 
<'xmAe> = 2Z<XmA«> = t2Mxme<> = Kzme>, i i 
quel que soit f£$. Comme il est permis de modifier les valeurs de x(0 s u r 
un ensemble de /¿-mesure nulle, posons x ( 0 ~ ® s u r N. Ce changement 
conserve à /(/) toutes les propriétés que nous avons déjà établies. En outre, 
nous aurons <^(r)/|Ae> = K z ( 0 / l e > P o u r t o u t 'C/?1 et e ,/Çg; il résulte 
que z ( * ) f £ & * ( * ) pdur tout /£g , c. q. f. d. 
Remarquons que par ( 6 . 4 ) il s'ensuit de la proposition 6. 5 le corollaire 
suivant : 
Pour tout t^R1 on a ê(t)cz$'(t) et (xhW) W ) . Quel Que soit 
Voici un autre corollaire de la proposition 6. 5 : 
x(t0)ê H % ={= {0} si et seulement si t0 est une valeur propre (dans %) de A. 
En effet, si n 9C=£{0}, on a en vertu de la proposition 6 . 5 
g * ( i 0 ) n % ^ { 0 } , donc (en vertu de la proposition 6 . 4 ) U est une valeur 
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propre (dans %) de A. Inversement £"((^0}) =f= 0, par conséquent p({t0})=/=0 
aussi. En posant dans ( 6 . 5 ) a = { / 0 } , nous obtenons £({M)=Z( îO)M({ÎO})» 
d'où il résulte x(t0)$n% = E({t0})$()%=f={0}, c. q. f. d. 
Envisageons maintenant le comportement des vecteurs propres approxi-
matifs de A (c'est-à-dire des suites {en}atelles que \\Aen—ten\\—>-Q pour 
un W? fixé). Soit ê°(t) l'ensemble des tels que e* = lim en (dans S*), 
où {en}<=% et \\Aen—te„||—0. 
P r o p o s i t i o n 6 .6 . i°(t) est un sous-espace vectoriel fermé de f , tel 
que $(t)<z$°(t)cz$*(t), quel que soit t£R\*) 
D é m o n s t r a t i o n . Comme il est facile à voir que ê°(t) est un sous-
espace vectoriel fermé de $*, passons à la démonstration des inclusions 
$(t)<z$\t)c:$*(t). La deuxième s'ensuit de ce que, pour tout eÇS on a 
^ I k n - ^ y i / t e ^ + l/lllellO + K ^ I A ^ - i ^ l ^ l ë 
^ \\en-e'UUe\V + \t\ \\e\\0 + \\Aen-te*\\\\e\\-+Oi 
par conséquent e* vérifie ( 6 . 9 ) donc e*i&*(t). II nous reste à démontrer la 
première inclusion &(t)c$°(t). Pour cela, remarquons d'abord que si { J ( n ) } 
est la suite des partitions construites après la proposition 6 .3 , l'ensemble 
des points t0£R\ tels que K ^ M I ^ ] ) - 1 ^ où est de M-
mesure nulle. En effet, soit TV cet ensemble et soit Ne,p=\J($p), où f* (ak p ) )< 
<«|4 V |. Si t£N, il existe un'/?« tel que /?>/?« entraîne t£NetP, donc 
Nez U f l M , 4 . Mais n(Nc, g) < s2\o<Cp>\^s\a!X\, donc aussi D ^ g ) < « | a M | . 
P=1 q=p q=p 
oo a> 
Comme { f ) NB,,} est une suite croissante d'ensembles, il résulte U H Ne, g) g 
q=p •' ' p=1 9=p 
Par conséquent quel que soit e > 0 donc fi(N) = 0. 
Il nous est permis de poser ¿ ( 0 = 0 sur N sans rien changer dans toutes 
nos considérations antérieures. Dans le corollaire de la proposition 6 . 3 (en 
passant par exemple à une nouvelle suite partielle) nous pouvons donc 
supposer aussi que 
inf s e ( 0 > 0 [t tel que * (/)=É0] . 
Posons en = [n([f„, fn'])f En vertu du même corollaire on a alors 
« ) 11 sera intéressant d'élucider les cas où ê ( f ) = $°(f), ou ê°(t) = $*(t). 
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e n - ^ x i O f dans g*. Il nous reste à démontrer \\Ae„—ten\\->-0. Or 
\\Aen-ten\f=M[t'n,r,i])f\\ [(T-t)dE(T)f\f = 
= [«<№. *])]"' J \r-t\2d(E(r)f\f) g ^ (E([fn, iï])f\f)^ 
t C C l 
E([fn,iï ]) < MË(t"-f\ 
= s(t){tn tn) 
E([fn, &']) 
s(t) 
donc * ( 0 / W ) - H résulte que x(t)êc:$0(t), et comme ê°(t) est fermé, on 
a fi(i)cfi°(0, c. q . f . d . 
Les espaces &*(/) et ê°(t) sont déterminés univoquement par A. Les 
espaces ê(t) sont définis par l'intermédiaire de la fonction S"), 
dont la dépendance de A nous n'avons pas mise en évidence. Pour déter-
miner la dépendance de A de la fonction x(f)> remarquons que si dans ( 6 . 3 ) 
nous posons o=R1, nous obtenons la décomposition intégrale 
( 6 .H ) <e\f>=\<x(t)e\f>dfi(t) (e,fi$) 
à1 
de ê, les opérateurs x ( t ) vérifiant 
( 6 . 1 2 ) < x m e > ^ 0 ( e t ê ) 
et (6 .10) . Inversement, ces propriétés déterminent x(0: 
P r o p o s i t i o n 6 . 7 . Soit x*(0 €£(&; &') une fonction définie sur R", 
vérifiant (6 .10) , (6 .11) et (6 .12) . Alors = /¿-pp. 
D é m o n s t r a t i o n . En vertu de la proposition 3 . 3 il existe une famille 
semi-spectrale E^o) (a borélien a /?') telle que 
(6 .13 ) ( £ 1 ( a ) e | / ) = < £ 1 ( a ) e | / > = J < ^ ( / ) e | / > ^ ( 0 ( e , / ê i ) . 
• <r 
Soit o^ un intervalle contenant S(/*)u[—||/l||, ||J4||]. Alors £"i(aM) = I et [en 
vertu de (6,9) , (6 .10) et (6.13)] 
(Ane\f) = (EMe\Anf) =\<x^)e\Anf>d^t) = 
«v 
= StXxï(t)e\f>d{i(t) (e,ft$; /1 = 0 , 1 , 2 , . . . ) 
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donc 
{Ane\f)=\fd(Ei(t)e\f) (e,ft&; n = 0,1,2,...). 
Il en résulte que E^{p) est égale à la famille spectrale E(p) de A. Mais alors 
de (6 .3 ) et (6 .13) il s'ensuit (en vertu de la proposition 3 . 1 ) que / i ( 0 = 
= x(f) P-PP» c- q-f- d-
Nous pouvons maintenant étudier l'équivalence unitaire des opérateurs 
autoadjoints bornés. Dans le cas des opérateurs à spectre discret, le problème 
est bien élémentaire et revient à l'égalité des rangs des projections propres. 
Nos considérations nous permettent de conserver cette caractérisation par 
l'intermédiaire des opérateurs %(t). Les invariants unitaires ne sont pas essen-
tiellement différents de ceux déjà connus (voir [12] ou [19]) mais leur inter-
prétation [le rang des „opérateurs propres généralisés" ^ ( 0 ] n o u s semble 
être nouvelle. 
Soient A et B deux opérateurs autoadjoints bornés, EA(o) et EB(o) leurs 
familles spectrales, et soit fi(o) une mesure borélienne telle que EA(a) et 
EB(o) soient absolument continues par rapport à ,u(a). Soit S un espace 
admis par rapport h A et B, et soient %A(t) et / B ( 0 les opérateurs propres 
généralisés [c'est-à-dire vérifiant (6.10) , (6 .11) et (6.12)] de A et B. 
P r o p o s i t i o n 6. 8. Les opérateurs A et B sont unitairement équiva-
lents si et seulement si %A{t) et xn(t) ont le même rang i«-pp. 
D é m o n s t r a t i o n . A et B sont unitairement équivalents si et seule-
ment si Ea(o) et Es(o) ( o borélien c/? 1 ) sont unitairement équivalents. En .' 
vertu de la proposition 6 . 7 et de la proposition 5 .1 , EA(p) et EB(o) (o bo- ! 
rélien c -R 1 ) sont unitairement équivalents si et seulement si £A(0 et xb(0; 
ont le même rang fi-pp, c. q. f. d. ; 
Montrons finalement, comment le théorème suivant de J . VON NEUMANN ®) : 
sur les fonctions29) d'un opérateur autoadjoint découle de nos résultats : 
Soient A et B deux opérateurs autoadjoints bornés tels que B commute 
avec tout 0££Qt] X ) commutant avec A; alors B est une fonction de A. 
D é m o n s t r a t i o n . Soit $ un espace admis par rapport à A et B. 
Soit 0,„(t)e = <^Jt)\é}e\(t) (e£ê), où z(Qe = 2<&(Qle>&(0 est la dé-
composition de x(t) donnée par la proposition 4 . 2 . Evidemment \<0m(t)e\f}f ^ 
= e t <®(0e|/> e s t u n e fonction borélienne quelque 
soit / £ § . Par conséquent, en vertu de la proposition 2 .5 , il existe un 0 m e ^ % t 
2 8 ) J . VON NEUMANN [ 1 8 ] , F . R I E S Z [ 2 1 ] . 
2Y) Dans le sens usuel ; voir par exemple [22], Ch. VII, § 1 et § 2. 
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tel que (%®me)(t) = ®m(t)e /¿-pp et [en vertu de (2.28)] 
. || ®me\f ^ \<(%(t)e\e>d[i(t) = ||e||2 
L'application e—*®me est linéaire et continue (dans %). Elle se prolonge par 
continuité en un seul opérateur Comme on a [en vertu du fait 
que & ( O e S ( 0 > 01 = 1 , 2 , . . . ] 
(®mAe\f) =\<(X®mAe)(t)\j>dp(t) = \<®m(t)Ae\f>d(i(t) = 
= $K0m(t)e\f>d[i(t)==j<&m(t)e\Ajydi*(t)== 
fii fii 
= {®me\Af) = (A®me\f) (e,f£$), 
il résulte ®mA = A®m-, par conséquent ®mB = B®m. En utilisant la pro-
position 6 . 2 , nous obtenons pour e £ ê fixé 
= lim < E { a > ) t ^ B r > =<l7®me)(t)\Bf> = (®(t)e\Bf> (où 
pour tout et tçR1 en dehors d'un ensemble N,„(e) de /¿-mesure nulle. 
Soit /Vm = U Nm(e). Alors /¿(Nm) = 0 et ' 
eéSoo 
(6 .14) <®m(t)Be\f> = <®m(t)e\Bf> 
quel que soit et t(£Nm. Soit N={JNm. Alors N est à son tour de m 
/¿-mesure nulle et de (6 .14) nous obtenons que pour tout t $ N et m = 1 , 2 , . . . 
(6 .15) < e ^ ( t ) \ B e X m \ f > = < ^ ( t ) \ e X m \ B f > 
quel que soit Soit ét(t)=f= 0 [c'est-à-dire ou%(t)j=0] et soient 
tels que <«*(/)|ft>^=0=jfc<eî(0|/i>. Alors de (6 .15) on déduit (en 
posant d'abord e = e x , f = f l , puis e = f u f = f y 
<ei(t)\e1> <*î(0l/0> <eUO l/i> 
Par conséquent, pour t$N\a valeur du rapport <e\(t)\Bè>l<e\(t)\ë> ne dépend 
pas de e, sous l'hypothèse qu'elle soit déterminée. Soit b0(t) cette valeur et 
soit b(t) la fonction prolongeant b0(t) sur tout Z?1, identiquement nulle sur 
ŒoUJV. Alors b(t) est une fonction réelle univoquement déterminée. En outre 
b(t) est une fonction borélienne. En effet comme U N est un ensemble 
A 1 
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borél ien ( c a r il est ¿¿-mesurable) , il nous reste à démontrer que b0(t) e s t 
boré l ienne sur R1—Î20UN. P o u r ce la , soi t { e n } un s o u s - e n s e m b l e d é n o m -
b r a b l e dense dans S et soit A„ = {/: < e î ( 0 | e „ > 4 = 0 } . Alors U A „ = / ? 1 — i 2 0 et 
b0(t) = <e[ (01 BenyKe' (01 <?„> est sur tout A„ n ( 7 — T V ) évidëment b o r é l i e n n e . 
Il en résulte a isément que b0(t) est borél ienne sur T—Î20 U T V = ( U A>) n (T—TV), 
n 
d o n c que b(t) est borél ienne. D 'autre part d e ( 6 . 1 5 ) nous o b t e n o n s 
<e'm(t)\Be> = b(t)<&(t)\ë> 
pour tout /(£TV, e£ê et m — \, 2, En util isant encore une fois la p r o p o -
sit ion 4 . 2 , on déduit que x(t)^e==:K0x(0e Q u e I Que s ° i t e t t<£N. 
P a r conséquent 
(Be\f)=¡<z(t)Be\f>dKt)=\b(tKx(t)e\f>dv(t) = ' 
jî1 s» 
= f b(t)d{E(t)e\f) (e,/<Ei) » 
c e qui montre justement que B==b(A), c . q . f. d. 
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