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内容梗概
本論文は,筆者が1984年から現在まで株 )日立製作所システム開発研究所,
およびセキュリティトレーサビリティ事業部ならびに 2007年から現在まで
大阪大学大学院情報科学研究科マルチメディアエ学専攻在学中に行つてきた
柔軟な生産計画支援システムの実現のための知識情報処理に関する研究成果
をまとめたものである。
生産計画業務には,計画対象とする製品や生産を行う装置に対して,生産
工程や製造時間等の守らなければならない制約条件と,計画目標とする生産
効率を評価する多種多様な評価指標がある。生産計画支援システムは,計画
問題の定義として計画対象の制約条件と評価指標を取り込むことと,その制約
条件に従って評価指標の値が高くなる計画を短時間に立案することが要求される
システムである。しかも,計画対象の制約条件や評価指標は,市場ニーズの
変化や生産工程の改善活動によつて,頻繁に変化する。このため,生産計画
支援システムには,計画問題定義の変更容易性とともに,計画を立案する計画
立案手順にも計画問題定義の変更に対応した変更容易性が求められる。
本論文では,市場ニーズの変化や生産工程の改善活動によつて起こる計画
対象の制約条件や評価指標の変化に対応するため,生産計画支援システムの
計画問題定義と計画立案手順の変更容易性を確保する知識情報処理について
述べる。特に,計画対象の制約条件と評価指標,計画立案手順の計画知識は,
日々の生産計画業務を行つている計画者が有していることから,計画者の変更
容易性を確保する計画知識の記述形式と,その記述内容を生産計画支援シス
テムに実装する情報処理方式を提案する。
第 1章では,生産計画業務における生産計画支援システムの位置付けと,
柔軟な生産計画支援システムの実現課題を示し,本研究の方針を述べる。
第 2章では,計画問題定義の変更容易性に着日し,生産工程や製造時間等
の制約条件や評価指標の値を算出するために生産現場で用いられている数表
と数式を示す。それらの数表と数式を生産計画支援システムに取り込む計画
問題用の記述言語を導入し,その記述内容を処理効率の高い計算機プログラム
に変換するプリコンパイル方式を提案する。
第3章では,計画立案手順の変更容易性に着日し,数理計画法等の求解アルゴ
リズムを固定的に適用することが困難なスケジューリング問題の計画立案手順
を検討する。計画立案プログラムの記述内容を計画者が変更する部分とシステム
開発者が開発保守する部分に分け,計画立案手順の変更容易性を確保する計画
立案プログラムの構成方式と記述形式を提案する。
第4章では,計画対象の制約条件と評価指標の変化に対して計画立案手順を
選択する計画立案ノウハウに着日し,計画者の選択履歴を教師データとして,
計画立案手順を選択するルールを簡潔な知識表現で獲得する統計的集約型知識
獲得方式を提案する。
第5章では,本研究の成果をまとめ,今後の課題を示す。
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第1章序論
1.1研究の背景
製造業では,製品の多様化や製品寿命の短命化が進み,製品や生産量の変化に
柔軟に対応できる生産システムを構築することが求められている[1…3].この
ため,各企業は柔軟`性をもつ製造制御システム[4‐6]を生産現場に導入し,製品や
その生産すべき量の変化に応じて製造装置や生産工程等を変更することで,その
変化に即応可能な製造制御を実現している。製造制御での柔軟性が増すにつれ ,
製品や生産量の変化にあわせた生産工程の改善活動が行われるようになり,生産
工程や装置等に頻繁な変更が起こり,生産割当や生産スケジュール等の生産計画
の立案を支援する生産計画支援システムにも,その変化に対応可能な柔軟性が
求められている[7…11].
生産計画業務では,図1.1に示すように, 日々 変化する製品の生産量,生産
を行う製造装置,生産工程にあわせ,計画者が生産計画支援システムを用い,
要求された生産量を生産効率よく製造する計画を立案する。
生産量 生産計画
計画問題定義
生産計画支援
システム
図1.1 生産計画業務における生産計画支援システムの位置付け
生産計画支援システムには,計画対象とする製品や装置に対して生産工程や
製造時間等の守らなければならない制約条件,計画目標 とする生産効率の評価
指標等の計画FHEl題を定義する情報 (以下,計画問題定義と呼ぶ)と,定義された
問題を解くためのノウハウやアルゴリズムに関する情報 (以下,計画立案手I頂
と呼ぶ)力｀,プログラムや設定値等の形で埋め込まれる。生産計画支援シス
テムの柔軟性を確保するためには,計画問題定義ならびに計画立案手順の変更
容易性が必要であるが,従来の生産計画支援システムでは,計画問題定義と計画
立案手順が混在 してプログラムコー ドの中に埋め込まれ,その変更はきわめて
困難である。
これに対 して,特定の計画業務向けの生産計画支援システム[12-19]では,
計画対象置有の計画問題定義や計画立案手順の一部を設定するテーブルを設け,
それらの設定値を取りこんでいるが,変更可能な範囲が限定的である。計画立案
手順として数理計画法の求解アルゴリズム[20‐28]を適用することも考えられる。
しかしながら,標準的なパッケージ129‐32]では,適用する求解アルゴリズムが
既存のアルゴリズムに限定され,計画対象の制約条件や評価指標の変化に追従
できない。しかも,生産計画問題には製品や生産工程ごとに異なる制約条件や
多種多様な評価指標が多数存在する。その変化を事前に予浜1し,その変化に対応
するすべてのプログラムを開発するには多大なコス トと時間がかかる.
また,矢口識工学を適用したエキスパー トシステム[33-37]では,計画問題定義
や計画立案手順の記述にルール表現の適用が検討されているが,記述可能な範囲
が限定的である。この表現では,生産計画で重要となる定量的な制約条件や
評価指標の記述ができない.しかも,生産計画問題の多くが大規模な組み合わせ
最適化問題であり,その組み合わせ計算の中でルールによる推論処理が行われる
と,計算処理性能の問題が発生する。このため,計算処理性能を意識 して,多く
の部分を汎用の計算機言語で書かざるを得ないのが実情である[38].
汎用の計算機言語で記述 された計算機プログラムの変更には変更仕様書を
作成 して,計算機の専門家であるシステム開発者に依頼することが必要となり,
計画者による計画問題定義や計画立案手順の変更容易性を阻害する.柔軟な
生産計画支援システムの実現には,計画問題定義や計画立案手順の知識を有した
計画者による記述内容の変更容易性 と膨大な組み合わせ計算に対する計算処理
性能を考慮することが必要である。
しかも,生産計画では,製品や生産工程が変化し,制約条件や評価指標を変更
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する場合には,新たに適切な計画サ案手順を検討 し,その手順をシステムに
実装する必要がある.この計画立案手順は,多くの生産現場で熟練の計画者が
検討 し,頭の中にノウハウの形で持っていることが多く,明文化されていない .
その抽出と実装に多大の時間とコス トがかかる。これに対 しては,計画立案手I贋
のヒアリング[39]や,教師データからの機械学習[40,41]が考えられる。しかし
ながら,製品や生産T_程が変化するたびに,計画者へのヒアリングや教師データ
の収集を実施するのでは,計画立案手順を迅速に変更することが実現できない。
柔軟な生産計画支援システムの実現には,計画立案手順を変更する計画知識の
獲得を考慮することが必要である.
こうした背景から柔軟な生産計画支援システムの課題として,計画問題定義と
計画立案手順の変更容易な記述方法と計算処理性能,計画立案手順変更に関する
知識の獲得方法と,それ らの実現方式を取 り上げる.
1.2関連研究
計画問題定義 と計画立案手I興の記述方法と計算処理性能,計画立案手順の
知識獲得方法の関連研究を以下に示す .
(1)計画問題定義と計画立案手順の記述方法
生産計画支援システムの柔軟性確保に対するアプローチには,数理計画法の
求角準アルゴリズムを用いて計画立案手|1頂を固定化し,計画問題定義の変更容易性
を取 り入れようとした数理的アプローチ129-321と,計画問題定義 と計画立案
手I瞑を固定化せず,変更容易な知識表現を用いて計画者の頭の中にある計画問題
定義と計画立案手順の知識を取 り入れる知識工学的アプローチ[33‐37]がある.
数理的アプローチの数理計画問題記述簡易言語b2]では,求解アルゴリズム
が前提とするtll約式や評価式の係数に対する設定値計算の処理記述に算術演算
可能な簡易言語を導入 している.簡易言語で定義された処理内容から設定値を
自動計算することにより,制約式や評価式の係数の変更容易性を確保 しようと
するアプローチである。このアプローチでは,求解アルゴリズムの制約式や評価
式の係数の意味を理解 しなければ,設定値の計算内容を正 しく記述することが
できない。しかも,その記述形式は生産現場で用いられている製造時間や段取
時間等を定義する数表や数式の表現形式とは異なる。このため,数理計画法の
専門家でなければ,設定値の計算内容に関する記述の変更に時間がかかる.
生産計画では,製品や装置ごとに製造時間や段取時間等の計画問題定義が異な
る.その記述には条件分岐や論理演算も必要であるが,この言語ではそれ らの
計算処理を記述することができない.制約式や評価式の計算に条件分岐や論理演
算が含まれるようになると,線形計画法の求解アルゴリズムの適用が困難となり,
非線形計画法の求解アルゴリズムに拡張することが必要となる。このアプローチ
では,計画立案手順が既存の求解アルゴリズムに限定されるとともに,条件分岐
や論理演算が含まれる計画問題定義の変更容易性を確保することができない .
一方,知識工学的アプローチは,計画問題定義や計画立案手順の記述に理解容
易な表現形式を用いることにより,それ らの変更容易性を確保するアプローチ
である。このアプローチの計画型エキスパー トシステム[33-37]では,計画問題
定義と計画立案手順の記述形式として IF‐THEN形式のルール表現を導入 して
いる.しかし,この形式では「IF製品品種がla]ならば,THEN製造装置はIBl]
とするJとい うパターン処理の記述に限定される。製造時間や段取時間等の
定量的な値を算定する計算処理は汎用の計算機言語で記述 し,その処理を呼び
出すとい う実装がイfわれている.IF―THEN形式のルール表現では制約条件や
評価指標の定量的な値を算定するための数表や数式を記述することができない。
大規模な生産計画問題になると,製品と装置の組み合わせのパターンを記述
するだけでも膨大な数のルールを必要とする.そのルール増大に対 しては計画
立案時に適用するルールの優先度が導入されている[42-44].しか しながら,
ルールの優先度で定義できる内容は限定的であるとともに,ルー ルの優先度記述
を導入すると,守らなければならない計画問題定義の記述であるか,計画立案
手順の中で優先するルールの記述であるかが,混然一体化する.個々 のルール
記述が理解容易な表現であつても,ルー ル全体の変更容易性が失われる。
しかも,知識工学的アプローチにはルールのパターン処理に時間がかかると
いう問題がある。この問題に対 し,知識ベースシステムの高速処理方式[45]で
は事前にコンパイル可能なルールのパターン処理を機械語に変換 し,処理効率
の向上を図っている。しかしながら,大規模な生産計画問題になると,製品や
装置の組み合わせが増大 し,パターン処理の膨大な繰 り返 しが必要となる.
任意の組み合わせに対するパターン処理だけを機械語に変換 しても,実用的な
処理時間で計画を
'案
することができない[38].
こうした処理性能の問題に対 し,ルー ルベース型の作業スケジュール方式
[461では,「糸内期の厳 しい製品が多ければ,納期の厳 しい製品を優先 して害1り
付ける」という害1付状態に応 じて計画立案手I買をディスパッチする部分だけに
ルール記述を取 り入れている.その他の部分は,汎用の計算機言語で処理効率
の良いプログラムを開発することで,計画立案手順の変更容易性 と実用的な処理
性能を確保する方式を提案 している。しかしながら,割付状態を認識するための
「納期の厳 しい製品」といつた特徴の抽出 (以下,特徴抽出と呼ぶ)や「納期の
厳しい製品を優先して害Jり付ける」といつた計画立案手順を実装 したプログラム
にも制約条件や評価指標の変化にあわせた変更が求められる.
これらの数理的アプローチや矢口識工学的アプローチでは,記述範囲が限定され ,
計画問題定義と計画立案手順の多くの部分を,汎用の計算機言語で処理効率を
意識 してプログラム開発する必要があり,計画問題定義と計画立案手順の変更
容易性を阻害する要因となっている。
(2)計画立案手順の知識獲得
生産計画の業務知識には,計画対象とする製品や生産工程の制約条件や評価
指標等の計画問題定義に関わる知識 と,計画立案過程で得られる計画立案手順
に関する知識がある.計画者の頭の中にあるこれ らの知識の獲得に関しては,
従来から数多くの研究が行われている[39‐41,47-53].
知識ベースシステム構築のための知識獲得法[50]では,計画業務全体の知識を
計画問題の枠組みに基づき,計画目的,制約条件,立案手順等に分け,計画者に
ヒアリングすることが提案されている.計画問題定義の知識は対象とする製品や
生産 l_程に起因する知識であり,計画対象の専門家から論理的根拠を詳細にヒア
リングすることで計画問題定義を得ることが可能である。しかしながら,計画
立案手順に関わる知識は,計画立案を繰 り返す過程で得られる経験的知識であり,
論理的根拠が少なく,その知識にはあいまいさや誤 りを含む。このため,インタ
ビューを繰 り返 しても,「納期の厳 しい製品が多ければ,納期の厳 しい製品を
優先 して害Jり付ける」のように,定性的なディスパッチングルール しか得られ
ない。これら知識を定量的に表現できなければ,生産計画支援システムで計画を
立案できない .
こうした計画立案手順の獲得の困難性に対 して,ディスパッチングルールの
生成[50]では,作業時FF5と納期余裕時間の和が最小となる割付が厳 しい仕事を
優先するという特定の評価尺度を導入することで,平均納期遅れ時間と最大納期
遅れ時間が最適 となるディスパ ッチングルールを得ている。しか しながら,
生産計画の計画目的は,平均納期遅れ時間や最大納期遅れ時間の最小化だけで
なく,生産余裕がある場合には作業時間の平準化 とい う目的もある.割付が
厳 しい仕事を優先するというルールだけでなく,生産計画の多様な評価指標に
対応することが可能で汎用的なルール獲得方法が必要である。
汎用的なルール獲得方法としてバージョン空間法[52]による知識表現の一般化
手法[53]が提案 されている。しかしながら,教師データにあいまいなデータや
誤 りを含むと,一般化が不十分となり,まとまった知識表現の獲得ができない。
このため,ディスパッチングルールの獲得に適用しても,教師データに含まれる
あいまいなデータや誤 りによつて,獲得されるルールの数が増大し,計画者に
よる直接変更を可能とする簡潔なルールが獲得できない。
以上のように,これ らの関連研究では頻繁に変化する計画対象の制約条件と
評価指標を生産計画支援支援システムに迅速に取 り込み,取り込んだ計画問題
定義の変化にあわせて計画立案手順を変更 し,迅速に計画を立案することが
できない。
1.3本研究の方針
本研究の方針を図 1.2に示す .
計画立案の知識獲得と
変更容易性の確保
叢
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図 1.2 柔軟な生産計画支援システム実現のための研究方針
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(1)計画問題定義言語とプリコンパイル方式
第 1の研究課題として,生産計画支援システムの柔軟性を確保するために,
計画対象の制約条件や評価指標を定量的に定義する計画問題定義の変更容易性
を確保する記述言語と計算機プログラムヘの変換方式を研究する。
計画問題定義の変更容易な記述言語として,制約条件や評価指標の計算に
用いる数表や数式の記述に生産現場で用いられている表現を取り入れる。特に,
情報処理の専門家ではない計画者が記述することを考慮する。生産現場の専門
用語を用い,理解や変更が容易な順序 (計算機の処理順序に制約されない記述
順序)での記述を可能とする計画問題定義用の記述言語を提案する。
計画問題定義は,計画対象 (製品や装置等)の組み合わせに対する制約条件と
評価指標の条件評価計算の定義である。計算機プログラムの変換方式として,
組み合わせ計算を効率よく処理するために,手続き型プログラムに変換する
プリコンパイル方式を検討し,手続き型言語のコンパイル技術では最適化され
ない組み合わせ計算の多重な繰返し処理の最適化方式を提案する。
(2)知識型スケジューリング用計画立案プログラム構成方式と記述形式
第2の研究課題として,計画問題定義言語で定義された制約条件や評価指標
に従い計画を立案する計画立案手順の変更容易性を確保するために,計画立案
手1贋を実装する計画立案プログラムの構成方式と記述形式を研究する。
特に,生産計画の中でシステム化ニーズが高く,個別の制約条件を数多く有し,
計画立案手順として求解アルゴリズムを固定的に適用することが困難な生産
スケジューリング問題を対象とする。
変更容易な計画立案手順として,割付状態に応じて割付方法を選択するディス
パッチングルール (以下,割付戦略決定ルールと呼ぶ)を導入する。「特徴抽出,
戦略決定,割付更新」を繰り返す計画立案手順を検討し,変更容易なプログラム
の構成方式と記述形式を提案する。
(3)統計的集約型知識獲得方式
第3の研究課題として,計画問題定義の変化に合わせて計画立案手順を変更
する計画者の経験的な知識である割付戦略決定ルールの獲得を研究する.経験的
に得られる割付戦略決定ルールは,熟練した計画者にインタビューを繰り返し
ても,定量的な表現を含むルールを得ることが困難である。
そこで,計画者が割付状態を表示し,割付方法を選択して計画を立案する操作
画面を設け,その操作履歴を教師データとして知識獲得する方式を検討する。
その教師データには,同じ割付状態でも異なる割付方法を選択する教師データ
(以下,あいまい教師データと呼ぶ)と,誤つた割付方法を選択する教師データ
(以下,誤り教師データと呼ぶ)が含まれることを前提とする。統計解析手法と
ルール表現を獲得するバージョン空間法を用い,簡潔なルール表現を獲得する
統計的集約型知識獲得方式 MAKAM(Mult市aria e Analytical Knowledge
Acquisition Method)を提案する。
1.4本論文の構成
本論文は2章以降を以下のように構成する。
第2章では,文献[546¨0]に基づき,計画問題定義言語 とそのプリコンパイル
方式について述べる。まず,生産現場で用いている制約条件や評価指標の数表
や数式の表現を示し,その内容を記述する計画問題定義言語を提案する。次に,
その記述内容から多重な繰 り返 し処理を最適化するプリコンパイル方式とその
アルゴリズムと動作例を説明する.そして,提案方式により自動生成するプロ
グラムとプログラマが作成するプログラムの変更容易性 と処理性能の比較に
より,本方式の有効性を示す .
第 3章では,文献[61-70]に基づき,知識型スケジュー リングシステム用プロ
グラム構成方式と記述形式について述べる。まず,対象とする生産スケジュー
リングの概要を説明する。次に,計画立案手順の変更容易性を確保するための
プログラム構成 とその記述形式と,スケジューリング問題用の共通プログラム
ライブラリを提案 し,知識型スケジュー リングシステムに実装する.これらに
より,計画立案プログラムの変更箇所が局所化され,計画立案手順の変更容易
性が確保可能であることを示す。
第 4章では,文献[71-76]に基づき,統計的集約型知識獲得方式MAKAMに
ついて述べる。まず,誤り教師データやあいまい教師データが割付戦略決定
ルールの獲得に及ぼす問題点を示す。次に,判別分析 とバージョン空間法を
用いるMAKAMを提案する。これらにより,戦略決定ルール獲得の実験結果を
示し,計画者が直接修正しやすい簡潔な戦略決定ルールを獲得できることを示す。
第5章では,結論として本研究で得られた成果を要約し,今後の課題を述べる。
?
?
?
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画問題定義言語とプリコンパイル方式
2.1緒言
本章では,生産計画支援システムの計画問題定義の変更容易性を確保する方式
として,計画問題定義記述言語とプリコンパイル方式を提案する。
生産計画の計画問題定義は,計画対象とする製品や装置によつて異なり,その
制約条件や評価指標の条件評価計算を行う数式や数表は,計画対象の変化に合わ
せて,生産計画業務を行う計画者が変更し,計画立案に使用する。この数式や
数表による条件評価処理は,計画対象の組み合わせ計算となり,大規模な計画
問題では,組み合わせの数が増え,膨大な計算量を必要とする。このため,計画
問題定義の条件評価処理は,計算機の処理を記述する手続き型言語[77,78]を
用いて,システム開発者が処理効率の良い手続き型プログラムを開発し,生産
計画支援システムに取り込まれている。
このプログラム開発では,使用する計算機の主記憶領域や処理速度を考慮し,
手続き型言語[77,78]のョンパイラ[79]で最適化されない,組み合わせ計算の
多重な繰り返し処理の最適化を行う必要がある。最適化された多重な繰り返し
処理の手続き型プログラムを,情報処理の専門家ではない計画者が変更する
ことは困難な作業である。システム開発者に依頼すれば,プログラムの変更は
可能であるが,変更仕様書や変更プログラムの作成に時間がかかる。
そこで,生産計画業務での数式や数表の表現形式を取り入れ,処理効率を意識
することなく,計画者が計画問題定義プログラムを直接変更することが可能な
計画問題用の記述言語と,その記述内容から処理効率の良い手続き型プログラム
を生成するプリコンパイル方式を検討する。
以下,第2.2節では生産計画における計画問題定義の内容を示し,第2.3節
では計画問題定義言語を提案する.第2.4節ではプリコンパイラの必要機能を
示し,第2.5節ではプリコンパイラの最適化の考え方とそのアルゴリズムを提案
する.第2.6節では提案アルゴリズムを実装したプリコンパイラの全体構成を
示し,第2.7節では提案言語を実問題に適用評価するとともに.プログラマが
作成したプログラムとの比較からプリコンパイル方式の有効性を示す。
2.2計画問題定義
本節では,生産計画での計画問題の定義内容と表現形式を説明しダ計画者に
よる計画問題定義記述の課題を示す.
2.2.1 生産計画問題の定義内容
生産計画問題は,製品や生産工程の制約条件に従い,生産効率等の評価指標の
値を最大化もしくは最小化する問題である。制約条件や評価指標は対象とする
製品や生産工程によつて異なる。最適な計画を定量的に立案するにはそれらの
制約条件や評価指標を定式化することが必要である。
生産計画問題の定式化の例を図2.1に示す。この計画問題は生産ロットの製品
を製造する生産ラインと製造順序を立案する問題である。なお,生産ロットは
一括して製品を製造する単位で,製造する製品品種と製造数が決められている。
6)計画問題の定式化
制約式 Σ(んを+鳥ρるたくαノ,ΣQ・ス》〈γ
評価式 Σ場。為→Mh
計画変数 るが生産ライン4生産ロット(前ン生産ロット(後)力ならば1,他は0
条件評価マトリックス
%:製造コスト,為:製造時間,β′:段取時間,o:投入人数
図2.1 生産計画問題の定式化と計画問題定義
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この生産ラインの製造時間は,生産工程の装置と製品品種によつて異なる。
製造する製品品種を切り替えるには段取時間がかかり,その時間は製品品種や
装置によつて異なる。この計画問題には生産ラインの稼働時間制約と作業員の
人数制約の制約条件と,総製造コストを最小化するという評価指標がある.
この計画問題は,生産ラインゴで製造する生産ロットプを決定する組み合わせ
計画問題と,生産ラインゴ上の製造順序 (生産ロットブと生産ロットカの製造
順序)を決定する順序計画問題との複合型の整数計画問題である。この問題は
制約式の製造時間4ら 段取時間二続,評価式の製造コスト均等の値を計算する
ことにより,計画(0-1計画問題の解κガを立案することが可能となる。以下,
計画問題を定義する制約式や評価式の製造時間4"段取時間二怯,製造コスト助
等を条件評価マトリックスと呼ぶ。
計画問題の定式化では,考慮すべきすべての条件評価マトリックスを抽出し,
その算定方法を正確に定義することが重要である。例えば,図2。1の段取時間
場 を考慮しなければ,この問題は総製造コストを最小化する生産ロットと製造
ラインの組み合わせ計画問題となる。製造順序を考慮する必要がなくなり,
最適解を求めることが容易となる.しかしながら,段取時間を考慮しない最適解
を求めても,段取時間の違いによつて生産ロットの製造順序や生産ラインの
入れ替えが起こり,その最適解は使えない。計画立案手順を検討するには,まず,
考慮すべき条件評価マ トリックスの算定方法を正確に定義することが極めて
重要である。
条件評価マトリックスの算定方法は様々な計画対象(生産ロット,生産ライン,
作業員等)の組み合わせによつて定義される。計画対象の組み合わせの数に
よつて,2次元や3次元の条件評価マトリックスの算定方法が必要となる.それら
の算定方法は,計画対象の属性値(製品品種や装置名等の値)によつても異なる。
しかも,取り扱う計画対象の要素数 (生産ロットの数)が多く,その組み合わせ
の条件評価には膨大な繰り返し計算を必要とする。条件評価マトリックスの算定
方法を定義するとともに,その計算処理には処理効率の良いプログラムも必要
である.
本章では,計画問題定義の変更容易性に着目し,このような条件評価マ ト
リックスの算定方法を正確に記述するための計画問題定義言語と,その記述内容
から生産計画支援システムに取り込む処理効率の良い手続き型言語の計算機
プログラムを自動生成するプリコンパイラを検討する。
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2.2.2計画問題定義の表現形式
生産計画の条件評価マトリックスの算定方法は,計画対象の属性値を用いる
数表や数式の形式で記述される。その記述例を表2.1と図2.2に示す。
(1)数表による計画問題定義の記述内容
表2.1は製造時間を算定するための標準工数表である。標準工数は製品や装置
の種類によつて異なる単位当たり製造時間を定義するテーブルである.この
テーブルは,専門用語や定義内容の違いによって,製造工数や単位製造時間と
も呼ばれる。以下,表形式で定義される計画問題定義を業務テーブルと呼ぶ。
表2.1 業務テーブル (標準工数)の例
靡 装置Al
?? ???? ???? ???? ???? ???? ????
a 5 3 5 3 3 3
b 5 4 5 4 5 5
C 4 3 5 4 4 3
d 3 4 3
※単位 [分/個],一:生産工程の製造作業なし(製造時間の割付不要)
生産計画の業務テーブルは,装置の製造時間に関するものだけではなく,作業
人数,材料,部品,工具に関する業務テーブルもある。生産計画には計画問題
定義の内容によって,このような業務テーブルが多数存在する。
(2)数式による計画問題定義の記述内容
計画問題定義の内容として製造時間(a)と段取時間6)の例を図2.2に示す。
この数式は計画対象の属性や業務テーブルの値を用いて記述される。
(a)製造時間の例
製造時間二標準工数×製造数
(b)段取時間の例
段取時間=洗浄時間十調整時間+部品交換時間
(c)段取時間の変更例
段取時間=MAX(洗浄時間,調整時間,部品交換時間)
図2.2 数式による表現
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製造時間(a)は,標準工数 (分/個)と製品の生産量 (個)の積であることが
示されている。この数式により,表2.1の標準工数を参照して計画対象の属性値
(製品品種,装置名)から製造時間を算定することが可能である。
また,段取時間6)は3つの作業時間の和 (作業が順次に実行される場合の
合計時間)であることが示されている。このような数式表現で計画問題定義を
整理しておくことにより,生産工程の変更 (例えば,3つの段取作業の並列実行
への変更)に対して,段取時間の定義の変更 (図2.2の6)から(c))へ迅速に
対応可能である。以下,これらの数式を条件評価式と呼ぶ。
生産計画の条件評価式は計画対象の専門用語 (図2.2の洗浄時間,調整時間等)
の変数名を用いて記述される。これらの変数がどの計画対象 (製品や装置)に
依存するかは計画対象の専門家でなければ判断できない。例えば,調整時間の
変化が製品品種の違いによつて起こるか,それとも装置種別の違いによって
起こるかは計画対象を把握した計画者でなければわからない。しかも,その変化
を生産計画支援システムに迅速に取り込むには,計画者自身が条件評価式や業務
テーブルを記述し,変更することが求められる。
2.2.3計画者による計画問題定義記述の課題
生産計画の計画者は計画対象の専門家ではあるが,情報処理の専門家である
とは限らない。情報処理の専門家ではない計画者が計画問題定義の記述内容を
変更するには,計画者に対する記述内容の理解容易性や変更容易性が求められる。
しかも,計画者の記述内容を計算機に直接取り込むには記述内容 (以下,計画
問題定義プログラムと呼ぶ)の正確性も記述課題となる。
このため,計画者による計画問題定義プログラムの記述では,
① 計画者の理解容易性を高める生産現場の専門用語を用いた記述
② 計算機の計算順序に制約されない変更容易性のある記述
③ 計画要素間の関係を正確に記述する計画対象の組み合わせの記述
が必要とされる。
一方,条件評価マトリックスの算定には計画対象の属性データ (以下,対象
データと呼ぶ)が必要である。計画問題定義プログラムの入カデータ (対象デ
ータ)や出カデータ (条件評価マトリックス)を,生産計画支援システム上で
取り扱うにはそれらのデータ属性や領域等の定義が必要である。以下,入出力
データの変数名・属性・領域を定義する表を変数名和英対応表と呼ぶ.
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2.3計画問題定義言語
本節では,計画問題定義プログラムの条件評価式と業務テーブルの記述仕様 ,
その入出カデータを取り扱うための変数名和英対応表を提案する。
(1)条件評価式の記述言語と業務テーブルの記述仕様
提案する記述仕様には条件評価式の記述言語と業務テーブルの記述形式がある。
条件評価式と業務テーブルの例を図2.3に示す。詳細な条件評価式記述の構文
グラフを図2.4と図2.5に示す。
計画問題定義プログラム 題定義ブロック
bbck(段取コスト);
bbck倍1当コスト);
for(x,y)Where
. 
.\J+ . .!JrD\lx ls one oI lix, y rs one oI t4t+:
envbonment:
hput 注文幅∈),注文長ω,種別(x),材料幅し),材料長ly),材料費け),
段取コストlx,y);
output割当コスト(x,y);
end environment;
logic;
/*(a)算術演算式 */
加エコストは,y) =注文長(x)*単位製造コスト(x,y);
/*(b)論理演算式 */
割当可能(x,y) =注文幅(x).LE..材料幅(y)
/*(c)関数式 */
製造コスト(x,y)  =SUM(力日エコスト(x,y),段取コスト(x,y));
/*(d)業務テーブル検索式 */
単位製造コスト(x,y)=製造コストテーブル{種別∈),材料幅し)};く……1
/*(e)条件選択式 */
1F(割当可能(x,y).EQ..TURE.)              :
THEN割当コストは,y)=製造コストは,y)十材料費け);
end logjc;
end block;
ブロック名
論理部
業務テーブル
図2.3 計画問題定義の記述形式例
計画対象
定義部
入出力
定義部
14
BLOCK NAME STATEMENT
ENVIRONMENT STATEMENT
LOCIC STATEMENT
BLOCK NAME STATEMENT
VARIABLE
LOGICAL CALCULATION
RETRIEVAL FORMULA OF
CONDITION SELECTION OF
図2.4 構文グラフ (その 1)
VARIABLE
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CONDIT10N SELECTION OF CALCULATION FORMULA
LOCICAL EXPRESSION
ARITHMETIC CALCULAT10N
RETRIEVAL FORN/1ULA OF
RROCESS TABLE
ARITHN/1ETIC CALCULAT10N
LOGICAL CALCULATION
RETRIEVAL FORMULA OF
LOGICAL TERM
FACTOR
LOGICAL EXPRESSION
図2.5 構文グラフ (その2)
VARIARI F
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計画問題定義プログラムは,記述する単位 (ブロック)の名称を定義する
BLOCK文,計画対象を定義するFOR文,各ブロックの入出力変数を定義する
ENVIRONMENT文,条件評価式を記述するLOGIC文を用いて記述する.
LOGIC文は5種類の演算式を用い,ブロックの入力変数から出力変数を計算
する条件評価式を記述する。5種類の演算式を以下に示す。
(D算術演算式
目的関数,優先度等の評価式を四則演算によつて記述する。
6)論理演算式
制約条件や評価指標の条件評価を論理演算によつて記述する.
(c)関数式
算術演算式や論理演算式では記述できない計算を関数によつて記述する.
(の業務テーブル検索式
標準工数,作業順序等の基礎となる業務テーブルの検索式を記述する。
(e)条件選択式
条件付きの計算式を記述する。
各演算式は日本語変数名 (和名)を用いて記述し,変数名の直後には計画
対象の組み合わせを明示化するサフィックス (図2.3のx,y)を付記する。
一方,業務テーブル (図2.3の表)は,テー ブル名,デー タ項目名,デー タ部
から構成する。業務テーブル検索は,業務テーブル検索式の入力変数名によつて
検索条件項目が指定され,業務テーブル検索式の出力変数名の値が検索される。
(2)変数名和英対応表
計画問題定義プログラムの入力変数となる対象データの総称や項目と,出力
変数となる条件評価マ トリックスの変数名を定義した表が変数名和英対応表で
ある。その例を表 2.2に示す。変数名和英対応表には計画問題定義プログラム
で使用する日本語変数名と計算機処理で取り扱うための英文字変数名,デー タ
属性,領域 (デー タ件数とデータ長)をシステム開発者が定義する。
この対応表に,計画者が日々 使用している日本語変数名を登録することで,
専門用語を用いた計画問題定義プログラムの記述を可能とする。これにより,
それらの変数のデータ属性定義文やデータ入出力文の不要化も図り,計画問題
定義プログラムの記述内容を削減する。
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表2.2 変数名和英対応表
定義区分 日本語変数名 英文字変数名 属性 領域
対象データ総称(計画対象) 注文 CHUMON FILE 100
対象データ項目(入力変例 注文幅 CHUMON HABA数値 3
注文長さ CHUMON_NAGASA数値 4
種別 SHUBETU 文字 2
対象データ総称(計画対象) 材料 ZAIRY0 FILE 1000
対象データ項 目(入力変数) 材料幅 ZAIRYO HABA数値 3
材料長さ ZAIRYO NAGASA数値 4
材料費 ZAIRYO HI 数値 4
条件評価マトリックス 害1当コスト ミ＼RIATE COST数 値 3
条件評価式の記述言語には,計算機処理用の変数定義文,入出力文,算定式の
計算順序,条件評価マ トリックス計算の繰り返しの指定等の計算手続きの記述
形式を設けない.計画問題定義プログラムを計算機プログラムに変換する過程
で,計算機処理のための計算手続きを補い,条件評価マトリックスの繰り返し
処理の最適化を行う。これにより,計算手続きの記述と計算処理の最適化の
不要化を図り,情報処理の専門家ではない計画者に対して記述内容の理解容易性
や変更容易性を確保する。
2.4プリコンパイラの機能
本節では,前節の提案言語で記述した計画問題定義プログラムを計算機用の
手続き型プログラムヘ変換するプリコンパイラの主な機能を説明する。
計画問題定義プログラムは,変数名和英対応表 (表2.2)で定義した対象データ
の組み合わせから条件評価マ トリックスの値を計算するプログラムである。
この条件評価マ トリックスの計算は対象データの組み合わせ計算であり,条件
評価マトリックスのすべての値を求めるには計算の繰り返しが必要である.対象
データのデータ件数が増えると,計算量が増大する。このため,対象データの
組み合わせ計算を効率よく計算機処理する手続き型プログラムに変換すること
が必要である。しかも,計画問題定義プログラムの変更が頻繁に発生するため,
実行プログラムヘの変換時間を短縮することも必要である。
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図2.6の計画問題定義プログラムの例と,図2.7の計画問題定義プログラム
の変更から実行までのプロセスを用いて,プリコンパイラの機能を説明する。
なお,図2.6の計画問題定義プログラムは,計算式を入力変数から出力変数に
向かう計算機の処理順序 (以下,計算順序と呼ぶ)で記述した図 2。3の例に対し
て,計算)原序とは逆の順序で計算式を記述した例である。
図2.6 計算式の記述順序が計算順序と異なる計画問題定義プログラムの例
l塁嬰震時~)
資狩露
価 __>
対象データ 条件評価マリック
図2.7 計画問題定義プログラムの変更と実行のプロセス
block(害J当コスト);
for(x,y)where
x is otte of注文,y is one of材料 ;
envttonment;
input 注文幅ω,注文長さ∈),種別lx),
材料幅0,材料長さly),材料費け);
output害1当コストlx,y);
end envionment;
logic;
害1当コストは,y)=製造コストlx,y)+材料コストし);
製造コストは,y)=注文面積∈)*単位製造コストlx,y);
注文面積ω =注文幅lx)*注文長さ(x);
材料コストし)=単位材料コストし)*12;
単位材料コストし)=材料長さ(y)*材料費0;
単位製造コストは,y)
=製造コストテーブル(種別∈),材料幅0)};
end logic;
end block;
製造コストテーブル
種別 材料幅 単位製造コスト
a 1000 30
b 1500 100
計画問題定義プログラム
業務テーブル
計画問題定義プログラム格納部 変数名和英対応表格納部
・定数分離
。中間属性作成
メモリ害1り付け
計画問題定義
コンパイル/リンク部
実行プログラム格納部
プリコンパイラ
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(1)定数分離機能
計画問題定義プログラム (図2.6の条件評価式と業務テーブル)には数多くの
定数を含む。計画問題定義の変更はその定数に対する変更が最も多い。定数の
変更だけであれば,手続き型プログラムの生成,コンパイル, リンクを行 う
必要はない。そこで,計画問題定義プログラムから定数を分離,定数データ
格納部に格納 し,その定数をパラメータとして読み込む手続き型プログラムを
生成する定数分離機能をプ リコンパイラに設ける .
この機能は,変更前の計画問題定義プログラムを計画問題定義マスタ格納部に
登録 し,マスタとの比較により,計画問題定義プログラムの変更内容を判別 し,
定数変更に対するコンパイル・ リンクのオーバヘ ッドを削減する機能である。
しかも,定数をプログラムから分離し,実行時に定数を主記憶領域へ直接ロー ド
する手続き型プログラムを生成することによって,プログラム記憶領域から
定数をロー ドする手続き型プログラムよりも処理時間の短縮が可能となる。
(2)中間属性推定機能
計画問題定義プログラムの計算式は入力変数 と出力変数だけでなく,中間
変数 (図2.6の製造コス ト,材料コス ト等)を用いて記述することが可能である。
これ らの変数を計算機で取 り扱 うには変数定義(デー タ属性 とデータ長の定義)
が必要である。入力変数 (対象データ)と出力変数 (条件評価マ トリックス)
は,他のプログラムとのインターフェースとなることから,変数名和英対応表
(表2.2)でデータ属性 とデータ長を定義する。一方,中間変数は,プリコン
パイラに中間変数の属性推定機能を設けることで,中間変数の変数定義文の
記述不要化が可能とする。
なお,中間変数の属性推定は,入力変数のデータ属性 と中間変数の計算式の
種別 (算術演算式,論理演算式等)から中間変数のデータ属性 (数値,論理値 ,
文字列等)を推定し,入力変数のデータ長から中間変数のデータ長 (整数 :2
バイ ト,実数 :4バイ ト等)を推定する.
(3)メモ リ害1り付け機能
計画問題定義プログラムの記述内容に従い,すべての変数に対象データの
件数に対応 した多次元の配列型のメモリ (以下,配列型メモ リと呼ぶ)を割 り
付けると,プログラム全体では大量のメモ リ量が必要となる。
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例えば,図2.6の中間変数 (例えば,製造コストlx,y),実数4バイ ト)に,
対象データの件数 (注文 100件,材料 1,000件)に対応した配列型メモリを
割り付けると,0.4Mバイトのメモリ量を必要とする。注文の件数が1,000件に
増加すると,1つの変数でも必要なメモリ量は4Mバイトに増カロする。
使用可能なメモリ量が少ない計算機環境では,計画問題定義プログラムの
すべての変数に配列型メモリを割り付けることができない。ターゲット計算機
の使用可能なメモリ量 (以下,許容メモリ量と呼ぶ)を超えない手続き型プロ
グラムに変換する必要がある。このため,プリコンパイラでは,許容メモリ量を
超えない範囲で,組み合わせ計算の繰り返し処理に有効な変数に対し,配列型
メモリを割り付けるメモリ割り付け機能が必要である。この機能は,計算式の
計算順序にも関係するため,この実現方式は次節で詳細に説明する.
(4)計算順序作成機能
計画問題定義プログラムは,計画者が理解もしくは記述しやすい順序で,
計算式を記述することが可能である。このため,プリコンパイでは,計算機
が処理可能な順序 (以下,計算順序と呼ぶ)に計算式を並び換える必要がある.
図2.6の例は,出力変数から入力変数に向かう順序倍1当コスト,製造コスト,
材料コスト,注文面積,単位材料コスト,単位製造コスト)で,割当コストを
計算する6つの計算式を記述した例である。割当コストのコスト構造を検討する
計画者にとつて理解容易な順序であるが,計算機の計算順序とは異なる.
このため,プリコンパイラでは,「割当コストの計算は製造コストと材料コスト
の計算の後に行う」という計算の半順序を用いて,計算式の計算順序を作成する.
この半順序関係に制約されない計算式 (例えば,製造コストと材料コストの
計算式)の計算順序は,どちらの計算式を先に計算することも可能である。プリ
コンパイラは,効率的な組み合わせ計算が可能な計算順序を作成して,すべて
の計算式の計算順序 (全順序)を指定する手続き型プログラムを作成する。
また,計画問題定義プログラムの変数名の後に記述されているサフィックス
(x,y)は対象データ (x:注文,y:材料)の組み合わせで計算することを示し
ている。繰り返し処理の順序を指定している記述ではない。プリコンパイラは,
効率的な組み合わせ計算が可能な繰り返し処理の順序を作成することが必要
である。この機能は,メモリ割付機能と密接に関係するため,この実現方式は
次節で詳細に説明する。
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2.5メモリ割付による計算量の削減方式
2.5.1 プリコンパイラの最適化機能
条件評価の組み合わせ計算では繰 り返 しの順序や計算式の計算順序によって
必要なメモ リ量 と計算量の関係が変化する。以下,繰返計算処理における
メモリ量と計算量の関係を示し,プリコンパイラの最適化機能を説明する.
(1)計算量最小プログラミングとメモリ量最小プログラミング
計画問題定義プログラムから計算機プログラムを作成するアプローチには,
計算量最小プログラミングとメモリ量最小プログラミングがある。計画問題定義
プログラムのすべての変数の値を格納する配列型メモ リの割 り付けが可能で
あれば,不要な繰返計算を含まない計算量最小プログラムが作成可能である。
一方,計算式のすべてを多重な繰 り返 しの中で実行 し,計算結果だけを 2次
記憶装置へ逐次出力するならば,変数に配列型メモ リを割 り付ける必要がない
メモ リ量最小プログラムが作成可能である。
3次元の計画問題定義プログラムの例 (図2.8)を用い,その計算量最小プロ
グラムの例を図2.9に示す。なお,図2.8は,3計画対象 (x:注文,y:材料 ,
z:装置),12入力変数,6中間変数 (変数 1～変数 6), 1出力変数,7条件
評価式の例である。
bbck(出力変数);
for(x,y,Z)where x is one of注文, y is one o オオ料, zis one of装置;
envttonment; input・… …・ ―・; output・…; end environment;
logic;
出力変数は,y,Z)=変数1(x)十変数3(z)十変数4は,y)十変数5は,z)十変数61y,z);
変数61y,D   =変数21y)十変数3(z)+入力変数241y)+入力変数34(z);
変数5(x,D   =変数1(x)+変数3(z)+入力変数14(x)+入力変数33(D;
変数4(x,y)  =変数1は)+入力変数131x)十入力変数231y);
変数3(z)   =入力変数31(D+入力変数32(D;
変数2し)   =入力変数216)+入力変数226);
変数1は)   =入力変数11は)十入力変数12は);
end logic;
end block;
図2.8 3次元の計画問題定義プログラムの例
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(プログラム) … 繰返実行回数 ―必要計算回数
DOx=lTO Nx;                   /*計算ステップ1*/…Nx
READ(入力変数11(x),入力変数 12∈),入力変数 13∈),入力変数 14α));        ―Nx
END;
DOx=lTO Nx;
変数 1∈)=入力変数 11は)+入力変数12∈);
END;
DOy=lTO Ny;                  /*計算ステップ3*/…Ny
READ(入力変数211y),入力変数221y),入力変数231y),入力変数241y));        一Ny
END;
DOy=lTO Ny;
変数21y)=入力変数211y)+入力変数221y);
END;
DOz=lTO Nz;
READ(入力変数31(め,入力変数32(z),
END;
DOz=lTO Nz;
変数3(z)=入力変数31(z)+入力変数32(D;
END;
DOx=lTO Nx;DO y=lTO Ny;
/*計算ステップ2*/ …Nx
―Nx
/*計算ステップ4*/ …Ny
一Ny
/*計算ステップ5*/ …Nz
入力変数33(z),入力変数34(z));        一Nz
/*計算ステップ6*/ …Nz
一Nz
/*計算ステップ7*/ …NxNy
変数4は,y)=変数1(x)+入力変数13∈)+入力変数231y);END;END;
DOx=lTO Nx;DOz=lTO Nz;/*計算ステップ8*/ …NxNz
変数5(x,z)=変数1は)+変数3(z)+入力変数14(x)+入力変数33(D;
END;END;
DOy=lTO Ny;DO z=lTO Nz;/*計算ステップ9*/ …NxNz
変数6し,D=変数21y)+変数3(z)+入力変数241y)+入力変数34(力;         一NxNzEND;END;
DOx■lTO Nx;DOy=lTO Ny;DOz=l TO Nz; /*計算ステップlo*/ ・…NxNyNz
出力変数α,y,D=変数1∈)十変数3(z)+変数4(x,y)+変数5は,力十変数61y,z);    一NxNyNz
END;END;END;
DOx=lTO Nx;DO y=lTO Ny;DOz=l TO Nz; /*計算ステップ11*/・…NxNyNz
WRTElx,y,z,出力 変 数lx,y,D;                        一NxNyNz
END;END;END;
図2.9 計算量最小プログラム
計算量最小プログラム (図2.9)は,変数ゴの計算式ごとに計画対象の組み
合わせで繰り返し処理を行う計算ステップ島を設けて,計算式の計算順序で実行
するプログラムである。図2.9のプログラムの右側に繰返実行回数と各計算式の
必要繰返回数を示す.
このプログラムは,計算式ごとの計算ステップ島で,必要な繰り返しの処理
だけを実行することにより,不要な繰り返し処理の実行を含まないプログラム
である:しかしながら,計算ステップ島ごとに変数ゴの計算結果 (入カデータ
を含む)をコ隆次元の配列型メモリ (計算ステップ1の入力変数 11は)等)に
格納し,次の計算ステップ 島チf以降にその計算結果を受け渡す必要がある.
このため,計画問題定義プログラムに含まれる変数の総数 馬 個に対し,計算量
最小プログラムでは馬 個の変数のすべてに計算結果を格納するZ次元の配列
型メモリ(入力変数11(x),変数10,変数4(x,9等)が必要であり,計算量は
必要最小であるが,必要とするメモ リ量は最大となる。
一NxNy
一NxNz
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計画要素の数が 夏卜 1,000,馬′=100,κグ=10,1変数のメモ リを4バイ トと
した場合の必要メモリ量と繰返実行回数を表 2.3に示す。図 2.9のプログラム
の実行には,約4.5Mバイ トが必要である。ⅣL巧リハリがともに 1,000件で
あれば,4Gバイ ト以上のメモ リが必要となる。
表2.3 計算量最小プログラム(図2.9)のメモリ量と繰返実行回数
評価項 目 評価式 = 評価値
①必要メモリ量 (sNx + sNy -F 5Nz f NxNy * NxNz * NyNz * NxNyNz) x 4 : 4, 466,200
②繰返実行回数※ Nx *Ny *Nz *NxNy*NxNz*NyNz*NxNyNz :1,112,110
計画対象の要素数 Nx=1,000,Ny=100,Nz=10,※比較のため入出力処理を除く
この計算量最小プログラミングは,変数 ゴの次元数 ″L計画対象 その要素数
A夕,変数の総数 Aみが少ない場合,実行可能なプログラムの生成が可能である。
しかしながら,それらの数が増カロすると,必要とするメモ リ量が増大 し,許容
メモ リ量を超え,実行可能なプログラムの生成が不可能 となる。このため ,
必要メモ リ量を抑えたプログラミングが必要である。メモ リ量最小プログラム
の例を図2.10に示す。
メモ リ量最小プログラム (図2.10)は,入力変数にデータを読み込みながら,
多重な繰返計算の中ですべての計算を行 うプログラムである。このプログラム
では,出力変数の計算結果を2次記憶装置に逐次出力するため,すべての配列型
メモリ (図2.9の入力変数 11(x),変数 1(x),変数 4は,9等)が不要である。
(プログラム) ・…繰返実行回数 ―必要計算回数
DOx=lTO Nx;                           …・Nx
READ(入力変数11,入力変数12,入力変数13,入力変数14);
DOy=l TO Ny;                           …・NxNy
READ(入力変数21,入力変数22,入力変数23,入力変数24);
DO z=lTO Nz;                         ・・・NxNyNz
READ(入力変数31,入力変数32,入力変数33,入力変数34);
変数1=入力変数11+入力変数12;
変数2=入力変数21+入力変数22;
変数3=入力変数31+入力変数32;
変数4=変数1+入力変数13+入力変数23;
変数5=変数1+変数3+入力変数14+入力変数33;
変数6=変数2+変数3+入力変数24+入力変数34;
出力変数 =変数1+変数3+変数4+変数5+変数6;
WRITElx,y,z,出力変数);
END;END;END;
図2.10 メモリ量最小プログラム
一Nx
―Ny
一Nz
一Nx
―Ny
―Nz
―NxNy
一NxNz
一NyNz
一NxNyNz
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このため,メモリ量最小プログラミングでは,変数の総数 Aみが爆発的に増大
しない限り,許容メモリ量を超えることがない。必要メモリ量と計算式の繰返
実行回数を表2.4に示す。
表2.4 メモリ量最小プログラム(図2.10)のメモリ量と繰返実行回数
評価項 目 評価式 = 評価値
①必要メモリ量 (5+5+5+1+1+1+1)×4 76
②繰返実行回数※ 7NxNyNz =7,000,000
③必要繰返回数 Nx十Ny十Nz+NxNy+NxNz+NyNz+NxNyNz=1,112,110
④不要繰返回数 繰返実行回数―必要繰返回数 =5,887,890
計画対象の要素数 Nx=1,000,Ny=100,Nz=10,※比較のため入出力処理を除く
このプログラミングでは,計画対象女の要素数鳩,変数の総数Ⅳ♭が増加し
ても,実行可能なプログラムの生成が可能である。特に,要素数 A晏や変数の
総数 ハしが多くなる生産計画では,すべての変数に配列型メモリを割り付ける
ことが困難であり,このプログラミングが有用となる。しかしながら,この
プログラミングでは不要な繰り返しの計算実行を数多く含む。例えば,変数 1
の計算は計画対象xに依存し,必要計算回数がハι回であるにもかかわらず,
Sぶい2の多重な繰り返しの中で実行される。このため,変数 1の計算だけでも
さヽい z一馬 回の不要な繰返計算が実行される。この不要な繰り返し回数を不要
繰返回数と呼ぶ.計画対象の要素数夏卜 1,000,Ⅳレ=100,A修=10の場合でも,
図 2。10のプログラムには約588万回の不要繰返回数が含まれる。
(2)メモリ不要最適化とメモリ必要最適化
手続き型プログラムのコンパイラは,プログラマが作成した計算手続き (プロ
グラム)に対して,繰り返し (ルー プ)の中では不変な計算をループ外に移動
する等の最適化を行う。例えば,メモリ量最小プログラム (図2.10)の変数 1
の計算式は一番内側のzルー プには不変な式であり,zループの外へ移動可能
である。さらに,変数 1の計算式は内側から2番のyルー プにも不変な計算で
あり,yループの外にも移動可能である。その結果;変数 1の計算式は一番
外側の xルー プだけで繰り返される計算ステップに移動され,変数1の計算は
必要以上の繰返計算の実行が行われないプログラムとなる。この計算式の移動
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では,変数1に計算結果を格納する配列型メモリを割り付ける必要はない。以下,
この移動をメモリ不要最適化と呼ぶ。
これに対して,変数2の計算はyだけに依存する入力変数21,22より計算
される値であり,必要繰返回数は馬 回である.変数 2の計算式もzルー プに
は不変な計算式としてzルー プの外に移動可能であるが, yループには不変な
計算式ではなく,手続き型言語のコンパイラでは,yループの外へ移動不可で
ある.このため,変数2の計算を多重ループのyルー プ内側の繰返計算ステップ
で実行すると さヽv回の計算実行が繰り返される。この繰返実行回数を巧 回
だけとするには,多重ループの外側に移動する必要がある。この最適化には,
多重な繰返計算から独立した必要回数と同じ繰返計算を実行する計算ステップ
(独立ループ)を作り,変数2の計算結果を格納する配列型メモリを割り付ける
ことが必要である。以下,この配列型メモリを割り付けて計算式を移動する
ことをメモリ必要最適化と呼ぶ.
(3)メモリ割付による計算量の削減
手続き型プログラムのコンパイラは,プログラマが作成したプログラムの
メモリ割付や繰返計算を変更する最適化を行わない.このため,プログラマは,
計算量最小プログラムの必要メモリ量が許容メモリ量を超える場合,計画対象
女の繰返計算や変数 ゴヘ配列型メモリの割り付けを検討し,メモリ不要最適化
とメモリ必要最適化の使い分けを行い,許容メモリ量を超えない範囲で,計算
量が最小となるプログラムを作成する。最適なプログラムの例を図 2。11に示す。
図2.11の最適なプログラムは,メモリ量最小プログラム(図2.10)からメモリ
不要最適化を用いて,変数 1,変数4の計算式を出力変数の多重ループの繰返
計算の中で必要回数と同じ繰返し回数となる計算ステップに移動している。一方,
変数2,変数 3,変数 6の計算式は,メモリ必要最適化を用いて,出力変数の
多重ループから独立した計算ステップに移動している。また,変数5は,多重
ループの中で,必要繰返回数と同じ繰返しとなる新しいループ (以下,従属ループ
と呼ぶ)作り,必要なメモリを割付,計算式を移動している。さらに出力変数
の値を2次記憶装置へ逐次出力することでメモリ量を削減している。
必要メモリ量と繰返実行回数を表 2.5に示す。このプログラムの計算量は
計算量最小プログラムと同じ繰返実行回数であり,不要繰返のない計算量最小
プログラムである。図2.9(計算量最小プログラム)の必要メモリ量は約4.5M
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バイ トであるのに対し,配列型メモ リ (図2.10の入力変数 23(y),33(z),34(z),
変数 3(z),変数 5(z),変数 60z))を最適に割 り付けることにより,その必要
メモ リ量を4.17Kバイ トに削減可能である。出力変数の値を2次記憶装置ヘ
逐次出力することによる必要メモ リ量の削減効果が大きいが,出力変数以外の
2次元の配列型メモ リは変数 6( zゝ)のみに割 り付けることで計算が可能である。
出力変数のメモ リ量を除いて比較すると,計算量最小プログラムの必要メモ リ量
は466Kバイ トであるのに対 し,この最適なプログラムの必要メモ リ量は4.17K
バイ トであり,計算量最小プログラムの必要メモリ量の約 100分の1である。
(プログラム)          …繰返実行回数 ―必要計算回数DOz=lTO Nz;                            …・Nz
READ(入力変数31,入力変数32,入力変数33(z),入力変数34(D);     一Nz
変数3(z)=入力変数31+入力変数32;                 一Nz
END;
DOy=lTO Ny;                            …。Ny
RPDゝ(入力変数21,入力変数22,入力変数230,入力変数24);      一Ny
変数2=入力変数21+入力変数22;                  一Ny
DOz=lTO Nz;                             …・NlyNz
変数61y,力=変数2+変数3(力十入力変数24+入力変数34(z);      一NyNz
END;END;
DOx=lTO Nx;                             …・Nx
READ(入力変数11,入力変数12,入力変数13,入力変数14);       一Nx
変数1=入力変数11+入力変数12;                  一Nx
DOz=lTO Nz;                             …・NxNz
変数5(z)=変数1+変数3(z)+入力変数14+入力変数33(D;        一NxNz
END;
DOy=l TO Ny;                            …・NxNy
変数4=変数1+入力変数13+入力変数231y);             一NxNy
DOz=l TO Nz;                             …・NxNyNz
出力変数=変数1+変数3(ガ+変数4+変数5(D+変数6し,D;      一NxNyNz
WRITE(x,y,z,出力 変 数);                    一NxNyNz
END;END;END;
図2.11 最適なプログラムの例
表2.5 最適なプログラム(図2.11)のメモリ量と繰返実行回数
評価項目 評価式 = 評価値
①必要メモリ量 (5+4+Ny+3+2Nz+1+NzttNyNz+1)×4 4,176
②繰返実行回数※ Nx+Ny+Nz+NxNyttNxNz+NyNzttNxPも″Nz =1,112,110
③必要繰返回数 Nx+Ny tt Nz+NxNy+NxNz十鴫/Nz+NxNyNz =1,112,110
④不要繰返回数 繰返実行回数―必要繰返回数 0
計画対象の要素数 Nx=1,000,NF100,Nz=10,※比較のため入出力処理を除く
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2.5.2メモ リ割 り付け計算量最小化問題
プリコンパイラの最適化問題は,配列型メモリの割り付けに許容される最大
メモリ量 %η″以下で,計算量Z(計算と入力の繰返実行回数)を最小化する
問題である。本問題の制約式と評価式を以下に示す。
(1)制約式
(a)メモリ市J約:配夕J型メモリのメモリ量 ″ ≦″Ъ″
″ =Σ% (変数 ゴ=1～瓦局
喝 =di ΠP訛均た=1鴫島た4た  (計画対象女=1～‰ ″)
″‰メ 計画対象女の数 (計画対象の組み合わせ数の最大数)
ハι:変数 ゴの総数,凛:変数 ゴの 1要素を格納するメモ リ量 ,
Ⅳれ 計画対象 女の要素数 (対象データごとのデータ件数),
鳥″ 変数ゴの必要繰返 (計画対象■に対する繰返計算が
必要である場合 1,不要である場合 0)
‰ :変数 ゴの配列型メモ リ割付 (計画対象 力に対する配列型メモ リ
を割 り付ける場合 1,割り付けない場合 0)
6)計算順序制約 :変数ゴの計算ステップ島 >身但しの=1となる変数J
の :構造マトリックス変数ゴ(左辺)の計算式の実行に
変数ブ(右辺)の値が必要である場合1,不要である場合 0)
(2)評価式
計算量の最小化 :実行される計算量Z→Min
E=Σ島         (変数i=1～瓦励
Eι=QΠ島た〓1鴫島た     (計画対象k=1～″LD
α :変数ゴの計算式の単位計算量,
月F変数ゴの計算の繰返実行 (計算ステップ島での計画対象カ
による繰返計算をする場合 1, しない場合 0)
この問題の探索空間 (変数 ゴの配列型メモリ割付 Tω は,ハι個の変数 ゴに
Z次元の酉己列型メモリを割り付ける組み合わせ,2のΣゑ衝(ゴ=1～め 乗となる.
図2.7の3次元の計画問題定義の場合,入出力変数も含める1次元の変数が15,
2次元の変数が3,3次元の変数が1で,224通り(約107通り)である。変数の
総数Ⅳレが30,平均次元数″務が2の場合,260通り(約1018通り)となる。
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この問題は,変数 ゴの配列型メモリ割付 レ毎と計算式の繰返実行 為 の計算
ステップ島を決定し,その計算順序に従つてプ■グラムを生成する問題である。
計算量最小プログラムは配列型メモリ割付 τ任 =必要繰返ら,繰返実行 乃F
必要繰返ん とする解で,メモリ量最小プログラムは配列型メモリ割付 ‰ =0,
繰返実行乃L=1とする解である。この2つの解の間に,メモリ制約と計算順序
制約を満たし,計算量Zが最小となる解 (図2.11)が存在する。
プリコンパイラの最適化では,配列型メモリ割付 路 の膨大な組み合わせの
中から,メモリ制約と計算式の計算順序制約を満足し,全体の計算量Zが最小
となるプログラム (メモリ割付,繰返計算,計算順序)を探索する。
2.5.3解探索の考え方
プリコンパイラには計画対象の要素数ハ肇や計画問題定義プログラムの変数の
総数 ハらが増加しても,最大メモリ量 ″Ъ″を超えない実行可能なプログラムを
出力することが求められる。以下,メモリ不要最適化とメモリ必要最適化を使い
分け,最大メモリ量 ″Ъ″内で計算量を最小とする解探索の考え方を説明する。
(1)解探査空間の絞り込み
メモリ不要最適化とメモリ必要最適化の使い分けでは計画問題定義のすべて
の変数の配列型メモリ割付 τ後を検討する必要はない。多重ループの繰返計算 ,
計画問題定義の計算構造,計画対象の要素の数によつて,メモリ不要最適化と
メモリ必要最適化が適用可能な変数は異なるが,その差異に関わらず,同じ計画
対象の組み合わせの計算の中で中間結果となる変数には配列型メモリを割り
付ける必要はない。以下,配列型メモリを割り付ける必要がない変数を計画問題
定義の構造マトリックスと条件評価マトリックス生成ツリー を用いて説明する。
図2.6の計画問題定義の構造マトリックスθを表2.6に示す。構造マトリッ
クスθは計算式の入出力関係を0,1で示す2値マトリックスである。変数ゴの
計算式で入力となる変数プがある場合 のを1としそれ以外を0とする。これに
よつて,任意の変数 ゴ(例えば,割当コスト)を計算する前に のが1となる
変数プ(例えば,製造コストと材料コスト)の計算が実行されていなければなら
ないという計算の半順序を示す.この構造マトリックス θを用いて,計画問題
定義プログラムの計算構造を表現した条件評価マトリックス生成ツリー rを
図2.12に示す。
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条件評価マ トリックス生成ツリーrは,変数をノー ド,変数間の参照関係を
アークで表現する。各ノー ドゴに,その変数 ゴの 1件当たリデータを格納する
メモ リ量4,計算式の単位計算量 ら どの計画対象 力で繰 り返すかを示す必要
繰返ルのラベルつける。必要繰返 pliは,計画対象 力の繰 り返 しが必要である
場合は1,必要でない場合は0とし,異なるルを持つ変数間のアークは点線 と
する。同一のルを持つ変数は同じ計画対象 々による繰返 しが必要である。
表2.6 構造マ トリックスCの例
左 辺 ′木
ノ 害1当
コスト
製造
コスト
?
?
?
? 材料コスト
単位材利
コスト
単位製進
コスト
?? ???? 種別 ?? ?? ??
割当コスト 0 1 0 0 0 0 0 0 0 0
製造コスト 0 0 1 0 1 0 0 0 0 0 0
注文面積 0 0 0 0 0 1 1 0 0 0 0
材料コスト 0 0 0 0 0 0 0 0 0 0 0
単位材料コスト 0 0 0 0 0 0 0 0 0 0 1
単位製造コスト 0 0 0 0 0 0 0 0 1 0 0
計画対象力 :
注文(100件),材料(1,000件)
計画対象の組み合わせ :
同値 ―),相違 ―>
?
，
?
，
?
?、
変数′:
必要繰返島(注文,材料)
[デー タ量4,計算量ら]
?
?
?
(1,0) (0,1)
図2.12 条件評価マ トリックス生成ツリーの例
図2.12において,必要繰返ルの値 (1,0)を持つ変数は,計画対象 (注文)
の要素数 (100件)に対する 100回の繰返 しが必要であり,必要繰返 ルの値
(1,1)を持つ変数ゴは,計画対象 (注文)の要素数 (100件)と計画対象 (材料)
の要素数 (1,000件)の組み合わせに対する10万回の繰返 しが必要である。
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製造コスト
一方,同じ必要繰返となり,同じループの中で計算される変数で,他の繰返し
計算から参照されない変数は配列型メモリを割り付ける必要はない。例えば,
必要繰返ルの値が (0,1)となる変数の中で,材料長さ,材料費,単位材料
コストの変数は材料長さと材料費の値を入力,単位材料コストと材料コストの
計算を行い,その計算結果だけを配列型メモリに格納すれば,これ以降の計算
ステップでは材料コスト以外の配列型メモリは不要である。この計算ステップで
中間結果となる変数 (例えば,材料長さ,材料費,単位材料コスト)はメモリ
必要最適化とメモリ不要最適化の如何に関わらず,配列型メモリが不要である.
以下,他の繰返し計算から参照される変数をルート変数rと呼び,1つのルート
変数 rと他の繰返し計算から参照されない変数からなる計算構造 (部分集合)
をサブツリー 写と呼ぶ。なお,同じ計画対象の組み合わせを持つ変数の集合で
あつても,他の計画対象の組み合わせの計算から参照される変数は別のサブ
ツリー Zとする。図2.12の生成ツリー は,ルー ト変数 rが割当コスト,材料
コスト,注文面積,種別,材料となるサブツリー 3から構成される。
このように,配列型メモリ割付変数の解探索では計算式の移動をサブツリー
写単位で考え,ルー ト変数rに対するメモリ割付を行うことで,解探索空間を
削減する。図2.12の例では12変数のメモリ割付問題から5つサブツリー 3の
ルニ ト変数rのメモリ割付問題となり,探索空間が212から25に削減される。
(2)サブツリー 得の計算順序制約
この問題の解法を考える上で,任意のサブツリー 等の移動は計算順序制約
のに従い,変数ゴの計算に必要とする変数プの計算を先に実行することが必要
である。先に実行する変数プの計算式や入力処理が移動可能でなければ,その
変数プの値を必要とする変数 ゴの計算式の移動は不可能である。特に,メモリ
必要最適化で計算式を移動する際には,先に計算する計算式の変数に配列型
メモリを割り付けることが必要である。高次元の計算式から移動しようとすると,
最大メモリンち″を超え,低次元の計算式の移動ができなくなる。
このため,任意のサブツリー 写の移動は,まず,ルー ト変数Fが1次元の計画
対象,次に,2次元の計画対象の組み合わせ,そして,3次元の計画対象の組み
合わせのように,低次元のルート変数rからサブツリー Zの移動が可能であるか
の解探索を行う.これにより,解探索の途中で割付可能なメモリがなくなつた
場合でも実行可能なプログラムを生成することが可能である。
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(3)多重ループの繰返順序
条件評価マトリックス計算では,繰り返しの順序 (以下,繰返順序と呼ぶ)
によって,メモリ不要最適化とメモリ必要最適化の適用可能変数が異なり,
配列型メモリ量 ″が変化する。繰返順序の異なるプログラムを図2.13に示す。
なお,繰返順序は条件評価マトリックス計算の多重ループの外側から内側に
向かう順序で [外側の計画対象<内側の計画対象]と表記する.条件評価マト
リックス (割当コスト)を計算する図2.13のプログラムaの繰返順序は [材料
<注文],プログラムbの繰返順序は [注文<材料]と示す。
プログラムb(繰返順序[注文<材料])
計画対象(件数)注文Nx:100件,材料Ny:1,000件,
変数領域(デー タ長)種別:2バイト,注文幅。材料幅:3バイト,その他:クヾイト
図2.13 多重ループの繰返順序と配列型メモリの割り付け
プログラムaの繰返順序 [材料<注文]においては,①材料のサブツリー 得
(材料幅と材料コスト)にメモリ不要最適化を適用し,多重ループ内で計算量の
最小化を図り,②注文のサブツリー 写にメモリ必要最適化を適用し,ルー ト変数
r(注文面積と種別)に配列型メモリ (600バイ ト)を割り付け,多重ループ
の外に独立ループを作り,計算量の最小化が図られている。
一方,プログラムbの繰返順序 [注文<材料]においては,①注文のサブ
ツリー 得 (注文面積と種別)にメモリ不要最適化を適用し,多重ループ内で
計算量の最小化を図り,②材料のサブツリー 等にメモリ必要最適化を適用し,
プログラムa(繰返順序[材料<注文])
DOx=l TO Nx;
憩 gに文紺 注文長さ,種別ωダイ
ツリー
注文面積(x)=注文幅*注文長さ ;
DOy=l TO Ny;/*材料y*/ 禁顆 群
単位製造コスト
=製造テーブル{種別(x),材料幅};
製造コスト=注文面積∈)*単時 スト;
割当コスト(x,y)=製造コスト十材料コスト;
WRITE(x,y,害1当コスト(x,y));
END;
DOy=l TO Ny;
READ(材料幅し),材料長さ,材料費)i
単位材料コスト=材料長さ*材料費 ;
材料コストし)=単位材料コスト*12;
END;
DOx=l TO Nx;/*7主致: *
単位製造コスト
=製造テーブル{種別,材料幅0};
製造コスト=注文面積*単位製造コスト;
害1当コスト(x,y)=製造コスト+材料ロス時 )
WRITE(x,y,害1当コスト(x,y));
END;
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そのルー ト変数r(材料幅と材料コスト)に配列型メモリ (7,000バイ ト)を
割り付け,多重ループの外に独立ル早プを作り,計算量の最小化が図られている。
プログラムaの繰返順序 [材料<注文]では,600バイトの配列型メモリを
割り付けるだけで計算量の最小化が可能であるのに対し,プログラムbの繰返
順序[注文<材料]では7,000バイトの配列型メモリを割り付ける必要がある。
このように繰返順序の違いによつて,最終的に必要となる配列型メモリ量 ″
が変化する。プリコンパイラの最適化ではメモリ必要最適化で必要となる配列型
メモリ量 〃が小さい繰返順序を選択して計算式の移動を行う。
(4)高次元マトリックスの計算式の移動
最大次元が2次元の場合,図2.13のように繰返順序候補は2通りで,移動する
計算式は1次元の計算式のみの移動となる。メモリ不要最適化による削除可能
メモリ量 ″ルが最大化となる繰返順序によつてメモリ必要最適化で追加する
メモリ量 %認が最小となる。メモリ不要最適化による多重ループ内での移動
(以下,多重ループ内移動と呼ぶ)と,メモリ必要最適化による独立ループヘの
移動 (以下,独立ループ移動と呼ぶ)を行うだけで,計算量 Zが最小となる解
を最大メモリ量 И‰″の範囲で探索することが可能である。
これに対し,最大次元が3次元以上になると,多重ループ内移動と独立ループ
移動に加え,多重ループ内に新たなループを作つて計算式を移動する従属ループ
移動 (図2.11の変数 5)が発生する。この従属ループ移動は多重ループの繰返
順序の一部を共用することで,計画対象の組み合わせのすべてに配列型メモリ
を割り付ける必要がなく,少量のメモリ量で計算式を移動することが可能である。
任意の繰返順序における計算式の移動方法を表2.7に示す。
表2.7は,最大次元数Лら″の計画問題定義で出現する計画対象の組み合わせ
の集合αに対し,多重ループ内移動となる計算式の変数の集合′,従属ループ
移動となる計算式の変数の集合γ,独立ループ移動となる計算式の変数の集合″
を示す表である。表 2.7の集合αの要素は,出現する可能性がある計画対象の
すべての組み合わせであり,その要素数は2次元の場合3要素,3次元の場合
7要素,4次元の場合15要素となる。これらの要素は,集合β,集合γ,集合″
の 3集合に分かれる。計画対象の組み合わせが繰返順序の半順序となる要素
(集合βの要素)は,多重ループの中でメモリ不要最適化が可能な要素であり,
その要素数は最大次元数場 と等しくなる。
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表2.7 最大次元の繰返順序と移動方法の関係
2次元
期嚢コ1厠宇
「x<vl
3次元
繰返夕贋序
「x<v<z]
4次元
繰返順序
x<v<z<w
移動対象となる計算式の
計画対象の組み合わせ集合 α
x,y,xy
(2Cl+2C2=3)
x,y,z,xy,xz,yz,
xyz
(3Cl+3C2+3C3=7)
,y, w,xy,xz,xW,yz,yw,
zw,xyz,xyw,xzw,yZW,Xyzw
(4Cl+4C2+4C3+4C4=15)
多重ループ内移動の対象
(繰返順序の半順序集合′)
X,Xy
(1′揚′,=2)
x,xy,xyz
(ノ%∂F3)
x,xy,xyz,xyzw
(14′f4)
繰返順序の半順序とならない
計画対象の組み合わせ集合
y
(3-2=1)
y,z,xz,yz
(7-3=4)
従属ループ移動の対象
(半順序の部分適用集合 γ) (4-3=4)
XZ,XW,Xyw,xzw,
(11-7=4)
独立ループ移動の対象
(判|口中の部分適用不可集合ν)
y
(lCl‐1)
y,z,yz
(2Cl・2C2=3)
y,z,w,yz,yw,z、v, z、v
(3Cl+3C2+3C3=7)
※x,y,z:計画対象 (集合の要素数)
一方,繰返順序の半順序とならない要素 (集合β以外の要素)にはメモリ
必要最適化が必要である。その中で,集合γの要素は,繰返順序の半順序を
部分的に利用可能な要素であり,繰返順序の一番目の計画対象(図2.7の計画
対象x)を含む要素となる。これに対して,集合 ″の要素は繰返順序の部分的な
利用が不可能な要素であり,繰返順序の一番目の計画対象を含まない集合と
なり,その要素数は″鶴x-1の集合αの要素数と等しくなる。
(5)厳密解と準最適解の探索
3次元以上の最適化では,2次元以上の計算式の移動も発生する。2次元以上の
計算式の移動が発生すると,移動した計算式間で多重ループを構成する繰返順序
での最適化を行うことが必要となる。
表2.7の3次元の場合,最適化対象 (集合αの7要素)は,集合βの3要素,
集合γの1要素,集合クの3要素に分かれる。集合γの要素xzは2次元であるが,
繰返)贋序の一番目の計画対象xを共用することで,従属ループ (例えば,図2.11
の変数5のzルー プ)が1次元となり,繰返順序は考慮する必要がない。一方,
集合クの要素は2次元の最適化と同等の要素となる。移動する計算式が2次元
以上になると,移動計算式間での繰返順序を用いて最適化を行うことによつて,
厳密解を求めることが可能である。
高次元の最適化では,‰″次元の多重ループの繰返順序,04″-1)次元
の独立ループの繰返順序,0名′x-2)次元の従属ループの繰返順序に対する
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最適化を行うことによつて,厳密解を求めることが必要である。しかしながら,
その探査空間は繰返順序候補数〃 !の総積となり,2次元では2(2!×1!)通り,
3次元では12(3!×2!×1!)通り,4次元では288(4!×3 2!×1!)通りなる。
厳密解を求めるために再帰的な探索を行つても,独立ループに移動したЛら″
-1次元以下の変数の中で,計算結果を格納する』ら″-1次元の配列型メモリ
を削減することができない。その最適化によつて得られるメモリ量削減の効果
は″Lx-2次元以下の小さな配列型メモリの削減となる。
そこで,プリコンパイラの最適化では,厳密解の探索よリプリコンパイル時間
を優先し,最大次元]ら″の繰返順序による解探査のアルゴリズムとする。
2.5.4メモ リ割 り付け計算量削減アルゴリズム
メモリ量最小プログラムを初期解 (‰FO,L=1)として,最大次元 Л42xの
繰返順序によるサブツリー Zのルート変数Fごとに配列型メモリτ任を付け,
計算量Zを削減するアルゴリズムを図 2。14に示す。
ステップ1:構造マトリックスc必要繰返Pの作成
ステップ2:サブトリー ηの作成(%=0,3=1)
ステップ3:必要データ量arと計算量3の計算
ステップ4:繰返1原序候補の作成 (″=1)
移動計算式の次元い =1)
ステップ5-1:多重ループ(集合β)の移動
ステップ5-2:従属ループ(集合 γ)の移動
ステップ5-3:独立ループ(集合υ)の移動
ステッフ゜6 :角準(I雨,月励)C)2登録
n=n+l
解探索空間の絞りi
図2.14 メモリ割付計算量削減アルゴリズム
35
(1)解探索空間を絞り込み :ステップ1～ステップ3
構造マトリックス の と必要繰返 Jレにより,サブツリー 写を作成し,サブ
ツリー ηごとの単位計算量 a2.を集計する。なお,初期解のメモリ割付 レ:去=0,
繰返実行み =1とする。
(2)繰返順序候補の作成 :ステップ4
最大次元 Лら″の多重ループの繰返順序候補を作成し,不要化が図れる削減
可能メモリ量 ″懲″の大きい繰返順序候補から計算式の移動を行う。
(3)計算式の移動 :ステップ5
計算式の移動は次元の低い変数の計算式から行う。同じ次元の中では,多重
ループ (集合β),従属ループ (集合γ),独立ループ (集合″)の順序で計算式を
移動する。さらに,同じ集合の中では,単位計算量 のが大きいルート変数の
計算式から移動する。
なお,集合γのルート変数rは,従属ループとする計画対象力の 力Flとし,
そのメモリ量を確保できる場合に計算式を移動する。集合クのルート変数 rは,
L=鳥ヵとなる配列型メモリ量 〃が確保可能な場合に計算式を移動し,移動し
た計算式の繰返実行為 =鳥ヵとする。
(4)解の登録 :ステップ6
単位計算量のと繰返実行鳥とから全体の計算量Fを計算し,得られた計算量Z
が最小計算量 鳥励 より小さければ,多重ループの繰返順序,メモリ割付 フし,
繰返実行 み を解として登録する。なお,出力変数以外のすべてのルート変数 r
の4去がん となつた場合には最適化を終了する。4そがん とならない場合には,
次の繰返順序候補で計算式の移動を行う。その中で,もつとも小さな計算量Z
となるメモリ割付 ‰,繰返実行 E■の解を探索する。
2.5.5動作例 と評価
2次元の計画問題定義 (図2.6)と3次元の計画問題定義 (図2.8)を用いた
提案アルゴリズムの動作例を表 2.8と表 2.9に示す。動作条件として,入出力
変数のメモリ量 4は変数名和英対応表 (表2.2)の領域 (デー タ長)を用い,
中間変数のメモリ量4は4バイト,最大メモリ量 ZぼをlMバイトとする。
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計算量 αは1計算式の計算量を5,1データ入力の計算量を10とする。出力
変数ゴの配列型メモリ量Zや計算量島は変数と比べてはるかに大きくなるため,
計算結果は2次記憶に出力し,出力変数に配列型メモリを割り付けない。また,
出力変数の計算量 αは全ケースで同じあり,計算量の削減効果は出力変数の
計算量を除外した計算量 F′と最終の割付メモリ量 〃を比較する。
(1)2次元の条件評価マトリックスの動作例と評価
表2.8の2次元 (注文ハは 100件,材料 Aク:1,000件)の動作には2通りの
繰返順序候補があり,繰返順序候補 [y<X]を選択することで 7,000バイトが
削除可能となる。これにより,追加メモリ量 %″が600バイ トで計算量 Z′が
初期解の7,500,000から最ガヽ値43,500に削減される。
表2.8 2次元の計画問題定義の動作例
ステップ4
候補
番号
′
繰返順序
候補
ルート変数r
集合β  集合γ 集合υ
削除可能  追加
メモリ量  メモリ量NOs   ル参′ピ
?
?
?
?
?
?
[y<x]
[x<y]
2,5
3,4
3,4
2,5
7,000
600
600
7,000
ステップ5(″:1)?
?
?
?
???
??? ;アロ設_R釉 蔀イ ノ躍 ,翼
`竃
塾 堡浮 言薇
雰    α    レ毎    И4   И/    月妄    ε′
1      1
※計画対象 x:注文,y:材料,ルー ト変数rl:害1当コスト,2:材料コスト,3:注文面積,4:種別,5:材料幅
単位計算量α:移動サブツリー ルに含まれる計算量αの総和,〃:ルー ト変数rの配列型メモリ量
(2)3次元の条件評価マトリックスの動作例と評価
表2.9の3次元 (注文ハ肇:1,000件,材料 Aヶ:100件,装置 Aら:10件)の
動作には6通りの繰返順序候補がある。繰返順序候補中で,削除可能メモリ量
Zυの最大値は繰返順序候補の (451,960バイト)である.
繰返順序候補に対するメモリ量Z繰返計算量夕 の関係を表 2。10に示す .
最小の計算量Z′を得るまでの計算式移動に必要となる配列型メモリのメモリ量
″は,繰返順序候補1で5Kバイト,繰返順序候補6で417Kバイトである。
最小の計算量 Z′を得るためには,変数4,5,6のいずれかの変数に2次元の
配列型メモリを割り付ける必要がある。
?
?
?
?
?
?
?
?
?
30
10
25
10
緞8 8 8
社8 棚 器8 &3:選&躙壮S LO数馴
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表2.9 3次元の計画問題定義の動作例
ステップ
°4
候補
番号
″ 集合β
繰慢据序 ルート変数r
集合γ   集合υ
???? 追加メモリ量
%だ
?
??
?
??
??
?‥
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
ー
?
?
1,13,14,4   5
1,13,14,5   4
2,23,24,4   6
3,33,34,5   6
2,23,24,6   4
3,33,34,6   5
2,23,24,3,33,34,6
2,23,24,3,33,34,6
1,13,14,3,33,34,5
1,13,14,2,23,24,4
1,13,14,3,33,34,5
1,13,14,2,23,24,4
451,960      5,360
451,600      5,720
405,160     52,160
43,720    413,600
401,200     56,120
40,120   417,200
ステップ5(′:1)
繰返
実行
Frk
百薇
g′
ルー ト変数 割付
メモリ量 メモリ量%   〃
??????????????
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
0
0
0
40
80
120
520
920
1320
1320
1360
5360
125,025,000
115,035,000
105,045,000
80,045,250
70,045,350
60,045,450
35,047,950
25,048,950
15,049,950
10,549,950
5,599,950
604,950
※計画対象x:注文,y:材料,z:装置,ルー ト変数r:出力変数,中間変数1～6,入力変数13,14,23,24,33,34
単位計算量の:移動サフ゛ツリー ルに含まれる計算量αの総和,形ブレー ト変数rの配列型メモリ量
繰返順序候補1の変数6に2次元の配列型メモリを割り付けることで412K
バイ トのメモリが削減可能である。この削減効果は与えられるデータ件数に
よつても異なる。材料と装置の件数が5倍に増えた場合の削減効果は25倍(10M
バイト)となる。最大メモリ量 Z物バlMバイト)を超え,計算式移動を中断
する場合でも,削除可能メモリ量 Z勘が最大となる繰返順序候補によって最小
の計算量 Z′が得られる可能性が高い。このため,提案アルゴリズムでは,
削除可能メモリ量 Zυが最大となる繰返順序候補から計算式移動を行い,最大
メモリ量 ″Ъ″を超えない範囲で,計算量 Z′が最小となる解 (プログラム)を
導出している。この最適化の動作結果 (3次元)により得られるPL/1言語に
基づく生成コードの例を図 2。15に示す。
図2.15の独立ループ移動の変数は11変数 (変数2,3,6,21～24,31～34)で
ある。このプログラムを,図2.11の最適なプログラムと比べると,変数2,24の
計算結果を格納するための配列型メモリ (800バイト)が割り付けられたまま
であり,メモリ量最小ではない。本来,変数2,24の計算結果を多重ループヘ
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受け渡す必要はなく,変数2,24の値を使つた変数6の計算結果を配列型メモリ
(2次元の配列型メモリ)に格納するだけでよい。
この厳密解を得るには,独立ループに移動した2次元以下の計算式の最適化
が必要である。しかしながら,その削減効果は1次元以下の配列型メモリ (800
バイト)の削減となる。その削減効果は最大次元』ら″の繰返順序による2次元
の酉己夕J型メモリの削減効果 (変数4:400Kバイトと変数5:40Kバイト)から
すると大きな値ではない。提案アルゴリズムでは,厳密な最適化を行わず ,
コンパイル時間を優先している。
表2.10 繰返順序候補のメモリ量と計算量の関係
候補1[x<y<z] 候補2[x<z<y] 候補3[y<x<z]
黎懃 メモリ量17/ 繰返計算量 髪懃 メモリ量1/1/ 繰返計算量 髪裏 メモリ量1// 繰返計算量
φ 0 150,000,000φ 0 150,000,000φ 0 150,000,000
1 0 125,025,0001 0 125,025,0002 0 125,002,500
0 115,035,000 0 115,035,000
?
?
?
? 115,003,500
14 0 105,045,000 0 105,045,00024 105,004,500
3 40 80,045,250 40 80,045,250
?
? 40 80,004,750
33 80 70,045,350?? 80 70,045.3503 80 70,004,850
34 120 60,045,45034 120 60,045,45034 20 60,004,950
52035,047,950 52035,047,9501 20 35,029,950
?
? 920 25.048。950 ?? 92025,048.950 20 25,039,950
24 1,32015,049,95024 1,32015,049,95014 20 15,049,950
4 1,32010,099,9505 1.32010,099,9504 20 10.549.950
5 1,3605,599,950 1,7205,599,9506 60 5,554,950
6 5,360 604,950 5,720 604,950 60 604,950
候 補4[z<x<v] 候補5[y<z<x] 候補6:[z<y<x]
魃戌 メモリ量″ 繰返計算量F′ 魃ヴ メモリ量〃 繰返計算量 黎晰 メモリ量1/1/ 繰返計昇量
φ 0 150,000,000ψ 0 150,000,000φ 0 50,000,000
3 0 125,000,250 0 125,002,500 0 25,000,250
0 115,000,350
?
? 0 115,003.500 0 15,000,350
34 0 105,000,450
?
? 0 105,004.50034 0 05,000.450
?
? 400 80,002,950 40 80,004,750
?
? 400 80,002,950
800 70,003,950
?
? 80 70,004,850
?
? 800 70,003,950
24 1.20060.004.950
?
? 120 60,004,95024 1,20060,004,950
1 5,20035,029,9501 4,12035,029,9501 5,20035,029:950
9,20025,039,950 8,12025,039,950 9,20025,039,950
14 13,20015,049,950 12,12015,049,95014 3:200 15,049,950
5 13,20010,099,9506 12,12010,054,9506 3,200 10,054,950
6 13.6005.104.950 16,1205,554,950 7,200 5,104,950
4 413.600 604.9505 56,120 604,9504 47.200 604,950
39
APPL:PROC OPTIONS(MAIN);
DCL(入力変数11,入力変数12,入力変数13,入力変数14)・・ ;
DCL(入力変数21,入力変数22,入力変数23(100),入力変数24(100))…・;
DCL(入力変数31,入力変数32,入力変数33(10),入力変数34(10))…;
DCL(変数1,変数2(100),変数3(10),変数4,変数5(10),変数6(100,10),出力変数)・・;
DOz=l TO Nz;
READ(入力変数31,入力変数32,入力変数33(z),入力変数34(z));
変数3(z)=入力変数31+入力変数32;
END;
DO y=l TO Ny;
READ(入力変数21,入力変数22,入力変数231y),入力変数241y));
変数21y)=入力変数21+入力変数22;
END;
DOy=l TO Ny;
DOz=l TO Nz;
変数6し:z)=変数2け)十変数3(z)十入力変数24(y)十入力変数34(D;
END;
END;
DOx=lTO Nx;
READ(入力変数11,入力変数12,入力変数13,入力変数14);
変数1=入力変数11+入力変数12;
DOz=l TO Nz
変数5(z)=変数1+変数3(z)+入力変数14+入力変数33(z);
END;
DOy=l TO Ny;
変数4=変数1+入力変数13+入力変数236);
DOz=lTO Nz;
出力変数 =変数1+変数3(D+変数4+変数5(z)十変数61y,z);
WRTE(x,y,z,出力変数);
END;
END;
END;
END APPL;
図2.15 生成コー ド (手続き型プログラム)の例
2.6プリコンパイラの全体構成
提案方式を実装したプリコンパイラの全体構成を図2.16に示す。以下,プリ
コンパイラの字句解析部,構文解析部,最適化部,コー ド生成の処理内容を
説明する.なお,計画問題定義プログラムの変更は定数の変更が多く,定数分離
機能を実現するため,変更前にコード生成した計画問題定義プログラムをマスタ
として,計画問題定義マスタ格納部に格納する。
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計画問題定義プログラム格納部 変数名和英対応表格納部
計画問題定義マスタ
格糸内音『
手続き型プログラム格納部
図2.16 プリコンパイラの全体構成
(1)字句解析部
字句解析部は,計画問題定義プログラム格納部のソースプログラムを入力し,
字句解析を行い計画問題定義プログラムに含まれる定数を定数データ格納部に
出力する。さらに,入力したソースプログラムとマスタの内容を比較し,定数
以外が一致していれば,定数変更としてプリコンパイラの処理を終了する。
(2)構文解析部
構文解析部は変数名和英対応表を用いて入力したソースプログラムの構文
チェックを行う。正しい構文であれば,使用されている計画対象,入力変数 ,
中間変数,出力変数,計算式等の登録を行う。
(3)最適化部
前節で説明したアルゴリズムに従い,繰返)贋序を決定し,変数にメモリを割り
付け,計算式を移動し,繰返し実行される計算の計算量を最小化する。
(4)コ‐―ド生成部
コード生成部は,出力する手続き型プログラムの言語仕様に合わせ,計画問題
定義の入力変数,中間変数,出力変数等のデータ定義文,対象データの入力文,
パラメータ化した定数の入力文,繰り返し計算の指定 (ルー プ文),計算式,
条件評価マトリックスの出力文を作成し,生成コードを出力する。
なお,コー ド生成後に入力したソースプログラムを計画問題定義マスタ格納部
に格納し,次のプリコンパイル時のマスタとして使用する。
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2.7提案方式の評価
計画問題定義言語とプリコンパイラ方式の適用効果を確認するため,計画
問題定義言語の実業務への適用と,プリコンパイラのオブジェクト性能とコン
パイノレ性能の評価を行つた。評価結果を以下に示す。
2.7.1 計画問題記述言語の評価
鉄鋼の連続加工処理設備に対する製造順序計画等の2つの計画業務[80]に,
提案言語を提供し,実業務での計画問題定義の変更容易性を評価した。その
結果を以下に示す。
(1)理解容易性の向上
提案言語は,計算機の処理手順を意識せず,専門用語 (日本語変数名)による
業務知識 (計画問題定義)の記述が可能である。生産計画支援システムの説明会
において計画問題定義の記述内容 (製造順序の決定要因となる段取ロス等)の
細部に渡る意見や質問が管理者クラスの専門家や幹部から寄せられた。従来の
プログラムリストによる説明では,計算機の処理手順の説明に終始し,この
ような業務知識に関する質疑は起こり得ない現象であった。提案言語による記述
内容は,はじめて見る幹部や専門家でも,理解することが早くかつ容易であった。
(2)変更容易性の実現
提案言語による記述内容は,計画立案を行つている計画者が理解することも
容易であつた。説明会以降,計画者による計画問題定義プログラムの開発と変更
が行われた。計画問題定義プログラムの条件評価式や業務テーブルの変更をシス
テム開発者に依頼することが不要となった。計画者による計画問題定義プロ
グラムの直接変更により,頻繁に起こる製品や生産工程の変化に対して,生産
計画支援システムに計画問題定義の変更を迅速に取り込むことが可能となった。
(3)変更工数の削減効果
これらの理解容易性と変更容易性によつて:計画者による変更仕様の抽出と
変更仕様書の作成,システム開発者による手続き型プログラムの変更とテストを
実施するという従来の変更作業の工数を大幅に削減することが可能となつた。
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特に,提案言語による理解容易な記述内容を変更仕様書とすることが可能となり,
計画者による変更仕様書の作成が不要となつた。また,変更した計画問題定義
プログラムから手続き型プログラムを自動生成することにより,システム開発者
による手続き型プログラムの変更作業も不要となつた。しかも,計画立案処理
過程の条件評価マトリックスを出力変数に指定することで,条件評価の計算結果
の確認が可能となり,計画者による変更テスト (計算結果の確認)を非常に
早く実施することが可能となうた。これにより,本事例では,従来の変更作業
と比べ,変更工数を1/4γ1/3に削減可能であつた.
2.7.2プリコンパイル方式の評価
プリコンパイラの適用可育旨性を確認するために,生成した手続き型プログラム
のオブジェクト性能 (条件評価マトリックスの計算処理時間)と,計画問題定義
プログラムから手続き型プログラムヘのコンパイル性能 (コンパイル時間と
コー ド変換率)を評価する。なお,使用計算機は1974年に発表された(株)日立
製作所製のメインフレー ムコンピュータM-180(最大主記憶容量8MB,平均
命令実行時間310ns)である。
(1)オブジェクト性能の評価
オブジェクト性能として,システム開発者 (プログラマ)が作成する手続き型
プログラムとプリコンパイラが生成する手続き型プログラム (生成コード)の
処理性能を比較評価する。注文を材料に割り付ける計画問題の計画問題定義
プログラム (入力変数 19,中間変数8,出力変数 1,業務テーブル 1,計算式
9式)を用い,3名のプログラマが開発したプログラムの処理時間を比較した。
評価結果を図2.17に示す。プログラム1(プログラミングを始めて2年目の
プログラマのプログラム)をのぞいて,熟練したプログラマによるプログラム
2,3および生成コードの処理時間はほぼ同等である。プログラム1にはデータ
の入出力や計算の中間結果を記憶しておく配列型メモリがなく,入カデータを
ファイルから1件ずつ読み込むメモリ量最小プログラミングである。配列型
メモリを考慮しなくても大量のデータ処理が可能であるが,手続き型プログラム
のコンパイラではメモリ割り付けによる繰り返し計算の最適化がなされない。
このため,プログラム1は,プログラム2,3や生成コードより,入カデータの
処理で不要な繰り返し処理が実行され,処理時間が5.5倍となった。
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0 プログラム1
X プログラム2
△ プログラム3
日 生成コー ド
条件評価マトリックスのサイズ(要素数)
図2.17 プリコンパイラのオブジェク ト性能
プログラム2,3と生成コー ドで処理時間を比較すると,プログラム2では,
繰返計算の中からの条件検索式の移動が考慮されていないため,計算量が大きく
な り,生成コー ドより処理時間がかかる。また,プログラム 3も利用可能な
最大量のメモ リを割 り付けており,処理時間がかかつている。生成コー ドには ,
プログラマによつて異なる計算手続きの記述 (未移動の計算式や余分な計算
手続きの記述)がなく,プログラマが作成 した手続き型プログラム以上の処理
性能を確保することが可能である。
(2)プリコンパイル時間の評価
計画問題定義プログラム(BLOCK文,FOR文,ENVIRONMENT文,LOGIC
文を含むソマスコー ド)のステー トメン ト数とプリコンパイル時間 (論理変更
時と定数変更時のコァ ド生成時間)を図2.18に示す .
評価 した5つの計画問題定義プログラム (loo行～400行)で,論理変更時
(計算式,変数名,定数等の変更時)のプリコンパイル時間は 2～5秒,定数
変更時 (定数の変更時)のプリコンパイル時間は 0。5～1.5秒である。特に,
定数変更時は手続き型プログラムのコンパイル,リンクが不要であり,プリコン
パイル処理終了後,すぐに条件評価マ トリックスの計算処理を実行することが
可能である。プリコンパイル時間は変数や定数の数によっても異なるが,プリ
コンパイル処理は数秒程度で完了し,システム開発者に依頼するよりも短時間
である。計画者による計画問題定義プログラムの計算式や定数の迅速な変更が
可能であることを確認 した。
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プリコンパイル時間
― 論理変更
-4-定数変更
(ステートメント数)
計画問題定義プログラム
図2.18 プリコンパイル時間
(3)コード生成量
計画問題定義プログラムの計算式数とプリコンパイラの生成コードのステート
メント数の関係を図2.19に示す。生成コードのプ■グラムステートメント数は
変数と定数の数にも依存するが,適用した5つの計画問題定義プログラム (8
計算式～54計算式)では,1計算式当たりの平均生成コードのステートメント
数24であつた。
生成コードのプログラムステー トメント (計算手続き)には,入出力変数 ,
中間変数,定数パラメータの宣言文,入出カデータの入出力文,定数の入力文,
計算式,繰返計算範囲の指定文等の計算手続きが含まれる。1つの計算式が
6つの変数,5つの定数から構成されると,プリコンパイラは,計算に必要な
メモリを確保するための宣言文 (11ステートメント)と,それらのデータ入力文
(10ステー トメント),計算式,繰返計算範囲の指定文等を生成する。これに
より,1つの計算式から20倍を越えるプログラムステー トメントが生成される。
生成コード(手続き型プログラム)では,数多くの計算手続きの中に条件評価
マ トリックスの計算式が埋もれるのに対して,提案言語による記述には計算
手続きの記述が不要であり,計画者は計算式や定数を変更するだけで計画問題
定義を変更することが可能である。
45
平均コード生成量
0プリコンパイラ
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計算式数
図2.19 コー ド生成量
2.8結言
本章では,対象固有の計画問題定義の内容 (業務テーブルや条件評価式)を
説明し,情報処理の専門家でない計画者でも変更容易な計画問題定義プログラム
の記述が可能な計画問題定義言語と,計画問題特有の多重な繰返計算の計算量を
削減するプリコンパイル方式を提案した。
提案言語による記述内容は,計画対象の制約条件や評価指標の変化を把握し
ている計画者が直接変更することが可能であり,計画者による計画問題定義の
変更容易性を確認した。また,計画問題定義プログラムから計算機プログラムを
自動生成することにより,システム開発者の手を介さず,計画問題定義の変更が
可能となった。特に,提案言語は記述者以外にも理解容易であり,変更仕様書
の作成や手続き型プログラムの開発が不要となり,変更工数が削減できること
を確認した。
本方式のプリコンパイラが自動生成した手続き型プログラムは,熟練したプロ
グラマが開発したプログラムと同等以上の計算処理性能を有することを確認した。
これにより,計画問題定義プログラムの変更において,プログラムの計算処理
性能を考慮する必要がなく,情報処理の専門家でない計画者でも容易に計画問題
定義の変更が可能であることを確認した。
しかも,変更の母体となる計画問題定義プログラムの記述内容として,変数
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へのメモリ割付,計算式の計算順序,組み合わせ計算のための繰返順序等の
計算手続きの記述が不要であり,そのコード量 (ステー トメント数)が少ない。
手続き型プログラムを変更するよりも提案言語の記述内容を変更することが
容易であることも確認した。
計画問題定義言語とプリコンパイル方式を採用した知識型計画支援システム
HPGS(Hitachi Flexible&Intelligent Planning Support System)が,汎用の
生産計画支援システムとして製品化[81,82]され.鉄鋼,自動車等の生産計画支援
システムに適用された。従来,生産計画支援システムは,計画者が仕様を検討
し,仕様書を作成して,システム開発者が計画問題定義の手続き型プログラム
を開発してきたが,計画者による計画問題定義プログラムの開発が可能となり,
生産計画支援システムの開発・保守の容易化という効果を上げた[83].
本章で述べた計画問題定義言語とプリコンパイル方式は.計画問題定義プロ
グラムで定義された条件評価マトリックスの計算処理を計算機で処理するため
の方法である。生産計画支援システムには,条件評価マ トリックスの値から
計画を立案する計画立案プログラムも必要である。計画立案プログラムとして
線形計画法の求解プログラムや個別開発したプログラムを固定的に使用可能な
生産計画支援システムでは,計画問題定義の変更容易性の確保に本章で提案した
計画問題定義言語とプリコンパイル方式を適用可能である。
しかしながら,制約条件や評価指標が頻繁に変化する生産計画では,求解プロ
グラムや個別開発プログラムを固定的に使用することが困難となることが多い。
柔軟な生産計画支援システムの実現には,計画問題定義の変更容易性を確保する
ことだけでなく,計画立案プログラムの変更容易性を確保することも課題である。
そこで,次章では,制約条件や評価指標が頻繁に変化するスケジューリング問題
を対象として,計画立案プログラムの変更容易性を実現するプログラム構成方式
とその記述形式を提案する。
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第3章
知識型スケジューリング用計画立案プログラム
構成方式と記述形式
3.1 緒言
本章では,計画問題定義の変化とともに計画立案手順の変更が必要となる
生産スケジューリング問題に対し,計画立案手順の変更容易性を確保する知識型
スケジューリング用計画立案プログラムの構成方式と記述形式を提案する。
生産スケジューリング問題は,生産ロットの製造を実施する装置と装置上での
製造順序を立案し,生産ロットの製造時間を装置の時間軸上に割り付けていく
問題である。生産ロットの数が実用規模の数十～数百となると,生産ロットと
装置の組み合わせやその製造順序の候補が膨大となり,すべての候補を評価
する汎用的な列挙法では,実用的な時間で最適解を得ることが不可能な問題で
ある。このため,特定の生産形態や評価指標に適した割付方法として,数多く
のディスパッチングルールが提案されている[849¨0]。これらの割付方法は,
最適解を得る方法ではないが,計画対象の評価指標に対して適切な割付方法を
適用すれば,実用的な時間で計画立案を処理することが可能である。
しかしながら,その計画立案プログラムには,生産形態や評価指標に適した
割付方法のプログラムや,適切な割付方法を選択するための割付状態の特徴を
抽出するプログラムが数多く必要となる。評価指標に適した割付方法,割付状態
を認識する特徴抽出,適切な割付方法の選択は,計画者の計画立案手順の知識
であり,計画者によるプログラムの変更容易性が必要となる。そこで,本章では
計画立案プログラムの変更容易な構成と記述形式を検討する。
49
以下,第3.2節では本章で扱う生産スケジユーリング問題の特徴と計画立案
方法を示す。第3.3節では変更容易性を確保する計画立案プログラムの構成方式
と記述形式,スケジューリング問題用のプログラムライブラリを提案し,提案
方式を実装した知識型スケジ三―リングシステムの構成を示す。第 3.4節では
食品カロエの生産スケジューリングヘ適用し,提案方式の変更容易性を示す。
3.2生産スケジュー リングの概要
本章では,対象とする計画問題の特徴,計画立案方法を説明する。
3.2.1 生産スケジューリング問題の特徴
(1)生産形態と計画問題の構造
生産スケジューリング問題は,生産ロットと装置の組み合わせの制約条件や
生産効率の評価指標に従い,生産ロットの製造時間や段取時間を装置の時間軸上に
割 り付ける生産計画問題である。生産ロットの生産工程や製造設備の装置構成に
よって,フローショップとジョブショップの生産形態があり,探索空間の大きさ
が異なる。生産工程と装置構成の例を図3.1,計画結果の例を図3.2に示す .
フローショップ (図3.1(a))は「すべての生産ロットの製造装置を同一」と
する流れ作業の生産形態のことである。装置間で生産ロットの入れ替えがなく,
各装置での生産ロットの製造順序は変化しない。
図3.1 フローショップとジョブショップの生産形態
?
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?
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図3.2 生産スケジュールの例
このフローショップ問題は1つの製造順序 (投入順序)を決定する問題である。
生産スケジュール (図3.2(a))はどの装置上でも製造順序が同一の順序 (生産
ロットal,bl,cl,dl,a2の順序)となる。このスケジュールに,長い製造時間
の作業 (装置 Clのblやcl)が存在すると,その後の作業 (装置 Clのclや
dl)の開始時刻が遅れ,装置間での滞留時間 (dlの装置Blの終了時刻と装置
Clの開始時刻の差)力｀長くなる.その結果,最終工程の終了時刻が遅くなり,
納期の厳 しい生産ロットの場合は納期遅れが発生する。
一方,ジョブショップ (図3.1(b))は,製造装置を同一とする制約がない
生産形態のことで,生産ロットを製造する装置を選択することが可能である。
この計画立案では,空き時間のある製造可能な装置を検索 し,滞留時間や納期
遅れ等が小さくなる装置に製造時間を害1り付けることが可能である。この問題
は生産ロット・装置の組み合わせと装置ごとの製造順序を決定する必要がある
問題である。
これ らの生産形態は,製品の生産工程や装置構成に依存するだけでなく,
生産量の増減によつても変化する.フローショップの生産形態であっても生産量
が増加 し,ボトルネックとなる生産工程があれば装置や作業員を増や し,生産
形態をジョブショップに変更する。逆に,生産量が減少すればジョブショップ
からフローショップに変更する。生産スケジューリングは対象とする生産形態が
変化 し,決定する計画内容 (組み合わせ と順序)さえも変化する問題である。
(2)探索空間の大きさ
1つの製造順序を決定するフローショップと装置ごとの製造順序を決定する
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ジョブショップでは候補解の数 (以下,探索空間の大きさと呼ぶ)が異なる.
N件の生産ロットのフローショップスケジュー リングの探索空間の大きさは
N!である。これに対し,N件の生産ロットをM台の装置に割 り付けるジョブ
ショップスケジューリングの探索空間の大きさは(N!)Mとなる。これらの生産
形態の違いによる探査空間の大きさ (解候補の数)を表 3.1に示す。
生産ロットが数件,装置が数台の小規模な問題の探索空間は 107～1010程度で
あり,すべての候補解の条件評価を行 う汎用的な列挙法で最適解を得ることが
可能である。しかしながら,生産ロットが数十件を超える実用規模の問題では
探索空間の大きさが 1064以上となり,どんな高性能な計算機を使用 しても列挙
法による探索処理では多大に時間がかか り,実用的な探索時間とはならない。
表3.1 生産スケジュー リング問題の探索空間 (列挙法)
生産
ロット数
N
フロー
ショップ
(N!)
生産ロットショップ(Nl)M
装置数
M=2
装置数
M=5
装置数
M=10
装置数
M=20
装置数
M=50
1 1 1 1 1 1 1
2
?
? 4 32 1,024106 1015
5 120 14.4001010 1021 1042 10104
10 107 1013 1033 1()66 10131 10328
50 1064 1012e I0:122 10645 10r2e0 I0s224
100 1 0 l5rl 10316 10790 1 0 r580 103159 I 0 78ee
500 101134 102268 1 0 5670 1011341 1022682 I 0 56704
(3)生産スケジューリングの制約条件と評価指標
生産スケジューリング問題は,このような膨大な探索空間を有するにもかかわ
らず,単に生産ロットの製造時間を確保すればよいという問題ではない。製品
特性や生産量に応 じた多種多様の制約条件 と評価指標を考慮することが要求
される問題である.生産スケジュー リングの制約条件や評価指標に用いられる
条件評価の変数 と評価尺度の例を表 3.2に示す .
これらの条件評価の変数や評価尺度は,対象とする製品の特性や与えられる
生産量によって異なる。例えば,後述する食品加工では滞留時間が長くなると
製品品質 (味)に影響を及ぼすため,最大滞留時間が重視される。一方,製品が
小さな電子部品では,滞留より納期が重視される。また,納期遅れが多発する
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生産量では平均納期遅れが重視 されるが,少ない生産量では稼働時間や空き
時間の平準化,偏差を小 さくすることが重視 される。 しかも,すべての生産
ロットの作業を装置に割 り付けなければ,それ らの評価尺度 (平均納期遅れ ,
最大滞留時間,装置稼働時間偏差等)の値を計算することができない。
表3.2 制約条件と評価指標の変数と評価尺度
条件評価の変数 割付内容の評価尺度
製造時間 製造時間(全体,生産ロット別,装置別)の最大,最小,平均,合計
段取時間 段取時間(全体,生産ロット別,装置別)の最大,最小,平均,合計
稼働時間 稼働時間(全体,装置別)の最大,最小,平均,合計.偏差
空き時間 空き時間(全体,装置別)の最大,最小,平均,合計.偏差
滞留時間 滞留時間(全体,生産ロット別,装置別)の最大,最小,平均,合計
着手可能時刻 開始時刻(全体,生産ロッ陽1,装置別)の最大,最小,平均,合計
納期 納期遅れと納期余裕(全体,生産ロット別)の最大,最小,平均,合計
3.2.2生産スケジュールの立案方法
すべての生産形態や評価尺度に対して大規模な計画問題の最適解を実用的な
処理時間で得る立案方法はないが,特定の生産形態や評価尺度に対する立案
方法は数多く提案されている。
(1)JohnsOnの方法
Johnsonの方法は,2台の装置とN件の生産ロットのフローショップ問題で
総稼働時間を最小とする方法である[84]。この方法は,最も短い製造時間を
有する生産ロットを割付対象として選び出し,その製造時間が第1工程の製造
時間であれば製造I原序の前方に,第2工程であれば後方に割り付ける方法である。
この方法は,2工程の製造時間 (2Nの製造時間)の中から最小製造時間を探索
して未割付の生産ロットがなくなるまで繰り返す方法であり,その探索回数は
2N(N+1)である。生産ロット数Nが500件であれば,探索回数は約106でぁり,
列挙法の探索空間 (表3.1)の101134と比べてはるかに小さな数である。2章
の計画問題定義の条件評価マ トリックス (N×2の製造時間)が計算されて
いれば,生産ロット数Nの2乗オーダーの計算量で立案可能であり,計算機を
使用すれば短時間に計算機処理することが可能である。
しかしながら,Johnsonの方法は2台の装置の割付方法であり,装置が3台
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となる問題には適用できない。しかも製造時間以外の条件評価の変数 (表3.2)
が考慮されておらず,例えば,短納期の生産ロットが増えると納期遅れとなる
生産ロットが多発することとなる。
(2)ディスパッチングルール
Johnsonの方法のように装置数や評価指標が変わるだけ適用不可となる方法
は計画問題定義が変化する計画問題に適さない。一方,計画者は,制約条件や
評価指標が変化する計画問題であつても,過去の経験から割付方法を切り替えて
計画を立案する。この切り替えて使用する割付方法 (ディスパッチングルール)
は,着目する変数 (以下,着目変数と呼ぶ)が異なり,影響を及ぼす評価指標が
変化する。製造時間と納期に関する割付方法[87]を表3.3に示す。
表3.3 製造時間と納期に関する割付方法 (ディスパッチングルール)
割付方法 着目変数 割付手順
最小製造時間優先 製造時間 製造時間が最輛 い生産ロッM皓1付対象として前方から割り付ける。
最大製造時間優先 製造時間 製造時間が最張 い生産ロッM轄J付対象として前方から害Jり付ける.
最早納朗優先 納期 納期力涛も短υ4垂押ットそ檸J付対象として前方力ち割り付ける.
納朗余裕優先 醐
製造時間
糸岬厖M6カ涛粕短い生産ロッM皓J付対象として前方から害1り付ける。
(納期余裕=納期―製造時間)
最小製造時間優先割付は製造時間が短い生産ロットに着目し,早く作業完了
する生産ロットを前方に割り付ける方法で,滞留する生産ロットの数が減少し,
平均滞留時間等の評価指標には優位に作用する。また,納期余裕優先割付では
納期と製造時間の差 (納期余裕)に着日し,納期余裕が小さい生産ロットを
前方に割り付ける方法で,製造時間が長く納期が短い生産ロットでも納期遅れが
少なくなる解を立案することが可能である。
割付方法の選択は評価指標に依存するだけでなく,生産ロットのデータに
よつても異なる。たとえば,製造時間の長い生産ロットは納期も長い (納期余裕
のある)という正の相関を有するデータでは最小製造時間優先割付でも納期優先
割付でも同じ生産ロットを優先して割り付け,同等の結果が得られる可能性が
高い。これに対して製造時間が長い生産ロットにもかかわらず納期が短い 嚇内期
余裕のない)という負の相関を有するデータでは,最小製造時間優先割付と納期
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優先割付では異なる生産ロットが優先され,まったく異なる計画結果が得られる。
しかも選択する割付方法は計画立案中の割付状態によつても変化する.未割付
の生産ロットに 「納期余裕の少ない生産ロット」がなければ, どの割付方法
(最小時間優先割付と納期余裕優先割付)を選択しても,同等の結果が得られる
可能性が高い。しかしながら,割付を進め,「稼働率の高い装置」が多くなると
割付可能な作業開始時刻が遅くなり,「納期余裕の少ない生産ロット」が現れる。
納期余裕優先割付を選択 して,「糸内期余裕の少ない生産ロット」を割 り付けな
ければ,納期遅れが発生する。「稼働率の高い装置」や「糸内期余裕の少ない生産
ロット」である等の特徴から割付状態を把握 し,その割付状態に適 した割付
方法を選択することも必要である。
3.3柔軟な計画立案プロクラムの実現方式
3.3.1 実現の考え方
ディスパッチングルールは最適解を得る立案方法ではないが,計画者の知識
や経験を用いて,適切な割付方法を選択することにより,変化する計画問題に
対応した生産スケジュールを立案することが可能な方法である。
しかも,この方法は着目変数の値によつて割付優先対象を選んで,割付可能
な被割付対象に割付優先対象の製造時間を割り付けることを繰り返す方法で,
その探索回数 (N件の生産ロット,M台の装置)はMN(N-1)/2である。
表 3.1の列挙法の探索空間と比べてはるかに小さく,計算機を使用すれば実用
的な時間内に計画を立案することが可能である。
そこで計画者の知識や経験を用いて「特徴抽出,戦略決定,割付更新」の計画
立案プロセスを繰り返し,適切なディスパッチングルール (割付方法)を選択
して割付を進める知識型スケジューリング方式を導入する。
本方式では,
①特徴の定義は対象固有の条件評価であり計画問題定義言語を用いて記述する,
②ディスパッチングルールを選択する条件は特徴量を用いて記述する,
③代表的なディスパッチングルールの割付方法を実装した割付更新プログラム
を用意する。本方式の概要を図 3。3に示す。
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計画対象データ
割付戦略
割付方法)
本方式では,まず,計画対象データ (対象データと計画データ)から「納期
余裕の少ない生産ロット」や「稼働率の高い装置」等の特徴を示す対象 (生産
ロットや装置)の数 (以下,特徴量と呼ぶ)を算出する。次に,抽出した特徴量
に基づき割付方法 (以下,割付戦略と呼ぶ)を決定する。そして,割付戦略に
対応した割付方法により割付内容 (生産ロット,装置,作業開始時刻,作業終了
時刻)を計画データに追加する。未割付生産ロットがなくなるまで,「特徴抽出,
戦略決定,割付更新」を繰り返し,最終的な計画データを得る。
本方式を実装した計画立案プログラムには,割付戦略に対応した割付更新プロ
グラムの他に特徴量を算出する特徴抽出プログラムと割付戦略を決定する割付
戦略決定ルールが必要である。この中には「納期余裕の少ない生産ロット」や
「稼働率の高い装置」等の抽出基準の定義 (以下,特徴抽出定義と呼ぶ)と
「納期余裕の少ない生産ロットが多ければ,納期余裕優先割付」等の割付戦略
決定の選択基準が含まれる。これらの定義や基準は計画者の経験知識であり,
評価指標や対象データの変化に対応して変更することを必要とする部分である。
そこで,計画者が変更する処理内容を分離記述し,その変更箇所には変更
容易な記述形式を提供する。他の処理内容はシステム開発者が処理効率の良い
手続き型プログラムを開発する。これにより,計画者の変更容易性と計画立案
の処理性能を確保した柔軟な計画立案プログラムを実現する。
稼働率が高い装置の集計
製造時間が長い生産ロット
納期が厳しい生産ロットの集計
未割付生産ロットと
割付可能な装置
の特徴量の算出
計画データ 対象データ
鰺詈顧冤竜懺瀧
納期の厳しい生産ロットが多セすれば
納期の厳じ 理握押ッ順 先割付
割付状態(特徴量)
に応じた割付方法
(割付戦略)の決定
納期の厳じ 注産ロッ噸 先割付
決定した割付戦略の
割付更新プログラムに
よる割付内容の追加
図3.3 知識型スケジュー リング方式
特に,害1付更新プログラムは害1付を優先す る割付対象 を選択 し,製造や段取の
作業時間が確保可能な被害J付対象に,作業の開始 と終了の時ズの計画デー タを
登録す るプログラムである。このプログラムの害1付優先対象の定義 (以下,害J付
優先定義 と呼ぶ)と被害1付対象の選択は計画問題定義や害J付方法によって異なる。
しか しなが ら,それ らの処理は生産 ロッ トを割付優先対象 とす る処理 と装置 を
害J付優先対象 とす る処理 にパ ターン化が可能である.害1付方法の処理パ ター ン
を図 3.4に示す。
(i)/1_産ロット着国割付
Stepl:害1付優先対象となる生産ロットを選ぶ.
Step2:選んだ生産ロットの作業時間を確保可能な割付候補(装置)を探す。
Step3:害1付候補の中で条件評価値の高い装置に割付優先対象を割り付ける.
(五)装置着国霧4付
Stepl:無付優先対象となる装置を選ぶ.
Step2:選んだ装置の空き時間で作業時間を確保可能な割付候補(生産ロット)を探す。
Stop3:害1付候補の中で条件評価値の高い■il付優先対象に装置に害1り付ける.
図3.4 害J付方法の処理パターン
図 3.4の生産ロット着 目割付は,割付優先対象を生産ロット,装置を被割付
対象とする害J付処理であり,装置着日害J付は,害1付優先対象を装置,生産ロット
を被害J付対象 とする処理である.この処理パターンのプログラム (以下,割付
基盤プログラムと呼ぶ)をライブラリ化 し,害1付対象の選択基準繕1付優先定義)
や被害J付対象の選択基準 (計画問題定義の条件評価)と組み合わせることに
よって割付更新プログラムを実現する。割付方法ごとに異なる害1付優先対象の
定義記述に理解容易な記述形式を与え,害J付更新プログラムの変更容易性を
確保 し,複数の害1付更新プログラムの開発 。保守工数を削減する。
さらに,特徴抽LYlプログラムと害」付更新プログラムには空き時間を集計する
処理や作業時間を集計する処理等の計画データに対する共通処理が含まれる。
計画データに対する共通処理を関数 (以下,スケジュー リング関数と呼ぶ)と
して提供することにより,スケジューリング問題の計画データに対するアクセス
を共通化する。まず,すべての生産スケジュー リングに使用可能 となる関数
(以下,基本関数 と呼ぶ)をライブラリ化する。次に,基本関数 と対象固有の
計画問題定義を組み合わせた関数 (以下,拡張関数と呼ぶ)を作成 し,特徴抽出
プログラムと害1付更新プログラムの開発箇所や変更箇所を局所化する。
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3.3.2計画立案プログラムの構成方式と記述形式
(1)計画立案プログラムの構成方式
計画立案プログラムの繰 り返し処理を構造化 し,計画者の変更箇所を分離した
知識型スケジューリング用計画立案プログラムのモジュール構成を提案する。
そのモジュール構成を図 3.5に示す。
図3.5 計画立案プログラムのモジュール構成
本構成では,計画立案プログラムを計画立案実行制御プログラム,特徴抽出
プログラム群,割付更新プログラム群から構成する。まず,計画立案実行制御
プログラムを,特徴抽出プログラムの実行制御処理,割付戦略決定ルールによる
割付戦略の戦略決定処理,決定戦略に対応 した割付更新プログラムの実行制御
処理から構成する。また,特徴抽出プログラムを,特徴抽出定義によって任意
の基準を超える割付対象 (生産ロット)を抽出する処理,被割付対象 (装置)
の検索処理,計画データから開始可能な作業時刻を検索する処理から構成する.
さらに,害J付更新プログラムを,割付戦略に対応 した割付優先対象を選択する
処理,被割付対象の検索処理,被害1付対象に割付優先対象の作業時間を登録する
処理から構成する.
これにより,計画立案実行制御プログラムは対象固有の処理を含まず,すべて
の生産スケジュー リング問題で利用可能である.さらに,製造や段取の作業
時間をあらかじめ計画問題定義言語で定義 し,その条件評価マ トリックスを
計画立案実行制御プログラム 特徴抽出プログラム
特徴抽出
特徴数M
作業時刻検
計画データ
計画データ数
生産ロットノ
4i産ロット数、
被割付対象
装置′
装置数鳩
戦略決定
ルール数
割付戦略
決定ルール
割付更新プログラム
割付更新
割付更新数″1
生産ロッV
生産ロット数
作業時間割付
計画データ
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計算しておくことで,計画者の変更箇所を特徴抽出定義,割付戦略決定ルール,
割付更新プログラムの割付優先定義に局所化することが可能となる。
(2)特徴抽出定義・割付戦略決定ルール・割付更新プログラムの記述形式
特徴抽出定義,割付戦略決定ルール,割付更新プログラムの記述形式として,
計画問題定義言語,デシジョンテーブル形式,手続き型記述言語を提案する。
その記述例を図3.6に示す。
図3.6 計画立案プログラムの記述形式
(a)特徴抽出定義の記述
特徴抽出定義は計画問題定義言語を用いて記述する.納期余裕や稼働時間
等の計画データを参照する特徴抽出定義の記述では,後述するスケジュー
リング関数 (最早開始時間の検索関数や稼働時間の集計関数等)を用いる。
なお,計画問題定義言語で記述した特徴抽出定義は第 2章で提案したプリ
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特徴 プロ ム(特徴抽出定義)
対象データ
格 納 蔀
block レ｀
l_ヽ
bbck(納期の厳しい生産ロット);
for lil where jおon of生産ロット;
logic;
r(納期余裕①.LE.600)
then納期が厳しい生産ロット(j)=.tru6.;
納期余裕0=最遅開始時刻(j)一最早開始時刻(j);
最早開始時刻(j)=fst(生産ロットNo(j),着手可能時刻(j));
end logic: end block:
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計画データ
格糸内菩K
コンパイラで手続き型プログラムに変換し,計画立案プロクラムのモジュール
として取 り込む。これにより,特徴抽出プログラムの変更容易性と処理効率を
確保する。
6)割付戦略決定ルールの記述形式
割付戦略決定ルール記述は,特徴量の条件部と割付方法 (割付更新プログ
ラム)と割付数 (1回の割付更新で追加する割付内容の数)を結論部とする
デシジョンテーブル形式で記述する。
割付戦略決定ルール記述に汎用性のある IF‐THEN形式のルール記述を
適用すると,条件記述が羅列となり競合や排他となるルールが分かりにくく
なる。デシジョンテーブル形式を採用することにより,競合するルールや
ツト他となるルールをわかりやすくし,変更容易性を高める.また,条件部の
記述を特徴量の閾値に限ることによつて,割付戦略決定の処理内容の記述に
限定し,計画問題の制約条件が混在することを防ぐ。さらに,デシジョン
テーブルを読み込んで戦略決定を行う処理を手続き型言語で開発し,割付戦略
決定ルァルの変更容易性と処理効率を確保する。
(c)割付更新プログラムの記述形式
割付更新プログラムの処理は,2パターン(図3.4の生産ロット着目割付,
装置着目割付)に分かれる。あらかじめ,割付優先定義や製造時間を参照する
2パターンの割付基盤プログラムを手続き型プログラムで開発しておくこと
によつて,多種多様な割付更新プログラムの効率的な開発保守を実現する。
割付更新プログラムの割付優先定義は計画問題定義言語を用いて記述し,
その他の処理内容を手続き型言語で記述する。これにより,割付更新プロ
グラムに含まれる変更部分 (割付優先定義)の変更容易性を確保する。その
記述内容はプリコンパイラを用いて手続き型言語に変換することにより,割付
更新プログラムの処理効率も確保する.
なお,本方式の構成方式と記述形式は生産スケジューリング用のプログラム
ライブラリ (スケジューリング関数と割付基盤プログラム)を具備することに
より,計画者による変更箇所を局所化し,計画立案プログラムの変更容易性と
計画立案時の処理性能を確保することが可能となる。
3.3.3スケジューリング関数と割付基盤プログラム
装置の時間軸上に生産ロットの製造や段取の作業時間を割り付けるスケジュー
リング問題に対して,汎用的に利用可能なプログラムライブラリを提案する。
(1)スケジューリング関数
生産スケジューリング問題は,装置の時間軸上に生産ロットの製造や段取の
作業時間を割り付ける計画問題として取り扱われる。この問題の計画データは,
縦軸を装置,横軸を時刻とする計画内容表示画面に出力されることが多い。
これは,縦軸を装置,横軸を時刻とした平面上に生産ロットの作業時刻と作業
時間を表現することで「納期の厳しい生産ロット」や「稼働率の高い装置」の
把握が容易となるからである。計画内容表示画面を用い,特徴抽出や割付更新の
実行に必要となるスケジューリング関数の機能要件を図3.7に示す。
計画内容表示画面 (時刻)計画者
・装置Alに生産ロットelを割り付けたい
。生産ロットa2と装置Blに割付ける際の
開始可能時間を知りたい。
・装置Alの稼働時間を知りたい。
スケゾュ刊ング関数鶉曖
・基本処理
割付内容の追加・削除
・検索処理
装置に害J付可能な時刻の検索
・集計処理
装置や生産ロットの割付時間の集計
-
-
頭 24681012
Al
回  cl
Bl dl
Cl a2
Dl bl
計画データ?
?
?
?
/LE
ロットno開始時刻 終了時刻
Al al 1 3
Bl dl 4 7
Cl al 7 11
Dl bl 2 6
図3.7 スケジューリング関数の機能要件
計画者は,計画内容表示画面で「稼働率の高い装置」や「納期の厳しい生産
ロット」等の特徴を示す計画対象 (装置や生産ロット)を抽出し,それらの数に
適した割付方法によつて計画更新 (計画データの更新)を行う.
この特徴抽出では,任意の生産ロットを任意の装置に割り付ける際の作業時間
から開始可能時刻や装置に割り付けられた作業時間を参照し,「納期の厳しい
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生産ロット」,「稼働率の高い装置」等の特徴を抽出する。この処理を行 うには,
計画データから開始可能時刻の検索や稼働時間の集計等のデータ処理が必要
である。
(a)基本関数
開始可能時刻の検索や稼働時間の集計等のデータ処理は,計画対象,作業
時FF5,検索や集計の対象期間の指定を除けば,計画対象に依存 しない。その
基本的な処理は生産スケジュー リング問題のすべてで共通化が可能である。
そこで,計画データ (生産ロットと装置の組み合わせ,作業時間の開始時亥J
と終了時刻)を格納するテーブルを用意 し,計画対象置有の計画問題定義に
依存 しない時間軸上の検索や害J付時間の集計を行 う基本関数を提案する。
スケジュー リング関数の基本関数を表 3.4に示す .
表3.4 スケジューリング関数の基本関数
翻 |」 隧数名 機
?
?
?? ?? 数?
?
?
?
p_in1 計画テーブルの初嬢化
p_add割付データの登録 生産ロッ氣),装置No,作業開始時刻)作業終 F時亥」
p_del 害1付データの肖J除 生産ロッN(),装置No
p_ref 割付データの参照 参照開始H寺刻・参照終了時刻?
?
?
?
FSTIヽ4E最早開女静寺亥1の検索 装議No,検索開始H寺亥 検索終了時刻,作業時間
LSTIME最遅開始時刻の険索 装置お,検索開始時亥,検索終了時刻,作業時輩
FETIⅣE最早終了懃 1の検索 装置No,検索開始時亥 検索終了時刻,作業時蘭
LETIN/1E最遅終了時刻の検索 装置No,検索開始日寺亥,検索終了時亥1,作業時間
?
?
?
?
TATIME期間の割付時間の集計 集計開始時刻,集計開始時刻
JATIME生産ロットの害1付時間の集計 生産ロッNo
為へTIME装置の割付時間の集計 装置鶏
JRTIME生産ロット・装置の害1付時間の集計「 牛産ロッbNcl,装置No
」TTIME生産ロット・期間の害:付時間の集計 生産ロッNo,集計開始時刻,集計終了時え
RJlI｀ME装置。期間の割付時間の集計 装置お,集計開始時刻,集計終了時刻
※隠数の戻リイ直:基本処理(完了コード),検索関数 (日寺刻),集詩関数 (澪寺間)
基本関数 (表3.4)は,基本処理関数 (計画データの初期化,更新内容の
追加,割付内容の削除と参照の関数群),検索関数 (指定期間内で任意装置の
作業時間を確保可能な時亥」の検索関数群),集計関数 (指定期間内の任意の
装置や生産ロットの害J付時間の集計関数群)とする。
62
この基本関数に,計画データに対する登録・検索・集計の基本的なデータ
処理を包含する。これにより,特徴抽出プログラムと割付更新プログラムの
記述内容を削減し,対象固有の変更箇所の局所化を図る。
なお,スケジューリング関数の時間軸は,計画対象によつて様々な単位 (日,
時,分等)で取り扱われるため,0を起点とした半直線 (整数)とし,基本
関数の引数は計画対象の識別子,作業時間,指定期間とする.
6)拡張関数
基本関数は計画対象に依存しない処理である。すべてのスケジューリング
問題に適用可能であるが,この関数内に包含する処理内容は限定的で工数の
削減効果が少ない。そこで,製造や段取の作業時間の条件評価マトリックス
の値を参照する拡張関数を提案する。拡張関数の例 (最早開始時刻 fst)を
図3.8に示す。
/*最早開始時刻 fst(生産ロットNo,着手可能時刻)*/
fst(,stime){きtime=999999;etime=999999
fOr(Fl;r〈r no;y++){     /*装置rの探索*/
ftime=FSTIME(r,stine,etime,operatbn■im G.r));
if(min fstime〉f stime){
mm itime=istime;/***最早開始時刻更新 */
LL};
※FSTIME:基本関数,operatbn■ime:条件評価マトリックス
図3.8 最早開始時刻 fstの拡張関数
図3.8の最早開始時刻 fstは,条件評価マ トリックス (operation time)の
値を参照して,装置の中から最も早く作業可能な時刻を検索する関数である。
基本関数 (表3.4)の最早開始時刻の検索関数FSTIMEの引数が装置 No,
検索開始時刻,検索終了時刻,作業時間であるのに対 して,拡張関数 fstは
引数の生産ロットNo,着手可能時刻である。基本関数を拡張することで引数
を削減し,任意の装置 rの探索を行 う繰 り返し処理を関数に包含する。これに
より,特徴抽出定義や割付更新プログラムの記述内容の削減を可能とする。
(2)割付基盤プログラム
割付更新プ■グラムは,割付候補 (生産ロットノもしくは装置Dを選んで,
条件評価マトリックスの値を参照し,被害1付対象 (装置rもしくは生産ロットブ)
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に作業時間を割り付ける処理である。割付候補を選ぶ割付優先定義と被割付
対象を選ぶ制約条件や評価指標の処理は計画対象ごとに異なるが,その他の
処理は図3.4の2パターン(生産ロット着目割付と装置着目割付)の処理となる。
そこで,割付優先定義や条件評価マトリクスを参照して割付更新処理を行う
割付基盤プログラムを提案する。割付基盤プログラムの例を図3.9に示す.
/****生産ロット着目割付プログラム *****/
btコ特sign●」o){p=0;亀stime=999999};               /*p」0:割付数 */
for(x=0;x〈ino;x+十){
f(assttn bt仮)){                 /*assttn bt(x):割付生産ロット*/
for(y=0;y〈mo;y廿){                /*害1付可能な装置の探索 /
f time=FSTIMEly,start■imeは),due」・dte∈),oDeration timelx.v));
/*基本関数(最早開始時刻検索),計画問題定義(作業時間)*/
f(stime〉きtime){stime=istime;r=y;L
L
p add(x,r,stime,stime■oD ration time(x.r));
/*基本関数 (計画データの登録),計画問題定義(作業時間)*/
p十+;if(p〉pュo){x罰no L
};};};
図3.9 割付基盤プログラムの例(生産ロット着目割付)
図 3。9の割付基盤プログラム (生産ロット着目割付)は,割付優先定義で指定
する生産ロットassignヵtωに対して,operation timeは,分の作業時間が確保
可能な装置yの中で最早可能時刻となる装置に,指定された生産ロットの作業
時間を割り付けるプログラムである。このプログラム自身には計画対象固有の
定義を含まない。このため,生産スケジューリング問題で汎用的に利用する
ことが可能である.このような割付基盤プログラムをライブラリ化することに
よって,計画対象ごとの割付更新プログラムの開発保守工数の削減と変更箇所
の局所化を図る。
3.3.4知識型スケジューリングシステムのシステム構成
提案した計画立案プログラムの構成方式と記述形式,プログラムライブラリを
実装した知識型スケジューリングシステムの構成を図3.10に示す。
本システムは,全体制御部,計画問題定義や計画立案手順の計画知識編集部,
プリコンパイラ,計画問題条件評価部,計画立案手順実行部,計画立案支援部
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/開発支援部から構成する。なお,計画立案プログラムの構成要素は,割付戦略
決定ルール,特徴抽出プログラム,割付優先定義プログラム,スケジューリング
関数,割付更新プログラムである。本システムでは,システム開発者がスケ
ジューリング関数 (拡張関数)と割付更新プログラムを手続き型言語で開発 し,
計画者が対象固有の計画問題定義プログラム,特徴抽出プログラム,割付優先
定義プログラムを開発する。
計画者による変更箇所1  1
ロ
|  1 計画立案プログラムの構成要素 開発者による変更箇所
図3.10 知識型スケジュー リングシステムのシステム構成
(1)全体制御部
計画知識編集部,計画問題条件評価部,計画立案手順実行部,計画立案支援部 ,
開発支援部の実行を制御する。外部システムから対象データを収集・格納する。
(2)計画知識編集部
計画問題定義言語記述の計画問題定義,特徴抽出定義,割付優先定義のプロ
グラムとデシジョンテーブル記述の割付戦略決定ルールの表示・修正を行 う。
(3)プリコンパイラ
計画問題定義言語記述のプログラムを手続き型プログラムに変換する.なお ,
――制御 ゆ データ ‐→ プログラム
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
対象データ格納部
?
?
?
?
?
?
?
計画条件評価実行部
計画立案手順
条件評価マトリック格納部
計画立案手順実行部
割付更新部
スケシ'ュ リーンク゛
付優先定義
プログラム
計画立案
サフ゛フ゜ロク゛ラム
割付更新
プログラム
ライブラ〕
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特徴抽議定義や害J付優先定義のプログラムは計画立案手順実行部から呼び出さ
れるサブプログラムとして計画立案サブプログラムライブラリに格納する。
(4)計画問題条件評価部
プ リコンパイラが生成 した計画問題定義の手続き型プログラムにより対象
データを入力し,条件評価マ トリックスをlTH力する。
(5)計画立案手順実行部
条件評価マ トリックスのデータを入力 し,まず,計画立案サブプログラム
ライブラリのプログラムを呼び出し,特徴抽出を行 う。次に,害1付戦略決定
ルールにより戦略決定を行 う,そして,害1付更新プログラムライブラリから
決定戦略の割付更新プログラムを呼び出し,害1付実行を行い,害1付内容をスケ
ジューリング調数によって計画データ格納部に格納する.
(6)計画立案支援部/開発支援部
計画立案支援では,計画データの表示,特急注文や作業LItiれ等の1//11外処理に
よる害J付内容の追加,削除,移動,交換を行 う.開発支援では,「特徴抽 ltl,
戦略決定,害1付実行」の トレース (特徴量 と害J付戦略の表示),害1付更新を
任意の時点まで戻すアンドゥ,計画者が害J付戦llbを選択 して害J付更新を進める
ステップ実行等を行 う。
3.4食晶加エスケジューリング問題への適用と評価
食品J」E工は,市場ニーズや季節変動による製品や生産量の変化が起こり,
生産工程,加工装置,生産形態,作業人員,製造能力等の変更を必要とする
計画対象である.このため,計画対象の制約条件や評価指標の変化とともに,
計画立案手順の変更を必要とし,生産スケジュー リングのシステム化が困難な
生産計画である。そこで,食品加 I「のスケジュー リング問題に,提案方式の
構成方式 と記述形式を適用 し,知識型スケジュー リングシステムを用いて ,
計画者による計画立案手順の変更容易性 と,システム開発者による計画†案
プログラムの開発保守性を評価する.
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3.4.1 計画問題定義と計画立案手順
食品加エスケジューリングは,製品品種ごとに生産工程が異なり,材料到着日
と製品納入日の時刻制約を考慮し,生産ロットの加工作業を実施する作業時刻を
立案するジョブショップ型 (図3.16))のスケジューリング問題である。
食品加工の生産形態はカロエ装置ごとに異なり,その製造時間はラインスピード,
投入人員,製造数から算出する。材料到着日と食品納入日の間で,その製造
時間を確保できる装置を見つけ出し,加工作業の開始時刻と終了時刻を決定する.
計画立案は,各装置の空き時間が少なく,生産効率が高くなるように生産ロット
の割付を進めるとともに,第1工程の開始から最終工程の終了までの時間が
長くならないように割付を進める。
本計画対象の計画問題定義,計画立案プログラムの特徴抽出プログラム (特徴
抽出定義),割付戦略決定ルール,割付更新プログラムを以下に示す。
(1)計画問題定義
食品加エスケジューリングの計画問題定義の例を図3.11に示す。加工装置の
生産形態には,自動化された無人のライン型の作業形態と複数の作業員で食品
加工を行うショップ型の生産形態がある。
製造能力 (図3.11)は生産ライン型では製品品種と装置種別によつて異なる
ラインスピードによって定義され,ショップ型では製品の標準加工時間と作業
人数よつて定義される。なお,作業時間は製造能力と生産ロットの製造数から
算出される。
図3.11 食品加工の計画問題定義 (製造能力)
bbck(製造能力);
forは,y)urhere x is one of生産ロット,y is one of加工装置;
logic;
f(生産形態(y).EQ.'FS')/*FS:ライン型,」S:シヨップ型*/
then製造能力(x,y)=ラインスピード(x,y),
ebe製造能力は,y)=標準加工時間ω /作業人数(y);
ラインスピードは,y)
=ライン能カテーブル
{製品品種(x),装置種別 (y)};
end logic; end block;
ライン能カテーブル
製品品種 装置種別 ラインスピード
al Al ??
bl Al ??
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(2)特徴抽出プログラム
「納期の厳しい生産ロット」,「残工程の多い生産ロット」,「割付時間の多い
装置」,助口工時間の長い生産ロット」等の6つの特徴抽出定義を計画問題定義
言語で記述した。「納期の厳しい生産ロット」の特徴抽出定義を図3.12に示す .
図3.12の特徴抽出プログラムでは,すべての加工装置の時間軸上を検索する
拡張関数の最早開始時刻fstと最遅開始時刻lstを用いて,最遅開始時刻と最早
開始時刻の差を納期余裕として定義している。その納期余裕が600(分)以下
となる生産ロットを「糸内期の厳しい生産ロット」として特徴抽出するプログラム
である。
このように,すべての加工装置 (装置)の時間軸上を検索する処理を拡張
関数に包含することによつて,特徴抽出プログラムの記述内容が簡潔となる。
これにより,時間軸上の制約条件 (材料到着時刻や出荷時刻)や特徴抽出の
閾値 (6oo分)の変更も容易に行うことが可能である:
block(納期の厳しい生産ロット);
おrC)where jおone of生産ロット;
logic;
r(納期余裕O.LE.600)
then納期の厳しい生産ロット(j)=.true.,
eke納期の厳しい生産ロット(j)=.false.;
納期余裕til  =最遅開始時刻(j)一最早開始時刻(j);
最早開始時刻G)=fst(生産ロットNOC),材料到着時刻G));
最遅開始時刻G)=lst(生産ロットNoG),出荷時刻G));
ёnd logic; end block;
図3.12 特徴抽出定義「納期の厳 しい生産ロット」
(3)割付戦略決定ルール
割付戦略決定ルールを表 3。5に示す。表 3.5の第 1行日は,「納期の厳しい生産
ロット」が 10以上かつ 「残工程の多い生産ロット」の数が5つ以上ある場合 ,
「納期の厳 しい生産ロット割付プログラム」を実行 し,割付数 5の更新内容を
追力日することを定義している。
このようなデシジョンテーブル形式で記述することにより,ルー ル間の競合
や排他がわか りやすくなる。また,生産量 (ロット数)の増減にも,閾値を
変更するだけで対応することが可能となる。
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表3.5 割付戦略決定ルール
納期の厳しい
生産ロット
残工程の多い
生産ロット
割付時間の長い
加工装置
割付戦略
(割付更新プログラム)
??
10- 5- 納期の厳しい生産ロッ1嗜雌 5
-5 5- 5- 割付時間の多い装置割付 5
-5 5- 残工程の多い生産ロッ陪怖 5
-10 納期優先割付 10
(4)割付更新プログラム
このスケジューリング問題では,生産ロット着目割付と装置着目割付の割付
基盤プログラムから7つの割付更新プログラムを開発した。一覧を表3.6に示す.
表 3.6の割付更新プロクラムは割付優先対象が異なるプログラムである.生産
ロット着目割付を基盤とする割付更新プログラムの納期の厳しい生産ロット
割付プログラムを図 3。13に示す。
表3.6 開発 した割付更新プログラム群
割付更新プログラム 割付基盤プログラム
納期の厳しい生産ロット割付 生産ロット着目割付
残工程の多い生産ロット割付 生産ロット着目割付
割当可能装置の少ない生産ロット割付 生産ロット着目割付
力日工時間の長い生産ロット割付 生産ロット着目害J付
納期着目割付 生産ロット着 目割付
割付時間の多い装置割付 装置着目割付
割当可能生産ロットの少ない装置割付 装置着目割付
/****納期の厳しい生産ロット割付プログラム *****/
ShortSlack Lot Assign●』o){p=0;亀stime=999999};       /*p』o:害1付数*/
for(x=0;x〈ino;x++){
f(Sho■創ack Lot級)){       /*特徴定義(納期の厳しい生産ロット)*/
for(y=0;y〈mo;y‖){                /*装置の探索 */
f time=FSTIMEし,sttt■ime∈),due_datelx),oDeration time像.v));
/*operdbn■im∝計画問題問題定義 (作業時間)*/
if(stime〉istime){stime=f stime;r=y;LL
p」dd(x,r,stime,stime+oDeratbn time(x.r));  /*基本関数(更新内容登録)*/
p++;if(p〉p』o){x罰nO L
};};};
図3.13 納期の厳 しい生産ロット割付プログラム
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図 3.13の割付更新プログラム (ShOrtSlacuot Assign)は,割付優先対象の
選択に,特徴抽出定義 (図3.12)の味内期の厳しい生産ロット」(ShortSlack Lot)
を用い,計画問題定義の条件評価マ トリックスの作業時間 (operation time)
を参照し,基本関数 p_addにより最早可能な加工装置に開始時刻と終了時刻
を登録するプログラムである。この割付更新プログラムは,割付基盤プログラム
(図 3.9)をベースとして,プリコンパイラが生成したサブプログラム
(ShortSlacヒLot)を呼び出すように書き換えるだけで開発することが可能で
ある。その他の割付更新プログラムもプリコンパイラ生成のサブプロプログラム
を利用することにより,開発者によるプログラム開発保守工数を削減すると
ともに,計画者による割付優先定義の変更容易性を確保することが可能となる。
3.4.2計画立案手順の変更 と計画結果の変化
知識型スケジューリングシステムに計画問題定義 (図3.11の製造能力)や
計画立案手順 (図3.12の特徴抽出定義,表3.5の割付戦略決定ルール,表3.6
の割付更新プログラム)を登録し,食品加エスケジューリングシステムを構築
した。食品加エスケジューリングの計画内容表示画面を図3.14に示す。
フ1/卜゛ゥ 薄ップ 説 リ 追加 1削除 1移動 交換 終 了
スケジュール結果
JぎJ 0ノエ8 9 101112131415161718192C8 9 101 12131,トレース
特徴抽出
残工程の多い生産ロット
納期余裕が少ない生産ロット
空き時間が多い装置
割当可能ロットが少ない装置
割当可能装置が少ない生産ロット
加工時間が長い生産ロット
納期着 目割付 (害1付数:10)
装置:Bl,生産ロット:b5,工程 :1
装置:Al,生産ロシト:c4,工程 :1
装置:A2,生産ロット:d2,工程 :1
装置:B2,生産ロット:b2,工程 :1
装置:Bl,生産ロット:b8,工程 :1
装置:Al,生産ロット:d5,工程 :1
装置:A2,生産ロット:cl,工程 :1
装置:B2,生産ロット:b6,工程 :1
装置:Al,生産ロット:a4,工程 :1
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図3.14 計画内容の表示例
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図3.14は,縦軸を装置,横軸を時刻とする平面上に計画した生産ロットの作業
時間を示す計画内容表示 と,特徴抽出定義で計算 した特徴量 と割付戦略決定
ルールで選択 した割付戦略を示す トレース表示の例である。なお,本システム
では,任意の割付状態に戻すこと (アン ドゥ)や,計画者 自身が割付戦略を
選択 して実行すること (ステップ実行)も可能である。
既存の特徴抽出定義や割付戦略決定ルールで所望の計画が立案できなくなると,
計画者は割付状態に合わせて,特徴抽出プログラムや割付戦略決定ルールを変更
する.その例を図3.15に示す。図3.15の変更前の特徴抽出定義では納期余裕を
最遅開始時刻 と最早開始可能時刻の差から求めていた。しか し,作業工程の
多い注文が増え,残工程の作業時間を考慮 しない納期余裕では,納期の厳 しい
生産ロットが抽出できなくなり,残作業時間を考慮した納期余裕による「納期の
厳 しい生産ロット」の定義へと変更した。
図3.15 特徴抽出定義と割付戦略決定ルールの変更
一方,割付戦略決定ルールは納期の厳 しい生産ロットに残作業の要因が入つた
ため,納期の厳 しい生産ロット割付 絲内期優先割付)が優先 して選択されるよう
に変更した。図 3.15の変更前と変更後の計画結果を図 3.16に示す .
図 3.16の変更前のスケジュール結果は,工程数の少ない,製品dが優先 して
計画されているのに対 して,変更後のスケジュール結果は,工程数の多い製品
a,製品b,製品cが優先 して計画され,その結果として工程数の多い製品の
納期遅れが削減 される。
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<特徴抽出定義>
block(納期の厳しい生産ロット):
for(j)where jis one of/L産ロット;
logic;
r(納期余裕().LE.600)
then 納期の厳しい生産ロット(j)=.true.,
dse 納期の厳しい生産ロット(j)=ねIse.;
納期余裕(D=最遅開始時亥1(j)―最早開始時刻(j);
最遅開始時刻(j)=fst(生産ロットNOCJl,着手可能時刻 (j)
最早開始時刻(j)=lst(生産ロットNO(j);納期(j));
<特徴抽出定義>
block(納期の厳しい生産ロット);
for(j)where jis one of生産ロット;
logic;
f(納期余裕().LE.400)
then納期の厳しい生産ロット(j)=.true.,
dse納期の厳しい生産ロット(j)=.曰se.;
納期余裕0=最遅開始時刻 (j)一最早開始時刻 (j)
―残製浩時間(1):
最遅開始時刻(1)=fst(生産ロットN00,着手可能時亥1(j))
最早開始時刻(i)=lst(生産ロットNO(j);納期(j));
青蹴 闊
生産ロット
鰺
生産ロット f拶『1
装置優先割付
変  更  前 変  更  後
図3.16 特徴抽出定義と割付戦略決定ルールの変更による計画結果の変化
従来,このような変更は特徴抽出の手続き型プログラムをシステム開発者が
変更する必要があったが,本方式では計画者が特徴抽出定義 と割付戦略決定
ルールを変更するだけで計画者の計画立案手順を反映した計画立案プログラム
に変更することが可能である。
3.413 考察
提案方式では,計画者が特徴抽出プログラムや割付戦略決定ルールを変更する
ことによって,制約条件や対象データの変化に対応 した計画立案手順に変更
することが可能である。図 3.15の例では,納期の厳 しさに残作業時間を加味
した特徴抽出プログラムに変更することによって,作業工程が多く,残作業時間
の長い生産ロットの納期を考慮 した計画を立案することが可能となった .
戦略決定だけをルール表現で記述 した計画型エキスパー トシステムの場合 ,
このような変更はシステム開発者へ依頼する必要があるが,本提案のプログラム
構成では,計画者が特徴抽出プログラムや割付戦略決定ルールを直接修正する
ことで頻繁に発生 していたシステム開発者による計画立案プログラムの変更
作業を削減することが可能となった。
割付更新プログラム (表3.6)も特徴抽出プログラムで抽出した対象を優先
して割 り付ける単純なプログラム群となり,割付更新プログラムの開発保守性が
向上した。また,割付更新プログラム (図3.13)の開発も割付基盤プログラム
を利用することによって,参照する特徴抽出定義のサブルーチンを変更する
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だけで開発することが可能である。本事例で,システム開発者による個別開発
部分は,割付基盤プログラム用いた割付更新プログラムと対象固有の制約条件を
取 り込んだスケジュー リング関数の拡張関数 (最早開始可能時刻 fstと最遅開始
時刻 lstの検索関数)とだけである。
本事例の計画立案プログラム全体 (但し,マンマシンインターフェースは
除く)のステップ数 (C言語)は約 30Kstepsであつた。汎用的に利用可能な
計画立案制御部,割付基盤プログラム,スケジューリング関数が15Ksteps,提案
言語記述部分 (プリコンパイラの生成コー ド)が12Kstepsであり,個別開発
部分 倍J付更新プログラムの改造と拡張関数の開発)は3Kstepsであった。なお ,
提案言語記述部分のソースコー ド (条件評価式と業務テーブル)は約 500行で
あつた。
本事例では,計画立案プログラムの開発保守を手続き型言語 (C言語)で実施
した場合,システム開発者が30Kstepsを開発保守する必要があるが,提案方式
のプログラム構成や記述形式を適用することよつて,システム開発者による開発
保守部分は3Kstepsとな り,システム開発者による開発保守部分を 10分の 1
に削減 した。
本方式では,拡張関数をスケジュー リング用のプログラムライブラリとして
蓄積 していくことによつて,同等の枠組みを持つ計画問題 (例えば,作業時間
が装置によつて異なるスケジューリング問題)で再利用することが可能である。
特に,蓄積 されたライブラリは,その内部に計画問題特有の多重な繰返 し処理
を包含 し,提案言語による特徴抽出定義の簡易な記述を実現する。これにより,
計画者だけで特徴抽出プログラム等の計画立案手順を開発保守 していくこと
が可能 となる。
3.5結言
生産計画支援システムにおいて,計画立案手順の変更容易性を確保するため,
生産スケジューリング問題を対象として,計画立案プログラム構成方式と,その
記述形式を提案した。
提案の構成方式では汎用的に利用可能な部分 (計画立案制御部,割付基盤プロ
グラム,スヶジューリング関数)と対象固有部分 (特徴定義,戦略決定ルール)
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に分け,変更容易性のあるプログラム構成を提案 した。また,対象固有部分には
計画問題定義言語とデシジョンテーブルの記述形式を与え,汎用的に利用可能な
部分は効率的な計算処理の記述が可能な手続き型言語で記述することを提案 した .
これにより,対象固有部分は計画者が直接記述変更できるようになり,計画者
による計画立案手順の変更容易性を実現 した。また,スケジュー リング関数や
割付基盤プログラムのライブラリ化によつて,システム開発者の開発保守工数
の削減が可能であることを示した。
提案方式を食品加工のスケジューリング問題に適用し[91],計画者による計画
立案手順の変更容易性 と,システム開発者による計画立案プログラムの開発
保守工数が削減 されることを確認 した。提案方式は,第2章のプリコンパイラ
を備えたワークステーション版の知識型計画支援システム HPGS′Wとともに,
汎用性のある知識型スケジューリングシステムHPGS/W‐SCHとして,(株)日立
製作所より製品化された。本方式を用いた開発手サ1原[92]も整理され,食品,鉄鋼 ,
衣料,電子部品,半導体,金属カロエ等の様々な分野で適用 された[91,93].
製品開発後 20年経過 した現在でも,本方式により生産スケジュー リングシス
テムが開発保守されている。
なお,本方式のスケジューリングシステムは,割付戦略決定ルールにより,
割付更新プログラムを選択 して計画を立案するシステムである.計画結果の
良し悪 しは割付戦略決定ルールに依存する。このため,そのルール獲得が重要
であり,次章で割付戦略決定ルールの獲得方法を提案する。
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第4章
統計的集約型知識獲得方式
4,1緒言
本章では計画者の割付戦略決定ルールを獲得する統計的集約型知識獲得方式
を提案する.
第 3章では,害J付戦略決定ルールを用いる計画立案プログラムの構成方式と
記述形式を提案 し,計画立案手順の変更容易性を図つた.この計画立案プロ
グラムでは,害J付戦略決定ルールによって適切な害1付戦略が選択されなければ ,
厳しい納期の生産ロットが未害1付となり,稼働率の高い装置ばかりに生産ロット
を害1り付け,装置稼働率がfm~り,滞留時FR3が長く,納期遅れが多い計画結果 と
なる。計画結果の良じ悪しは割付戦略決定ルールに依存する.
しかしながら,害1付戦略決定ルール 自身は,計画問題の解ではなく, ヒュー
リスティクスな計画立案の経験によつて得 られる知識である。論理的な根 ll_■が
あるわけではなく,計画者に何度ヒアリングを実施しても「納期の厳 しい生産
ロットが多ければ,納期の厳 しい生産ロット割付」とい うあいまいな経験知識
しか得 られない。
このような経験知識では害J付戦略を決定する定量的な特徴量の間値が得 られ
ない。定量的な閾値を得るには, ヒアリングを繰 り返すよりも,計画者の害J付
戦略選択履歴を教師データとして機械学習することが有効である。しかしながら,
計画者の教師データには誤教師データやあいまい教師データが含まれ,それらを
同等に取 り扱 うと数多くのルールに分割 され,獲得ルール数の増大によって
害J付戦略決定ルールの変更容易性が失われる。
本知識獲得の目的は,数多くのルールを獲得することではなく,適切な害J付
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戦略の選択が可能で,変更が容易なルール表現を獲得するところにある。そこで ,
統計解析手法[94,95]を用いて,害J付戦略決定に対する教師データの有効性を
評価 し,教師データから誤教師データを削除し,あいまい教師データではルール
を細分化 しない知識獲得方式を検討する。
以下,第4.2節では知識獲得の基本構成と計画者の選択に含まれる誤 りやあい
まいさを示し,知識獲得の問題点を示す.第4.3節では統計的手法とバージョン
空間法の長所を利用 した提案方式の考え方を示す.第4.4節では MAKANI
(Multivariate Analytical Knowledge Acquisition Method)のアルゴリズムを
提案 し,その動作例を説明する.第4.5節ではルール獲得実験結果を示し,提案
方式により,歳適化に有効な解深査空間を有 し,計画者が修正しやすい簡潔な
害J付戦略決定ルールが獲得可能であることを示す .
4.2知識獲得のアプローチと課題
4.2,電 知識獲得の基本構成
知識獲得処理は計画者の教師データを収集する部分 と収集データから害1付
戦略決定ルールを獲得する部分から構成される。その基本構成を図 4.1に示す。
教師データの収集には第 3章で説明した知識型スケジューリングシステム (図
3.10)の計画立案支援部のステップ実行機能,計画立案手サ1贋実行部の特徴抽出部
と害J付更新部を用いる.計画者に知識獲得用の対象データを与え,割付戦略決定
ルールを使用せず,計画者が害1付戦略を選択して計画立案 し,所望の計画結果が
得られた過程の特徴量と害J付戦略を教師データとして収集する。
⑥特徴量
害´1付戦略 叫
EIコ朝褥 籍ユ~リングカム
①～⑤ :教師データの収集手順
図4.1 知識獲得の基本構成
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害1付戦略
決定ルール
獲得部
計画立案支援部
(ステップ実行)
ステップ'実行画面
与阜嗜イ電‐戦‖,黎操択
特徴量A =3
特徴量B =4
割付戦略 =2計画す案手順実行部
特徴抽出部 割イヽま更新部
計画知識
編集部
害1付戦略
決定ルール
割付戦略の教示画面を図4.2に示す。計画者が割付戦略を選択する際に「糸内期
の厳しい生産ロット」や「空き時間の少ない装置」を見落とさないように教示
画面には,割付内容を示す計画内容表示画面上に特徴抽出部が計算した特徴量を
表示する。特徴量の算出と表示,計画者による割付戦略の選択,割付更新の実行,
教師データの格納 (図4.1の①～⑤)を繰返し,教師データを収集する。
収集された教師データの例を表4.1に示す。教師データは,所望の計画結果が
得られた立案過程 (実行ステップゴ)における特徴抽出定義プの特徴量乙デと
割付戦略κのデータである。この教師データを分析し,割付戦略κを選択する
特徴量為 の条件を導き出すことで,具体的な特徴量の閾値を持つ割付戦略決定
ルールを獲得することが可能となる。
トレース|~r/卜'ゥ
―
説明 追加 | 削除 | 移動 | 交換 終 了
スケシュール結果
?
?
?
? 9 10111213
0ノエ
141516171819201211 実行ステップノ:10
特徴量為 :
1.納期の厳しい生産ロット   =2
2残工程の多い生産ロット   =6
3作業時間の長い生産ロット    =5
4空き時間の少ない装置     =6
割付戦略候補 :
1.納期優先割付
2.残工程優先割付
3.作用時間優先割付
4.装置着目割付
5.納期余裕着目割付
割付戦略κ=⑮
装置Al
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図4.2 教師データ収集のステップ実行画面
表4.1 教師データの例
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4.2.2実現上の課題
計画者による割付戦略選択には計画立案段階ごとに戦略選択の誤りやあい
まいさを発生させる以下の要因がある。
①計画立案の初期段階:割付済みの生産ロットの数が少なく,装置の空き時間
が多い。割付優先対象となる納期の厳しい生産ロット,作業時間の長い生産
ロット,稼働率の高い装置等の特徴を示す計画対象がなければ,割付戦略選択
の自由度が大きく,特徴量が同じでも異なった割付戦略を選択する。
②計画立案の中盤 :割付済みの生産ロットの数が多くなると,納期の厳しい
生産ロットや空き時間の少ない装置等の特徴を示す複数の計画対象が現れる.
それらの特徴に応じた割付戦略を選択するが,選択すべき割付戦略が競合し,
誤つた割付戦略を選択する場合がある。
③計画立案の終盤 :未割付の生産ロットが少なくなり,どの割付戦略を選択し
ても同じ生産ロットが同じ装置に割り付けられる。どの割付戦略を選択しても
割付内容が同じとなる。
このような要因があるにもかかわらず,計画結果の評価指標 (平均納期遅れや
最大滞留時間等)の値は,すべての生産ロットを装置に割りつけてみなければ,
得られない。このため,図4.2の画面を用いて特徴量や割付戦略候補を表示し
ても,教師データには誤教師データやあいまい教師データが含まれる。
このような教師データに対して,バー ジョン空間法等を用いてあいまい教師
データ (例えば表 4。1の2行日と3行日)を厳密に反映すると,詳細にルール
が分割され,ルー ル数が増加する。詳細に分割された割付戦略決定ルニルの例
を表4.2に示す。
表4.2 詳細に分割された割付戦略決定ルールの例
晰 牛6b
糸醐 のれ,い 残コン杉い 作細器日のロハ 空饗澗の少螢い
昼授整ロジト    生フ量ロジト    畳フ菫ロシト     カ旺工理罰豊
害嘲
ん
5-8
8-lCl
3-5
0-3
5-10
0-5
0-3
3-5
5-8
8-10
5-8
8-10
0-5
5-10
5-8
8-lCl
糸嚇 附
糸嚇 附
難 義 帰 酎
薙 毅 帰 llfNl
0-5
5-lll
5-8
8-lKl
0-5
5-10
0-5
5-10
イ4三〕業:日拇
残動
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(X―Y:X≦cプ<Y)
表 4。2のように細分化すれば,収集 した教師データの再現性は確保される.
しかしながら,ルー ル数が増加すると修正すべきルールが不明確 となる。計画
問題定義 (制約条件や評価指標の定義)の変更に対する割付戦略決定ルールの
変更容易性が失われる。
一方,統計解析手法の多変量解析を教師データに用いれば,誤教師データや
あいまい教師デ∵夕を含んでいても割付戦略ごとの判別方程式に集約可能で
ある。判別方程式の例を表 4。3に示す。
表4.3 半1月1方程式の例
判別方程式 害1付戦略
0.500-1.000 θ
一-1.850--0.555 ノ4
0.203-卜0.616 ∠アー 0.367 ノ4
<0
<0
<0
残工程優先
作業時間優先
装置優先割付
И:納期の厳しい未割付生産ロットの数, θ:残工程の多い未割付生産ロットの数 ,
σ:製造時間の長い未割付生産ロットの数
統計解析手法ではデータ数を増加 させると解析結果 (判別方程式)の信頼性
が向上する。しかしながら,表4.3の表現では,どんな優秀な計画者であつても
判別方程式を直接修正することはできない。
割付戦略決定ルールは計画問題定義の変更に対 して計画者の直接変更を可能
とすることも必要である.このルール獲得の課題は,教師データを厳密に反映
させることとでも,計画者が変更できない表現形式で獲得することでもない。
計画者が変更可能で簡潔なル‐ル表現を獲得 し,そのルールによつて所望の計画
を立案することが課題である。簡潔な割付戦略決定ルールの例を表 4。4に示す。
表4.4 簡潔な割付戦略決定ルールの例
靭 側 嘲 牛 ι号
糸麒肛羽υハ 残ψ ハ イi判摘 帳 い 空部都影沙ない
生遊婁ウト    生逮郷ウト    生撻夢ウト     カ日工理駈豊
3-
糸耐震結附
薙 毅 帰 附
イ申 拇
―
害晰柵
ん
5-
-5
(X―Y:X≦cr′<Y)
8-
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5-
戦略決定ルール (表4.4)は戦略選択条件 のバ特徴量の閾値X≦σrブ<Y)と
実行する割付戦略K}からなり,行数が獲得ルールの大きさ(ルー ル数)である。
獲得ルールの簡潔さの評価指標は,ルー ル数だけでなく,戦略選択条件 (場の
閾値 (表4.4のX,Y)の数も対象とする。
また,割付戦略決定ルール (表4.4)を用いた自動割付ではルールの登録順に
(1行日から)戦略選択条件 の をチェックして割付戦略ん を選択し,割付状態
を更新する。制約条件により割付状態が更新されない場合,次行以降の戦略選択
条件 oグを満足する割付戦略んを実行して割付状態を更新する。戦略選択条件
の と のグの重なりは探索空間として利用することが可能である。このルール
獲得の課題を以下に示す。|
① 戦略選択条件 ら の閾値が少ない簡潔なルールを獲得すること。
② 獲得ルールをそのまま適用しても準最適な解を導き出すこと.
③ 適切な大きさの探索空間を有するルールを獲得すること。
4.3提案方式MAKAMの概要
統計解析手法の長所は誤りやあいまいなデータを含んでいてもデータの集約
が可能な点にある。また,デー タ数を多くすれば分析結果の信頼性が向上する。
特に,多変量解析の自由度調整済みの判別効率による変数選択の考え方は判別
に寄与しない変数を除外するというものである。これにより,統計的に優位な
変数のみによってルールを作成することが可能である。一方,バー ジョン空間
法のルール獲得方法の長所は,「納期が厳しい生産ロットがある」「空き時間の
少ない装置が2台以上ある」等の単純な判断基準 (閾値)からなる簡潔なルール
を獲得可能な点にある。
そこで,これらの統計解析手法とバージョン空間法の利点を生かし,判別
分析の変数選択によるルール生成空間 (判別効率の良い変数の組み合わせ)の
絞り込みと,マハラノビスの距離による教師データ (誤教師データ,あいまい
教師データ)の区分けを行う。さらに,Suspended Region(戦略選択条件 の
とのグの重なり)を導入し,誤教師データ以外の教師データを用い,バー ジョン
空間法により,単純な判断基準からなる簡潔なルークレを生成することとする。
80
(1)Suspended Regionの導入
教師データには誤教師データのような誤差が含まれる。誤差を含んでいても
解析可能な多変量解析の一手法である判別分析は,任意の特徴量を組み合わせた
空間上で判別関数Zにより任意の戦略Fとそれ以外の戦略 ′死Fの領域に分け
ることが可能である。その例を図 4。3に示す。
特徴量B8
7
判別方程式 Z=0
戦 略K
n ot」【
00  1  2  3  4  5  6  7  8特徴量A
図4.3 教師データの分布とSuspended Region
この空間 (AB平面)で判別方程式 修=0)は戦略κとそれ以外との境界線で
あり,この境界線に近い教師データはあいまい教師データである可能性が高い。
また境界線を超えて,逆の領域に深く入つているデータは誤教師データである
可能性が高い.すべての教師データを同等に取り扱い,誤判別率が 0となる
ようにルールを生成すると,領域が細分され,生成されるルール数が増大する。
そこで,判別方程式 (レら二0)の近傍で複数の戦略が重なるSuspended Region
を設ける。その領域では複数の戦略が選択可能な領域とし,計画立案の分岐点
(探索空間)とする。計画立案時はこの分岐点で異なる戦略を選択することで
最適な解の探索に利用するとともに,細分化されない簡潔なルールを獲得する。
(2)確信度によるSuspended Regionの設定
Suspended Regionは,計画者が戦略の選択を迷う領域であり,解の探査に
おいて分岐点となる探索空間である。しかしながら,計画問題の規模に応じた
探索空間としなければ,大規模な問題では探索空間が広がり,解が発散する。
?
】
?
??
?? 戦略κの存在領域
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逆に,分岐点をもたなければ,探索空間がなくなり,最適な解を導き出す術が
なくなる。そこで,教師データゴがSuspended Regionに含まれるか否かを
判定する評価尺度として確信度PJを導入する。教師データゴの確信度鳥 は3
教師データの数 (rと″αFのデータ数)の違いを考慮し,教師データゴの判別
関数 Zの値と各群の判別関数Zの平均値との割合とする。戦略κの確信度を
乃ゴ,戦略r以外 (″αF)の確信度をP″とし,下記の式で計算する.
為 ゴ=食
,
均=鰤
Z:教師データゴの判別関数の値
Z:戦略κのデータの判別関数の平均値
多 :戦略F以外の戦略 ″οικのデータの判別関数の平均値
この確信度Pを用いて削除基準 Zし(確信度P上のSuspended Regionの下限
値),あいまい基準2(確信度P上のSuspended Regionの上限値)を導入する。
これにより,削除基準 I%以下の教師データはルール生成のデータとして使用
しない。肖J除基準 2からあいまい基準 鳥 までの教師データをあいまい教師
データとしてルール生成に使用する。
(3)生成空間と生成順序の選択
ルール生成に用いる特徴の数を増やせば判別精度は高くなるが,判別空間が
広がり,ルー ルが獲得 しづらく,戦略の半J別に不要な条件まで含む。そこで,
変数増加による分散を考慮した自由度調整済みの判別効率 ψ女[95]により,戦略Z
に対してルールが獲得 しやすい生成空間 路 (特徴量の組み合わせ)を決定する。
また,判別効率の高い戦略からルールを生成することにより,判定済みの条件に
対する排他条件を削除し,より簡潔なルールを獲得する。
(4)ルールの生成
ルール獲得のアルゴリズムとして,複数概念の選言表現の逐次的学習が可能な
複合多重集約アルゴリズム[96]を用い,あいまい教師データの場合,ルー ルの
分割 (特殊化)を行わないようにアル ゴリズムを拡張する。これにより,
Suspended Regionで複数の戦略が重複 した探索空間を持つルールを生成 し,
獲得されるルールに最適解の探査における戦略決定の分岐点を持たせる。
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4.4提案方式MAKAMのアルゴリズムと動作例
(1)アルゴリズム
判別分析とバージョン空間法を用いる提案アルゴリズムを図 4。4に示す。
図4.4 MAKAMのルール生成アルゴリズム
(処理1)Suspended Region設定用のあいまい基準2,削除基準易 を設定 し,
ルール生成用に任意の区間で分割した概念木のデータと教師データSを入力し,
割付戦略決定ルール群Rを初期化 (戯={φ})する。
(処理 2)教師データ Sを,任意の戦略 rとそれ以外を分けた2群データ ん
を作成し,それぞれの2群データにより変数選択を行い,自由度調整済みの判別
効率 ψヵが最も大きい戦略Fを選択し,ルー ル生成戦略とする。戦略rの判別
に必要な変数 (特徴量)を戦略Zのルール生成空間 格 とする。
(処理3)戦略rのルールみ を初期化 (島ど={φ})する。2群データz4■により
判別関数Zを求め,教師データゴの確信度Rを評価,削除基準2以下の教師
データを誤教示データとして削除する。バージョン空間法により,あいまい基準
2以下の教示データをあいまい教示データとして,ルー ルを分割する細分化を
行わず,上限と下限を持つルールル を作成する。
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,任意戦略たとそれ以外を分けた2群データんの作成。自由度調整済の判別効率 ψ〃の計算
・対象戦略力とルール生成空間%のえき
・判別関数乙ぬ 示データ」の確信度鳥の評価
:削除基準2以下の教示データの削除
・バージョン空間法によるルール角の作成
。上限と下限が等しいルールの結合
。上限と下限のいずれか一方の削除
知識獲得済み
教示データ島
の削除
(処理4)生成された戦略rのルール 助 の中で,上限と下限が等しいルール
を結合する。教師データの誤判別を増やさない上限か下限のいずれか一方を削除
し,戦略κの厳 を戦略決定ルール群 ′に追カロする。
(処理5)ルールが生成された戦略の教師データを削除する。
処理2から処理5を繰 り返し,すべての戦略の割付戦略決定ルールを生成する。
(2)動作例
2特徴量 (特徴量A,B)と4戦略 (戦略 1,2,3,4)の例を用い,アルゴリズム
の動作を説明する。概念木 (特徴量の値域を8等分した2分木)を図4.5,教師
データの分布を図4.6に示す。また,各戦略のルール生成ステップにおける変数
選択による変数の組み合わせの空間 7(1:必要変数,0:不要変数)と,その
判別効率 ψ■を表 4.5に示す。それぞれのステップで生成 されたルールを表 4.6
に,最終的に追加 される割付戦略決定ルールを表 4.7に示す。
存在領域
を示すノー ド
L―U:L≦Xi<U
1234567
図4.5 特徴量の概念木の例
8 特徴量
特徴量B
△  △
△
△  ●
●  △
●
●  ●
□  □
1234567
図4.6 教師データの例
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●
△   ●
□
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8 特徴量A
(ステップ0)あいまい基準 」場(0.5),削除基準 Jし(-0。5)とし,ルー ル生成で
用いる概念木 (図4.5)のデータと教師データ (図4.6)を入力する (処理 1)。
(ステップ 1)4つの戦略Fごとに変数選択を行い,戦略ごとの判別効率 ψ■を
求める (表4.5)。判別効率 ψ々 が最も高い戦略2(表4.5の2行日)をルール生成
戦略 として選び,特徴量 Aをルール生成空間とする (処理 2).バージョン
空間法により戦略 2のルール&(表4.6の1行日)が生成 される (処理 3)。
生成 されたルールの下限の条件が削除され,割付戦略決定ルールR(表4.7の
1行日)に追加 され(処理 4),戦略 2の教師データが削除される (処理 5).
(ステップ2)戦略2の教師データ削除により,3つの戦略Fで変数選択を行い,
戦略 4が1つの特徴量で判別でき (表4.5),戦略 4がルール生成戦略として
選ばれる (処理 2)。次に,特徴量Bを用いてルール&(表4.6の2行日)が
生成 される (処理 3).ステップ 1と同様に,割付戦略決定ルール R(表4.7
の2行日)に追カロされ (処理 4),戦略 4の教師データが削除される (処理 5)。
(ステップ3)教師デ∵夕Sに残 された戦略が 2つとなり,変数選択により
特徴量AB空間上で,戦略 1と戦略 3のルールが生成 される (処理 2).教師
データの確信度 鳥評価 し,削除基準2以下の誤教師データを削除し,あいまい
基準2以下のあいまい教師デァタでは細分化を行わず,戦略 1と3が重複する
ルールを持つルール タ (表4。6の3～6行日)が生成 される(処理 3)。下限と
上限の値が等しく,その他の条件が同じルールが結合され,不要な下限と上限が
削除され,戦略決定ルール (表4.7の3～4行日)に追カロされる。
表4.5 ルール生成空間と生成戦略の選択パラメータ
ステップ  戦略カ 空間 /(A.B) 半暢J効率 の
1     1      (1,1)
2    (1,0)
3    (0,1)
4       (1.1)
?
?
?
?
?
?
?
?
2    1    (1,1)
3    (1,1)
4         (0.1)
0.4
2.7
7.4
3     1      (1,1)
3      (1_1)
?
?
?
?
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表4.6 バニジョン空間法によって得られるルール
ステップ 晰 牛6b
特敦へ  特翔
0-2
?
?
0-2
3         4-8
4-8
2-4
4-6
2-4
4-6
4-8
4-8
?
?
?
?
?
?
?
?
?
?
?
表 4.7 最終的に得られる割付戦略決定ルール
ステップ 饉 牛ε7y
特頻  特翔
?
?
-2
-2
3        4-
__          -6
-6
4-
4.5提案方式の評価
提案方式により獲得されるルールの探索空間と計画性能を評価する2つの
実験を行つた。実験1では,任意の対象データから割付戦略決定ルールを獲得し,
解分布から獲得ルールの探索空間を評価する。さらに,実験2では,複数の対象
データからルールを獲得し,教示時と異なる対象データを複数与え,獲得ルール
による計画性能を評価する。
獲得ルールの質は教示者によつて異なるため,ランダムに割付戦略を選択して
計画立案を行い,その中で評価指標の高い値が得られた計画の戦略選択を教師
データとする。また,装置ごとに異なる作業順序を決定する汎用的なジョブ
ショップスケジューリング問題は探索空間が広く,評価値の高い計画が見つから
ず,教師データの収集が困難である。このため,本実験では,投入順序だけを
決定する探索空間が狭いフローシヨップスケジューリングの計画問題で評価を
行う。なお,提案方式は,Suspended Region設定により探査空間の大きさに
影響を及ばすため,下定のStspended Region(2=0。5,2=-0.5)と設定し,
生成ルール数や解の分布を評価した。
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4.5.1 フロー ショップスケジューリング問題
評価実験に用いる計画問題は,各生産ロットが2つの作業工程を有し,①各
機械は1つの生産ロットしか処理できない,②第一工程が終了してから第2工程
の作業を開始する,③2機械で処理される生産ロットの順序は等しいという制約
を持ち,計画目的を平均納期遅れの最小化とする典型的なフローショップ型の
問題である。2機械での生産ロットの順序は等しいという制約からN個の生産
ロットの投入順序を決定する問題であり,解の探査空間はN!である。Johnson
の解法により総稼働時間が最小となる作業順序が立案可能である。計画目的が
最大滞留時間の最小化とした場合,最大滞留時間の最小化に優位に働くが,平均
納期遅れが最小になるとは限らならない.
割付戦略 (割付方法)として,①Johnsonの解法に準じて割付を進める
Johnson割付Oohnson),②納期優先割付(due),③納期余裕優先割付(slack),
④最小作業時間優先割付(spt),⑤最大作業時間優先割付(lpt)を用意した。また,
特徴量として,未割付生産ロットの中で,④納期と③納期余裕が少ない生産
ロットの数,◎総作業時間,◎第1工程作業時間,①第2工程作業時間が大きい
生産ロットの数,①工程間の作業時間差がある生産ロットの数を抽出した。
4.5.2探索空間と計画性能の評価
(1)獲得ルールの探索空間
探索空間の評価は対象データ (作業時間と納期)を変化させるとその影響を
大きく受けるため,ルー ル獲得と同じ対象データを用いて行う.
まず,評価に使用する対象データは,作業時間が異なる12件の生産ロットの
平均作業時間250)とし,3つの生産ロットの納期は500,残りの生産ロットの
納期は1,000とする。次に,ルー /L/1得はランダムに割付戦略を選択して計画を
100回立案し,その中で平均納期遅れが小さい計画を立案した 10回分の割付
戦略の選択履歴 (10回×12選択履歴)を教師データとし,提案方式を用いて
平均納期遅れの小さい解を求める割付戦略決定ルールを獲得する。
探索空間の評価は,獲得ルールのSuspended Regionで選択する割付戦略を
ランダムに変更し,出現する解分布を平均納期遅れと最大滞留時間で評価する。
さらにランダムに生産ロットや割付戦略を選択するランダム生産ロット選択
(rand)とランダム戦略選択 (rs)の解分布と比較評価する。
ルール獲得結果 (平均納期遅れの小さい教師データを用いた割付戦略決定
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ルール)を表 4.8に,獲得ルール(DMATl),rand,rsによつて出現する平均
納期遅れの統計量を表 4。9に示す。
表4.8 獲得ルール (DMA丁1)
饉 牛 Cry
糸嚇    
“
離
-2 納期余裕優先割付(slack)
納期優先割付(due)
Johnson害1付∽hnsOn)
最小作業時間優先割付(spt)
最大作業時間優先割付Opt)
表4.9 出現解の平均納期遅れ (計画目的)
平均納期遅れ     最小(最良) 最大(最悪) 平 均  標準偏差
ランダム仕事選択(rand)  332     724     510     93
????
-3
-2
2-
-3
ランダム戦略選択(rs)   293     563
獲得ル ブーレ(DMATl)    275       499
393         61
339       38
平均納期遅れ (表4.9)の標準偏差は,ランダム生産ロット選択(ranのが一番
大きく,獲得ルール (DMATl)が一番小さい。ランダム生産ロット選択は平均
納期遅れの最良,最悪,平均の値も悪い。これに対して,獲得ルールは平均納期
遅れの最良,最悪,平均の値も良く,平均納期遅れの小さな解を出す可能性が
高い。
割付戦略①～⑤の解も含めて平均納期遅れと最大滞留時間の分布を図 4.7に
示す。ランダム生産ロット選択の解が一番広く分布し,獲得ルール (DMATl)
の平均納期遅れと最大滞留時間は比較的小さい領域にまとまって分布する。
Johnson割付 (Johnson)は総作業時間を最小とし,最大滞留時間に関して
良好な結果が得られているが,平均納期遅れを最小とする解ではない。最大作業
時間優先割付(lpt)は最大滞留時間の比較的小さく,最小作業時間優先割付(spt)
は平均納期遅れが小さいところに位置し,納期余裕優先割付 (slack),納期優先
割付 (due)はその中間に位置する。
この解分布は 1組の対象データ (生産ロットのデータ)によるものである。
評価指標の優位性は与えるデータの作業時間と納期の関係によつても変化する.
その違いについては次項の実験で示す。
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図4.7 獲得ルールの探索空間 (計画結果の分布)
(2)獲得ルールの計画性能
探索空間の評価では,同じ対象データ (生産ロット)を用いて,ルー ル獲得 と
解の分布の評価を実施 したが, 日々の計画業務では対象データは常に変化する。
獲得ルールの性能評価では,ルー ル獲得 と計画立案で異なる対象データを与え,
獲得ルールの計画性能性能 (平均納期遅れの最小化)を評価する。
ルール獲得用の対象データは,生産ロットの作業時間を0から500の一様
乱数により変化 させた 10組のデータを用意する。そして,探索空間の評価 と
同様に平均納期遅れの小さい計画結果の割付戦略の選択履歴 (10組×10回×
12選択履歴)のデータを用いて割付戦略決定ルールを獲得する。
計画性能の評価は,ルー ル獲得と同様にを一様乱数により生産ロットの作業
時間が異なる計画立案用の対象データ (100件)を用意する.それぞれの割付
方法で計画立案を行い,平均納期遅れの値を評価する。なお,本実験では他の
割付方法との性能比較を行 うため,Suspended Regionで複数の割付戦略が選択
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可能な場合でも異なる割付戦略を選択せず,ルー ル登録順で最初に選択される
割付戦略を用いて初期解を立案して評価する。
提案方式による獲得ルール (DMAT2)を表 4。10に示す。DMAT2は,最大
作業時間割付 (lpt),納期優先割付 (due), Johnson割付 (Johnson),最小
作業時間優先割付 (spt)の順で割付戦略を適用するルールである.一般的に
最大作業時間割付(lpt)が優先されると。作業時間の短い生産ロットが後回しと
なり,生産ロットの平均納期遅れを増加させる傾向がある。そこで,最大作業
時間割付(lpOを削除したルール DMA腱(修正ルール)を作成した。その修正
ル‐ルを表4.11に示す。
表4.10 10計画対象データからの知識獲得 (DMAT2)
靭 醐 嘲 牛 Cry
糸内チサ影余ギ%  ゞ  ′脚 当げ背〕きヨ
最大作業時間優先割付Opt)
納期優先割付(due)
JOhnSOn割付Oohnson)
納期余裕優先割付(shck)
最小作業時間優先割付(spt)
表4.11 修正ルール (DMAT3)
晰 牛 6カ 害晰寸潮U各
ん糸嚇    ′乍り煮F縦
4- 納期優先割付(due)
JOhnson害J付Oohnson)
納期余裕優先割付(slack)
????
??
?．
2-
-3
-2
2-
-3            最小作業時間優先割付(spt)
作業時間の異なる対象データ (100件)の計画結果の平均納期遅れの値を図4.8
に示す。解のばらつき (平均納期遅れの標準偏差及び最大値と最小値の差)は,
単一割付戦略では最大作業時間優先割付 (lpt)が一番大きく,最小作業時間優先
割付 (spt)と納期優先割付 (due)がLヒ較的小さい。獲得ルールの中では120件
の教師データから得たDMATlが一番大きく,1,200件の教師データのDMAT2
が二番小さい。獲得ルールの計画性能 (平均納期遅れ)は,その他の割付方法
より,最良,平均,最悪とも良い値を得た。
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図4.8 獲得ルールの計画性能 (100対象データに対する計画結果)
4.5.3 考察
2つの実験で収集 した教師デニタからバージョン空間により厳密に出現領域
を分割するルールを獲得すると,そのルール数は50となる。提案方式での獲得
ルール数は5,判別に必要となる特徴量は3であつた。提案方式では統計的手法
の性質から教師データを増カロさせることにより,戦略の判定に必要な特徴量が
選択 され,不要な特徴量は削除される。ルール数だけでなく,割付戦略決定
ルールの条件 となる特徴量の閾値の数も削減され,獲得ルールは簡潔になる。
実験では教師データ収集に一様乱数を用いたため,誤教師データやあいまい
教師データが数多く存在 したが,提案方式では簡潔な割付戦略決定ルールを
獲得でき,計画者による修正も容易となる。数多くの教師データから信憑性の
高い割付戦略決定ルールを獲得することが可能である。また,計画者が獲得
ルールを確認 し,計画者の経験知識により獲得ルールを修正することで,より
最適な割付戦略決定ルールを獲得することが可能になる。
提案方式により獲得 された割付戦略決定ルールには解探索に有効な分岐点
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(探査空間)を有し, 日々変化する対象データに対しても準最適な初期解を
導き出す可能性が高い。
生産計画支援システムにSuspended Regionで異なる戦略を選択して評価値
の高い解を探す最適化機能を設け,Suspended Region(あいまい基準2と削除
基準a)を調整することによつて,計画問題の規模に応じた探査空間(分岐点)
を持たせることも可能となる。
4.6結言
計画問題用の割付戦略決定ルール獲得方式として統計的集約型知識獲得方式
を提案した。本方式では,教誤教師データやあいまいな教師データを評価する
教師データの確信度を導入し,Suspended Regionを設け,あいまい基準2と
削除基準 2によって,教師データの取扱いを変えることにより,有効な探索
空間を有し, しかも,修正可能で簡潔な割付戦略決定ルールを獲得することが
可能である。
これにより,割付戦略決定ルール獲得の容易化が図れる.特に,新しい特徴
抽出プログラムや割付更新プログラムを開発した場合に,それらのプログラム
が必要であるかを評価可能である。また,獲得するルールの準最適な解を複数
導き出す有効な探査空間を有し,削除基準やあいまい基準を調整し,複数の割付
戦略が重なつてもよいSuspended Regionをコントロールすることによって,
日々変化するデータにも対応可能な探索空間を有した実用的な割付戦略決定
ルールが獲得可能である。
本方式では,あいまい基準2と削除基準易 を設定することによって,獲得
されるルールの数がコントロールすることが可能であるが,あいまい基準2と
削除基準2の設定値が,計画性能やルールの変更容易性に対してどのような
影響を与えるかを検討する必要がある。また,本方式では割付戦略決定ルールの
獲得を対象としたが,戦略決定には,特徴量の抽出基準にも依存しており,
特徴量の抽出基準も含めた戦略決定の知識獲得を検討することも必要である.
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第5章結論
5.1本研究のまとめ
本研究では,計画問題定義,計画立案手順,計画立案知識の3つの知識情報
処理の変更容易性に対して,生産計画問題向きの記述言語,プログラム構成
方式,知識獲得方式の提案を行った。
本論文では,研究成果を以下の4章に分けて述べた。
第1章では,計画問題定義と計画立案手順の変更容易性,計画立案の知識獲得
の問題の背景と必要性について述べた後,それぞれの問題に対する関連研究の
説明を行つた。これら3つの問題を解くための方法として,計画問題定義言語と
プリコンパイル方式,計画立案プログラム構成方式と記述形式,統計的集約型
知識獲得方式の研究方針を述べた。
第2章では,計画問題定義を対象とし,計画問題の制約条件や生産効率の評価
指標の値を算定する数式や数表を記述するための計画問題定義言語と,その
記述内容を計算機用の手続き型プログラムに変換するプリコンパイル方式の
提案を行った。提案言語については専門用語による計画問題定義プログラム
の記述仕様と入出カデータの定義方法を説明し,変換方式については計算処理
性能を確保するためのメモリ割付方法,計算順序と繰返順序の作成方法を説明
した。これら提案内容により,計画問題特有の組み合わせ計算の計算処理`性能を
意識せず,理解容易な順序で計画問題定義プログラムの記述が可能であることを
示した.提案内容を実問題に適用し,計画問題定義の変更容易性を確認した。
第3章では,計画立案手順を対象とし,計画問題定義の変化に対し計画立案
手順の変更容易性を確保する計画立案プログラム構成方式とその記述形式を
提案した。提案内容として,特徴抽出,戦略決定,割付更新を繰り返す計画
立案手順を導入し,その計画立案プログラムを計画者が記述内容を変更する
部分とシステム開発者が計算処理性能の良いプログラムを開発保守する部分に
分けて取り扱うプログラム構成方式と記述形式を説明した。これらの提案内容
により,システム開発者による計画立案プログラムの変更箇所を局所化し,
計画者による計画立案手順の変更容易性の確保が可能であることを示した。
提案内容を生産スケジューリングシステムに適用し,計画立案手順の変更容易性
を確認した。
第 4章では,計画立案知識を対象とし,計画者の教示データから計画立案
手順を選択する割付戦略決定ルールを獲得するための統計的集約型知識獲得
方式MAKAWIを提案した。提案内容として,統計解析手法を用い教師データに
含まれる誤教師データやあいまい教師データの確信度を評価する方法と,その
評価結果を用いてルール表現を獲得する計画立案知識の獲得方式を説明した。
これらの提案内容により,計画立案に有効な探索空間を有し,計画者が直接変更
可能なルール数に集約されたルール表現が獲得可能であることを示した。提案
内容を,フローショップ問題に適用し,ルー ル数や探索空間の大きさを評価し,
提案方式の有効性を確認した.
以上,本研究では,計画対象の制約条件や評価指標の変化に対して,計画問題
定義プログラムと計画立案プログラムの変更容易性を確保し,計画者の計画立案
ノウハウを用いて生産計画を作成する柔軟な生産計画支援システムを実現した。
5.2今後の研究課題
本研究では,計画対象の製品や装置の制約条件と生産効率の評価指標の変化に
対して,生産計画支援システムの計画問題定義と計画立案手順の変更容易性を
確保した。本研究は, 日々の生産計画業務を行つている計画者に理解容易な
記述形式を与え,計画問題定義や計画立案手順を計画者が変更して生産計画を
立案する生産計画支援システムに関する知識情報処理の研究である。
生産計画支援システムの柔軟性を確保しても,そのシステムを取り扱う計画者
に計画問題定義や計画立案手順の知識がなければ,生産工程や生産量の変化対応
した生産計画の立案はできない。第1の研究課題としては,計画者自身の知識
獲得問題が挙げられる:特に,計画立案手順の知識は計画立案を繰り返す中で
発見的に得られる経験的な知識に基づくものである。計画者が変更した計画立案
手順に従うだけの生産計画支援システムであれば,計画者自身の知識獲得には
寄与しないし,計画立案手順の知識を持たない計画者は利用できない。生産計画
支援システムが計画立案手順を変更することによつて,計画対象の変化に対応
できることを計画者自身に気付かせることも必要である。計画支援システム
自身が計画立案手順の一部を変更することを繰り返し,その変更によつてより
良い計画が得られることを計画者に提示し,計画者自身に発見的に得られる
経験的な知識の蓄積を可能とすることが今後の研究課題の1つである.
本研究では,生産計画支援システムに取り込んだ計画問題定義と計画立案
手順を用いて生産計画を作成するシステムを研究してきた。生産現場では,計画
立案後に,特急注文の割り込み,納期短縮,生産量の増減等の変更要求に応じて,
変更計画を作成することが頻繁に発生する。この計画変更では,開始作業の
手戻りや作業順序の変更等が発生し,関係部署との変更条件や変更タイミング
の調整も必要である。その変更条件は多種多様となり,自動的な計画変更のシス
テム化が困難な問題の1つである。第2の研究課題としては,この計画変更の
問題が挙げられる.生産計画支援システムの計画編集機能 (追加,削除,移動,
交換等)を用いた計画者の手作業では,局所的な変更にとどまり,生産効率
低下の原因にもなる。この問題点を解決するには関係部署との変更条件を生産
計画支援システムに取り込み,その変更条件に従って,生産効率低下の少ない
計画を立案することが必要である.計画内容の変更条件評価に対する記述形式
や変更範囲が局所化する計画変更手順を研究することが必要である。
第3の研究課題としては,生産計画以外の計画支援システムヘの展開が挙げ
られる。生産計画支援システムの柔軟性を確保しても,生産を実施するための
調達計画や生産した製品の物流計画の柔軟性が欠如していれば,生産工程や生産
量の変化にあわせた生産計画を立案することができない。柔軟な生産計画支援
システムを効果的に運用していくには,生産計画以外の計画支援システムの柔軟
性も確保することが必要である。しかしながら,調達計画や物流計画等の計画
支援システムでは計画対象や計画内容のデァタの取り扱い方が異なるととも
に,計画問題定義や計画立案手順も異なる。本論文で述べた計画問題定義や計画
立案手順に変更容易な記述形式を与え,基本的なデータ処理や計画立案プロ
グラムの変更容易な構成を実現するという解決のアプローチは適用可能である。
それぞれの計画問題にあわせた計画問題定義や計画立案手順のプログラム構成:
それぞれの計画者の知識や経験の記述形式を研究することも必要である。
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