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Introduction 
 
In the past 100 years, the research of Riemann Hypothesis meets many difficulties. Such situation 
may be caused by that people used to study Zeta function only regarding it as a complex function. 
Generally, complex functions are far more complex than real functions, and are hard to graph. So, people 
cannot grasp the nature of them easily. Therefore, it may be a promising way to try to correspond Zeta 
function to real function so that we can return to the real domain to study RH. 
In fact, under Laplace transform, , the whole picture of Zeta 
function is very clear and simple, and the problem can be greatly simplified. And by Laplace transform, 
most integral and convolution operations can be converted into algebraic operations, which greatly 
simplifies calculating and analysis. The first part of this paper points out the essence of Zeta function 
displayed under Laplace transform, and the second part obtains the error function  which 
equivalent to the error function  got by Riemann before, while this new error function is 
much simpler than the Riemann's. The third part estimates the maximum absolute value of the new error 
function by two ways, thus proving the famous equivalent proposition of Riemann Hypothesis: 
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The fourth part makes some other meaningful discussions and obtains other valuable results. 
 
1. The essence of Zeta function 
In the original definition, Zeta function is 1)Re(...,
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If we use Laplace transform to view Zeta function, a clear picture is shown. Notice: All Zeta 
functions mentioned later are in original definition and Re(s)>1. 
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This represents a series of Dirac delta functions at the points of x=0, log2, log3, log4, ..., which can be 
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It may be still difficult to understand what this means, but once it is integrated, the truth is clear.： 
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This represents a combination of unit step functions start at the points x=0, log2, log3, log4, ..., as 
shown in Figure 1, obviously has an exact upper bound function  and a lower bound f
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And it is easy to find:   ...4
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as shown in Figure 2, is the contraction of the horizontal coordinates of the unit square wave function: 
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prove )()()( 5.0  xOxlixJ , it is equivalent to prove 0),( 5.0  xOli .  
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3. Proof of Riemann Hypothesis 
 
Although we have got the (2.2) formula, it is still very difficult to inverse tra irectly, no 
mention to other research. Because the function represented by this exact expression contains many 
vibration and irregular components, so it is too hard to simplify. Fortunately, Riemann Hypothesis does 
rror function, only the good upper and lower bounds of the error 
simple functions and contain no any vibration and irregular 
omponents. It provides the possibility for some equivalent methods.  
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By the knowledge of complex analysis, a function with many vibration and irregular components can 
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Hypothesis is fully established. Riemann Hypothesis is proved!!  
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