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vZusammenfassung
Das Interesse am Einsatz der Teilchentherapie in der Behandlung von Krebserkrankungen steigt
kontinuierlich, insbesondere bei Tumoren in der Na¨he von kritischen Organen, aufgrund der
Fa¨higkeit dieser Behandlungsmethode zu einer pra¨zisen Verabreichung der therapeutischen
Dosis. Um diese vorteilhafte Eigenschaft in vollem Umfange nutzen zu ko¨nnen, bedarf es
zwingend zu gewa¨hrleisten, dass die im Bragg-Peak gut lokalisierte Dosis im Tumorvolu-
men zu liegen kommt. Dies ruft nach einer pra¨zisen in-vivo Kontrolle der Teilchenstrahl-
Reichweite (fu¨r Protonen oder Ionen). Daher ist das Ziel unseres Projektes die Entwicklung
eines in-vivo Bildgebungs-Systems, basierend auf einer Compton-Kamera, zur U¨berwachung
der Teilchenstrahl-Reichweite durch den Nachweis von Multi-MeV prompten γ-Strahlen, die
aus Kernreaktionen zwischen dem Teilchenstrahl und dem biologischen Gewebe stammen.
Im Zusammenhang mit dieser Arbeit wurde der Prototyp der LMU Compton-Kamera deutlich
verbessert und ausgebaut und seine Eigenschaften sowohl im Labor als auch unter Online-
Bedingungen mit Teilchenstrahlen an verschiedenen Beschleunigeranlagen charakterisiert.
Die Compton-Kamera besteht aus zwei Hauptbestandteilen: einem Streuer (Tracker) aus einem
Stapel von sechs doppelseitigen Silizium-Streifenza¨hlern (DSSSD) und einem monolithischen
LaBr3:Ce Szintillationsdetektor (5x5x3 cm3), der als Absorber wirkt. Die Signale der hochseg-
mentierten Streifenza¨hler, jeweils mit 128 Streifen pro Seite (Streifenbreite 0.39 mm), wer-
den von einer kompakten, ASIC-basierten Elektronik (1536 Signalkana¨le) verarbeitet, wa¨hrend
der Szintillationsdetektor von einem 256-fach segmentierten, ortsempfindlichen Photomulti-
plier ausgelesen wird und Energie- und Zeitinformation fu¨r jedes PMT-Segment liefert. Der
schichtweise Aufbau des Streudetektors der LMU-Compton-Kamera ermo¨glicht nicht nur die
Rekonstruktion des Ursprungs der einfallenden Photonen, sondern erlaubt auch die Spur-
Rekonstruktion der Compton-gestreuten Elektronen, was wiederum eine Erho¨hung der Rekon-
struktionseffizienz im Vergleich zum konventionellen Kameraaufbau erlaubt.
Der Compton-Kamera-Absorber (LaBr3:Ce Szintillationskristall) wurde fu¨r zwei ver-
schiedene Weisen der Oberfla¨chenverpackung charakterisiert: absorptiv oder reflektiv. Die
(ortsabha¨ngige) Energieauflo¨sung und die Zeitauflo¨sung wurde fu¨r beide Verpackungs-
Szenarien bestimmt, wobei sich deutlich bessere Eigenschaften dieses modernen Szin-
tillatormaterials fu¨r den Fall der reflektiven Seitenbeschichtung zeigten: eine exzellente
und ortsunabha¨ngige Energieauflo¨sung (∆E/E =3.8 % bei 662 keV) und eine hervorra-
gende Zeitauflo¨sung von 273(6) ps (FWHM). Zusa¨tzlich wurde der Einfluß der Kristall-
Verpackungsoptionen auf die Szintillationslicht-Verteilung untersucht, indem die ’Light-
Spread-Function’ (LSF) durch Bestrahlung des Kristalls mit einer kollimierten 137Cs-Quelle
ermittelt wurde. Hier zeigt wie erwartet der absorptiv verpackte Kristall einen etwas kleineren
Wert der LSF-Halbwertsbreite im Vergleich zur reflektiven Version. Nichtsdestoweniger gaben
die deutlich besseren sonstigen Detektoreigenschaften des reflektiv verpackten Kristalls den
Ausschlag dafu¨r, diese Version als Absorber der Compton-Kamera einzusetzen.
Die Fa¨higkeit des monolithischen LaBr3:Ce Szintillators zur Positionsbestimmung des
Photonen-Wechselwirkungsortes, eine Grundvoraussetzung fu¨r die angestrebte Ursprungs-
Bestimmung der einfallenden Photonen mittels der Compton-Streuung, wurde durch den Ein-
satz zweier spezifischer Algorithmen bestimmt: ’k-nearest neigbour’ (k-NN) und ’Categorical
Average Pattern’ (CAP)). Diese Algorithmen basieren auf einer großen Referenzbibliothek aus
zweidimensionalen Szintillationslicht-Verteilungen, die durch die senkrechte Bestrahlung der
Szintillator-Frontfla¨che mit einer eng kollimierten (1 mm Durchmesser) γ-Quelle auf einem
feinen Raster (0.5 mm Schrittweite) erzeugt wurde. Zwei γ-Quellen, 137Cs and 60Co, wur-
den zur Erzeugung der beno¨tigten Referenzbibliotheken und damit zur energieabha¨ngigen
Untersuchung der Ortsauflo¨sung des LaBr3:Ce Szintillators eingesetzt. Systematische Pa-
rameterstudien wurden fu¨r beide Algorithmen als Funktion der Photonen-Energie, der PMT-
Segmentierung, der Bestrahlungs-Gitterschrittweite und der Zahl der in jeder der ca. 104 Be-
strahlungspositionen aufgenommenen Photopeak-Ereignisse durchgefu¨hrt. Die besten Werte
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der Ortsauflo¨sung wurden mit 4.8(1) mm (FWHM) bei 662 keV und 3.7(1) mm (FWHM) bei
1.3 MeV mit dem CAP-Algorithmus erzielt, womit bereits nahezu das erst fu¨r den wesentlichen
ho¨heren Energiebereich der prompten Photonen bei 4-6 MeV angestrebte Designziel von
3 mm erreicht wurde. Mit dem beobachteten Trend einer Verbesserung der Ortsauflo¨sung mit
ansteigender Photonen-Energie wird es interessant sein, diese Detektor-Eigenschaft weit jen-
seits des Energiebereichs der Labor-γ-Quellen oberhalb von 4 MeV zu untersuchen. Dies setzt
die Verfu¨gbarkeit eines intensiven, monoenergetischen und kollimierten Photonenstrahls vo-
raus.
Weiterhin wurde die Compton-Kamera an verschiedenen Teilchen-Beschleunigeranlagen
charakterisiert. Die Detektorkomponenten wurden zuerst mit monoenergetischen 4.44 MeV-
Photonen aus der Kernreaktion 15N(p,αγ)12C∗ am Helmholtz-Zentrum Dresden-Rossendorf
(HZDR) kalibriert und charakterisiert. Das Verhalten der Streu- und Absorberdetektoren er-
wies sich als in guter U¨bereinstimmung mit Monto-Carlo-Simulationen. Weiterhin wurde die
Fa¨higkeit des Absorberkristalls zur Flugzeitmessung am Garchinger Tandem-Beschleuniger mit
einem gepulsten (400 ns Pulsabstand) 20 MeV-Deuteronenstrahl untersucht, der auf ein Wasser-
phantom traf. Die prompte Komponente der γ-Strahlung konnte deutlich vom verzo¨gerten
Neutronenuntergrund getrennt werden. Schliesslich wurde die Kamera mit verschiedenen
klinischen Protonenstrahlen (100 MeV, 160 MeV und 225 MeV) am Forschungs-Strahlrohr
der Universita¨ts Protonen Therapie Dresden charakterisiert, wobei die Strahlen entweder auf
ein Wasser- oder auf ein PMMA-Phantom trafen. Energiespektren wurden aufgenommen
und durch Flugzeitmessung in ihre prompten und verzo¨gerten Anteile zerlegt. Die Energie-
Deposition der Compton-gestreuten Elektronen wurde in jedem der Si-Streifenza¨hler gemessen
und stimmte sehr gut mit der Erwartung aus Simulationsrechnungen u¨berein. Ansprech-
Multiplizita¨ten und die damit verbundene Fa¨higkeit zur Bestimmung der Elektronen- Trajek-
torien in der Streuer-/Tracker-Einheit wurden untersucht und es wurden durch die derzeit-
ige ASIC-Auslese-Elektronik auferlegte Begrenzungen wie auch Optionen fu¨r weitergehende
Verbesserungen identiziert.
Summary
The interest of using hadron-therapy in cancer treatment, particularly for tumors in the vicin-
ity of critical organs-at-risk, is continuously growing due the ability of this treatment modality
to provide high precision dose delivery. In order to fully exploit this beneficial property, it is
mandatory to ensure that the well-localized dose deposition (Bragg peak) is located in the tumor
volume. This calls for a precise in-vivo monitoring of the particle (proton, ion) beam stopping
range. Therefore, the purpose of our project is to develop an in-vivo imaging system based on
a Compton camera to verify the particle beam range by detecting (multi-MeV) prompt γ rays,
generated as a result of nuclear reactions between the particle beam and biological tissue.
In the context of this thesis the prototype of the LMU Compton camera was considerably im-
proved and upgraded, and characterized both in the laboratory as well as under online conditions
with particle beams at various accelerator facilities.
The Compton camera consists of two main components: a scatterer (tracker), formed by a
stack of six double-sided Si-strip detectors (DSSSD), and a monolithic LaBr3:Ce scintillation
detector (5x5x3 cm3), acting as absorber. The highly segmented DSSSD detectors, each with
128 strips per side (strip pitch: 0.39 mm), is processed by a compact ASIC-based electronics
(1536 signal channels), while the scintillation detector is read out by a 256-fold segmented,
position-sensitive multi-anode photomultiplier tube, providing energy and time information for
each PMT segment. The stacked design of the LMU Compton camera scatter detector allows
not only to reconstruct the incident photon origin, but it also allows to track Compton scattered
electrons, thus enhancing the reconstruction efficiency compared to the conventional design.
The Compton camera absorber (LaBr3:Ce scintillator crystal) was characterized in two different
side-surface wrapping scenarios, absorptive and reflective. (Position-dependent) energy reso-
lution and time resolution were determined for both coating scenarios, revealing the superior
properties of the advanced scintillator material in case of the reflectively coated crystal, provid-
ing excellent energy (position independent: ∆E/E =3.8 % at 662 keV) and time resolution
(273(6) ps FWHM). In addition, the impact of the crystal wrapping options on the scintillation
light distribution was studied by extracting the Light Spread Function (LSF) from the crystal
irradiation with a collimated 137Cs source. Here, as can be expected, the absorptively coated
crystal reveals a slightly better FWHM value of the LSF compared to the reflectively coated
detector. Nevertheless, the drastic improvement of the other properties with reflective coating
motivated this choice for the Compton camera absorber.
The capability of the monolithic LaBr3:Ce scintillator to provide the γ-ray interaction posi-
tion, which is a mandatory prerequisite for the targeted photon source reconstruction based on
Compton scattering, was determined by applying two specific algorithms (’k-nearest neighbor’
(k-NN) and ’Categorical Average Pattern’ (CAP)). These algorithms require a large reference
data base of 2D scintillation light amplitude distributions, acquired by perpendicularly irra-
diating the scintillator front surface with a tightly (1 mm diameter) collimated photon source
on a fine grid (0.5 mm step size). Two γ-ray sources, 137Cs and 60Co, were used to generate
the required reference libraries in order to study the energy-dependent spatial resolution of the
LaBr3:Ce scintillator. Systematic parameter studies were performed as a function of the photon
energy, PMT granularity, irradiation grid size and number of photopeak events acquired in each
of the 104 irradiation positions. Optimum values for the spatial resolution were achieved with
4.8(1) mm (FWHM) at 662 keV and 3.7(1) mm (FWHM) at 1.3 MeV using the CAP algorithm,
thus almost reaching the final design goal of 3 mm envisaged for the prompt-γ energy region
of 4-6 MeV. With the observed trend of improving spatial resolution with increasing photon en-
ergy, it will be interesting to study this property beyond the realm of γ-ray calibration sources in
the higher energy region beyond 4 MeV, provided the availablility of an intense, monoenergetic
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and collimated photon beam.
Furthermore, the Compton camera has been commissioned at different particle beam facilities.
The camera components were first calibrated and characterized with monoenergetic 4.44 MeV
γ rays generated via the nuclear 15N(p,αγ)12C∗ reaction at the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR). The response of both the scatter and absorber detectors was found in good
agreement with Monte-Carlo simulations. Moreover, the time-of-flight (TOF) measurement ca-
pability of the absorbing scintillator was studied at the Garching Tandem accelerator, using a
20 MeV pulsed (400 ns) deuteron beam hitting a water phantom, showing prompt γ rays well
separated from the slower neutron background. The camera was finally commissioned with
different clinical proton beams (100 MeV, 160 MeV and 225 MeV) at the research area of the
Universita¨ts Protonen Therapie Dresden, stopping either in a water or a PMMA phantom. En-
ergy spectra were acquired and separated into their prompt and delayed components, extracting
the prompt photon contribution via TOF. The Compton electron energy deposit in each DSSSD
layer was determined and found in very good agreement with simulation expectations. Hit
multiplicities and the correlated electron tracking capability of the scatter/tracker array were
investigated and limitations imposed by the present ASIC-based readout electronics, as well as
options for further improvements, were identified.
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Chapter 1
Introduction and Motivation
This chapter is intended to provide an introduction into the motivation of this thesis. The first
part of this chapter emphasizes the rationale behind using hadron therapy instead of the conven-
tional (photon-based) radiotherapy. Then, the origin of ion beam range uncertainties associated
with hadron therapy will be addressed. This is followed by a list of different approaches that are
being investigated to provide an in-vivo diagnostic tool for range monitoring during ion beam
treatment. This list includes positron emission tomography (PET) and prompt γ rays-based
imaging as well as the recent approach of ionoacoustic studies via ultrasound detection. Ion
beam range monitoring via prompt γ-ray imaging can be developed into several technical ap-
proaches to tackle the good of ion beam range verification. These different approaches will be
briefly introduced. Finally, the objectives of this thesis as well as its structural organization will
be given.
1.1 Ion beam therapy
In recent years, cancer diseases figure among the leading causes of morbidity and mortality
worldwide. In 2014, it was reported that approximately 1 in 7 worldwide recorded deaths
were caused by cancer [1]. In the same year, nearly 14 million newly diagnosed cancer pa-
tients were recorded [1]. Meanwhile, huge scientific and economical efforts have been invested
in developing various cancer treatment modalities (beyond surgery), namely radiation therapy
and chemotherapy. The patient can be primarily treated by radiation or together with either
chemotherapy or surgery. Conventional radiation therapy is based on bremsstrahlung photons,
which are generated with a linear accelerator. The development of this therapy approach started
immediately after the discovery of the X-rays by Ro¨ntgen in 1896 [2]. In the last decades, the
interest in using accelerated charged particles in cancer treatment has continuously grown due
the provided ability of high-precision dose delivery. This treatment modality is known as proton
(or ion) beam therapy, which was first proposed by Wilson in 1946 [3].
Shortly after this pioneering proposal, the first cancer patient treatments with the proton beam
were performed in the US at the Berkeley Radiation Laboratory (in 1954) and at Uppsala Uni-
versity in Sweden (in 1957) [4]. Since then, the hadron-therapy development gained a slow
momentum until 1990, when the announcement of opening the first hospital-based proton facil-
ity in Loma Linda University (the USA) was released. From that moment, not only the number
of proton-therapy facilities has been steadily increasing, but also other types of ions, such as
predominantly 12C, in the recent years also 16O and 4He, have gained a great interest. So far,
about 15000 patients are treated by hadron therapy per year worldwide [5]. Most of the treat-
ments are performed with proton beams, which represent 86% of the total treated patients per
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year, while carbon ions and other type of ions contribute by 14% [5].
1.1.1 Rationale for particle therapy
The main aim of radiation therapy is to maximize the transferred dose in the targeted volume,
while minimizing it in the surrounding regions. The ratio between these quantities is known as
the radiotherapy ratio. In order to compare the radiotherapy ratio for the conventional radio-
therapy and proton therapy, the dose-depth profile of 8 MV X-rays and a 200 MeV proton beam
are plotted in Fig. 1.1.1. The dose distribution of radiotherapy is characterized by an increased
dose deposition at the beginning of the targeted tissue, known as the build-up effect, followed
by an exponential reduction of the dose deposition along the photon path. In order to deliver
the prescribed dose into the targeted volume, several irradiation fields are required, resulting in
a high dose in the intersection volume. In contrast, the proton dose distribution shows already
a low dose deposition at the entrance into the tissue volume, since the Coulombic interaction
is inversely proportional to the square of the proton velocity, which in turn results in a high
and well-localized dose deposition at the end of its path, known as the Bragg peak. It can be
inferred that the depth of the Bragg peak correlates with the initial kinetic energy of protons
or ions. Thus, by sending a stacked sequence of several energy layers of the proton (or ion)
beam into the tumour volume, the so-called Spread Out Bragg Peak (SOBP) is constituted with
a specific plateau width adjusted to the targeted tumour volume [6]. The variation of the proton
beam energy and the resulting SOBP, covering a 5 cm wide region, can be seen in Fig. 1.1.1,
represented by several black curves and the resulting dashed blue curve, respectively. The ad-
vantages of the hadron therapy, represented by the proton beam in this case, can be realized by
comparing the integrated dose of the SOBP at the entrance to the one deposited by the photon
beam, as well as by the absence of the deposited dose in the healthy tissue behind the tumour
Figure 1.1.1: Exemplary illustration of the depth-dose profile of 8 MV X-rays (green dash-
dotted curve) and a 200 MeV proton beam (solid blue curve). The black curves represent the
result of a variation of the proton beam energy, which in turn varies the Bragg peak position in
order to form the so-called Spread Out Bragg Peak (SOBP), required to cover the shaded target
region [4].
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volume. Moreover, the dose of the ion beam can conformally cover the region of interest with
only a few irradiation fields, thanks to the SOBP. In addition, due to the dose deposition char-
acteristics of the Bragg peak, potentially close-lying critical organs-at-risk can be saved from
being irradiated, which is much harder to achieve with the conventional radiotherapy.
1.1.2 Range uncertainties
Despite the high accuracy of the ion beam energy provided by the beam delivery system, some
external uncertainties affect the range of the depth-dose distribution in the target medium. The
consequences of these range uncertainties are particularly severe for the case of ion beams, since
the linear energy transfer (LET) reaches its maximum at the end of the ion path, which in turn
increases the ionization density. An error associated with under-estimating the prescribed dose
would result in a serious under-dosage of the target volume. On the other hand, a shift of the
ion beam range beyond the expected Bragg peak region could cause damage to an organ-at-risk
in this area.
Figure 1.1.2: Depth-dose distributions of photons and the modulated proton beam (SOBP),
represented by the solid green and blue curves, respectively. These distributions are subject to
uncertainties (dashed curves), resulting, in this case, from an increasing medium density (grey
shaded area) as an indication of an anatomical change that occurred to the patient [7].
The sources of the external range uncertainties can be divided into uncertainties associated
with the calculated dose and an eventual mismatch between the treatment planning and the
dose delivery. Since the dose calculation is based on an image obtained by X-ray computed
tomography (CT), this branch of uncertainties can be attributed to the degree of image quality,
the conversion of the CT number (Hounsfield unit) to the ion stopping power and to the used
treatment planning approximations [8]. The second source of ion beam range uncertainties is
related to potential anatomical variations of the patient during the treatment. This includes an
eventual mispositioning of the patient before the treatment. Moreover, also organ motion or
weight loss, which includes also the tumour size variation, strongly affect the ion beam range
[9]. In order to avoid the risk associated with these uncertainties, a safety margin is added to
the target volume. Using a proton beam, this margin varies from 2 mm to 15 mm, depending
on the hospital policy [9]. For example, it is chosen to be 3.5% of the calculated proton range
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plus 2 mm at the Universta¨ts Protonen Therapie Dresden [10], whereas a margin of 3.5% of
the range plus 1 mm is applied at the Massachussetts General Hospital (MGH) [9]. Aiming
to minimize the safety margins and to fully exploit the benefits of particle therapy, an in-vivo
range verification is mandatory in proton and ion-beam therapy.
1.2 In-vivo ion beam range verification
Over the past 15 years, many groups of physicists and engineers have been extensively working
towards a diagnostic tool that is capable of monitoring the proton (ion) beam during the treat-
ment. This section is dedicated to explaining different approaches of in-vivo range verification
that are based on different types of secondary emissions, namely ionoacoustic ultrasound sig-
nals, positron-annihilation γ rays and prompt γ rays, each resulting as the proton (ion) beam
passes through a tissue. Shown in Fig. 1.2.1 (left panel), the ionoacoustic ultrasound signal,
based on thermoacoustic effect, is generated as a result of the interaction between the incident
proton and the atomic electrons, resulting in a local heat shock wave, which subsequently gen-
erates a pressure wave. Inelastic nuclear interactions between the proton beam and the medium
constituents result in short-lived (β+ emitting) radioisotopes, such as 11C and 15O, and excited
nuclei, which decay to the ground state by emitting discrete prompt γ rays. These secondaries
are indicated in the middle and right panel of Fig. 1.2.1. Different in-vivo range verification
approaches, based on the above mentioned secondary radiation components, will be presented
in the following subsections.
Iionoacoustic  Positron-annihilation gammas  Prompt gammas  
Figure 1.2.1: Possible secondary emissions, namely ionoacoustic ultrasound signal, positron-
annihilation γ rays and prompt γ rays, associated with the proton (ion) beam passage through
matter [1].
1.2.1 Ionoacoustic
A novel non-nuclear approach of localizing the Bragg peak in hadron therapy could be based
on the thermoacoustic effect induced by the impinging ion beam. This idea is inspired by the
widely used photoacoustic or optoacoustic effect, where pressure waves are generated due to
the expansion process of an irradiated medium in response to the temperature increase during
the local absorption of light. This phenomenon similarly occurs with ion beams, strongest at
the Bragg peak, where most of the ion energy is transferred to the surrounding tissue. Thus, de-
tecting the thermoacoustic waves using high frequency transducers will give direct information
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about the range of the ion beam. The applicability of this technique into clinical conditions was
examined by [11] at the Proton Medical Research Center Tsukuba in Japan. Recently, extensive
simulation and experimental studies on the applicability of the ionoacoustic technique with a
pencil proton beam as well as heavier ions using water phantom, have been carried out by dif-
ferent groups worldwide, such as at the Medical Physics department of LMU Munich [12, 13]
and at the University of Pennsylvania and Purdue in the USA [14, 15]. Although this approach
seems promising and less complex compared to secondary radiation (β+ emitters and prompt γ
rays) based techniques, its applicability to heterogeneous tissue has to be further investigated.
1.2.2 Positron emission tomography (PET)
During the passage of the particle (proton or ion) beam though the medium of the biological
tissue, secondary radio-isotopes, including β+ emitters, are induced via nuclear fragmentation
reactions. These isotopes can be used to monitor the range of the ion (proton) beam by de-
tecting the positron annihilation photons by utilizing the positron emission tomography (PET)
technique. In 1969, this technique was initially proposed and experimentally tested by Mac-
cabee et al. using an alpha particle beam [16]. Since then, many groups have investigated this
approach for carbon ion [17] and proton therapy [18]. Table 1.1 summarizes the main β+ emit-
ter isotopes and their corresponding half-lives for the case of nuclear reactions between a proton
beam and tissue target nuclei. In soft tissue, the most abundantly generated species are 15O and
11C, with half-lives of 2 min and 20 min, respectively [19]. Moreover, also β+-decaying iso-
topes like 10C and 14O are generated, where the daughter isotope ends up in an excited state,
which promptly de-excites to the ground state via the emission of a third photon in addition
to the two annihilation photons. This triple coincidence is exploited in the proposed γ-PET
technique discussed in Sect. 1.2.4
Isotope Decay mode Half-life [min] Nuclear reaction channels
15O β+ 2.04 16O(p,pn)15O
11C β+ 20.39 12C(p,pn)11C
14N(p,2p2n)11C
16O(p,3p3n)11C
13N β+ 9.97 16O(p,2p2n)13N
14N(p,pn)13N
10C β++γ 0.32 12C(p,p2n)10C
16O(p,3p4n)10C
14O β++γ 1.18 14N(p,n)14O
16O(p,p2n)14O
Table 1.1: Main β+ emitter isotopes induced from nuclear reactions during the passage of a
proton beam through an organic tissue.
The use of PET as a range verification technique in hadron therapy is so far the only approach
implemented in clinical routine [20]. The practical workflow applied to this technique is dis-
played in Fig. 1.2.2 for a patient case with a one-field proton irradiation [19]. The planned dose
(panel a) has to be simulated (panel b) in order to determine the simulated PET activity distri-
bution (panel d). Once the planned and simulated doses are correlated, the simulated activity
distribution should be compared to the measured PET activity distribution (panel c) in order to
perform the treatment verification.
So far, three optional ways are currently used for PET verification of hadron therapy. Firstly,
the offline-PET is used, where the patient is relocated to a nearby PET scanner room immedi-
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 planned dose MC simulated  Dose 
MC simulated  PET activity measured PET activity 
comparison  
 a)  b) 
 c)  d) 
comparison   
Figure 1.2.2: Exemplary illustration of the practical workflow used in the PET verification of
hadron therapy for the case of a one-field proton beam irradiation. The planned dose distribution
(panel a) has to match the simulated one (panel b), using Monte Carlo based simulation toolkits,
before comparing the simulated (panel d) and measured (panel c) PET activity distribution. This
data was taken from [19].
ately after the treatment. This approach is cost effective, since it uses the already established
commercial PET system for a different application, which does not need any further hardware
or software adaptation. However, the offline-PET suffers from the delay between the end of
the treatment and the start of PET acquisition introduced by transporting the patient, which
has negative consequences on the image quality. This delay may reach up to 30 minutes [19],
leading to a signal loss from the short-lived β+ emitter isotopes, such as 15O (2 min. half-life).
Thus, the method mostly relies on the 11C activity. Moreover, the offline-PET image quality is
strongly affected by the biological washout occurring during the patient transport period, that
reduces the activity in the targeted region, thus affecting the relative activity distribution. The
second PET modality used in hadron treatment verification is in-beam-PET [21], where dedi-
cated PET detectors based on a dual-head configuration are integrated into the beam-delivery
system. This approach has been used in some carbon or proton facilities around the world, such
as the Gesellschaft fu¨r Schwerionenforschung (GSI) in Darmstadt, Germany [17, 22] and the
Heavy Ion Medical Accelerator Center (HIMAC) in Chiba, Japan [23]. With this approach,
there is no need to transport the patient, thus minimizing the issues associated with the offline-
PET system. Using in-beam-PET, the data acquisition can start immediately after the dose
delivery by the hadron beam for the case of a quasi-cw beam from a cyclotron even inbetween
the pulse sequence from synchrotron accelerators, respectively. The drawback of this tech-
nique is that it is costly and technically demanding. Moreover, the restricted geometry of the
dual-head based in-beam-PET setup with respect to the treatment beam line reduces the data
collection efficiency, consequently lowering the system sensitivity and limiting its field of view.
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Currently, at the National Institute of Radiological Science (NIRS) in Japan [24, 25], a huge
effort has been made to overcome these limitations by developing an OpenPET system that is
able to reconstruct data from all angular directions. The third PET technique used in hadron
therapy treatment verification is in-room-PET [26], where a dedicated stand-alone PET scanner
is implemented in the same treatment room without interfering with the beam-delivery system.
As soon as the treatment is finished, the patient is moved to the PET scanner, while still on
the treatment coach. This modality does not only reduce the delay time between the end of the
treatment and the start of the PET imaging to about 2.5 min [19, 26], but it also minimizes the
uncertainties associated with the patient repositioning. Despite the advantages and disadvan-
tages of the above mentioned PET modalities in hadron therapy range verification, it is difficult
for this technique to provide a real-time monitoring of the treatment due to the high production
of prompt γ rays and neutrons.
1.2.3 Imaging based on prompt γ-rays
1.2.3.1 Scanning system
To prove of the applicability of prompt γ rays for proton range verification, as simulated by a
Monte Carlo code, a scanning system was designed by [27] to observe the prompt γ rays in a
small step size along the lateral path of the proton beam. This system was composed of a CsI
(TI) scintillator placed behind a collimated hole, made of layers of shielding material (B4C and
Pb), as shown in Fig. 1.2.3 panel a). The idea of this shielding is to moderate neutrons via the
B(n,γ) reaction and to absorb the unwanted induced γ rays by the lead material before they can
reach the scintillator. A drop of the measured prompt γ-ray intensity beyond the Bragg peak
was observed during the irradiation of a water phantom with different proton beam energies, as
indicated in Fig. 1.2.3 panel b). Although this finding reveals a direct correlation between the
prompt γ rays and the proton range, the scanning method would not be applicable for a clinical
routine, since the required time for scanning along the particle beam range in the patient would
take much longer than the actual treatment time.
(a) (b)
Figure 1.2.3: a) Experimental design of the prompt γ-ray scanning system. Shown in b) is the
correlation between the prompt γ-ray scanning (PGS) profile and the depth-dose distribution,
measured by an ionization chamber (IC), for 100 MeV, 150 MeV and 200 MeV proton beams,
respectively [27].
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1.2.3.2 Knife-edge slit camera
Instead of the scanning method, another alternative approach for proton range monitoring is
based on a slit collimation system. The concept of this camera, as shown in Fig. 1.2.4 [28], is
to visualize the proton-induced prompt γ rays that pass through the slit collimation and imping
onto 20 LYSO scintillator slabs of 4 × 31.5 × 100 mm3 each [29]. Due to the design of the
tungsten based slit collimator, which has an acceptance angle of 53o, and the detector arrange-
ment, the 1D profile of prompt γ rays will be sensitively changed by proton beam range shifts.
Simulation studies and corresponding experimental validations were reported in [30], revealing
a potential for proton range verification. Recently, the camera has been investigated by irra-
diating water and head phantoms with pencil-beam scanning (PBS) proton beams of different
energies at the OncoRay facility in Dresden (National Center for Radiation Research in Oncol-
ogy and Universta¨ts Protonen Therapie Dresden [31]). The results show the capability of this
camera to resolve down to 2 mm range shifts [32]. However, the applicability of this system
is still under investigation for a passively double-scattered (DS) treatment proton beam, where
neutron-induced background is very high, affecting the image quality.
Figure 1.2.4: Conceptual design of the knife-edge slit camera for proton beam range verification
via induced prompt γ-ray detection [28].
1.2.3.3 Prompt γ-ray spectroscopy
The basic principle of this approach, presently pursued at the Massachussetts General Hospital
in Boston (MGH), is to directly match the detected discrete prompt γ-ray lines, induced mainly
from 12C and 16O, with the experimentally acquired reaction cross sections. This prior deter-
mined cross sections were measured along the lateral side of the proton beam path (for energies
up to 150 MeV) in a tissue equivalent phantom [33]. The imaging system used with the prompt
γ ray spectroscopy method is based on a cylindrical LaBr3:Ce scintillator with a length and
diameter of 7.5 cm, placed behind a collimation system of ∼ 13 cm thick tungsten and a slit
opening of 9.5 mm, as indicated in Fig. 1.2.5 [34]. The performance of this prototype was
evaluated with a proton beam, revealing a precision of 1.0-1.4 mm [33]. This system is still in
the phase of pre-clinical study at the Francis H. Burr Proton Therapy Center at MGH.
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Figure 1.2.5: Prototype configuration setup of the prompt γ ray spectroscopy imaging system
used for proton beam range verification [33].
1.2.3.4 Prompt γ timing
This approach is based on the transit time of the therapeutic ions in matter. This time can be
measured indirectly, using the time-of-flight (ToF) technique between the stop signal provided
by prompt γ rays, emitted along the beam path, and the accelerator RF start signal. This princi-
ple is simplified in Fig. 1.2.6. As indicated, the transit time becomes larger as the ion interaction
is located more deeply in the target volume.
Figure 1.2.6: Descriptive illustration of the prompt γ rays timing imaging technique [10].
The prompt γ-ray timing technique for ion beam range verification has been recently introduced
by [35]. It is still under investigation for a clinical use, despite promising results obtained at
different proton beam energies and with various phantom types, as reported in [36, 37].
1.2.3.5 Compton camera
A Compton camera allows to reconstruct the origin of incident γ rays by exploiting their
Compton scattering kinematics induced in the detector material. In contrast to the previous
approaches, the Compton camera is able to provide up to three-dimensional images. The
Compton kinematics can be exploited for reconstruction, either based on the scattered
photon or the Compton recoil electrons. Correspondingly, the design of the Compton cam-
era will be different depending whether or not Compton electrons are intended to be tracked
or not. Based on that, the functional principle of a Compton camera can be explained as follows:
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γ ray tracking
The basic principle of a Compton camera is displayed in the left panel of Fig. 1.2.7. It consists
of scatter detector, usually formed by a low-Z material to increase the probability of the Comp-
ton scattering interaction, and an absorbing detector, which, in contrast, is made of a high-Z
material to enhance the photo-absorption efficiency. The incoming photon gets deflected by the
scatterer, where part of the incident photon energy Eγ,1 is transferred to the Compton-scattered
recoil electron, while the scattered photon (Eγ,2) is absorbed by the subsequent absorbing de-
tector. Knowing the Compton scattering kinematics from energy and interaction position mea-
surements in both detectors and applying the energy and momentum conservation principles,
the Compton scattering angle θ of the incident photon can be calculated as follows
cosθ = 1−mec2 Eγ,2
Eγ,1(Eγ,1 − Eγ,2) (1.2.1)
This angle θ also represents the opening angle of the so-called Compton cone, whose surface
indicates the possible origin of the incident γ rays. This position can be further restricted by
reconstructing several Compton scattering events, which then results in the intersection of
many Compton cones, providing the calculated location of the photon source with a potential
accuracy of a few millimeters. The derivation of Eq. (1.2.1), assuming an electron at rest to
interact with the photon, does not take into account the realistic scenario of a moving bound
electron, resulting in a Doppler broadening of the Compton cone, which is discussed in Sect.
2.1.1.2 for the LMU Compton camera. Figure 1.2.7 (right) shows an example of reconstructed
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Figure 1.2.7: Left, illustration of the basic principle of the Compton camera, where only the
photon information is traced. The surface of the ”Compton cone”, spanned by the Compton
scattering angle θ, indicates the possible γ-ray source position that can be computed by exploit-
ing the Compton scattering kinematics in both scatter and absorbing detectors. An exemplary
illustration of the reconstructed Compton cones of one, two and ten (Geant4) simulated Comp-
ton scattering events are, respectively, shown in the top, middle and bottom of the right panel
[38]. The intersection of many Compton cones points to the γ-ray source location.
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Compton cones of one (top), two (middle) and ten (bottom) (Geant4) simulated Compton
scattering events. The γ-ray source position becomes more localized when increasing the
number of reconstructed events.
Electron and γ-ray tracking
The Compton camera design can be further advanced by substituting the single scatterer,
presented in the previous design, by multiple thin detector layers in order to allow for an
electron tracking, as displayed in the left panel of Fig. 1.2.8. Besides the photon tracking, the
additional information gained from the Compton recoil electron (direction −→e and energy Ee)
contributes to enhance the camera reconstruction efficiency, due to the ability of reconstructing
also incompletely absorbed photon events. At the same time the camera sensitivity to the
photon source position is enhanced by reducing the Compton cone to an arc segment [39, 40].
The length of this arc relies upon the precise measurement of the Compton recoil electron
trajectory. An example of reconstructed Compton arc segments is shown in the right panel of
Fig. 1.2.8 for one, two and ten (Geant4) simulated Compton scattering events.
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Figure 1.2.8: Conceptual design of the Compton camera with a capability of tracking the recoil
Compton electron. The additional information gained from the electron tracking reduces the
probability of the source position from the Compton cone to an arc segment. The exemplary
illustration presented in the right panel shows the reconstructed arc segments of one (top), two
(middle) and ten (bottom) (Geant4) simulated Compton scattering events. The overlap of many
arc segments represents the γ-ray source position [38].
The status of the Compton camera approach in hadron therapy
The Compton camera approach has been one of the potential techniques for ion beam range
verification since prompt γ rays were first proposed as a tool for this monitoring purpose. So
far, many groups around the world have been investigating this approach with different detector
configurations in terms of detector materials, properties and geometrical arrangements. Based
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on the Compton camera principle, some groups follow the photon tracking route, while others
combine both photon and Compton recoil electron tracking. In Lyon, a Compton camera pro-
totype, formed by a stack of 10 double-sided Si-strip detector (DSSSD) layers (90 × 90 × 2
mm3, 2 × 64 strips) acting as a scatterer and 100 BGO blocks (38 × 35 × 30 mm3 for each
block [41]) or alternatively LYSO scintillators (300 × 300 × 40 mm2 [42]) as absorber, is un-
der development. This camera is combined with an ion beam hodoscope in order to restrict the
γ-ray source position to the intersection between the incoming ion trajectory and the Compton
cone [43]. The ion beam range verification was simulated showing promising results [41]. The
Lyon prototype is in a preparatory phase for tests with a clinical proton beam. In Dresden, a
prototype was designed and commissioned based on a pixelated CdZnTe detector array (20 ×
20 × 5 mm2, 16 × 16 pixels) working as a scatterer and an LSO scintillator (54 × 54 × 20
mm3, 13 × 13 pixels) as an absorbing component. The design specifications and optimiza-
tion studies were simulated in Ref. [44], showing an angular resolution of 2.2o at 3 MeV. This
camera was experimentally tested with monoenergtic 4.4 MeV γ rays at the HZDR Tandetron
facility, revealing a promising ability for proton range verification, despite a count-rate capabil-
ity limitation that may become an issue for a clinical use [45]. At IFIC (Valencia), started in
the framework of the European ENVISION project, a three-stages Compton camera is investi-
gated, formed by three monolithic LaBr3:Ce scintillators, each coupled to a position-sensitive
SiPM. This camera was characterized in the laboratory, revealing 7.8 mm (FWHM) position
resolution for a 22Na source placed at 35 mm distance from the first detector [46]. Recently,
two stages of the Valencia camera were tested with a 150 MeV clinical proton beam. Despite
promising results that allow to identify a Bragg peak shift introduced by adjusting the PMMA
phantom position with uncertainties of a few millimeters, a beam hodoscope and the use of the
time-of-flight technique might be required to improve the camera’s sensitivity and to suppress
neutron-induced background, respectively [47]. Another four stages Compton camera based
on semiconductor detectors has been investigated at the University of Maryland in Baltimore
(USA) [48]. Each stage consists of a 2 × 2 array of pixelated (11 × 11 in x and y directions)
CdZnTe crystals (2 × 2 × 1.5 cm3) in total covering an area of 4 × 4 cm2. The proton range
verification capability was simulated [49] and experimentally examined using a 150 MeV clin-
ical proton beam, showing the ability of the camera to resolve a range shift of as small as 3
mm [48]. For a Compton camera with Compton recoil electron tracking capability, a prototype
system composed of a micro-TPC (10 × 10 × 15 cm3, filled with air + C2H6 gas) acting as a
scatterer and an 8× 8 array of GSO(Ce) scintillators (6× 6× 26 mm3 for each crystal) forming
the absorbing component, is under development in Kyoto. This camera was characterized in the
laboratory, revealing an angular resolution of 7o at 662 keV [50]. The Kyoto prototype was
investigated with a clinical proton beam, exhibiting a correlation between the imaged prompt γ
rays and the Bragg peak position [51]. Finally to be mentioned is that a Compton camera with
electron tracking capability that is under development in the framework of this thesis in Mu-
nich. It consists of a stack of six DSSSD layers, each with an area of 50× 50 mm2 (thickness of
0.5 mm), followed by a LaBr3:Ce scintillator (50 × 50 × 30 mm3), representing the absorbing
detector [52]. The design specifications of this camera were simulated in Ref. [38], resulting in
an expected spatial resolution of 1.5 mm for a 3 MeV point source placed at 5 cm distance from
the first DSSSD layer.
1.2.4 ”γ-PET”
Besides the 511 keV positron annihilation photons, some of the β+ emitters, which are produced
along the proton beam path during its passage through biological tissue (e.g. 10C and 14N, shown
in Tab. 1.1), simultaneously emit a third (prompt) γ ray, resulting from the de-excitation of the
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excited β-decay daughter nucleus. The resulting triple coincidences are the basic principle
of the proposed γ-PET imaging technique, which requires an arrangement of at least three
combined Compton cameras (or a hybrid system built from a conventional PET scanner plus at
least one additional Compton camera system) in order to enable a PET-like imaging technique.
With this system, the line-of-response (LOR) can be reconstructed by detecting the two opposite
annihilation γ rays using the PET technique, while the Compton kinematics of the third prompt
γ ray, registered in the Compton camera components, would result in a reconstructed Compton
cone (or arc segment). Thus, the intersection of the LOR and the Compton cone represents the
origin of the radiation emission, which then refers to the location of the initial proton beam
interaction. The combination of two different trajectories (the LOR and the Compton cone)
within one event significantly improves the image reconstruction sensitivity compared to the
conventional PTE technique [53].
The γ-PET system can be used as a hybrid imaging technique for ion beam range verifica-
tion. During the irradiation, the Compton camera principle can be exploited by detecting the
induced prompt γ-rays. Then, the system can switch immediately to PET or γ-PET mode in
order to measure the (delayed) activity distribution of the β+ emitters, as an offline treatment
verification.
1.3 Thesis context and objective
The Compton camera prototype presented in this thesis is under development at the Chair of
Medical Physics at the Ludwig-Maximilians-Universita¨t Mu¨nchen (LMU) in the framework of
developing an in-vivo particle range verification system, in particular to be applied for laser-
accelerated proton beams as part of the main goals of the Center of Advanced Laser Applica-
tion (CALA) project [54]. In a previous thesis project, the design specifications of this camera
were simulated [38], providing the optimum detector materials and the dimensions of the imag-
ing system arrangement that together give the optimum performance of the Compton camera.
It was designed to add the Compton recoil electron trajectory information to the γ-ray track-
ing capability, in order to enhance the reconstruction efficiency of the camera. The camera
prototype consists of two main components: a scatterer (tracker), formed by a stack of six
customized double-sided Si-strip detectors (DSSSD), and a monolithic LaBr3:Ce scintillation
detector (50x50x30 mm3) acting as an absorber detector.
The final objective of this thesis project was to commission the LMU Compton camera proto-
type at a clinical proton beam. In order to achieve that, some preparatory work, both offline
in the laboratory and online using accelerated particle beams, was required to commission and
characterize both camera components. Firstly, the signal processing electronics for more than
2000 channels needed to be set up and optimized, including work on the data acquisition (DAQ)
system to synchronize the processed data from different detector components. This work will
be discussed in Chap. 3, following the description of the interaction of photons and particles
with matter, which will be presented in Chapt. 2.
Secondly, the impact of the scintillation crystal side-surface coating on the LaBr3:Ce detector
properties was investigated in order to provide an optimum performance of the camera absorb-
ing detector. This investigation covers a characterization study of energy and time resolution, as
well as the light spread function (LSF), of the LaBr3:Ce scintillator wrapped with reflective and
subsequently with absorptive crystal surface coating. The details of this study will be presented
in Chap. 4.
Thirdly, aiming to extract the interaction position information of an incident γ ray in the mono-
lithic LaBr3:Ce scintillator in order to fulfill the Compton camera reconstruction requirements,
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dedicated algorithms-the ”k-Nearest-Neighbor” (kNN) and a modified version called ”Categor-
ical Average Pattern” (CAP)-needed to be implemented and adapted. These algorithms do not
only provide the position information of the primary photon interaction, but they are also ca-
pable of deriving the spatial resolution achievable with the monolithic scintillator. The kNN
and CAP algorithms require a large reference library of 2D scintillation light amplitude distri-
butions, obtained by scanning the scintillator front face in a fine step size in x and y directions
by a tightly collimated photon beam. Therefore, a motorized and remote-controlled translation
system, capable of carrying 137Cs and 60Co was installed. This device allowed for studying the
energy dependence of the spatial resolution. The description of the algorithms, the experimental
procedure and the resulting data will be presented in Chapt. 5
Finally, the detector components of the Compton camera system were characterized and cal-
ibrated with multi-MeV prompt γ rays before operating them in a clinical proton beam en-
vironment. A test with 4.44 MeV monoenergetic γ rays, produced via the 15N(p, αγ)12C∗
reaction was performed, providing a clean, almost background free experimental scenario. This
experiment was performed at the Tandetron accelerator of the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR). This section is followed by a characterization study of the Compton cam-
era components with prompt γ rays induced via nuclear reactions generated by the irradiation of
a water phantom with a 20 MeV proton beam from the MLL Tandem accelerator in Garching.
At the same facility, the time-of-flight (TOF) capability of the Compton camera absorber was
tested with a 400 ns pulsed 20 MeV deuteron beam. Finally, the performance of the Comp-
ton camera components was studied with a clinical proton beam, provided by the cyclotron of
the OncoRay facility (Dresden). The experimental procedures and the results of the mentioned
online measurement campaigns will be presented in Chap. 6.
The thesis then concludes with a chapter, where a summary and perspectives for the develop-
ment of the LMU Compton camera are given.
Chapter 2
Introduction to charged particle and
photon interactions with matter
In this chapter, the basic physics of radiation interaction with matter will be explained. Namely,
photons and neutrons, as representatives of indirect ionizing radiation, as well as directly ion-
izing charged particles will be addressed. Then, an overview of detector types relevant for the
Compton camera project, i.e., semiconductor and scintillation detectors, will be presented.
2.1 Interaction of indirectly ionizing radiation with matter
In this type of radiation-matter interaction, the incident radiation transfers its energy to the
traversed medium in two or three steps. Subsequently, secondary reaction products generated
from the incident radiation, such as light or heavy charged particles, are responsible for ionizing
the target medium. This interaction mechanism is specific for neutral radiation, like photons or
neutrons, and will be discussed in the following section.
2.1.1 Photon interaction with matter
The electric charge neutrality of γ rays allows their passage through the target medium with-
out experiencing an influence from the Coulomb force. Instead, γ rays interact with the atomic
components of the target matter, resulting in absorption or scattering processes. The three major
interaction processes, which leave a unique signature in such a detection system, are photoelec-
tric absorption, Compton scattering and pair production. Throughout these interactions (except
Compton scattering), the intensity of the incident photon flux exponentially decreases while
passing through the medium. This can be described by the attenuation law
I(x) = I0 . e
−µtot . x (2.1.1)
where I0 and I(x) are the initial and attenuated photon flux intensity, respectively. x repre-
sents the medium thickness and µtot is the total mass attenuation coefficient, resulting from all
mentioned interaction processes, taking into account the material density. The separation of the
plane spanned by the atomic number of the absorber medium and the incident γ-ray energy into
the regions dominated by the three interaction processes of photo absorption, Compton scatter-
ing and pair creation is shown in Fig. 2.1.1. The details of each interaction mechanism will be
explained in the following sections.
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Energy [MeV]
Zeff  (LaBr3) ≅ 47 
Z (Si) = 14 
Figure 2.1.1: The curved lines indicate the borderlines of regions in the plane spanned by
atomic numbers Z and incident photon energy dominated by one of the three main photon-
matter interaction processes [55]. Additionally denoted by dashed lines are the atomic numbers
of the Compton camera components and their interaction regions, depending on the incident
photon energy.
2.1.1.1 Photoelectric Effect
The photoelectric effect is a photon interaction process, in which the incident photon transfers
its entire energy to an orbital bound electron of an absorber atom. Consequently, if the photon
energy exceeds the binding energy of the electron, a so-called photo-electron is ejected with
a kinetic energy (Ee) equal to the difference between the incident photon energy (hν) and the
electron binding energy Eb
Ee = hν − Eb (2.1.2)
The vacancy, left by the emitted photo-electron, is rapidly filled by an electron from a higher
atomic shell and the transition energy is released by either characteristic X-ray radiation (fluo-
rescence) or an Auger electron. Due to the requirement of simultaneous momentum and energy
conservation, photoelectric absorption cannot occur with a free electron. Figure 2.1.2 illus-
trates the photoelectric absorption cross section, represented by the mass attenuation coefficient
µm, as a function of the incident photon energy for the LMU Compton camera detector mate-
rials: LaBr3 (black curve) and silicon (red curve). The sharp discontinuities or sawtooth-like
structures in both curves indicate the absorption edges and correspond to the electron binding
energies of the K-, L-, etc shells of the absorbing material. So, an incident photon with an
energy identical to one of the absorption edge energies will experience a sudden increase in the
photo absorption cross section. As also indicated in Fig. 2.1.2, photoabsorptions is the domi-
nant process at low incident photon energies. The probability of the photoelectric effect scales
strongly with the absorber material atomic number (Z). Although this probability cannot be ex-
pressed by a strictly derived analytic expression over the full range of photon energies Eγ and
Z numbers, an approximation parametrizes the photoelectric effect cross section σ as follows:
σ ∼= constant× Z
n
E3.5γ
(2.1.3)
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where n varies between 3 and 5, depending on the incident photon energy [55].
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Figure 2.1.2: Photoelectric absorption, (incoherent) Compton scattering and pair production,
represented by their respective mass attenuation coefficients µm, as a function of the incident
photon energy for LaBr3 and silicon [56].
2.1.1.2 Compton Scattering
In 1922, Arthur H. Compton observed a new photon-matter interaction mechanism, which led
to the 1927 Nobel prize in physics being awarded to him. Moreover, this interaction was named
Compton scattering. It describes an incoherent or inelastic interaction between an incident
photon and a loosely bound orbital electron of an absorber atom. Figure 2.1.3 schematically
illustrates this interaction mechanism, where part of the incident photon energy Eγ is transferred
to an electron assumed to be resting, resulting in a recoil electron with scattering angle ϕ and
a scattered photon with energy Eγ′ , reduced from the initial photon energy. In contrast to the
photoelectric effect, Compton scattering can occur with a free electron, since it satisfies the
simultaneous energy and momentum conservation. Based on these two conservation principles
and assuming the interaction to happen with a free electron at rest, one can derive the Compton
wavelength shift between the incident (λi) and scattered (λs) photons
λs − λi = ∆λ = h
mec
(1− cos θ) (2.1.4)
whereme is electron rest mass, c the speed of light and h the Planck constant. Using the relation
between the photon energy and wavelengthE = hc
λ
, Eq. (2.1.4) can be rearranged to express the
scattered photon energy (Es) as a function of the incident photon energy (Ei) and the scattering
angle θ as
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Figure 2.1.3: Schematic illustration of the (incoherent) Compton scattering process between an
incident photon and an electron.
Es =
Ei
1 + Ei
mec2
(1− cos θ) (2.1.5)
The total energy Ee of the recoil electron is the sum of its kinetic energy Eke , which depends on
the incident photon energy and scattering angle θ, and the electron rest mass energy (Ee=mec2
+ Eke). Using the total energy conservation principle and rearranging Eq. (2.1.5), the recoil
electron kinetic energy follows as
Eke = Ei − Es = Ei
[ Ei
mec2
(1− cos θ)
1 + Ei
mec2
(1− cos θ)
]
(2.1.6)
Since the scattering angle θ ranges from 0◦ (forward scattering) through 90◦ (side scattering)
to 180◦ (backscattering), the kinetic energy of the Compton electron varies for a given incident
photon energy Ei. From Eq. (2.1.6), the minimum energy transfer to the Compton electron
happens when the incident photon is barely deflected by the electron, i.e. for a scattering angle
θ ∼= 0◦ and the Ei ∼= Es. However, for the backscattering angle (θ = 180◦), the maximum
energy of the incident photon is transferred to the recoil Compton electron. Applying this
extreme scattering angle to Eq. (2.1.6), the maximum kinetic energy Ekmaxe of the scattered
electron can be obtained as
Ek maxe = Ei
(
2 Ei
mec2
1 + 2 Ei
mec2
)
(2.1.7)
An exemplary illustration of a calculated Compton scattering kinematics of 5 MeV incident
photons is shown in Fig. 2.1.4.
The azimuthal angular correlation of the differential Compton scattering cross section was de-
rived shortly after the discovery of this interaction by Klein and Nishina in 1928 [58], expressed
by
dσ
dΩ
=
r2e
2
(
Es
Ei
)2(
Es
Ei
+
Ei
Es
− sin2 θ
)
(2.1.8)
where r0 is the classical electron radius (2.82 fm [58]). This equation also corresponds to the
”unbound” Compton cross section, since it is derived for the interaction between an incident
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Scattered photon 
Recoil electron   
Figure 2.1.4: Compton scattering kinematics of 5 MeV incident photons [57].
photon and a free electron. Figure 2.1.5 graphically displays the Klein-Nishina cross section as
a function of the azimuthal scattering angle for various incident photon energies. The smaller
the photon energy, the larger the scattering angle, leading to a high energy transfer to the recoil
electron as stated in Eq (2.1.6). In contrast, forward scattering, where the photon is barely
interacting with the electron, is more pronounced for high incident photon energies.
Figure 2.1.5: Illustration of the azimuthal angular dependence of the Compton scattering dif-
ferential cross section for three different incident photon energies [39]. As the photon energy
increases, the scattering angle becomes smaller, resulting in a strongly forward focussed scat-
tering angle.
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2.1.1.3 Doppler effect in Compton scattering
In a realistic detector system, the Compton interaction happens to an electron bound to a nu-
cleus, where the electron is neither free nor at rest. In 1929, J. DuMond experimentally observed
a broadening in the measured Compton spectra, due to the motional distribution of the target
electrons [59]. He interpreted this effect as a Doppler broadening [59]. In order to evaluate this
effect over all possible interaction angles, the Compton cross section has to take into account
the momentum distribution of the bound electron. An expression, including this effect, was
derived by Ribberfors [60] in 1975(
dσ
dΩ
)
bound,i
=
(
dσ
dΩ
)
unbound,i
Si(Ei, θ, Z) (2.1.9)
where Si is the incoherent scattering function of the i-th shell electron, Ei is the incident photon
energy, θ the Compton scattering angle and Z the atomic number of the target material. The
first term of Eq. (2.1.9) represents the Klein-Nishina differential cross section (see Eq. (2.1.8)
), derived for a free electron.
Figure 2.1.6: Compton scattering cross section for bound (dashed line) and unbound (solid
line) electrons in silicon as a function of the initial photon energy. The probability of Compton
scattering with bound electrons is slightly higher than the one predicted by the Klein-Nishina
formula for low photon energies below 100 keV, while for higher energies the impact of the
bound electrons is negligible and both models show an identical prediction of the cross section
[61].
As Compton-based medical imaging is the main focus of this thesis, the effect of the Doppler
broadening has to be evaluated for the Compton camera components, particularly the scatter
detector. From previous design simulations of this camera system (see chapter 3 and [38] for
more details), silicon detectors are chosen as scatterers. Therefore, the Compton scattering
cross section for bound and unbound Compton scattering in silicon is compared in Fig. 2.1.6 as
a function of the incident photon energy. There is a discrepancy visible between the Compton
scattering probability from bound and unbound electrons at lower incident photon energies. For
a given photon in this energy range, Fig. 2.1.7 illustrates the Compton scattering cross section
as a function of the scattering angle. In the case of bound electrons, the interaction probability
is slightly suppressed at large and small scattering angles, while in the angular range from ∼
40o - 130o the Compton scattering probability from bound electrons exceeds the one from free
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electrons. This obviously attributes to the motional distribution of the atomic orbital electrons
of a silicon target before the interaction. However, this effect, as indicated in Fig. 2.1.6 [61],
can be neglected for our purposes, where the energy range of interest for prompt γ rays lies in
the multi-MeV region.
Figure 2.1.7: Evaluation of the angular dependence of the the Compton scattering cross section
for bound and unbound electrons at a fixed incident photon energy of 100 keV. At small and
large scattering angles, the probability of the Compton scattering from the bound electrons case
is slightly suppressed [61].
2.1.1.4 Pair production
Pair production describes the process where an energetic photon in the vicinity of an atomic
nucleus converts its energy into an electron-positron pair. This mechanism is only possible if
the incident photon energy exceeds the rest mass energy of the electron and positron, which is
1.022 MeV. Such an interaction can take place in the Coulomb field of an atomic nucleus, in
order to fulfill the momentum conservation condition. Therefore, pair production cannot happen
in free space (without the presence of an ultra-strong electromagnetic field). As for the energy
conservation, the energy of the incident primary photon is negligibly affected by the atomic
nucleus during the momentum absorption process of the photon, since the nucleus is thousands
of time more massive than the electron and positron [58]. Therefore, the energy of the incident
photon is equally shared between the electron-positron pair. A reverse interaction process,
called pair annihilation, occurs when the positron slows down and captures an electron from
the medium. Then, the positron disappears and two 511 keV photons are emitted in (almost)
opposite direction in order to satisfy the momentum conservation condition before and after the
annihilation. The pair production cross section rises steeply with the increase in the incident
photon energy, as indicated in Fig. 2.1.2 and scales quadratically with the atomic number Z of
the absorbing medium.
2.1.2 Neutron interaction
As neutrons carry no electric charge, they can approach the atomic constituents without in-
terference with the Coulomb force. In contrast to photons, neutrons mostly interact with the
22 CHAPTER 2. INTRODUCTION TO CHARGED PARTICLE AND ...
atomic nucleus and, therefore, heavy charged particles and γ rays are the main products of
their interactions that can be induced through either elastic or inelastic scattering processes,
neutron capture, spallation or fission reactions. In an elastic scattering process, the neutron
bombardment of a nucleus results in a change of the neutron flight path, associated with an
energy transfer to the recoiling nucleus. In this interaction, the total momentum and the en-
ergy are conserved. Therefore, the neutron energy transfer strongly depends on the interaction
angle. So, in head-on collisions (scattering angle θ = 0), the maximum energy of the incident
neutron is transferred to the recoil nucleus. In case of proton-neutron head-on collisions, due
to the almost equal masses of the scattering partners, almost the entire neutron energy will be
transferred to the collision partner. In an inelastic scattering process, on the other hand, the
neutron is intermediately absorbed by the nucleus and then reemitted with lower energy and in
a direction that is different from the incident one. In the meanwhile, the nucleus is left in an
excited state, which subsequently de-excites by emitting γ rays. The neutron capture is slightly
different compared to the inelastic neutron scattering, due to the absence of neutron emission in
the secondary products. These are mainly γ rays or protons, from reactions such as 11H(n, γ)
2
1H
and 147 N(n, p)
14
6 C. The fourth possible neutron interaction process is spallation or fragmentation,
where the target nucleus disintegrates into many residual components, such as α particles and
nucleons. Finally, neutrons may induce nuclear fission reactions with high-Z nuclei. In this
reaction process, the target nucleus fragments into two lighter daughter nuclei, accompanied by
the production of several neutrons [58].
The probability of the above mentioned neutron reactions is governed by the neutron kinetic
energy. Based on that, the neutron can be divided into slow (Ek ≈ 0.025 eV) and fast (Ek &
0.1 MeV) neutrons. So, the total neutron microscopic cross section Σtot, defined as the total
cross section σtot multiplied by the number of nuclei per unit volume [55], of all reactions can
be written as follows
Σtot = Σscatter + Σrad capture + ............. (2.1.10)
The mean free path length λ = 1
Σ
, which is the distance between two interactions, is of the order
of centimetres or less for slow neutrons, whereas it is tens of centimetres for fast ones [58].
2.2 Interaction of directly ionizing radiation with matter
During an interaction of directly ionizing radiation with matter, the incident radiation transfers
either a part or the entire amount of its energy directly to the absorber material. Based on the
deposited energy value, an ionization track develops in the medium. This interaction occurs
for impinging charged particles, which are mainly affected by the Coulomb force of the atomic
components. In the following sections, the interaction mechanism of light (e.g. electrons) and
heavy (e.g. protons) charged particles will be discussed.
2.2.1 Interaction of electrons in matter
As electrons pass through a medium, they elastically or inelastically interact with the atom’s
Coulomb potential. In an elastic interaction, the electron direction is deflected by the elec-
trostatic field of the target (nucleus) without affecting the electron energy. Multiple elastic
scattering, experienced by an electron, is known as Molie`re scattering [58]. To precisely track
an electron, which is an important feature of the LMU Compton camera, this type of interaction
has to be taken into account. The cumulative angular distribution of an electron experiencing
Molie`re scattering is approximated by a Gaussian. The width of this distribution, projected onto
the scattering plane, is given by
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δproj =
13.6MeV
βcp
√
r
R0
(
1 + 0.038 ln
r
R0
)
(2.2.1)
where βcp = E
2
e+2EeE0
Ee+E0
corresponds to the product of the velocity and the momentum of the
electron (E0 is the rest energy of the electron and β = v/c with v representing the electron
velocity), R0 is the radiation length of the material (9.35 cm for Si) and r represents the straight
line between the start and end point of the electron trajectory in the medium. One can infer
from Eq. (2.2.1) that the smaller the electron energy Ee, the more dominant Molie`re scattering
will be.
The inelastic interaction of electrons in matter results in an energy loss in the absorbing medium.
This energy loss is dissipated either by radiative emission (Bremsstrahlung) Erad, as the electron
decelerates in the electric field of the nucleus, or via collisions with atomic electrons or the
nucleus Ecol, causing ionization or excitation. So, the total energy loss Etot can be written as(
dE
dx
)
tot
=
(
dE
dx
)
rad
+
(
dE
dx
)
col
(2.2.2)
The differential energy loss for a given particle within the medium per differential path length
is known as the linear stopping power. For a light charged particle, like the electron, the contri-
bution of both components (radiative processes
(
dE
dx
)
rad
and collision processes
(
dE
dx
)
col
) to the
total energy loss is about equal if the critical energy Ecrit of the electron is reached [58]. Ecrit is
material dependent and approximated by the expression
(dE/dx)rad
(dE/dx)col
= 1 and Ecrit =
800MeV
Z + 1.2
(2.2.3)
where Z is the atomic number [62]. The critical electron energy of silicon, used as scatter mate-
rial of the LMU Compton camera, is Ecrit ∼= 53 MeV. The energy loss via collision processes is
more dominant for an electron, whose energy is much lower than the critical energy of the target
material (E < Ecrit). Therefore, the contribution of the Bremsstrahlung radiation in the electron
energy loss is negligible in our case, since the maximum recoil Compton electron energy is less
than 5 MeV, resulting from an incident prompt γ ray of 6.1 MeV, which is the most energetic
prompt γ-ray line to be expected from nuclear interactions of a therapeutic proton (ion) beam
and organic target material. This property turns into an advantage for our application, since
minimizing the radiative process provides a clean condition for tracking the Compton electron,
which predominantly loses its kinetic energy via collisions. This behaviour is described for fast
electrons by the Bethe formula, which can be derived in a similar way as for heavy ions [55]
−dE
dx
=
2pie4nZ
mev2
[
ln
mev
2E
2I2(1− β2) − (ln2)(2
√
1− β2 − 1 + β2)
+(1− β2) + 1
8
(1−
√
1− β2)2
]
(2.2.4)
here v and e are the velocity and the charge of the electron, n and Z the number density and
the atomic number of the absorber material, me the rest mass of the electron and β = v/c.
The parameter I is the average excitation and ionization potential of the material that has to be
determined experimentally for each element [55]. The electron collision rate is proportional to
the electron density of the absorber material and inversely proportional to the incident electron
energy. Since the masses of the collision pastures (incident electron and bound electron of the
target material) are identical, the electron scattering can result in a large scattering angles while
passing through the medium.
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2.2.2 Interaction of ions in matter
The passage of ions through an absorber medium is associated with Coulomb interaction with
the atomic components. Compared to light particles (electrons), energy loss through radia-
tive processes (Bremsstrahlung) is negligible for ions (protons) due to their large masses [58].
Therefore, the main contribution to the ion’s stopping power originates from electronic stop-
ping, where the impinging particles collide with atomic electrons, causing ionization or exci-
tation. The behaviour of the stopping power can be explained by the well-known Bethe-Bloch
formula [58]
S(E) = −dE
dx
= 2pir2emec
2Ne
Z2
β2
[
ln
(
2mec
2Wmaxβ
2
I2(1− β2)
)
− 2β2 − 2C
Zt
− λ
]
(2.2.5)
where Z and β are the particle charge and velocity, respectively, re is the (classical) electron
radius and me its rest mass. Wmax is the maximum energy transfer in a single collision with an
electron, while I and Ne represent the average ionization potential of the medium with atomic
number Zt and the electronic density, respectively. Eq. (2.2.5) incorporates two correction
terms, namely the shell correction C, which dominates for slow particles, and the density cor-
rection λ, which is important for high energy particles. Considering these corrections, the stop-
ping power S(E) can be calculated with an accuracy of a few percent. From the Bethe-Bloch
equation it can be inferred that the stopping power increases when the particle slows down, i.e.
when the interaction time in the Coulomb field of the electron increases. This finally leads to a
well-localized energy deposition of the ions in the medium at the end of their stopping range,
which is known as the Bragg peak, which is of particular interest in medical physics for particle
therapy in tumor treatment. The distance that ions need to lose all of their energy is called the
ion (particle) range, which can be approximated by integrating the ion stopping power:
R =
∫ E
0
1
S(E)
dE. (2.2.6)
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Figure 2.2.1: The range of a proton beam in water (given in a real density g/cm2, which is
equivalent to the range in cm due to ρH2O = 1 g/cm
2) as a function of the incident proton energy
[63].
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Figure 2.2.1 shows the proton beam range as a function of its energy in the therapeutic energy
range. It clearly states that the higher the energy of proton beam, the higher the penetration
depth of the proton, in agreement with the Bethe-Bloch equation. A 230 MeV proton beam has
a range of 33 cm in water. This allows the treatment of cancer tumors, located within this depth
range inside the human body. For a given heavy particle beam, the range of each individual
particle slightly differs due to statistical fluctuations of the interaction process. This effect is
known as range straggling [55], which results in a spread of the dose delivered, e.g., by the
treatment beam at the end of particle path (thus affecting the width of the Bragg peak).
Compared to light charged particles, ions are not strongly affected by elastic scattering with
the atomic electrons. This implies that heavy charged particles exhibit a relatively straight path
when passing through the stopping medium, besides the deflection originating from elastic and
inelastic interactions with atomic nuclei. The latter processes produce nuclear fragments as well
as secondary particles, e.g., protons, neutrons, electrons, positrons and prompt γ rays. Within
the therapeutic proton energy range (60 to 250 MeV), fragmentation is the dominant nuclear
reaction process, which occurs within 10−22 s after the collision. The (excited) fragments pass
through a nuclear evaporation phase, followed by prompt γ-ray emission in about 10−21 - 10−16
s. Since the fragments and secondary products are absorbed close to the interaction position in
the medium, the heavy charged particles are subject to range and dose uncertainties at the end
of the particle path.
2.3 Radiation detector properties
The interaction of electromagnetic radiation with matter is the basic principle of any radiation
detection system. As the radiation quanta enter the detector material, they create charge carri-
ers, either electron-ion or electron-hole pairs, through the ionization processes discussed above.
In semiconductor detectors, the electric field between the cathode and anode separates the cre-
ated charge carrier pairs, causing them to move to their respective electrodes where a current
signal will be generated. In scintillator materials, the primary energetic photon is converted to
a multitude of low energy photons, which, e. g., subsequently generate photo-electrons at the
photocathode of the (PMT) readout sensor. Consecutive dynode stages amplify this electron
in order to finally generate a measurable signal. The total number of the created electron-hole
pairs Neh (in semiconductors) should be proportional to the deposited radiation energy Edep in
the active detector volume. The constant W represents the average energy required to generate
an electron-hole pair. So, the number of the charge carrier pairs can be expressed as
Neh =
Edep
W
(2.3.1)
W varies between different detector materials from 1 - 5 eV (semiconductors), 30 eV (gases)
and 1 - 1000 eV (scintillators), respectively [55]. For silicon, W amounts to 3.6 eV. As the num-
ber of charge carriers is closely related to the energy of the detected radiation and follows the
Poisson statistics, the energy resolution of such a detection system can theoretically be consid-
ered as limited by the fluctuation of the generated number of charge carrier, represented by the
variance σ2eh, of the number of electron-hole pairs. However, this is only valid if the production
process of each charge carrier pair is statistically independent, not fulfilled in the case of energy
deposited in semiconductors, where the incident energy goes either into ionization (generating
electron-hole pairs) or excitation (generating phonons). Thus, the available degrees of freedom
for ionization depend on the complementary amount of excitation and thus are not uncorrelated.
This leads to a discrepancy between the observed value of σeh and the one predicted by Poisson
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statistics [55, 64]. The ”Fano factor” is empirically introduced to take this effect into account.
The variance of the total number of electron-hole pairs thus follows as
σeh =
√
FNeh (2.3.2)
A typical value of the Fano factor for scintillators is F ' 1, whereas, F < 1 for semiconductor
and gas detectors (F = 0.1 in silicon). This is reflected by the superior energy resolution of
semiconductors, besides the small band gap of these materials. Since the energy resolution is
usually expressed as the full width at half maximum (FWHM) of a γ-ray line registered with,
e. g., a semiconductor detector, Eq. (2.3.2) can be rewritten as
∆E(FWHM) = 2.35 σeh = 2.35
√
F
Edep
W
(2.3.3)
For a given application, the selection of the optimum detector type will be based on the specific
properties needed in this case. Besides the energy resolution, some applications may require
to maximize the (material dependent) detection efficiency. Inorganic scintillators exhibit a high
detection efficiency, compared to gases or semiconductors, due to their high density and atomic
numbers, as well as the ability to manufacture them in large volumes. The timing performance
of the detector may also be of interest in some applications. For scintillators, the decay time
and the light yield (i.e. the number of photons created per MeV of incident radiation) are
crucial factors for determining the time resolution. The material purity and the mobility of the
charge carriers are strongly affecting the timing performance of semiconductor detectors. In
addition, cost effectiveness and design flexibility should be added to the list of selection criteria
when deciding about a specific detector type. For the Compton camera project pursued within
this thesis, semiconductor and scintillation detectors are chosen for the prototype system, since
they fulfill the requirements (see chapter 3). Therefore, the following sections are dedicated to
explaining the basic principles of these detector types.
2.3.1 Semiconductor Detectors
The nature of the periodic lattice structure in crystalline semiconductor materials creates al-
lowed energy levels for electrons, which group in bands, whose relative energetic position de-
termines the electrical material properties. The conduction band, being the energetically highest
band void of electrons, is separated by the band gap (where no solutions of the Schro¨dinger
equation exist for electronic levels) from the valence band, the highest band structure filled with
electrons. In semiconductors, typical band gap energies range from ∼ 0.7 eV to 3 eV and ther-
mal energies can be sufficient to excite an electron from the valence band across the band gap
into the conduction band, leaving a hole in the valence band. The movement of this electron-
hole pair in the lattice contributes to the observed electrical conductivity. The probability per
time unit of the thermal excitation mechanism is given by
P (T ) = CT
3
2 exp
(
− Eg
2kT
)
(2.3.4)
where T is the absolute temperature and Eg is the band gap energy, while k and C represent
the Boltzmann constant and a material dependent constant, respectively [55]. From Eq. (2.3.4)
it can be inferred that the probability of a thermal excitation critically depends on the ratio
between the band gap energy and the absolute temperature. This means, the smaller the band
gap energy for a given material, the higher the chance of a thermal excitation and vice versa.
However, comparing the thermal energy of kT = 1
40
eV at room temperature with typical band
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gap energies of semiconductors around 1 eV, it is evident that thermal excitation will not be an
efficient mechanism to increase the electrical conductivity, unless when assisted by doping the
material with n- or p-type impurities (donors or acceptors, respectively). This concept, relevant
for the production of the Si-based semiconductor detectors, will be further discussed below.
When applying the electrical field, the electron-hole pair is attracted to the oppositely charged
electrodes. The relation between the drift velocity ν of either the electron or hole and the electric
field strength ~E can be presented as follow
~νe = µe ~E (2.3.5)
~νh = µh ~E (2.3.6)
where µe and µh are the mobilities of the electron and hole, respectively. In the absence of an
electric field, the thermally created electron-hole pair is subject to recombination. Then, an
equilibrium level between thermally-induced newly generated charges and their recombination
is reached, strongly influenced by the absolute temperature T. Therefore, the formation of
thermally-induced charge carriers,which is unwanted background noise in radiation detectors
based on semiconductors, will be reduced drastically by applying a cooling system. In
particular for Germanium detectors with a band gap as small as 0.67 eV, cooling is essential to
reduce thermal noise.
Ideally, the number of the free electrons in the conduction band equals the number of holes
in the valence band. Then, the material is called an intrinsic semiconductor. However, in a
real-life detector, it is almost impossible to achieve this condition, due to the smallest amount
of residual impurities mixed with the semiconductor material. This feature can be applied on
purpose (”doping”) to enhance the electrical conductivity of the semiconductor. The dopant
elements are either from group III (acceptors) or V (donors) of the periodic table, which then
can form n-type or p-type semiconductors, respectively. In the n-type case, the impurity atom
has five electrons in the valence band, resulting in one excess electron after all covalent bonds
have been created. The energy levels of these ”donor electrons” are located close to the border
of the conduction band in the band gap region, thus requiring only a small energy to reach the
conduction band without generating a corresponding hole in the valence band. In contrast,
atoms from group V, lacking one electron relative to the 4 covalent bonds of silicon, will
occupy energy levels closely above the upper border of the valence band (acceptor states),
thus being able to accept an electron from the valence band with minimal energy requirement.
Consequently, a hole will be created in the valence band. Both doping scenarios contribute to
the electrical conductivity of the semiconductor material.
The basic principle of forming a semiconductor radiation detector is by combining the n-type
and p-type material regions. As a result of this combination, a quasi-neutral region (depletion
zone) will be emerge after recombination of free charges in the n-type (electrons) and p-type
(holes) materials, joined into a p-n junction. Due to the diffusion of electrons and holes through
the material, following the concentration gradients, positive and negative charge concentrations
will be created on the n-type and p-type layer borders, respectively. This establishes an electric
field across the depletion zone. The resulting field strength will balance the diffusive force,
leading to an equilibrium width of the depletion region. This region can be extended by apply-
ing a reverse bias voltage. At this stage, the detector is practically ready to detect any incident
radiation that causes an ionization in the depletion region. The implantation regions of n- and
p-type contact surfaces can be segmented (e. g. in strips) on both sides (with orthogonal orien-
tation) of either n- or p-type bulk material. This is the basic principle of position-sensitive strip
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detectors. An example of this detector type is the double-sided silicon strip detector (DSSSD),
which is used as a scatterer for the Compton camera project (see chapter 3).
n+ strips  
p+
 st
rip
s  
n-bulk 
Figure 2.3.1: Illustration of the basic structure of a double-sided silicon strip detector (DSSSD),
where the n+- and p+-type strips are implanted orthogonally on a n-type bulk forming an x and
y mesh [65].
2.3.2 Scintillation Detectors
The basic principle of scintillation detectors is the conversion of the energy of the incident
radiation to a multitude of low-energy visible or near-UV photons. This scintillation light is
then registered in a photo sensor in order to be amplified to a measurable electronic signal.
Scintillators can be found in organic and inorganic materials. Organic scintillators (e. g. plastic
scintillator materials) exploit fluorescence as light-generating process, based on suitable transi-
tions in the molecular energy level structure. Depending on the deposited radiation energy in
the medium, an electron is excited to a certain energy state, from where it rapidly de-excites to
the ground state by emitting fluorescence light. This fast process takes about 1 - 2 ns [55], which
reflects the superior timing performance of this material family. The energy spacing between
the molecular energy levels is about 3 - 4 eV, thus preventing thermal excitation processes at
room temperature.
Inorganic scintillators, on the other hand, possess a band structure energy as described in the
previous paragraph. Deposited energy that exceeds the minimum excitation energy in the spe-
cific scintillator material leads to the excitation of an electron from the valence band across the
band gap to the conduction band. Direct de-excitation of this electron to the valence band would
be associated with the emission of a photon, whose energy would exceed the visible or near UV
spectral range. Therefore, selected dopants, called activators or color center, are introduced to
the lattice structure in order to create new energy levels in the band gap. Here electrons, first
excited from the valence to the conduction band, can be captured first in an upper level before
de-exciting (with a time structure according to the specific decay constant) to a lower level by
emitting a visible or near-UV scintillation photon. Such a structure is schematically shown in
Fig. 2.3.2.
Table 2.1 illustrates the properties of the most commonly used organic and inorganic scintil-
lation materials. Organic scintillators specifically exhibit very fast decay times, making them
ideal trigger detectors in high-rate applications. However, this material group, due to their low
atomic number and density, possess only a poor detection efficiency. Compared to the organic
scintillators, the high light yield of the inorganic species contributes to reduce statistical fluc-
tuations and thus to an improvement of the time and energy resolution. Inorganic scintillation
crystals over the last 6 decades have formed a vast spectrum of applications in many fields of
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Figure 2.3.2: Energy band structures of an inorganic scintillator with additional activator states
(color centers), introduced by doping the material with a small amount of specific impurities, in
order to enhance the probability of emitting photons in the visible or near-UV light range.
research, including medical imaging, which is the topic this thesis. Particularly, the recently de-
veloped LaBr3:Ce3+ scintillator exhibits the highest light yield (63000 scintillation photons per
1 MeV) and the fastest decay time of about 16 ns among its scintillator group. This translates
in a very good relative energy resolution of (in our detector geometry) about 3.8 % at 662 keV
and a superior time resolution of a few hundred picoseconds. These features motivate us to use
a LaBr3:Ce3+ scintillator for the absorber component of the Compton camera project.
Material ρ Zeff τ Y ∆E/E hygroscopic?
[g/cm3] [ns] [ph/MeV] [%]
Inorganic
NaI:Tl 3.67 51 230 38000 5.6 Yes
LaCl3:5%Ce3+ 3.79 60 28 46000 3 Yes
LaBr3:5%Ce3+ 5.29 47 16 63000 3 Yes
CeBr3 5.2 46 17 68000 4 Yes
Bi4Ge3O12(BGO) 7.13 74 300 8200 12 No
Lu2SiO5:Ce3+(LSO) 7.40 66 47 25000 10 No
Gd2SiO5:Ce3+(GSO) 6.71 59 60 9000 10 No
Y2SiO5(YSO) 4.54 34 70 24000 10 No
Organic
BC-404, EJ 204, NE 104 1.03 - 1.8 ∼10000 - -
BC-408, EJ 200, Pilot F 1.03 - 2.1 ∼10000 - -
BC-418, EJ 228, Pilot U 1.03 - 1.4 ∼10000 - -
Table 2.1: General overview of some commonly used organic and inorganic scintillator materi-
als together with their properties [55, 66–68].

Chapter 3
Compton Camera design and
experimental layout
This chapter will first refer to a previous simulation study of the LMU Compton camera proto-
type, emphasizing the relevant findings on which the further work of this thesis will be based
upon. This includes a brief description of the simulation tool (MEGALib), based on a Monte-
Carlo toolkit (Geant 4) and the ROOT framework, which can also be used for analyzing and
reconstructing experimental data. Since the experimental part of the Compton camera devel-
opment constitutes the focus of this thesis, the related hardware, readout electronics and me-
chanical setup will be explained for both Compton camera detector components in a second
section.
3.1 Simulated Design Specifications
3.1.1 Monte-Carlo simulation and image reconstruction framework:
MEGALib
The MEGALib software package [39] was developed to simulate and analyze data from a
Compton telescope designed for Medium Energy Gamma-ray Astronomy (MEGA) [69] at the
Garching Max-Planck-Institut fu¨r Extraterrestrische Physik. It consists of more than 300000
coded lines, written in C++. Figure 3.1.1 shows the basic modular layout of the MEGALib
work flow. The simulation part of this package includes the ’MGGPOD’ module , based on
Geant 3, studying the orbital background environment, which is not relevant for our project.
Moreover, the first generation of the Compton telescope simulation toolkit used ROOT [70]
and Geant 3, represented by the ’GMega’ module. This was replaced by the most recent and
updated module ’Cosima’, based on the ROOT and Geant4 (9.4) simulation toolkits. In this
stage, the simulation starts after defining the geometrical design of the detector system. Addi-
tionally, the physics interactions are recorded in each detector component of the camera. Then,
the recorded data is analyzed in the ’Revan’ module, aiming to reconstruct events based on their
interaction type, such as Compton scattering or pair creation. The ’Revan’ module can also deal
with experimental data after passing then through the ’MEGAlyze’ module, which is not only
responsible for controlling the Compton telescope detector and data acquisition (DAQ) system,
but also the data calibration and filtration take place at this stage. For the LMU Compton cam-
era, the detectors and DAQ are controlled by the MARABOU system (see section 3.2), which
has a ROOT-based analysis platform [70] for calibrating and structuring the data of the Compton
camera components. Finally, all advanced analysis and image reconstruction capability, based
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on the list-mode maximum-likelihood expectation maximization algorithm (LM-MLEM), for
both simulated and experimental data is provided by MEGALib’s ’Mimrec’ library, allowing
for image reconstruction in spherical as well as Cartesian coordinates (2D, 3D), including dif-
ferent response calculation approaches for Compton and pair creation events. It takes care of
the event selection, assessed by angular resolution, energy dispersion and scattering angle dis-
tributions. As well included is a performance assessment of the event reconstruction algorithms
and tools for sensitivity and background calculation. A detailed description of the MEGALib
software package can be found in the PhD thesis of Andreas Zoglauer [39].
LMU Ccam detector 
Figure 3.1.1: Overview of the modules and work flow of the MEGALib software package,
available as a simulation and (event and image) reconstruction tool for Compton camera de-
vices. The package is based on Geant (3 or 4) and ROOT, and allows as well for analyzing and
visualizing the experimental data. For details, see the text and [39].
3.1.2 Simulation study of the LMU Compton camera
Specifying the layout of the Compton camera is a major part when designing such a system.
The overall performance as well as alternative image reconstruction techniques, based, e.g., on
photon tracking alone or in combination with recoil Compton electron tracking, needs to be
investigated. Since the LMU Compton camera aims to provide the capability of tracking the
Compton photon-scattered electrons from multi MeV impinging photons, the scatter detector
has to be set up by multiple layers in order to allow for following the Compton electron tra-
jectories. For this purpose, the scatter detector has to be thin enough to avoid the Compton
electron to be absorbed, with simultaneously high scattering probability. In addition, the scat-
ter detector should provide a high segmentation in order to allow for precisely localizing the
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primary photon interaction. Given these requirements, semiconductor materials such as Silicon
(Si), Cadmium Zinc Telluride (CdZnTe) or Germanium (Ge) are good candidates for a scatter
detector. As Si detectors can be operated at room temperature and exhibit a minimum Doppler
broadening (0.4o) at 1 MeV incident photon energy, which affects the camera’s spatial reso-
lution, compared to CdZnTe (0.85o) and Ge (0.65o) detectors at the same photon energy [39],
double-sided-Si strip detectors were chosen as scatter detectors for the LMU Compton cam-
era. For its absorber component, a scintillation crystal was chosen, as such detectors can be
formed in large volumes, thus increasing the absorption efficiency of the energetic Compton-
scattered photon. LaBr3:Ce was selected as it combines superb time resolution (typically a few
100 ps) with excellent energy resolution (in our case around 4 % @ 662 keV), both of these
being important for the envisaged application as Compton camera absorber.
Figure 3.1.2: The LMU Compton camera is composed of six layers of double-sided-Si strip
detectors (DSSSD), where each has an active area of 50 × 50 mm2 and thickness of 500 µm,
acting as scatter detectors, while the 50 × 50 × 30 mm3 LaBr3:Ce scintillator represents the
absorber detector. The geometrical arrangement of the camera was adjusted as a compromise
between mechanical constraints and the camera performance [38].
Figure 3.1.2 shows the simulated configuration setup of the LMU Compton camera, as it was
specified and characterized in a previous thesis project [38]. It consists of 6 layers of DSSSD,
each with an area of 50 × 50 mm2 (thickness of 0.5 mm), acting as scatter detectors, while the
50× 50× 30 mm3 LaBr3:Ce crystal forms the absorber detector. The geometrical arrangement
of the Compton camera was investigated and optimized for a small animal irradiation scenario,
with a photon source placed in 50 mm distance from the first DSSSD layer. This study revealed
that 10 mm distance between each DSSSD layer was sufficient as a compromise between the
electron scattering angle and the geometrical constraints from the experimental setup. More-
over, the distance of the LaBr3:Ce crystal front surface to the first layer of DSSSD was specified
to be 85 mm as an optimum measure for the camera efficiency, as well as the quality of the re-
constructed image. Having optimized the geometrical setup of the camera, its performance was
characterized by placing a photon point source (0.5 - 6 MeV γ rays) at 50 mm distance from
the first layer of the DSSSD. This study aimed to determine the appropriate DSSSD detector
thickness and the achievable spatial resolution, based on the spatial resolution of the absorber
crystal.
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Figure 3.1.3: Result of a simulation study (performed in a preceding thesis project [38]) that
quantifies the impact of the scatter detector thickness and the image reconstruction mode (γ
tracking alone or Compton electron plus γ tracking) on the LMU Compton camera reconstruc-
tion efficiency as a function of the incident γ-rays energy. Up to 3 MeV the DSSSDs with 500
µm thickness provide a higher efficiency compared to 300 µm thick detectors regardless of the
reconstruction mode. Beyond 3 MeV, e.g. in the prompt-γ energy region, the reconstruction
efficiency improves for electron and γ tracking for both DSSSD thicknesses. The maximum
reconstruction efficiency of the camera at the targeted photon energy (3 - 6 MeV) was found to
be 1.5 × 10−4 with 500 µm thick DSSSDs and electron plus photon tracking.
Figure 3.1.3 shows the result of a simulation study of the Compton camera reconstruction ef-
ficiency for two different scatterer/tracker thickness values, comparing γ tracking alone and γ
tracking together with Compton electron tracking, as a function of the incident γ-ray energies
[38]. In the energy region from 0.5 - 3 MeV, the setup with DSSSDs of 500 µm thickness
shows a higher reconstruction efficiency compared to the 300 µm case. This corresponds to
the increase in the scattering probability, increasing the amount of reconstructable data either
for γ tracking or electron-γ tracking, as the scatter material thickness is increased. In the tar-
geted photon energy range between 3 and 6 MeV, resulting from prompt γ-rays emitted from
nuclear reactions between the proton (or ion) beam and biological tissue (mainly originating
from 16O∗ and 12C∗), the combined γ and electron tracking capability of the camera increases
the efficiency for both thickness scenarios (black and green curves for 500 µm and 300 µm,
respectively), due to the ability of reconstructing a class of events, where the scattered photon is
not fully absorbed by the absorber detector. In this prompt-γ region, a maximum reconstruction
efficiency of 1.5× 10−4 can be obtained, using 500 µm thick DSSSD layers. So, this simulated
finding did not only motivate us to use 500 µm DSSSDs in the experimental configuration, but
also encourages us to develop the photon plus electron tracking mode as basis for the image
reconstruction.
The Compton camera angular resolution measure (ARM), defined as the angular distance be-
tween the measured Compton cone and the known origin of the incident photon [39], as well
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Figure 3.1.4: The Compton camera angular resolution measure (ARM) as well as the corre-
sponding spatial resolution were evaluated for photon energy of 0.5 - 6 MeV, varying the ab-
sorber detector spatial resolution and the thickness of the scatter detectors. In this study, the
spatial resolution of the LaBr3:Ce detector was assumed to be 3 mm and 6 mm, respectively.
These values were chosen according to the multi-anode PMT segmentation of either the Hama-
matsu H9500 PMT module (256 pixels, 3 × 3 mm2) or the H8500 PMT (64 pixels, 6 × 6
mm2), used to read out the monolithic LaBr3:Ce detector. In both spatial resolution scenarios,
the angular resolution of the camera is not affected by the DSSSDs thickness, since the spatial
resolution of the Compton camera is directly determined by the energy and photon interaction
position in the scatter and absorber detectors. The best spatial resolution was found to be 1 - 2
mm at the targeted prompt γ energy from 3 to 6 MeV, achieved with the LaBr3:Ce detector’s
spatial resolution assumed to be 3 mm [38].
as the correspondingly achievable spatial resolution, were studied in this first specification sim-
ulation study [38] to quantify the impact of the LaBr3:Ce detector’s spatial resolution and the
DSSSD thickness on the camera performance at incident photon energies ranging between 0.5
and 6 MeV. This study was only considering the γ tracking mode for event reconstruction. The
essential aim of this simulation study was to quantitatively assess the achievable angular resolu-
tion of the Compton camera for two different scenarios of position resolution in the monolithic
absorber detector. So, two values of 3 mm and 6 mm, respectively, were assessed for the spatial
resolution of the LaBr3:Ce detector, inspired by the 256 and 64 pixels of the multi-anode PMT,
respectively, while the DSSSDs’ thickness was fixed to be 300 µm and 500 µm in these two
scenarios. Figure 3.1.4 shows almost no influence of the scatterers’ thickness on the camera’s
spatial and angular resolution. However, as expected, the ARM improves with higher spatial
resolution of the LaBr3:Ce detector, since the Compton camera spatial resolution is directly cor-
related with the energy and position resolution realized in both scatter and absorber detectors.
As the camera is intended to be used with prompt γ-rays in an energy range from 3 to 6 MeV,
the camera can achieve a spatial resolution of about 1 - 2 mm and 2.5 - 3 mm (corresponding
to an angular resolution of 1o - 2.5o and 2.7o - 3.7o, respectively) in the case of a LaBr3:Ce
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spatial resolution of 3 mm and 6 mm, respectively. Based on this simulated finding, the spatial
resolution of the monolithic LaBr3:Ce detector will be investigated experimentally in chapter 5
for the two corresponding PMT readout scenarios of 64 and 256 multi-anode segments.
Further details about the above discussed simulation design study of the LMU Compton camera
can be found in the PhD thesis of C. Lang [38].
3.2 Experimental Framework
Since the following context of this thesis will concentrate on the experimental results of either
individual Compton camera components or the combined system, this section is dedicated to
introduce the experimental Compton camera setup in terms of detector types, signal processing
electronics and mechanical components .
3.2.1 The LMU Compton camera components: scatter and absorber de-
tectors
This section focuses on the properties and the design specifications of the existing LMU Comp-
ton camera components.
3.2.1.1 Scatter array: Double-Sided Si Strip Detector (DSSSD)
Figure 3.2.1: Photograph of the stacked array of six customized double-sided silicon strip
(DSSSD) detectors, spaced by 10 mm.
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According to the simulation study, the LMU Compton camera scatter detector is formed by a
stack of six double-sided silicon strip (DSSSD) layers [71], as indicated in Fig 3.2.1. Each
detector has an active area and a thickness of 50 × 50 mm2 and 500µm, respectively. Since
the photon interaction position is one of the essential parameters for image reconstruction, the
DSSSD detector has 128 strips on each side with a pitch size of 390µm. Moreover, this detector
features a relatively high resistivity of 10 kΩ cm, indicating a high purity of the wafer material.
This leads to a low leakage current, facilitating detection of the low-energy Compton electron
energy deposit. The DSSSD leakage current was measured by the manufacturer to be less than
1 µA. This value has been confirmed in the laboratory by using a four channel high voltage
supply module (MHV-4, Mesytec [72]), which is capable to resolve currents down to 1 nA.
Figure 3.2.2: Photograph (a) and schematic layout (b) of a single DSSSD layer. Besides the
multiple connections in the corners, used either for protection against the dicing edge leakage
current or for biasing the sensor strips, the detector can be read out from four sides in order
to simplify the geometrical arrangement of the detector readout electronics. The connection
details of the asterisk-marked corner is indicated in Fig. 3.2.3.
Figure 3.2.2 shows a photograph (a) and a design schematic (b), provided by the manufacturer,
of a single layer of the DSSSD detector. It was manufactured to be read out from four sides, i.e.
64 strips from each side, in order to reduce the geometrical complexity for the signal processing
electronics. Moreover, further connectors can be seen at the corners of the detector, providing
additional options to the sensor. Figure 3.2.3 illustrates a microscopic photograph of the upper
right corner of the detector labeled by an asterisk in Fig 3.2.2 a). The outermost ”Chip border”
acts as a protection ring against dicing edge current flow, if it is set to a potential level identical
to the strips values. The ”bias ring” provides an additional option of biasing the sensor via the
punch-through effect. This biasing technique is based on depleting the gap (< 10 µm) between
the ring and the strip ends, which then bridges the high voltage to all strips. In our case, the
detector strips are biased through the AC coupler (see section 3.2.2 for more details) and the
”bias ring” is left floating. If, instead, the bias ring is set to a potential equivalent to the detector
bias value, it works as protection ring as in the Chip border case. According to the manufacturer
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[71], letting the Chip border and the bias ring on a floating potential does not affect the detector
performance, since the noise induced from the dicing edge is negligibly small.
Figure 3.2.3: Photograph of the upper right detector corner, labeled by an asterisk in Fig3.2.2
a). The bonding of various structures (Chip border, bias ring) to the contact pads of the corner
connector of the DSSSD module is visible.
3.2.1.2 Absorber: LaBr3:Ce scintillator
Figure 3.2.4: Photographs of the 50×50×30 mm3 monolithic LaBr3:Ce scintillator, encapsu-
lated together with its readout sensor inside a light- and air-tight aluminum housing. Panel a)
illustrates the starting version of the signal processing, where 4 neighbouring segments of the
H9500 PMT were combined to form 64 output signals. Panel b) shows the present setup, in
which all 256 PMT segments of the Compton camera absorbing detector are read out individu-
ally.
The LMU Compton camera absorbing detector is formed by a 50×50×30 mm3 monolithic
LaBr3:Ce scintillator (BrilLanCe 380, Saint-Gobain [73]). Figure 3.2.4 shows photographs of
the detector with its multi-anode readout sensor (H9500 PMT, Hamamatsu [74]), with panel
(a) displaying the starting configuration, combining each four neighbouring segments to form
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64 output signals and panel (b) showing the final arrangement with individual readout of all
256 segments (see section 3.2.2 for more details). The choice of this scintillation material
was based on its favourable detector properties, compared to more commonly used scintillators
shown in Tab. 2.1. The LaBr3:Ce detector features a very high light yield (63000 photons/MeV,
[75]) with a minor non-linearity of 6% between 60 and 1275 keV [76] and [77]. Moreover,
this detector provides an excellent energy resolution from low photon energies (∼ 3% at 662
keV [75] ) up to high energies. This is a mandatory feature for improving the overall primary
Compton camera’s spatial (angular) resolution, since it is governed by the precisely measured
photon energy and interaction position in all Compton camera components. The superior timing
properties of LaBr3:Ce, due to the fast decay time of 16 ns [66] are reflected in typical time
resolutions of a few hundred ps (depending on the crystal dimensions). This facilitates the
use of the time-of-flight (TOF) technique, e.g., to suppress neutron background. Although the
material density (5.06 g/cm3 [77]) and effective atomic number ( Zeff = 46.9 [78]) are low
compared to other inorganic scintillators, the photon stopping efficiency can be enhanced by
enlarging the monolithic crystal volume.
Despite the mentioned superior properties of the LaBr3:Ce detector, it suffers from hygroscop-
icity, which is the sensitivity to humidity. This means that environmental dry conditions are
mandatory for handling or operating the detector. Therefore, the LaBr3:Ce crystal together with
its readout photomultiplier tube (PMT) is housed in a light- and air-tight aluminum box. The
detector assembly was provided by the manufacturer (Saint-Gobain), with reflectively coated
crystal side surface. In order to maximize the detectable scintillation light, which is very im-
portant for energy and time resolution, the crystal surfaces have to be polished and reflectively
coated. This, in turn, will increase the amount of light scattering at the edges and corners of the
monolithic scintillator, which consequently will negatively affect the detector spatial resolution.
In principle, to minimize this effect, a crystal with a diffuse side surfaces and absorptive wrap-
ping would be an alternative. However, as will be demonstrated in Chap. 4 by a comparative
study of the detector performance in two wrapping scenarios, in view of our application of the
scintillator, this second option has to be strongly disfavored.
Furthermore, the intrinsic radioactivity of the lanthanum halide scintillator family, including
LaBr3:Ce, is an unavoidable feature of this group of scintillator materials. This activity is gen-
erated from the presence of the 138La isotope with a half-life of 1.02 ×1011 years, which rep-
resents 0.09% of the naturally occurring lanthanum abundance [79]. This isotope decays with
66.4% probability into 138Ba by electron capture, emitting 1436 keV γ-rays in coincidence with
either 138Ba L or K X-rays with energies of 4.5 keV or 35.5 keV, respectively. With a remaining
probability of 33.6% 138La decays into 138Ce via β−-decay under emission of a 789 keV γ ray.
The contribution of this isotope to the internal radioactivity of our crystal was calculated to be
1.6 Bq/cm3, by knowing the half-life, detector density and chemical composition. This value is
in reasonable agreement with value of 1.45 Bq/cm3 reported in [80]. The second source of the
detector’s internal radioactivity results from radiochemical impurities of 227Ac and its daugh-
ters, emitting five sequential α particles through their decay chain to stable 207Pb with energies
between 1.6 MeV and 3 MeV. Despite the fact that the internal radioactivity of the LaBr3:Ce
scintillator may be considered a disadvantage in some applications, it can in turn be exploited
for energy calibration purposes or in a correction step of the spatial resolution analysis, as it
will be shown in chapter 5.
Figure 3.2.5 shows a pulse-height spectrum of the intrinsic radioactivity of the 50×50×30 mm3
monolithic LaBr3:Ce scintillator, shielded with lead against room background and measured
under lead shielding conditions for 20 minutes. This activity covers an energy range from about
4 keV to 3000 keV. The β− continuum, representing 33.6% of the 138La decay, is clearly visible
at the lower part of the energy spectrum until its β end-point energy of 255 keV. It is followed by
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Figure 3.2.5: Internal radioactivity energy spectrum of a (lead-shielded) 50×50×30 mm3
monolithic LaBr3:Ce scintillator, measured for 20 minutes. It shows the two decay modes of the
138La isotope, electron capture and β− decay, as well as the contribution from the radiochemical
impurities of 227Ac and its daughters isotopes.
a γ-ray emission of 789 keV, whose photopeak is broadened due to pile-up with the low-energy
γ rays and the β continuum. The prominent photopeak in the low energy region corresponds to
the L (4.5 keV) and K (35.5 keV) X-rays of 138Ba, which are emitted in coincidence with 1436
keV γ rays as part of the electron capture decay (66.4%) of 138La. Consequently, the 1436 keV
photopeak is shifted to either 1440 keV or 1472 keV, when it is detected together with 138Ba
L or K X-rays, respectively. In this energy region also 1461 keV γ rays from remaining room
background originating from 40K are expected. Beyond this energy, the contribution of 227Ac
with its α-decay daughters are measured up to about 3 MeV.
3.2.2 Signal processing and electronics layout
The Compton camera readout electronics combines ASIC and VME based electronics. In order
to provide insight into the signal processing work flow of each detector, the readout electron-
ics of the scatter/tracker and absorber detectors will be explained separately in the following
paragraphs.
3.2.2.1 Compton camera scatter detector (DSSSD)
The Compton camera scatter detector component is formed by a stacked array of six layers of
double-sided silicon strip detectors (DSSSD). Each of these layers has 128 strips (390 µm pitch
size) on each side (128 n-side strips and 128 p-side strips) forming a 2D x and y grid. As can
be seen in Fig. 3.2.6, the DSSSD detector is designed to be read out from all four sides. Each
two opposite sides serve to transfer the odd and even strip signals of n- and p-side, respectively,
to the subsequent signal processing chain. At each of these four outputs, either 64 odd or even
strips of one detector side can be processed by one front-end (FE) electronic board, originally
designed for the ring-imaging Cherenkov detector (RICH) in the High Acceptance Di-Electron
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Figure 3.2.6: Schematical drawing illustrating the geometrical arrangement of the six DSSSD
layers and their readout electronics. Each DSSSD layer with its 2× 128 signal channels requires
four 64 channel front-end (FE) boards, connected via AC couplers to 4 × 64-pin high density
connectors in order to protect the GASSIPLEX ASICs [81] from the detector leakage current
and bias voltage (see the text for more details). Each six FE boards on one of the detector sides,
connected to the six DSSSD layers, are combined by a bus card. This card is responsible for
collecting and transferring the FE board digital data, in a daisy-chain mode, to the VME-based
detector readout controller. A VME-based trigger unit accepts an external TTL trigger signal, in
our case generated by the LaBr3:Ce scintillator, since the GASSIPLEX ASIC cannot generate
an internal trigger signal [38].
Spectrometer (HADES) project [82]. This board (see Fig 3.2.10 ) contains 4 charge integrating
GASSIPLEX ASIC chips (16 channels each). So, in total, 24 front-end boards are coupled
to the six DSSSD layers via AC couplers. In order to collect the digitized data from these
front-end boards, a bus card is designed to collect data from six front-end boards sequentially,
connected to one of the four detector outputs of layer 1 to layer 6, in a daisy chained mode.
Thus, 4 bus cards are needed to read out all of the 24 front-end boards of the DSSSD array.
Since the FE board does not provide an internal trigger signal, a dedicated VME-based trigger
module (Detector Trigger Unit) is applied to receive an external (TTL) trigger signal, generated
by the absorber detector (LaBr3:Ce scintillator). This concept allows to merge and synchronize
the data streams of both scatter and absorber detectors. The DTU module also contributes
to initialize and configure the FE boards via a VME-based detector readout controller (RC),
which then accepts the trigger signal and returns a feedback (busy) signal. Then, the FE data
are transferred in a daisy chained mode from the bus cards to the detector readout controller
(RC) via a standard 0.635 mm pitch 50 pin flat ribbon cable. From these the data are finally
transferred through the VME bus to the data acquisition PC via a VME-based frontend CPU
(Power PC, CES RIO3, [83]) and ethernet cable, respectively [84].
A coupling capacitor (1 nF) between the detector signal and the input of the FE board is
mandatory in our case to protect the GASSIPLEX-based circuitry from the detector bias
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Figure 3.2.7: Photograph (top) and electronical circuit (bottom) of the AC coupler. It is not
only used to protect the signal processing electronics from the detector leakage current and bias
voltage, but it also allows to bias each p strip and set each n strip of the DSSSD detector to
ground potential.
Figure 3.2.8: Illustration of fulfilling the common ground condition by connecting the lemo
connector ground of the AC couplers together using a copper wire.
voltage as well as its leakage current, since the expected leakage current from the DSSSD
detector is larger than the critical level of 1 nA [81]. Figure 3.2.7 shows a photograph (top) and
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a schematic design of the AC coupler (bottom), as used in our Compton camera setup. It is also
designed to feed in - 75 V as bias voltage to the p strips and ground all the n strip, ensuring
a common grounding for both the FE modules and the n-strips of the DSSSD detectors, as
indicated in Fig. 3.2.6. The AC coupler’s ground potential, connected to a common grounding
line, couples the FE modules ground and the detector ground beside the 50 Ω termination that
is connected to the n-side strips. Due to a limited space between the six sequential AC coupler
boards, coupled one side of the six DSSSD layers to their FE modules, the common ground
potential line is guided by a flexible copper wire around the lemo connectors mass of the AC
coupler, as illustrated in Fig. 3.2.8. In a first version, the AC coupler board was built on a 34
× 62 mm2 standard printed circuit board (PCB, material FR4) with a thickness of 1.6 mm and
a dielectric constant of 4.1 at 11 GHz [85]. The improved version, which is presently in use
in the test setup for the potential readout electronics upgrade of the DSSSD detector, has an
area of 42 × 62 mm2 and a thickness of 0.8 mm. An optimized PCB material with a lower
dielectric constant of 3.62 at 10 GHz was chosen to reduce the capacity of the AC coupler
board (Megtron 6, Panasonic [86]). As a future perspective, the most recent Megtron 7 PCB
material with its two versions (R-5785 and R-5785N) will be preferable choices for the AC
coupler board, since this material provides the presently lower dielectric constant compared to
the other PCB materials, as indicated in Fig. 3.2.9 [87].
Figure 3.2.9: Comparison of different PCB materials, based on the value of the dielectric
constant as a function of frequency [87]. The Megtron7 material with its two versions seems to
be the best option for a future re-design of the AC coupler, since it exhibits the presently lowest
available dielectric constant.
A single front-end module (FE), as displayed in Fig. 3.2.10, is capable of processing up to 64
input detector signals from the amplification stage to the digital output. In practice, the detector
signals are distributed to four GASSIPLEX ASIC-based chips (16 channels each), in which
they are amplified and shaped by charge sensitive amplifiers (CSA) and shapers, respectively.
The shaped signal (semi-Gaussian signal) has a rise time of about 550 ns that determines the
delay between the event arrival at the absorber detector and the trigger of the DSSSD, since no
circular buffer is implemented at this stage. Then, the analog peak height information of the
shaped signal of each channel is stored in a track and hold circuit. The 16 channels of each
GASSIPLEX chip can be multiplexed to one output. Then, the outputs of the 4 GASSIPLEX
chips are multiplexed to a 20 MHz 10-bit analog-to-digital converter (ADC, ADS820 [89]) by
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Figure 3.2.10: Photograph of the front-end (FE) electronics board. It can be divided into analog
and digital parts. The analog part consists of four GASSIPLEX ASIC chips, which include a
charge sensitive amplifier, shaper, track & hold unit and multiplexer together with a multiplex-
ing amplifier that finally directs the GASSIPLEX outputs to the ADC. The digital part starts
with the ADC and ends with the FIFO (First In First Out) memory, where the generated data
are temporarily stored. Inbetween, assignment of the channel number, hit address and threshold
comparison takes place in the Field Programmable Gate Array (FPGA, Xilinx XC4005E) [88].
a fast video multiplexed amplifier (e´lantec EL4441 [90]). The resulting 10 bit binary word is
analyzed in a pipelined logic mode inside the Field Programmable Gate Array (FPGA, Xilinx
XC4005E), where the zero suppression takes place, as well as adding a channel number to each
data word and generating a hit address list for the 64 input channels. Finally, after the digitized
data were compared to a digital threshold, which can be uploaded for each channel to the FPGA
during the FE configuration, the valid pulse height data words and their corresponding hit
addresses will be stored into a FIFO (First In First Out) memory bank (Cypress CY7C421/5)
[88].
3.2.2.2 Electronics adaptation for the DSSSD detectors
The DSSSD detector readout electronics has to be able to accept both positive and negative
signals, generated from p and n strips, respectively. However, as the front-end board was de-
signed for a ring-imaging Cherenkov (RICH) experiment, it was optimized for the positive
signal polarity from the RICH detector. Therefore, some modifications in the front-end module
are required, concerning the voltage signal fed into the ADC with a dynamic range from + 0.25
V to + 4.25 V. One obvious solution to this situation could have been to invert the detector signal
either at the GASSIPLEX amplification stage or at the multiplexing amplifier, both of which are
operated in non-inverting mode. However, from the initial design of the GASSIPLEX ASIC,
the charge sensitive amplifer (CSA) is capable to operate only in non-inverting mode. So, the
signal cannot be manipulated at this stage. The multiplexing amplification stage incorporates
four amplifiers, accepting the output signals from the four GASSIPLEX chips consecutively,
followed by a multiplexing unit. Since the inverting inputs of the four amplifiers are internally
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connected to a common feedback network, individual access to the inverting input of each am-
plifier is not possible. Therefore, the idea of inverting the detector signal to generate a positive
input for the ADC had to be abandoned. Alternatively, setting the voltage of the common in-
verting input of the multiplexing amplifier to a lower (more negative) value leads to a rise of the
output baseline to a more positive value. Consequently, a negative input signal, which is larger
than the voltage at the inverting input Uin−, will lead to a positive output voltage. This means
that the lowest input voltage at the amplifier non-inverting input and the resulting positive out-
put signal are governed by the voltage at the inverting amplifier input, which can be calculated
by applying Kirchhoff’s rules to the resistor network displayed in Fig. 3.2.11.
Figure 3.2.11: Schematic diagram of the multiplexing amplifier with four channels, connected
to the outputs of four GASSIPLEX chips. The inverting input of the four amplifier channels
are internally connected to a common feedback resistor network (R27 - R30), indicated as ”A”.
The output baseline (Uout) can be raised by calculating the optimum resistor configuration,
which then allows for negative input signals to be accepted in the positive dynamic range of the
amplifier.
According to the circuitry drawn in Fig. 3.2.11, Kirchhoff’s voltage law provides the following
equations
U1 + U2 − 10V = 0 (3.2.1)
U3 + U2 − 5V = 0 (3.2.2)
U1 − U4 − 5V + Uout = 0 (3.2.3)
U4 − U3 − Uout = 0 (3.2.4)
Considering the current flowing in and out of the node ’A’ and applying Kirchhoff’s current law
together with Ohm’s law, one obtains
I3 + I4 + I1 = I2 (3.2.5)
U3
R30
+
U4
R29
+
U1
R27
=
U2
R28
(3.2.6)
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Applying the ideal amplifier voltage rule, which is Uin+ = Uin−, gives:
Uin = 5V − U1 (3.2.7)
Thus, the baseline, which is the output voltage Uout of the amplifier, can be calculated as a
function of the input voltage Uin via
Uout = R29
(
5V
(
1
R28
− 1
R27
)
+ Uin
(
1
R27
+
1
R28
+
1
R29
+
1
R30
))
(3.2.8)
Knowing that the operational amplifier gain is defined as the ratio of the difference of two output
voltages (Uout1 - Uout2) to the difference of two input voltages (Uin1 - Uin2), the gain factor GU
of the amplifier drawn in Fig. 3.2.11 can be derived from Eq (3.2.8):
GU = R29
(
1
R27
+
1
R28
+
1
R29
+
1
R30
)
(3.2.9)
The described electronics adaptation of the FE boards for negative input signal acceptance was
first used by the HERMES experiment at DESY [91], where negative input signals were ob-
tained from scintillating fiber detectors. Subsequently, the same method was used for the read-
out electronics of Micromegas tracking detectors (Micro-pattern gaseous detectors), developed
for particle physics applications in the ATLAS collaboration at CERN [92]. Table 3.1 shows
the multiplexing amplifier resistors, baseline and gain configurations for negative input sig-
nals optimized for HERMES and Micromegas and for positive input signals from HADES, for
which the FE board was originally designed. Although the HERMES and Micromegas scenar-
ios were both dealing with negative input signals, their multiplexing amplifier configurations
were slightly different. In the HERMES configuration, the baseline was set to a high value of
3.5 V, leading to a large dynamic range for a detectable signal. However, this quickly drives the
multiplexing amplifier to operate in saturation, which consequently causes side effects such as
crosstalk, inefficiency and non-linearity. This had been investigated in detail while adapting the
FE board for Micromegas applications [92]. Therefore, the readout electronics of the Compton
camera scatter detectors uses the HADES and Micromegas configurations for the positive and
negative input signals, respectively.
HADES [93] HERMES [91] Micromegas [92]
R27 [Ω] 39k 33k 75k
R28 [Ω] 2.2k 4.5k 3.3k
R29 [Ω] 2.5k 3.3k 1.8k
R30 [Ω] 7.5k 8.2k 33k
baseline Uout [V] 0.47 ± 0.08 3.5 ± 0.11 2.85 ± 0.08
gain factor GU 1.51 2.24 1.62
Table 3.1: Feedback resistor network configurations of the multiplexing amplifier, used for
either positive or negative input signals, together with the corresponding gain factor and base-
line (Uout). The readout electronics of the LMU Compton camera scatter detectors (DSSSDs)
uses the HADES and Micromegas resistor configurations for the p and n strip signal readout,
respectively.
Figure 3.2.12 displays the output of one layer of the Compton camera scatterer (i.e. 2 × 64
signals for n- and p-side, respectively), using the HADES and Micromegas FE multiplexing
amplifier configurations for p strips and n strips. The baseline of the p-strip configuration was
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Figure 3.2.12: The p-strip (left) and n-strip (right) data of a DSSSD layer, read out by an
FE board configured with the HADES and Micromegas FE resistor network configurations,
respectively.
set to 0.47 V, translating into about 100 ADC channels. For the negative n-side signals, it was
set to 2.85 V, which corresponds to about 600 ADC channels. It is obvious that the positive
signal configuration provides a larger ADC dynamic range compared to the range for negative
signals. This sacrifice was made in order to avoid an amplifier saturation and its problematic
consequences, as explained above. As indicated in Fig. 3.2.12, the dynamic range of the neg-
ative n strip signals spans from about 600 ADC channels down to 0. This has to be considered
when comparing with the digital threshold value in the FPGA, which for positive signals consti-
tutes a lower threshold, while for negative signals the FPGA threshold corresponds to an upper
threshold.
3.2.2.3 Compton camera absorber detector (LaBr3:Ce)
The monolithic LaBr3:Ce scintillator crystal [73] is read out by a multi-anode position sensitive
PMT (H9500, Hamamatsu [74]), which features 256 segments with an area of 3× 3 mm2 each.
As it is shown in the block diagram of the (in a first commissioning phase) reduced electronics
setup (Fig. 3.2.13), the signals of all PMT segments were directed to an adapter board via 4 ×
64 pin high-density coaxial ribbon cables (SEU-TEU-1, SAMTEC). This board was designed
to combine the signals of each 4 neighbouring segments of the PMT, forming an 8 × 8 pixel
grid with an area of 6 × 6 mm2, in order to reduce the cost and complexity of the electronics
readout system. Then, the 64 signals were transferred by 10 ns LEMO cables to four amplifier
plus CFD (MCFD-16, Mesytec [94]) modules each, handling 16 channels. The (differential)
amplified analog signals as well as the logic CFD output signals, acting as individual gates
responsible for the charge integration time, were directed from each MCFD-16 module to the
Charge-to-Digital converter (MQDC-32, Mesytec [95]) by 13 m and 8 m long ribbon cables
(34-pin 3MTM Twisted Pair Flat Cable, 3782 Series, 4.99 ns/m propagation delay), respectively.
These two ribbon cables (for amplified energy signals and individual gates) have to be combined
via an MQDC-32 adaptor cable (Mesytec [95]) as indicated in Fig. 3.2.14 before connecting
to the MQDC-32 input. The MQDC-32 is capable of processing up to 32 channels, divided in
two input banks. This means that each input bank of the MQDC-32 is responsible for all 16
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Figure 3.2.13: Block diagram of the first generation of the LaBr3:Ce scintillator readout elec-
tronics, where four neighbouring H9500 PMT segments were combined. In total 64 signals
plus the sum dynode signal were processed by 5 MCFD-16 (NIM) modules and 3 MQDC-32
(VME) modules.
signals of one MCFD-16 module. The PMT sum dynode signal (dynode 12, DY 12 [74]) was
processed by one channel of an independent MCFD-16 module, since its common logic output
signal (labelled as OR output signal) was generating the trigger signal for the DAQ system, as
well as the gate of the MQDC, called master gate, responsible for controlling the activity of the
module.
Figure 3.2.14: The MQDC-32 input connector, responsible for combining the differential am-
plified analog signals to their corresponding individual (logic) gate signals. The input signals
have to follow a specified time sequence in order to enable a correct operation of this module.
Table 3.2 shows configuration parameter settings of the MCFD-16 modules that are used for
processing the PMT signals of each individual segment, as well as of the sum dynode. The
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MCFD modules
MCFD parameters
Polarity Gain Fraction Delay Dead Time Width
# 1 - 4 Negative 3 (0 V to ± 1.2 V) 20% 5 ns 300 ns 105 ns
# 5 (sum dynode) Positive 1 (0 V to ± 3.5 V) 20% 3 ns 300 ns 135 ns
Table 3.2: Configuration settings for the MCFD-16 modules 1 - 4, used to process the 64 PMT
segments and MCFD-16 module number 5 used for the PMT sum dynode signal.
polarity was set according to the corresponding output signal type to be either negative or
positive for the individual segments and the sum dynode, respectively. The amplification gain
is optimized to avoid signal saturation from the targeted γ rays, which range up to about 8 MeV.
In order to adjust the dynamic range in particular for the sum dynode signal, a 60Co source was
used to measure the signal amplitude of 1.332 MeV γ rays to be 300 mV with a gain setting
of ’3’ as used for the individual signals (range: 0 to ± 1.2 V). In this case, the expected signal
amplitude of the 6.1 MeV prompt-γ rays from 16O∗ would result in about 1.4 V, which could
exceed the dynamic range of the MCFD-16 in this configuration. Thus, the gain was chosen
to be 1, with a resulting dynamic range between 0 to ± 3.5 V. Consequently, the prompt-γ
energy range will only exploit the lower 40% of the available dynamic range, which is the
preferred compromise to the alternative setting, where the prominent 6.1 MeV photon line
would end in the spectral overflow. Similarly, the gain of the 64 individual PMT segments was
set to 3, since the expected signal amplitude of Eγ = 6.1 MeV was about 1 V, thus within the
dynamic range of the gain 3 setting. The CFD delay was set to be 3 ns and 5 ns for both sum
dynode and each individual segment signal, respectively, corresponding to 70% of the signal
rise time. The MCFD dead time can be adjusted to be longer than the recovery time of the
MQDC-32, estimated to be 250 ns. Thus, 300 ns were selected as dead time for all MCFD-16
modules. The width of each logic signal (individual gate), generated from the 64 individual
PMT segments, was adjusted to 105 ns to ensure the correct charge integration time for the
corresponding analog signals (see Fig. 3.2.15). On the other hand, the width of the master gate,
derived from the sum dynode signal, was fixed to 135 ns in order to fulfill the MQDC-32 timing
requirements for the input signal. In order to operate correctly, the MQDC-32 modules require
a timing configuration of the input signals (analog and logic signals) as indicated in Fig. 3.2.15.
The minimum required time between starting the master gate and the start of the individual gate
is 2 ns. Otherwise, the individual gate would not be recognized by the MQDC-32, resulting in a
loss of this event. The second MQDC-32 time requirement requests the amplified analog signal
not to start earlier than 6 ns after the falling edge of the individual gate to ensure the correct
charge integration of the incoming signals. Therefore, the lengths of the flat ribbon cables were
adjusted to fulfill these requirements, using an oscilloscope and 400 MHz differential probe
(Tektronix, P6246), realizing a delay of 15 ns between the master and the individual gates as
well as of 16 ns between the individual gates and the analog signals. Consequently, the cable
lengths for the analog signals and the individual gates were fixed to 13 m and 8 m, respectively.
Although these cable lengths nominally result in a shorter delay than what was estimated, this
configuration anticipates already the additional signal delay introduced by two Fan-In-Fan-Out
modules (LeCroy, 429A), required to distribute the master gate to each MQDC-32 module
when upgrading the electronics to read out all the 256 PMT segments, which otherwise would
spoil the required MQDC-32 input signal timing. So, the cable length configuration could
be kept at 13 m and 8 m for the analog signals and individual gates, respectively, in order to
reduce the cost and effort when upgrading the electronics. This setup was used in chapter 5 for
studying the LaBr3:Ce light spread function as well as in chapter 6 together with the DSSSD
detectors as a starting setup of the Compton camera.
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Figure 3.2.15: Timing requirements for the input signals of the MQDC-32 module. The min-
imum required time between the MQDC-32 trigger signal (master gate) to the individual gate,
responsible for the charge integration period, is about 2 ns. The amplified analog signal should
start at least 6 ns after the start of the individual gate, otherwise the event would be ignored.
In order to fully exploit the high granularity of the PMT to read out the LaBr3:Ce crystal,
each of the 256 segment signals has to be processed individually. This requires in total 17
MCFD-16 modules, as well as 9 MQDC-32 modules to process all of these channels, including
the sum dynode signal. The settings of the MCFD-16 modules had to be slightly modified by
an increase in the MCFD gain setting from previously ’3’ (0 V to ± 1.2 V) to ’10’ (0 V to ±
350 mV), taking into account the reduction of the PMT segment signals when they are read out
individually. In order to design the electronics setup as flexible and modular as possible with
regard to a potential transportation to external beam facilities, two delay boxes were designed
to accommodate almost 360 m of ribbon cables required to carry the analog and individual gate
signals from the MCFD-16 modules to the corresponding MQDC-32 digitizers. Figure 3.2.16
shows the arrangement of the signal processing electronics before cabling the detector.
The envisaged operation of the Compton camera close to a massive target emitting radiation
from energetic ion (proton) beams may be affected by neutron background, originating from
various nuclear reactions between the particle beam and the target materials. Therefore, the
timing properties of the absorber detector (LaBr3:Ce scintillator) are crucial in order to dis-
criminate between neutrons and γ rays, using the Time-of-Flight technique. For this purpose,
9 VME-based Time-to-Digital converter modules (MTDC-32, Mesytec [96]) were additionally
installed in the Compton camera electronics setup to process the timing signals from all 256
PMT segments and the sum dynode signal. Due to the resulting increase in the number of VME
modules, exceeding the number of 21 available slots in the VME crate, a second VME crate had
to be added to the setup, which further affected the complexity of the signal processing elec-
tronics. Figure 3.2.17 displays a block diagram of the LaBr3:Ce scintillator readout electronics
after installing the timing instruments and distributing the digitizers (charge and time) over two
VME crates. In order to ensure data stream synchronization from the two VME crates, two trig-
ger modules (TRIVA 5 [97]), bridged by a common trigger cable (customized by GSI), were
required in addition to three Power PC frontend CPU modules (Rio 3 [83]), where two of them
were responsible for data collection in their respective crates, while the third one acted as event
builder. Figure 3.2.18 shows photographs of the Compton camera and its readout electronics
before (a) and after (b) cabling, exploiting the timing and energy features of the LaBr3:Ce scin-
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Figure 3.2.16: Photograph of the upgraded LaBr3:Ce scintillator signal processing electronics,
capable of processing the energy signals of 256 PMT segments plus the signal from the sum
dynode. (a) represents 17 NIM-based amplifier plus CFD (MCFD) modules. Their analog and
logic signals (individual gates) are delayed by 13 m and 8 m of flat ribbon cables, respectively.
The delay ribbon cables are stored in customized delay boxes (b). (c) indicates the VME-based
MQDC-32 modules, the trigger module (TRIVA 5) and VME-based data acquisition frontend
CPU (Power PC, PPC RIO3 [83]) .
tillator. This setup was used to commission the Compton camera at low and high energy particle
beam facilities, explained in detail in chapter 6.
In all following experiments, the data acquisition (DAQ) was controlled and visualized by the
MBS (Multi Branch System), running under the operating system LynxOS [98], and the Root
Based Online/Offline Utility MARABOU [99]. MARABOU consists of an MBS-based front-
end, responsible for data readout, event building and data transport, and ROOT-based [70] back-
end that deals with run controlling, histogramming and data analysis, since it builds upon the
Root framework. Both parts are connected by a shared memory and message parsing module.
The users can specify the experimental configuration in a ROOT-based macro, which then gen-
erates codes for the MBS-frontend and for the ROOT-based backend in the Linux workstation.
Moreover, the back-end provides an analysis platform, based on ROOT, for either online or
offline data handling. At this stage, the data of LMU Compton camera components are pro-
cessed, filtered, calibrated and structured in a certain format suitable for the MEGAlib package,
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Figure 3.2.17: Block diagram of the LaBr3:Ce scintillator readout electronics, which is capable
of processing both energy and time information from 256 PMT segments as well as from the
sum dynode signal. The increase in the number of processed VME channels, in total 514
channels, requires the use of 2 VME crates to host all digital electronics modules. This increases
the system complexity, in terms of trigger synchronization and data merging of two VME data
streams. Therefore, three frontend VME CPUs are used for data collection (slave 1 and 2) and
event builder (master), besides the use of two trigger modules, bridged by a customized cable.
particularly for the ’Revan’ module.
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Figure 3.2.18: Photograph of the full and most recent setup of the Compton camera together
with its uncabled (a) and cabled (b) readout and signal processing electronics. The readout
electronics, mainly for the LaBr3:Ce scintillator, was upgraded compared to the previously de-
scribed starting version, in order to allow for the processing of the time and energy information
from all 256 H9500 PMT segments. In total 514 VME channels require two VME crates to
host the corresponding electronics modules. As can be seen in panel (a), two NIM crates for
the MCFD-16 modules (1), two delay boxes (2) and two VME crates for both MQDC-32 and
MTDC-32 modules (3) are distributed over two racks.
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3.2.3 Mechanical setup
Positioning the Compton camera components (the DSSSD scatter array and the LaBr3:Ce ab-
sorber detector) precisely relative to each other, while keeping enough flexibility to allow for
distance variations, requires a flexible and precise support frame. In our case, aluminum ITEM
[100] profile bars (2.5 cm thick) were chosen to form a cubic frame (61 × 54 × 54 cm3) with
additional support bars to mount the detectors and their attached cabling or readout boards.
The stack array of six DSSSD detectors was customized by the manufacturer [71] such that a
minimum distance of 10 mm could be realized in the stack that mechanically forms a block
unit. The detector stack together with the directly attached readout electronics was fixed to the
front frames of the support cube, as indicated in Fig. 3.2.19 (a). The LaBr3:Ce scintillator with
its corresponding cable adapter boards was mounted directly behind the DSSSD detector array
(see Fig. 3.2.19 b). The distance between the front face of the LaBr3:Ce detector and the last
DSSSD layer was fixed to 3.5 cm according to the design simulation. In order to allow for a
precise alignment of the scintillator relative to the DSSSD detectors, the LaBr3:Ce detector was
mounted to a precision positioning stage.
Figure 3.2.19: Front (a) and side (b) view of the Compton camera components, mounted in a
cubic frame with support and positioning bars. The temperature sensors T1 and T2 (see text)
are visible in panel (a). These sensors are responsible for monitoring the temperature inside the
cubic box, while it is covered from all sides by copper plates, acting as a Faraday cage and light
tight enclosure.
Having positioned the Compton camera components inside the cubic support frame, the frame
covered from all sides by copper (front side) and copper-plated epoxy plates in order to form
a light-tight box. This allows for operating the DSSSD detectors at air without driving them
into saturation via light exposure. Since the cubic box (61 × 54 × 54 cm3) was formed by 6
independent copper plates, small gaps had to be sealed at each edge of the cube. In order to
achieve both the light-tight sealing as well as maintain the integrity of the Faraday cage, copper
tape was used. Thus, electric shielding was provided for all detectors and their electronics,
particularly for the charge integrating electronics of the DSSSD detectors. In order to minimize
the passive scattering probability for photons entering the Faraday cage through the 1.6 mm
thick copper front, an entrance window (11 × 11 cm2) was inserted into the front plate at
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Figure 3.2.20: Monitoring study of the cage temperature (a) and the leakage current of a DSSSD
layer (b) as a function of time, while the Compton camera components were in operation. There
was no cooling system involved in this study. T1 and T2 denote the two temperature sensors
placed in the Faraday cage at the position of centre-right (T1) and centre-left (T2).
the positon of the active area of the DSSSD detector. Light sealing and electric shielding
was achieved by a 30 µm aluminum foil. A slit opening of 2 × 54 cm2 was introduced to
the bottom of the back plate of the cage as a feedthrough of the cables from both scatter and
absorber detectors. Light-tightness was preserved by closing the unused gap of this slit with an
aluminum foil attached via copper tape.
Placing the Compton camera components inside a closed box will lead to a temperature
increase, due to the accumulated heat from the readout electronics (especially from the DSSSD
detectors) of 38 W that was measured as power consumption using a Voltcraft probe (Model
VC605). This may affect the detector performance, either by an increased thermal noise level,
or even endanger the electronics, when critical temperature levels would be exceeded. There-
fore, a temperature monitoring system, based on two PT-104 [101] sensors, was installed inside
the cage. Two thermal sensors were installed, one at the centre-right (T1) and the second one
at the centre-left (T2) of the Faraday cage (see Fig. 3.2.19 a). Figure 3.2.20 (a) shows a study
of the cage temperature as a function of time, while the Compton camera was in operation and
no cooling or ventilation system was active. In the first 15 minuts after powering the detectors,
the temperature increased rapidly from 24 ◦C to almost 30 ◦C, due to the power consumption
of the electronics during the initialization and configuration phase. Then, it gradually increased
further over the remaining period of time until reaching about 32 ◦C. Simultaneously, as
indicated in Fig. 3.2.20 (b) for one prototypical detector module, the leakage current of the
DSSSD detectors was monitored. As expected, the current increased from 1.6 µA to 2 µA
as the cage’s temperature increased by 6 ◦C. Therefore, in order to limit the effect of power
dissipation in the Faraday cage, a fan unit was installed in order to actively exchange the air
inside the cage, thus assisting to reach an equilibrium temperature. Figure 3.2.21 a) and b)
show the repeated study of the cage temperature and DSSSD leakage current characteristics,
as a function of time, while the ventilating fan unit was in operation. The temperature reached
an equilibrated plateau already 10 minutes after initializing and configuring the DSSSD
electronics. Moreover, the leakage currents of all DSSSD layers remained below 1 µA, except
for the first layer, which was probably affected by some stray light from the entrance window
(see Fig. 3.2.22). From these studies, it can be inferred that the simple ventilation system was
sufficient to obtain stable temperature conditions for the Compton camera, thus assuring also
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Figure 3.2.21: Monitoring study of the temperature development in the Compton camera cage
(panel a)) and the leakage current of all six DSSSD layers, after installing a ventilation fan unit
at the camera cage as a cooling system, as a function of time (panel b)).
stable operational conditions and detector performance. This is important to note, since some
active cooling techniques, undoubtedly able to significantly reduce the electronic noise level,
appear prohibitive in view of the envisaged clinical application of the final Compton camera.
Cooling devices like liquid nitrogen dewars would most likely not be tolerated in the patient
treatment environment. Alternatively, alcohol-based cooling techniques or peltier cooling
might be options for the future as well.
In practice, the Compton camera box can be placed on a support stand in order to adjust the
camera position relative to the target (in our case a water phantom). This support stand, shown
in Fig. 3.2.22, allows to be adjusted to different heights, since it is composed of three different
sub-units that can be vertically moved in a telescopic manner. It features a dynamic range of
slightly below 1 m to 2 m height of the support platform. This facilitates the operation of the
setup at different beam facilities with varying beam line heights.
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Figure 3.2.22: Photograph of the compete Compton camera setup, mounted on its support stand
and together with the signal processing electronics. The Compton camera system is housed
inside a (light-tight) Faraday cage, which includes a ventilation fan used to exchange the hot air
from inside the box, as well as an entrance window. The entrance window is covered by a thin
aluminum foil (30 µm) in order to minimize the scattering probability for incoming photons. A
backside slit was used as a feedthrough for the signal processing electronics cables of both the
scatterer and absorber, directed to the signal processing and DAQ system standing in the back.
The Compton camera box was placed on top of an adjustable stand, which offers an adjustable
height range of 1 to 2 m.

Chapter 4
Offline Characterization of the Compton
camera absorber detector (LaBr3:Ce) with
absorptive and reflective surface coating
The properties of a 50×50×30 mm3 monolithic LaBr3:5%Ce detector, coupled to a multi-
anode photomultiplier tube (PMT, Hamamatsu H9500), were investigated with two surface
wrapping options (absorptive and reflective), in order to determine the optimum performance
of the Compton camera absorbing detector. Firstly, the relative energy resolution of the de-
tector was studied as a function of the photon energy from 121 keV to 1408 keV. Moreover,
the position-dependent energy resolution was investigated by scanning the detector front face
using a 1 mm collimated 137Cs source with a step size of 6 mm. This study generated an en-
ergy resolution map for each crystal coating modality. Secondly, the timing properties of the
LaBr3:5%Ce detector were examined relative to a fast plastic detector (BC-418), using a 60Co
source. The photopeak detection efficiency of the Compton camera absorbing detector was also
evaluated over a wide energy range from 121 keV to 1408 keV. Finally, the impact of two dif-
ferent crystal wrapping modalities (absorptive and reflective) on the scintillation light profile
inside the monolithic LaBr3:Ce detector was investigated for the case of a 64-fold PMT gran-
ularity by deriving the Light Spread Function (LSF) of the 2D-light amplitude distribution of
a central irradiation position, using a 1 mm collimated 137Cs source. Moreover, the influence
of the impinging γ ray energy on the spatial behaviour of the produced scintillation light of the
reflectively wrapped LaBr3:Ce scintillator was examined for two different PMT granularities
(256 and 64 segments).
4.1 Energy resolution
The relative energy resolution ∆E
E
, expressed as the FWHM of the γ-ray energy peak recorded
by the detector divided by the actual energy value of the incident γ ray of the absorptively
and reflectively wrapped 50×50×30 mm3 LaBr3 scintillator, was evaluated at different photon
energies. A diagram of the experimental setup used in this measurement is displayed in Fig.
3.2.13. The energy spectrum was derived from the H9500 PMT sum dynode signal, which was
processed and digitized by an amplifier plus Constant Fraction Discriminator (CFD) module
(MCFD16, Mesytec) and a Charge-to-Digital converter (MQDC32, Mesytec), respectively. The
energy resolution study covered a γ-energy range from 121 keV to 1408 keV using 152Eu (110
kBq), 60Co (32 kBq), and 137Cs (163 kBq) calibration sources, placed in an axial distance of 25
cm of the detector surface. The detector was irradiated by each source for about 15 minutes to
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ensure sufficient statistics. The data was fitted using a two-parameter function expressed as
∆E
E
= 100×
√
A+B × E
E
(4.1.1)
where A and B are free parameters [102].
Figure 4.1.1: Energy resolution as a function of the photon energy values measured by a
LaBr3:Ce detector with reflective (red) and absorptive (black) side surface coating, obtained
with 152Eu, 137Cs and 60Co calibration sources. The dotted lines represent a two-parameter
function fit as indicated in Eq (4.1.1).
Figure 4.1.1 displays the energy resolution for photon energies from 121 keV to 1332 keV,
as determined for the reflectively and absorptively coated LaBr3:Ce crystal, respectively. The
dotted curves parameterize the energy dependence of the relative energy resolution according
to the two-parameter function indicated in Eq. (4.1.1). The relative energy resolution ∆E
E
was found to be 12.5% and 3.5% at 662 keV for the absorptively and reflectively wrapped
crystal, respectively. Throughout the energy range, the reflectively wrapped crystal exhibited a
significantly improved energy resolution. This can be illustrated via the pulse height spectrum of
the intrinsic radioactivity of the LaBr3:Ce scintillator, measured under well-shielded conditions
for both coating modalities, absorptive (a) and reflective (b), as indicated in Fig 4.1.2. Here,
the reflectively wrapped detector clearly resolves the details of all decay modes (β decay and
electron capture) of 138La, such as the 1472 keV transition and its Compton edge, as well as the
decay chain of 227Ac that starts from 1.6 MeV.
In general, the energy resolution ∆E/E of a scintillation detector read out by a photomultiplier
can be expressed as (
∆E
E
)2
= δ2intr + δ
2
tran + δ
2
st (4.1.2)
where δintr is the intrinsic detector resolution affected, e.g., by crystal inhomogeneities, δtran
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Figure 4.1.2: Intrinsic radioactivity spectrum of an absorptively (a) and reflectively (b) wrapped
LaBr3:Ce scintillator.
is the transfer resolution that is correlated to the optical coupling properties of the crystal to
the PMT readout, including the photocathode quantum efficiency, as well as the focusing of
photoelectrons to the first dynode, and δst is the statistical contribution of the PMT [103]. The
last two factors will determine the statistical uncertainty of the PMT, as it is directly affected by
the number of photoelectrons generated at the photocathode and the photoelectron collection
efficiency at the first dynode [104].
Since the same crystal and optical coupling were used with reflective and absorptive crystal
wrapping, the intrinsic term can safely be expected to give the same contributions to the overall
energy resolution in both scenarios. As the generated scintillation light is partially absorbed by
the absorbing wrapping material and consequently the number of the photoelectrons that reach
the PMT is drastically reduced, the statistical term δst should contribute to the degradation of
the energy resolution in the absorptively coated crystal, since δst is inversely proportional to the
square root of the number of photoelectrons
δst = 2.35
√
1 + νM
Nphe
(4.1.3)
where νM is the variance of the PMT gain, typically between 0.1 to 0.2, and Nphe is the number
of photoelectrons [103]. The transfer term δtran is also expected to contribute to the energy
resolution deterioration in the absorptively wrapped crystal, since in this crystal scenario the
collection of the scintillation light at the photocathode strongly depends on the interaction po-
sition at which the scintillation light is generated. This can be noticed throughout the study of
the spatial dependence of the energy resolution using the 1 mm collimated 137Cs source. More-
over, even for a given position of interaction, the probability for a scintillation photon to arrive
at the photocathode will depend much more strongly on the initial angle of emission than in the
reflectively wrapped crystal.
Figure 4.1.3 shows the resulting 2D energy resolution map of the absorptively wrapped
LaBr3:Ce crystal at 662 keV. The energy resolution is gradually degrading from 8% in the
central region to about 10% and 16% at the detector’s edges and corners, respectively. This
can be attributed to the reduction of scintillation light reaching the PMT (thus reducing the
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Figure 4.1.3: 2D energy resolution map together with its X and Y projection obtained by
scanning the absorptively wrapped LaBr3:Ce crystal with a 1mm collimated 137Cs source and a
step size of 6 mm in x and y direction.
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number of photoelectrons), due to the absorption of scattered and reflected photons hitting the
absorptively coated side surfaces of the scintillation crystal. This effect is much stronger for
scintillation photons generated in the edge or corner regions compared to the central region
of the crystal. In contrast, this effect disappears with the reflective coating of the LaBr3:Ce
crystal, as indicated in Fig. 4.1.4. The corresponding 2D energy resolution is only slightly
varying with the irradiation position, as can be seen from the respective x and y projections
(averaged over the complementary dimension). An averaged relative energy resolution ∆E
E
=
3.8±0.04 % is achieved in this scenario. The drastic improvement by about a factor of 2.5-3.5
compared to the absorptive coating clearly emphasizes the need to preserve the full amount of
scintillation light (and thus photoelectrons Nphe) via the reflective wrapping of the crystal, thus
reducing the statistical fluctuations of Nphe at each irradiation position.
Figure 4.1.4: 2D energy resolution map measured by scanning the reflectively coated LaBr3:Ce
crystal with a 1 mm collimated 137Cs source and a step size of 6 mm in x and y direction.
The x and y projections (averaged over the complementary direction) show an almost position
independent energy resolution of 3.8% on average.
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4.2 Time resolution
The timing performance of the LaBr3:Ce scintillator was investigated relative to a fast reference
plastic detector (BC-418) using a coincidence method. Figure 4.2.1 indicates the electronics
setup of the time resolution measurement. First, the time resolution of the reference detector
Figure 4.2.1: Schematics of the time resolution measurement that was performed in the first
step using two identical plastic detectors (BC-418). Subsequently, one reference plastic detector
was replaced by the LaBr3:Ce scintillator in order to measure its time resolution.
was determined by measuring the coincidence time between two simultaneously emitted γ rays
from a 60Co source, using two identical plastic detectors (2” diameter, BC-418) coupled to fast
PMTs (Photonis XP2020/Q). The two signals of these detectors were fed to an amplifier plus
CFD module (Mesytec, MCFD-16) and subsequently to a Time-to-Digital Converter (TDC,
C.A.E.N. Mod. V775). The signal of the STOP branch was delayed by 10 ns and 26 ns,
respectively, using lemo cables in order to calibrate the time spectrum. Then, the time resolution
of one reference detector4Tplast.1 was extracted according to
4Tplast.1 =
√
(4Tplast.1+2)2
2
(4.2.1)
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where the 4Tplast.1+2 is the total time resolution measured by the two identical reference
detectors.
Subsequently, one of the reference detectors was replaced by the LaBr3:Ce detector in order
to measure the coincidence time resolution of this system. Knowing the time resolution of the
reference detector and the combined time resolution (4Ttot) of plastic and LaBr3:Ce scintillator,
the time resolution of the LaBr3:Ce detector can be obtained as
4TLaBr3 =
√
(4Ttot)2 − (4Tplast.1)2 (4.2.2)
Figure 4.2.2: Coincidence time peak of two simultaneously emitted photons from 60Co mea-
sured by two identical plastic detectors (BC418) (a) and by a reflectively (b) as well as an
absorptively (c) wrapped LaBr3:Ce detector, measured against the reference plastic detector.
The blue curve represents a Gaussian fit used to derive the indicated FWHM values.
Figure 4.2.2(a) shows the coincidence time peak of two simultaneously emitted photons from
60Co, measured by two identical plastic detectors (BC-418), exhibiting a FWHM of 365 ±8 ps.
From Eq. (4.2.1), the time resolution of a single reference detector was found to be 258 ± 5
ps (FWHM). A similar result was obtained for a BC-418 scintillation detector coupled to the
same PMT type (photonis XP2020/Q) by [105] to be 235 ps (FWHM). Figure 4.3.1 (b) and (c)
indicate 376± 8 ps (FWHM) and 595± 8 ps (FWHM) as the coincidence time measured for the
reflectively and absorptively wrapped LaBr3:Ce detector, respectively, in coincidence with the
reference plastic detector. Using the measured time resolution of the reference detector, the time
resolution of the LaBr3:Ce detector was extracted using Eq. (4.2.2) to be 536 ± 6 ps (FWHM)
with absorptive and 273 ± 6 ps (FWHM) with reflective wrapping. Since the same crystal,
PMT, electronics and time pick-off method were used in both side surface wrapping scenarios,
the improvement in the time resolution of the LaBr3:Ce detector by more than a factor of 2
can clearly be attributed to the maximized light collection in the reflectively wrapped crystal.
Consequently, the number of collected photoelectrons per event is correspondingly maximized,
thus reducing the statistical fluctuations that affect the time resolution, which scales inversely
proportional to the square root of the number of photoelectrons [106, 107].
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4.3 Photopeak detection efficiency
The photopeak detection efficiency of the LaBr3:Ce detector was determined using the known
activities of the calibration sources. This required measuring the ratio of photons detected in
the photopeak to the number of initially emitted γ rays for the specific transitions. In this
case, a 152Eu source of 110 kBq activity was used in order to cover a wide range of photon
energies between 121 keV and 1408 keV. The experimental setup is the same as it was used
for the energy resolution study (see Fig. 3.2.13). The energy spectrum was derived from the
sum dynode of the PMT. The data were corrected by background subtraction. Dead time and
solid angle corrections were applied. So, the photopeak efficiency, considering all the previous
corrections, can be expressed as
εph =
(Nph,corr)/(1− tdead)
Acurr × tmeas × I × (ΩLaBr3/4pi)
(4.3.1)
where Nph,corr is the background-corrected number of photopeak counts, tdead is the fraction of
DAQ deadtime, Acurr is the current activity of the source, tmeas is the measurement time, I is
the fractional intensity of the γ transition relative to the source activity and ΩLaBr3 represents
the solid angle of the LaBr3 detector.
Figure 4.3.1: Photopeak detection efficiency of the absorptively (blue) and reflectively (red)
wrapped LaBr3:Ce crystal using a 152Eu calibration source. Background, solid angle and DAQ
dead time corrections were applied to these data. The solid lines are to guide the eye.
The LaBr3:Ce photopeak detection efficiency εph was determined with reflective and absorptive
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crystal coating over an energy range between 121 and 1408 keV, as displayed in Fig. 4.3.1.
With both types of crystal surface coating, the full energy detection efficiency, corrected for
solid angle and data aquisition (DAQ) dead time, starts from high values of εph ≈ 80% at low
energies (121 keV) due to the crystal thickness of 30 mm, the high effective atomic number
Zeff and the density of the detector material, rendering the probability of the photoelectric
interaction to be dominant in this energy region. However, the observed drop of εph with
increasing photon energy correlates with the emerging dominance of multiple interactions, such
as Compton scattering for high energy photons contributing to reduce the photopeak efficiency.
Fig. 4.3.1 also shows that the photopeak detection efficiency, within experimental-uncertainties,
is almost the same for both crystal side surface coating modalities. The reduction of the amount
of scintillation light due to the absorption processes of in case of absorptive coating obviously
does not prevent the identification of the incident photon’s photopeak and thus mostly preserves
the photopeak detection efficiency.
4.4 Light Spread Function (LSF)
The Light Spread Function (LSF), defined as the FWHM of the radial projection of the light
amplitude distribution of the multi-anode PMT segments, is used to evaluate the scintillation
light spread of a known incident photon energy in a monolithic crystal. In order to ensure a
symmetric distribution of the light intensity, recorded by the PMT segments, a central irradiation
position of the crystal was chosen using a 1 mm collimated γ-ray source. In order to generate
the corresponding 2D light amplitude distribution, the acquired raw data have to pass through
some correction steps, required either by readout electronics, the photosensor (PMT) or the light
collection behaviour inside the crystal. The details of the corresponding correction steps and
data handling procedure can be explained as follows:
• Gain matching
Since each channel of the 64 PMT output signals was processed by individual spectro-
scopic electronics, potential gain variations between the channels have to be corrected.
Therefore, two pulser signals with different amplitudes (50 mV and 100 mV) were in-
jected to each amplifier channel, in order to match the relative amplification gains of all
channels using the following equation.
Ecor = gain · Eraw + offset (4.4.1)
In practice, 4 customized 64-pin connectors can be connected to the 4 PMT output ribbon
cables, after disconnecting them from the photosensor, in order to distribute the pulser
signal to all 256 electronics channels via four adaptor boards that convert the high density
cables to the individual 256 lemo cables connecting to the subsequent signal processing
chain.
• QDC pedestal
The charge-to-digital converter (QDC) continuously produces low-amplitude signals
originating from the dark current ”pedestal”. The intensity and energetic position of this
signal varies from channel to channel. Thus, digitized data were acquired without input
signal to the QDC in order to define (after applying a Gaussian fit to the pedestal peaks)
a fixed pedestal subtraction threshold that was determined as 3 σ above the pedestal peak
centroid.
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Figure 4.4.1: Exemplary illustration of the QDC pedestal correction method. The pedestal
energy (left panel) was acquired while the input signal of the QDC was disconnected. Then, 3
σ of the Gaussian fit above the centroid of Gaussian fit (blue curve superimposed to the data)
was chosen as an energy threshold that was applied to the detector raw signal, as indicated in
the right panel for a prototypic channel.
• PMT non-uniformity
In order to allow for a correction of potential gain variations between the 256 pixels of
the multi-anode PMT (H9500), a gain non-uniformity matrix is provided by the PMT
manufacturer (Hamamatsu). Since each 4 neighboring pixels of the PMT were electron-
ically summed in this study, the corresponding gain values of the non-uniformity matrix
were averaged to derive new correction factors for the 64 output channels. These relative
correction factors range from 1.0 to 1.8.
• Crystal light distribution uniformity
Scattering or reflections of the scintillation light mainly in the corner or edge regions of
the crystal could lead to an inhomogeneous spatial response of the crystal to impinging
radiation. This could be corrected by registering the light amplitude distribution, resulting
from a homogeneous flood source covering the crystal front surface, allowing to derive a
correction map. Fortunately, the LaBr3:Ce crystal offers an elegant alternative. Since the
internal radioactivity of the LaBr3:Ce detector (here 140 Bq, exhibiting besides distinct
transitions from 138La and 227Ac ([79] and [108]) a continuum ranging up to about 2.6
MeV) can be assumed to be homogeneously distributed inside the crystal with isotropic
emission of the corresponding γ rays. The photon energy region of this background ra-
diation, equivalent to the impinging γ ray energy, was used to determine the position
dependent correction matrix. This takes into account the energy dependence of the scat-
ter/reflection processes near corners and edges of the crystal, affecting the light collection
behaviour.
• Gating at the energy of interest
This filter enhances the chance of correctly recording the properties of incident calibration
source γ rays by setting an energy gate around the photopeak energy region in the energy
spectrum. A FWTM (full width at a tenth of the maximum) of the photopeak is selected
as the energy gate for all reference library data.
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The above given consecutive correction steps, except the manufacturer-provided PMT unifor-
mity map, should be applied shortly before starting the measurements of 2D light amplitude
distributions from collimated calibration sources, since they are subject to degradation after a
period of time, e. g. due to temperature variations. Figure 4.4.2 illustrates the influence of each
correction step on the appearance of the scintillation light distribution, recorded by the PMT
pixels, starting from the raw data until reaching the correct visualization of the position of the
collimated source, which is pointing to the upper right corner of the scintillator front surface
(indicated by the black dot).
Once the above correction and analysis steps were acquired, the LaBr3:Ce scintillator front
surface was perpendicularly positioned in front of the collimator opening in order to investigate
the spatial behaviour of the produced scintillation light of incident γ rays inside the monolithic
crystal. The ability of resolving the collimated source position, when the step size equals the
dimension of the readout PMT segment, was evaluated by scanning the detector with a grid size
of 3 mm and 6 mm, respectively, in the case of 16 × 16 and 8 × 8 PMT segmentation. Based
on these data, the 2D light amplitude distributions were generated by accumulating a preset
amount of photopeak events per irradiation position.
4.4.1 LSF as a function of scintillation crystal’s side surface coating op-
tions: reflective and absorptive
The impact of the crystal surface coating on the position sensitivity of the LaBr3:Ce detector
was studied using the 1 mm collimated 137Cs source setup, indicated in Fig. 5.2.2. In this study,
the first generation of the readout electronics, indicated in Fig. 3.2.13, was used, where four
neighboring PMT segments were electronically summed using a dedicated PCB adapter board.
Fig. 4.4.3 and Fig. 4.4.4 show 2D light amplitude distributions for each irradiation position
on an 8×8 grid with 6 mm step size in x and y direction. The irradiation position is clearly
correlated with the shape of the measured light distribution, both with absorptive and reflective
side surface wrapping after applying the correction steps discussed earlier.
The LSF, which corresponds to a radial projection of the 2D light amplitude distribution, is
used to evaluate the impact of the crystal wrapping type on the detector’s spatial resolution.
The absorptively wrapped LaBr3:Ce detector exhibits an LSF of 23.5±4.2 mm (FWHM), as
derived from the radial projection fit of the 2D light distribution indicated in Fig 4.4.5. In
contrast to this and derived from Fig 4.4.6, the LSF was measured to be 31.7±3 mm (FWHM)
for the reflectively coated LaBr3:Ce detector. As expected, the reflective coating degrades
the position sensitivity of the detector due to the scintillation light scattering at the edges and
corners of the crystal. However, this degradation does not prevent the detector from resolving
the photon source-position correlation as shown in Fig. 4.4.4
Based on the excellent performance of the reflectively wrapped LaBr3:Ce detector, discussed
before, which should not be sacrificed, the reflective crystal surface coating was chosen for the
absorbing detector of the Compton camera. Thus, this coating option will be used throughout
the following LaBr3:Ce detector study.
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Figure 4.4.2: Visualization of the effect of the consecutive correction steps required to generate
the 2D light-amplitude distribution of photons emitted from a collimated γ source. The raw
data (a) consecutively pass through electronic gain matching of the signal processing readout
electronic channels (b), energy pedestal subtraction (c), PMT pixels response uniformity cor-
rection (d) and light collection corrections (e). The final step (f) is given by applying an energy
gate around the photopeak in the energy spectrum to exclusively consider scintillation light that
results from the impinging γ ray.
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Figure 4.4.3: 2D light amplitude distribution obtained from an 8×8 grid scan of the absorp-
tively wrapped LaBr3:Ce detector, using a 1 mm collimated 137Cs source with a step size of 6
mm in x and y direction. Each subpicture represents a light amplitude distribution of a specific
irradiation position. The corresponding correlation of the resulting light amplitude distributions
with the consecutive shift of the irradiation position from the upper left to the bottom right
corner is clearly visible.
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Figure 4.4.4: A grid scan of 8×8 irradiation positions of the reflectively coated LaBr3:Ce
detector, using a 1 mm collimated 137Cs source. The source irradiation position can be clearly
tracked by the spatial localization of the intensity maximum of the detector 2D light distribution.
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Figure 4.4.5: Radial projection of the 2D light amplitude distribution obtained from a central
irradiation position of the absorptively wrapped LaBr3:Ce detector, using a collimated 137Cs
source. In this study, each 4 neighboring segments of the 16×16 multi-anode PMT were com-
bined. The blue curve represents a Gaussian fit to the data, the resulting width (FWHM) is
indicated.
Figure 4.4.6: Radial projection of the 2D light amplitude distribution derived from a central
irradiation position of the reflectively wrapped LaBr3:Ce detector, using a collimated 137Cs
source. The blue curve represents a Gaussian fit to the data, the resulting width (FWHM) is
indicated.
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4.4.2 LSF as a function of the impinging γ-ray energy: 137Cs and 60Co
sources
After upgrading the readout electronics of the LaBr3:Ce detector, enabling to individually pro-
cess all 256 segments of the H9500 multi-anode PMT (see Sect. 3.2.2.3 for more details), the
detector was sequentially scanned by 1 mm collimated 137Cs (662 keV) and 60Co (1.33 MeV)
sources with a fine step size of 3 mm, in order to visualize the spread of the produced scintilla-
tion light across the PMT segments for two different incident photon energies. Figure 4.4.7 and
4.4.9 show the 2D light amplitude distributions of 16 × 16 irradiation positions for 137Cs and
60Co γ-ray calibration sources, respectively. It can be noted that the intensity maximum that
indicates the source position is larger for the 60Co source, in particular obvious at the corner and
lateral irradiation positions. In fact this is expected, since doubling the incident photon energy
will also double the amount of scintillation light.
In order to evaluate the spatial response behaviour of the produced scintillation light inside the
LaBr3:Ce crystal as a function of the incident γ-ray energy, the LSF of a central irradiation
position of both 137Cs and 60Co sources was derived, as displayed in Fig. 4.4.8 and 4.4.10,
respectively. The LSF value slightly improved with the higher incident γ-ray energy, as it was
measured to be 21.4 ± 0.9 mm (FWHM) for 1.33 MeV, compared to an LSF of 23.7 ± 0.7 mm
(FWHM) found for the 662 keV γ ray emitted from 137Cs. In both cases, the 1 mm collimated
source was placed in a central position of the LaBr3:Ce detector. The slightly improved LSF
at 1.33 MeV originates from the increased light yield at the higher photon energy compared to
the case of 137Cs. This leads to a statistical improvement in the light intensity of the 2D light
amplitude distribution, which will be transformed to its respective 1D radial projection, which
corresponds to the LSF.
In the case of the 137Cs source measurement and compared to Fig. 4.4.6, enhancing the PMT
granularity by a factor of 4 seems to improve the LSF by about 30%. This improvement may be
due to a reduction of the effects of light scattering, caused by the reflective crystal surface coat-
ing, by spreading the produced scintillation light to a larger number of PMT segments. As the
LSF is derived from an accumulation of events forming the 2D light amplitude distribution, the
scattering effect of the scintillation light is dominant for this method and directly transformed
to the 1D radial projection. Besides this effect, a lower number of PMT segments leads to a
lower number of sampling points in the 1D radial projection, which also statistically affects the
LSF value.
In order to compare the LSF value with two different PMT granularities, similar to the mea-
surement with the 137Cs source also for a 60Co source, each neighboring 4 pixels of the 2D light
amplitude, measured with 256 PMT segments, were summed during the offline analysis. The
radial projection of a central irradiation position of the summed 2D light amplitude is shown in
Fig. 4.4.12. The width of the LSF for the case of 64 fold PMT granularity is found to be 23.7±
3.3 mm (FWHM), which is within experimental uncertainties similar to the value found for the
higher 256-fold granularity. Compared to Fig. 4.4.4, where the reflectively coated LaBr3:Ce
scintillator was scanned by a 1 mm collimated 137Cs source, Fig. 4.4.11 displays a visualization
of the 2D light amplitude distribution obtained from 8 × 8 irradiation positions of the scintil-
lation detector using a 1 mm collimated 60Co source (gated on its 1.33 MeV transition). This
measurement was performed with the full 256-fold granularity of the PMT segments, where
during the offline analysis four neighboring pixel signals were combined in order to achieve
a 64-fold PMT granularity. As mentioned earlier, doubling the incident photon energy leads
to a corresponding increase of the amount of the produced scintillation light. This feature can
also be weakly observed with a reduced PMT granularity of 64 segments when comparing Fig.
4.4.11 and Fig. 4.4.4, measured by 60Co (1.33 MeV) and 137Cs (662 keV) sources, respectively.
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This effect is more clearly visible in the case of the 256-fold PMT granularity, as indicated in
Fig. 4.4.9 and Fig. 4.4.7 for the same sources, respectively.
Figure 4.4.7: A grid scan of 16×16 irradiation positions of the reflectively coated monolithic
LaBr3:Ce detector is shown, using a 1 mm collimated 137Cs source and a grid step size of 3
mm in x and y direction. All 256 segments of the multi-anode PMT are individually read out.
The resulting 2D light amplitude distribution of each irradiation position clearly indicates the
correlation with the 256 different source positions, moving consecutively from the top left to
the bottom right position.
Throughout the spatial response evaluation study of the reflectively wrapped LaBr3:Ce scintil-
lator using the LSF method, the incident photon energy seems to have an impact on the spatial
properties of the detector for both PMT-fold granularities (64 and 256 segments). This will be
taken as incentive to follow this direction by using specific reconstruction algorithms in order
to quantitatively investigate the detector’s spatial resolution as a function of the incident photon
energy and the granularity of the photosensor. This will be investigated in the following chapter.
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Figure 4.4.8: Radial projection of the 2D light amplitude distribution derived from a central
irradiation position of the reflectively wrapped LaBr3:Ce detector, coupled to a 16×16 multi-
anode PMT and using a 1 mm collimated 137Cs (662 keV) source. The blue curve represents a
Gaussian offset fit to the data, the resulting width (FWHM) is indicated.
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Figure 4.4.9: A grid scan of 16×16 irradiation positions of the reflectively coated monolithic
LaBr3:Ce detector, using a 1 mm collimated 60Co source (gating on the 1.33 MeV transition)
and a grid step size of 3 mm in x and y direction. The resulting 2D light amplitude distribution of
each irradiation position clearly indicates the correlation with the 256 different source positions,
moving from the top left to the bottom right corner.
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Figure 4.4.10: Radial projection of the 2D light amplitude distribution derived from a central
irradiation position of the reflectively wrapped LaBr3:Ce detector coupled to a 16×16 multi-
anode PMT, using a 1 mm collimated 60Co source (gated on the 1.33 MeV transition). The blue
curve represents a Gaussian offset fit to the data, the resulting width (FWHM) is indicated.
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Figure 4.4.11: 2D light amplitude distribution obtained from 8 × 8 irradiation positions using
a 60Co source (gated on its 1.33 MeV transition). The distributions were analyzed for a 64-fold
PMT granularity by combining each four neighboring PMT segment signals during the offline
analysis.
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Figure 4.4.12: Radial projection of the 2D light amplitude distribution derived from a central
irradiation position of the reflectively wrapped LaBr3:Ce detector, coupled to a 16×16 multi-
anode PMT, using a 1 mm collimated 60Co source (gated on the 1.33 MeV transition). Each
neighboring four PMT segments have been combined in the offline data analysis to achieve
an LSF value from a 64-fold PMT granularity when using the 60Co source. The blue curve
represents a Gaussian fit to the data, the resulting width (FWHM) is indicated.
Chapter 5
Determination of the photon interaction
position in the monolithic (LaBr3:Ce)
scintillator
The spatial resolution of the Compton camera absorbing detector is an essential factor that
influences the overall camera imaging quality. Therefore, this chapter extensively focuses on
studying the spatial resolution properties of a 50 × 50 × 30 mm3 monolithic LaBr3 scintillator
using two algorithms, namely the k-Nearest-Neighbor (k-NN) method and its improved version
Categorical Average Patterns (CAP). The first part of this chapter deals with describing the
method of each algorithm. Then, the experimental setup and procedure, used to acquire the
required data, will be shown. This includes the description of some analysis steps, applied to
the raw data in order to extract the relevant information for all algorithms. Finally, the resulting
data will be presented and discussed.
5.1 Description of the photon interaction position construc-
tion algorithms
The k-Nearest-Neighbor (k-NN) method and its improved version Categorical Average Patterns
(CAP) algorithms are used to evaluate the spatial resolution properties of a 50 × 50 × 30 mm3
monolithic LaBr3 scintillator. They allow not only to determine the primary photon interaction
position, but also to derive the overall spatial resolution of the monolithic scintillator. The
details of each algorithms’ workflow will be given in the following subsections.
5.1.1 The k-Nearest Neighbor (kNN) algorithm
The k-Nearest-Neighbor algorithm was developed at TU Delft [109] to be applied in the frame-
work of positron emission tomography (PET) for determining the photon interaction position in
a monolithic scintillator crystal. This algorithm requires a calibration measurement, in which
the crystal front face is scanned by a tightly collimated photon source with a fine step-size in x
and y directions. At each irradiation position, the 2D light amplitude distribution, resulting from
each impinging photon, is recorded by the N PMT pixels as a vector I = (I1, I2, ..., IN), where
Ii is the scintillation light intensity of the i-th pixel. The total number of the reference library
entries is the number of irradiation positions npos multiplied by the number nepp of recorded
photopeak events at each position.
ntot = npos . nepp (5.1.1)
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For a given unknown photon interaction position, the resulting 2D light amplitude distribution
Iunk, i of this event is compared pixel by pixel to each of the reference library entries Iref(l,i) and
the Euclidean distance is calculated as
DkNNl =
√√√√ N∑
i=1
(Iunk,i − Iref(l,i))2, l = 1, ...., (npos · nepp), (5.1.2)
Then, a subset of the reference library is selected, containing a selectable number of k best
matching entries, based on the k library events with smallest distance DkNNl . The (x,y) coordi-
nates of these nearest neighbors are filled into a 2D histogram. After smoothing this histogram
by a 5 × 5 average filter, the maximum of the smoothed distribution represents the calculated
interaction position of the unknown incident event.
In order to characterize the accuracy of this algorithm, the ”leave-one-out method” is applied,
where 2D light amplitude distribution of a single event from the reference library is loaded as
an unknown event. Then the calculated interaction position will be extracted by applying the
k-NN algorithm and compared to the known actual irradiation position. In order to quantify
the achievable spatial resolution with the standard k-NN algorithm, the leave-one-out method is
repeated for all entries of this reference library and the coordinate differences (∆x, ∆y) = (xcalc
- xtrue, ycalc - ytrue) between the calculated position and the true irradiation position are filled in
a 2D error histogram. The average FWHM of the1D histograms projected in x and y directions
represents the spatial resolution of the monolithic scintillator crystal using the k-NN algorithm.
The workflow of this algorithm, as well as the use of the leave-one-out method, is schematically
shown in Fig. 5.1.1.
5.1.2 The Categorical Average Pattern (CAP) algorithm
This algorithm represents an improved version of the standard k-NN algorithm. The use of
the reference library is slightly different when analyzing the unknown photo event. Instead of
directly calculating the Euclidean distance DCAPl from every 2D light amplitude distribution of
the library, a subset of the kCAP closest matching is selected, representing the nearest neighbors
for each irradiation position and an average light distribution is calculated for each of the nepp
subsets. Now, the 2D light intensity distribution of the unknown event Iunk, i is compared to the
averaged light distribution Iave(l, i) and the intensity difference is calculated as
DCAPl =
√√√√ N∑
i=1
(Iunk, i − Iave(l, i))2, l = 1, ...., npos, (5.1.3)
This intensity difference is then filled in a 2D histogram spanned by their (x,y) coordinates.
Then, a 5 × 5 moving average filter is applied to smooth the distribution and the minimum
region is identified with the coordinate of the calculated interaction position of the unknown
event.
The ”leave-one-out method” as described before is subsequently applied to each entry of the
reference library in order to characterize the detector’s spatial resolution. The spatial difference
(∆x, ∆y) between the calculated position derived via the CAP algorithm and the true irradiation
position is then filled to an error histogram. Finally, the average FWHM of the x and y projection
of this distribution represents the spatial resolution of the monolithic scintillator crystal using
the CAP algorithm.
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Figure 5.1.1: Illustration of the standard k-Nearest-Neighbor (k-NN) algorithm workflow used
to determine the γ interaction position in a monolithic scintillator. For the detector’s spatial
resolution, the ”leave-one-out method” is used, where the ”unknown” event is repeatedly taken
as input for the reconstruction algorithm from the reference library. The difference between the
calculated and the true interaction position is filled in the so-called error histogram. The average
FWHM of the x and y projections of this distribution represents the spatial resolution achieved
with the k-NN algorithm.
5.2 Experimental setup and procedure
In this section, the experimental setup and procedure used to evaluate the spatial resolution
properties of the LaBr3:Ce scintillator will be introduced. Since the measurements were per-
formed with two different γ sources, 137Cs and 60Co, both requiring, due to their different
photon energy ranging from 662 keV (137Cs) to 1.33 MeV (60Co), different arrangements of
the collimator and positioning system, both scenarios will be discussed independently. Then,
the method of determining the crystal dimensions inside the aluminium housing by means of
scanning across the detector edge in x and y directions will be presented.
5.2.1 Setup for the detector scan with a collimated 137Cs source
The basis of generating the reference library of 2D light amplitude distributions is the colli-
mated γ-ray source. When using the 60Co source, the collimator and positioning setup had to
be modified when changing the calibration source, since the starting configuration, used for
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Figure 5.1.2: Workflow chart of the CAP algorithm for extracting the interaction position of an
unknown impinging γ ray (see text for details). The ”leave-one-out method”, where in the case
of the CAP algorithm the unknown event is sequentially selected from the reference library
subset of each irradiation position, can be used to fill the error histogram by the difference
between the calculated and the true photon interaction coordinates. The average FWHM of
the x and y projections of this error distribution represents the spatial resolution of the detector
when using the CAP algorithm.
generating the 137Cs reference library, was not suitable for the subsequent case of 60Co. The
setup used for the 137Cs source was initially borrowed from a collaborating group in the physics
department of the TU Munich. Therefore, the existing design had to be used, which was based
on a moving source in front of the stationary detector. In this setup arrangement, the collimator,
made of DENSIMET (an alloy of tungsten, nickel and iron) [110], has a length of 48 mm and
an opening diameter of 1 mm. The 137Cs source (82 MBq) is encapsulated in an aluminum
housing, which is inserted into a tantalum source holder of 30 mm length, as indicated in Fig.
5.2.1, such that the source disk is located on the axis of the 2 mm diameter collimator bore with
a length of 20 mm inside the source holder. Thus, the γ source is located at a distance of 68
mm from the detector front surface. The tantalum source holder, together with the 137Cs source,
is attached to the back side of the DENSIMET collimator, and is adjusted in a way to ensure
that the collimator axis of both the source holder and the surrounding collimator coincide in
order to avoid any photon scattering affecting the measurement quality. In the arrangement of
the 137Cs source, the collimator source and additional Pb shielding block of the sides are placed
5.2. EXPERIMENTAL SETUP AND PROCEDURE 85
on a motorized and automatically controlled translation stage, that allows for sub-millimetre
movements in x and y direction with micrometer precision.
Figure 5.2.1: Illustration of the detailed design of the 137Cs source, encapsulated in an aluminum
housing, which is then installed into a tantalum holder. The aluminum housing is adjusted
such that the source disc (indicated in the red) is positioned in the centre of the source holder
collimation channel with a diameter of 2 mm.
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Figure 5.2.2: Sketch (panel a) and photograph (panel b) of the experimental setup used for the
2D detector scans with the collimated 137Cs source. The LaBr3:Ce scintillator is kept stationary
and perpendicular to the collimator 2©, which is attached to a motorized and automatic con-
trolled x-y translational stage 1©. The source arrangement is surrounded by lead blocks 3© in
order to provide lateral shielding and suppress leakage of γ rays.
5.2.2 Setup for the collimated 60Co source
Increasing the incident γ-ray energy by about a factor of two by using a 60Co γ source (20
MBq) instead of a 137Cs source will allow to study the energy dependence of the LaBr3:Ce spa-
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tial resolution as achieved from the reconstruction algorithm, which so far were mainly applied
to the low-energy range of PET-like photon energies. However, this requires to reconsider the
shielding and attenuation performance of the DENSIMET based collimator setup. Fig. 5.2.3
illustrates the attenuation of a 20 MBq 60Co source (plotted for its largest photon energy of
1.3 MeV) passing through a 1 mm (black squares) or 0.6 mm (red circles) diameter collimator
opening, respectively, as a function of the length of the collimator channel. The blue trian-
gles denote the radiation leakage through the side of the shielding arrangement. For the 1 mm
diameter, the signal to background ratio (corresponding to the ratio between the photon rate
transmitted through the collimator channel to the radiation leakage through the side of the col-
limator and its surrounding shielding elements) equals 1 for a collimator length of 8 cm, which
means that only for longer collimator lengths an identification of the γ-ray source photopeak
above the background level of leaking source intensity will become possible. The same situ-
ation is reached for a 9 cm long collimator for the 0.6 mm case. At these intersection points
between the blue and red data, the detector cannot distinguish between the collimated radiation
and the one leaking through the side shielding. Thus, the working region of the collimation
system lies beyond this intersection point. Since the γ radiation rate transmitted through the
collimation channel is an essential parameter that critically affects the required measurement
time per irradiation position, it is not realistic to choose a thickness of, e.g., 20 cm, where a
signal to background ratio of ca. 4× 10−6 could be achieved for the 1 mm collimator, given the
boundary condition to restrict the measurement time per irradiation position to a range of a few
tens of seconds for a few hundred of photopeak events, a Densimet collimator length of 10 cm
was chosen as a reasonable compromise. As indicated in Fig. 5.2.3, the vertical lines point to
the actual source position (12 cm) relative to the front surface of the detector, since the source
is placed at a distance of 2 cm inside a tantalum source holder on the back side of the collimator
block, as shown in Fig. 5.2.1
Once the length of the collimator for the 20 MBq 60Co source was defined, it turned out to be
a mechanical challenge to realize the required 1 mm hole over a length of 100 mm in a high-
Z material. Mechanical drilling or spark erosion had to be excluded, due to the unavoidable
uncertainties introduced by these methods. Also a stacked arrangement of individually drilled
4 mm thick slabs did not provide the required surface quality of the collimation channel.
Finally, the solution was found on the basis of a sintered tungsten carbide tube (90% WC, 10%
Co, ρ = 14.4 g/ cm3) [111]. The inner diameter of such tube can be as small as 0.6 mm, with an
outer diameter of 4 mm. This tube can be inserted into a ∼ 4 mm diameter bore through a 100
× 100× 100 mm3 block of DENSIMET R© [110], as indicated in Fig. 5.2.6 a). The dimensions
of the collimator block, especially its width and height, were chosen to improve the quality of
the collimated source measurement by covering the entire scanning range (50× 50 mm2) of the
LaBr3:Ce scintillator in both x and y direction, thus efficiently reducing side leakage of the γ
radiation. This collimator design enables the flexible use of different collimation openings by
simply exchanging the tungsten carbide tube. Figure 5.2.6 b) shows two exchangeable tubes of
1 mm and 0.6 mm inner diameter.
This collimation system not only replaces the previous 1mm collimator for the 137Cs source, but
also allows to explore an even smaller opening diameter of 0.6 mm, which was barely possible
with the old setup, as illustrated by the green vertical line in Fig. 5.2.5. Of course, the radiation
flux will be reduced quadratically, where doubling the collimator length. However, since the
137Cs source activity is as high as 82 MBq, the expected photo count rates for the 1 mm and
0.6 mm collimators are ∼ 360 /s and ∼ 130 /s, respectively, still allowing for a reasonable
measurement time per irradiation position with sufficient statistics.
Compared to the previous collimator setup of the 137Cs source, illustrated in Fig. 5.2.2, the ex-
perimental setup of the new collimation system was modified in order to take into account the
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Figure 5.2.3: Attenuation performance of a DENSIMET-based collimator system, designed for
a strong (20 MBq) 60Co source. Displayed is the source related radiation intensity passing
through the collimation channel (black and red data sets) and collimator medium (blue data
sets), for two collimator opening diameters of 1 mm (square) and 0.6 mm (circle). The working
region of this system starts after the intersection point between the red and blue curves, where
the ratio between both intensities equals to one. The vertical line points to the finally chosen
length of 10 cm of the collimator system, providing a signal to background ratio of ∼ 50 : 1
for the 1 mm collimator, which keeps the transmitted photon flux high enough (∼ 100 /s) to
allow for reasonably short irradiation times in the 2D scan measurement. The length of 12
cm represents the thickness of the DENSIMET collimator block (100 mm) plus the 20 mm
distance from the source position inside its holder to the collimator front surface, as indicated
in Fig. 5.2.1.
extra weight introduced by the large DENSIMET block (10× 10× 10 cm3) surrounded by side-
shielding lead bricks. Figure 5.2.6 a) shows that the LaBr3:Ce detector is now attached to the
motorized translation stage, while the collimation system is kept stationary and perpendicular
to the detector front surface. In order to allow for a flexible movement of the scintillator within
the dynamic range of the translation stage in x and y directions, the PMT high-density coaxial
ribbon cables (SEU-TEU-1, SAMTEC) were extended from 17 cm to 36 cm. These cables are
distributed to 256 individual lemo cables via 4 adapter boards, which are mounted to the plat-
form of the x-compound translation stage such that they will move together with the LaBr3:Ce
detector only in x-direction. A photograph showing the details of the real experimental setup is
presented in Fig. 5.2.6 b).
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Figure 5.2.4: Photograph of the 100 × 100 × 100 mm3 DENSIMET-based collimator block
(a), containing a central bore of∼ 4 mm diameter for an exchangeable collimator rod. WC rods
with two opening diameters of 1 mm and 0.6 mm of the collimator channel are available in our
laboratory, as shown in panel b).
5.2.3 Coordinate determination of the LaBr3:Ce crystal: x and y edge
scan
Before starting the collimated source measurements, the exact location of the LaBr3:Ce crystal
inside its aluminum encapsulation has to be determined. For this purpose, a so-called edge scan
is performed by scanning the collimated γ source across the edge regions of the scintillation
detector in x and y directions with a fine step size, e. g., 1 mm in order to visualize the crystal
profile, indicated by the rise and fall of the detected count rate under the photopeak as a function
of the irradiation position. The range of the scan was chosen larger than the known actual
crystal size in order to be able to resolve the step function (falling and rising edge), where the
collimated photon beam leaves and enters the crystal range. The rising (left) slope of both x and
y photopeak count rate profiles are fitted by a Fermi function, given as
f(x) =
A
1 + e
x−x0
B
+ C (5.2.1)
where A, B and C represent fit parameters,while x0 denotes the origin of the x axis and x
indicates the irradiation position in the x direction. Similarly, the falling (right) edges of both
cases are also fitted using an inverse Fermi function
f(x) =
A
1 + e
x0−x
B
+ C (5.2.2)
The inflection points, resulting from both fit functions for a line scan along either the x or y
axis, represent the starting and ending coordinates of the crystal. Consequently, the distance
between these coordinates reflects the measured width of the crystal (which ideally reflects the
crystal dimensions known from the manufacturer).
Figure 5.2.7 illustrates the x (panel a) and y (panel b) photopeak count rate profiles of the
LaBr3:Ce crystal, using a 1 mm 137Cs collimated source as described in Sect. 5.2.1, with a step
size and measurement time of 1 mm and 40 sec, respectively. The red curves in both scans
5.2. EXPERIMENTAL SETUP AND PROCEDURE 89
Figure 5.2.5: Attenuation behaviour of the 82 MBq 137Cs source while being installed in the
new collimation system. Compared to the 60Co source and with both collimator openings, it
provides a large working region, starting from a collimator length of∼ 5 cm (as the intersection
point with signal-to-background ratio ∼ 1), due to the large value of the linear attenuation
coefficient of Densimet (µL = 1.95 cm−1) at the photon energy of 662 keV. The green vertical
line represents the length of the previous Densimet collimator block, whereas the black line
denotes the length of the newly constructed collimator.
represent the fit curve of the count rate profiles using the Fermi functions as defined before.
The measured crystal length, using the inflection point of each edge fit, was found to be 48.9
(2) mm and 48.2 (4) mm for the x and y scan profiles, respectively, and thus only slightly
deviating from the ’true’ dimensions of the crystal front face as stated by the manufacturer (50
× 50 mm2). The reason of this deviation may be traced back to the degradation of the slope
of the rising and falling edge of the scan profile, which affects the fit quality in the flat-top
region of the scan and, consequently, the value of the derived inflection point. Since the scan
profile is based on the photopeak count rate as a function of the irradiation position, obviously
the photopeak count rates registered at the edge positions are lower than the ones measured in
a central position. This may originate from crystal edge (scattering) effects, which influence
the collection path of the scintillation light towards the PMT photosensor. Moreover, a fraction
of the scintillation photons may escape from the crystal, since the reflectivity of the crystal
surface wrapping material is not 100%. In total, these effects will create a tail on the low
energy part of the photopeak in the energy spectrum, due to the resulting non-proportionality
between the absorbed γ-ray energy and the corresponding scintillation light that reaches the
PMT. This contributes to degrade the edge scan quality, as a fixed energy gate (FWTM) is
applied to the photopeak at each irradiation position, leading to a loss of part of the photopeak
counts near the edges of the crystal. From Fig. 5.2.7 it can be noticed that the y line scan
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Figure 5.2.6: Drawing (a) and photograph (b) of the modified setup for the 2D detector scan
using a collimated 60Co source (20 MBq). Compared to the previous 137Cs source collimator
setup, the LaBr3:Ce scintillator 2© which was previously left stationary in front of the moving
collimated source, is now attached to a motorized translation stage 1©, while the collimator 3©
together with its surrounding lead block shielding 5© are kept stationary. The 60Co source 3© is
inserted inside its Ta holder, as indicated in Fig. 5.2.1, and then attached to the back side of the
collimator block.
Figure 5.2.7: x (panel a) and y (panel b) line-scan profiles of the LaBr3 scintillator crystal, repre-
senting the photopeak count rates as a function of the irradiation position. In this measurement,
a 1 mm collimated 137Cs source, attached to the first generation of the collimator setup (see
Sect. 5.2.1), a 1 mm step size and 40 seconds of irradiation time per position were used. The
red curves and blue vertical lines represent the fit to the profile curve, using the Fermi functions
of Eq. (5.2.1) and (5.2.2), and its inflection points, respectively.
(panel b) has an inferior signal to background ratio (S/B) (∼ 9) compared to the one in the x
line scan (∼ 14). This originates from an unavoidable design issue in the 137Cs source setup
(Sect. 5.2.1), particularly affecting the y edge scans. In this first version of the scan setup the
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collimator, together with the source attached to it, was mounted to the translation stage (see
Fig. 5.2.2). Translations in y direction occurred in a vertical gap inbetween the lead brick side
shielding, leaving unwanted gaps on the top or bottom of the collimator block during its move,
thus allowing for scattered radiation from the source behind the collimator block to reach the
detector and contribute to the background. This effect is maximal when the collimated source
is in the starting or ending position. This explains the enhancement of the background in the y-
scan profile. This effect is not dominant in the x-scan profile, because in this case the collimated
source moves horizontally across the center of the crystal, therefore the unwanted gaps on top
and bottom of the collimator block are small and far from the detector.
Figure 5.2.8: Photopeak count rate profiles achieved from a line scan along an x (panel a) and
y (panel b) central line of the LaBr3 scintillator crystal, using a 1 mm collimated 137Cs source,
attached to the second generation of the collimator setup (see Sect. 5.2.2). The measurement
step size and irradiation time per irradiation position were 1 mm and 1 h, respectively. The
calculated crystal dimension is the distance between the inflection points of the fit curves to the
rising and falling slopes, indicated by the vertical blue lines.
When it was possible to use the 137Cs source with the newly designed collimator setup (see
Sect. 5.2.2), the x and y edge scans were repeated with a step size of 1 mm and an irradiation
time of 1 h per position, using the 1 mm diameter collimator tube as indicated in Fig. 5.2.8. The
measured crystal dimensions was found comparable to the ones obtained with the previous setup
(described in Sect. 5.2.1). It can also be noted that the S/B ratio (∼ 14) stays the same as the one
obtained with the previous collimator setup, although it could have been expected to be reduced
by a factor of two due to the correspoding increase in the collimator length, that reduces the
transmitted source intensity. This is due to an improvement in the suppression of background
originating from radiation leakage through the collimator side shielding which contributes to
maintain a large S/B ratio for the new collimator setup. The few remaining background counts
in the photopeak area, appearing at irradiation positions when the collimated source is still
outside the crystal dimension, are related to the intrinsic radioactivity of the LaBr3:Ce detector
(∼ 140 Bq).
Having now studied the LaBr3:Ce scintillator crystal count rate profile using a 137Cs source
and two different collimator setups, the x and y edge scans were repeated for the scintillation
detector using the 60Co source that motivated the design of the new collimator setup (see Sect.
5.2.2), due to the requirement of a longer attenuation length than for the 137Cs source. The
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Figure 5.2.9: x (panel a) and y (panel b) edge scan count rate profiles of the LaBr3 scintillator
crystal, representing the photopeak count rates of 1.17 MeV γ rays emitted from a 60Co source
as a function of the irradiation position. The new collimator setup (see Sect. 5.2.1) with a 1
mm opening, 1 mm step size and 1 h irradiation time per irradiation position were used in this
experiment. The measured crystal dimensions correspond to the ones obtained with the 137Cs
source, using the same setup, and shown in Fig. 5.2.8.
measurement parameters were identical to the ones applied to the 137Cs source measurement
with the new collimator setup. So, the collimator opening, step size and the irradiation time per
position were 1 mm, 1 mm and 1 h, respectively. Figures 5.2.9 and 5.2.10 show the x and y count
rate profiles for the 60Co photon energies of 1.17 MeV and 1.33 MeV, respectively. Compared
to the count rate profiles of the 137Cs source shown in Fig. 5.2.8, the obvious reduction of the
intensities can be attributed to the difference between the initial source activity, which is 20
MBq for the 60Co source and 82 MBq for the 137Cs source. Moreover, for the case of 1.17 MeV,
the calculated x and y crystal lengths are, within the experimental uncertainties, similar to the
ones obtained at 662 keV from the 136Cs source. However, this is not the case for the x and y
profiles of the 1.33 MeV count rate profiles, as shown in Fig. 5.2.10. This can be attributed to
the reduction of the S/B ratio for the 1.33 MeV case, as well as to the rounded shape of the rising
and falling slopes in the flat-top region, originating from edge effects (as explained above). The
rounded shape becomes more pronounced for the higher γ ray energy, since in this case it is
associated with a higher number of generated scintillation photons, which extends the edge
effects along the line scan towards the center of the crystal. Thus, the amount of asymmetry in
the shape of the photopeak, corresponding to the impinging γ ray, will gradually decrease until
reaching its minimum in the center of the crystal. Since the scan profile is formed by the number
of counts detected from a fixed energy gate condition to the photopeak energy as a function of
the irradiation position, a gradual reduction of the number of photopeak counts will result due to
the intensity loss in the tail region of the photopeak, which then leads to the rounded shape of the
scan profile. Widening the energy gate condition will not entirely solve this effect, since it will
lead to register background events at these irradiation positions, where the edge effects are not
dominant. A possible solution, which may be considered in the future, is to apply a dynamically
adjusted energy gate, depending on the photopeak line slope asymmetry. The rounded shape of
the scan profile, together with the suppression of the S/B ratio, will affect the quality of the scan
fit by pulling the fit towards the inner part of the profile. Consequently, the calculated inflection
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Figure 5.2.10: x (panel a) and y (panel b) count rates profiles of the LaBr3 scintillator crystal,
measured for 1.33 MeV γ ray from a 60Co source, using collimator diameter of 1 mm, 1 mm step
size and 1 h irradiation time per irradiation position. The fit quality is strongly influenced by the
S/B ratio and rounded shape of the profile flat-top, originating from edge effects in the crystal
(see text), leading to a deteriorate estimation of the inflection point and thus of the calculated
crystal dimensions.
points of each edge slope, corresponding to either the start or end of the crystal, deviate from
the ones obtained in the 1.17 MeV and 662 keV cases and deviate even farther from the true
crystal dimension values. Another observation can be noticed in the background level of the
edge scan profiles generated by the two γ lines of the 60Co source, indicated in Fig. 5.2.9 and
5.2.10. The enhancement of this level for the 1.17 MeV case is attributed to the fact that this
photopeak lies on top of the Compton continuum of the 1.33 MeV peak, as well as of the 1.439
MeV peak, originating from the intrinsic radioactivity of the LaBr3:Ce (electron capture decay
of 138La into 138Ba).
Since the measured crystal length (x and y), determined by the Fermi function inflection points,
in all of the above cases slightly differ from the true crystal length, the measured dimensions in
either x or y scans are symmetrically normalized in order to cover the full crystal dimension.
5.2.4 Generation of the light amplitude reference libraries
Having determined the edge coordinates of the LaBr3:Ce scintillator crystal and taking into ac-
count the correction and analysis steps already mentioned in Sect. 4.4, the detector is ready to
be scanned with a millimetric step size. The general procedure creating the 2D reference light
amplitude distributions, required to apply the photon interaction position reconstruction algo-
rithms, has already been mentioned in Chap. 4. Now, after having introduced the preparatory
measurements and hardware provisions to allow creating high resolution detector scans for dif-
ferent photon energies, the specific experimental scenarios around different reference libraries
will be introduced. A finer step size than used in Chap. 4, when extracting the Light Spread
Function (LSF) is required for the kNN and CAP algorithms in order to build up the event-wise
reference library of position dependent 2D light amplitude distributions, covering the entire de-
tector front surface area. The scan step size was selected to be 0.5 mm, corresponding to the
radius of the collimator opening. Since each photopeak event acquired at a given irradiation
position becomes a member of the reference library, the total library size is the number of pho-
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Figure 5.2.11: Exemplary illustration of sub-sets of the 2D light amplitude distribution ref-
erence libraries generated with a 137Cs source (top) and a 60Co source, the latter gated at the
1.33 MeV photopeak, (bottom). The scan grid size of both libraries was 3 mm, i. e. 16 × 16
irradiation positions are shown that cover the area of the LaBr3:Ce scintillator’s front face.
topeak events per position (nepp) multiplied by the total number npos of irradiation positions,
which in our case amounts to 102 × 102 for the scanned detector area of 51 × 51 mm2. Figure
5.2.11 illustrates an example of sub-libraries generated with the 137Cs (top) and 60Co source
(bottom, gated at 1.33 MeV), using the 1 mm collimator and 3 mm scan pitch size.
In order to efficiently and accurately acquire the requested reference library, the data acquisition
system (DAQ) is synchronized together with the motor controller via a script linked to the
MARABOU system, described in Sect. 3.2.2.3. In case of the 137Cs source, the irradiation time
had to be set ensuring enough statistics (photopeak events per irradiation position) in the corner
and side positions, where the photopeak was expected to be weak. This is due not only to the
high probability of the incident γ rays to scatter out of the crystal, but also to the fact that the
produced scintillation light is subject to scattering resulting from the crystal surface coating.
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Thus, 30 seconds, including additional time as a safety margin, per irradiation position was
found as a good compromise time for the mentioned critical irradiation positions. So, about 4
days of continuous measurement were required to scan the entire area of the detector’s front face
(102 × 102 irradiation positions) for the case of the 137Cs (82 MBq) source reference library.
Using the identical method during the reference library measurement of the 60Co source would
be prohibitive, due to the unrealistic long estimated measurement time (∼ 130 days), which can
be extrapolated from the measurement of the 137Cs source after considering some factors related
to the 60Co source and its collimator setup. First, the source activity was lower by a factor of
four compared to the 137Cs source. From Fig. 4.3.1, the photopeak detection efficiency of the
LaBr3:Ce scintillator at a photon energy of 1.33 MeV is lower by about a factor of two compared
to the one at 662 keV. Moreover, since the collimator used with the 60Co source is twice longer
as the one used with the 137Cs source, the radiation flux will be reduced to 114 compared
to the previous setup. However, this reduction of flux led to a recovery of the dead time of
the DQA system from 46% to 12% for the case of the 137Cs and 60Co sources, respectively.
Consequently, the estimated measurement time of the 60Co source reference library could be
reduced even further by a factor of ∼ 4 to about 32 days. From the 137Cs source reference
library, it was noticed that 46% of the measured data were in excess of the envisaged 400
photopeak events per irradiation position. This implied that the required time for reaching
the number of photopeak events per position (nepp) varies from one position to another, which
offered an additional opportunity for reducing the estimated measurement time for the 60Co
source reference library. Therefore, the synchronizing script was upgraded for the 60Co source
reference library, allowing for a dynamic adjustment of the acquisition time per irradiation
position according to a pre-selected (and dynamically integrated) amount of photopeak events
at each irradiation position. With this method and using the 1mm collimated 60Co source, the
2D scan for 102 × 102 irradiation positions providing a reference library of 400 photopeak
events per position was completed within about 10 days.
5.3 Results
The spatial resolution of the monolithic LaBr3:Ce scintillator was determined using the so-
called ”leave-one-out method” of the k-NN and CAP algorithms, described in Sect. 5.1.1 and
5.1.2, respectively. The performance of both reconstruction algorithms was systematically stud-
ied by varying the key parameters, such as the step size of the 2D grid scan (thus determining
the number of irradiation positions npos), the number of photopeak events analyzed at each
irradiation position (nepp) and particularly the parameters k of best matching reference library
light distributions. Moreover, experimental quantities like the granularity of the photomultiplier
(multi-anode PMT segmentation) and the energy of the incident photons was varied as well in
order to study their impact on the detector’s spatial resolution. A detailed description of these
parameters is listed below:
• Reference library: pitch size and number of photopeak events per irradiation position
(nepp)
Aiming to reduce the experimental measurement time needed to acquire the reference
library data and avoiding any impact on the detector properties, the detector’s spatial
resolution was evaluated as a function of the reference library pitch size and the number
of photopeak events per irradiation position nepp. Since the scan step size of the original
reference library of both 137Cs and 60Co sources is 0.5 mm, which corresponds to the
radius of the collimator opening (1 mm), new libraries of 1 mm grid size were created
during the offline data analysis by selecting only every second irradiation position of the
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main library. For the variation of the parameter nepp, 11 sub-libraries, containing different
nepp values, were extracted from the main library according to
nepp = {5, 20, 30, 40, 50, 75, 100, 150, 200, 300, 400} (5.3.1)
The number of photopeak events per irradiation position (nepp), listed in the vector of Eq.
(5.3.1), was selected in ascending order from the original main library, i.e the nepp = 5
sub-library contains the first 5 photopeak events of each irradiation position from the full
library.
• PMT granularity
Presently, absorber crystal readout is done via the highest available multi-anode PMT
segmentation of 16 × 16 pixel, leading to a complex signal processing setup. However,
expanding the existing Compton camera prototype from one arm to, e. g., four arms is
one of the future perspectives of this project. This would not only allow for increasing the
camera’s field of view and thus its reconstruction efficiency, but it would also enable the
imaging of triple coincidences (e.g. from β+ annihilation plus subsequent prompt γ emis-
sion from an excited daughter decay during either proton-beam irradiation or offline from
β+-γ-decay of isotopes like 44Sc). However, such an upgrade would require four times
as much signal processing electronics as presently in use, which would be prohibitive in
view of costs and complexity. A foreseeable solution for this scenario might be reducing
the granularity of the PMT segmentation, thus enlarging the area of each PMT segment,
in order to reduce the number of signal processing channels. Since the main reference
library was acquired with the full 256-fold PMT segmentation, a new reference library
was artificially created by summing each four neighboring pixels of the 2D light distribu-
tions in order to mimic the behaviour of an 8 × 8 multi-anode PMT. Then, the impact of
enlarging the readout sensor area on the LaBr3:Ce detector’s spatial resolution was eval-
uated. This study was performed using the grid size and the number of photopeak events
per irradiation position (nepp) of both 137Cs and 60Co main reference libraries.
• Incident photon energy
Since the LMU Compton camera has been designed to image and localize prompt γ rays
(about 3 - 6 MeV), emitted from nuclear reactions between proton (ion) beams and bio-
logical tissue, the spatial resolution properties of the LaBr3:Ce absorbing detector have to
be investigated as a function of the photon energy. From the practical point of view with
regard to the k-NN and CAP reconstruction algorithms, intense γ-ray calibration sources
are needed to generate the reference libraries of the light amplitude distribution following
a 2D detector scan with a tightly collimated photon beam. Therefore, the energy de-
pendent spatial resolution of the Compton camera’s absorbing detector was investigated
using 1 mm collimated 137Cs (662 keV) and 60Co (1.17 and 1.33 MeV) γ-ray sources,
respectively. Although the energy range of these sources is still considerably below the
targeted photon energy range, this study will give an impression of the behaviour of the
LaBr3:Ce detector’s spatial resolution as a function of the incident γ ray energy.
5.3.1 Spatial resolution as a function of the k parameter of the k-NN and
CAP algorithms
Before going into details of the above mentioned systematic studies, the k parameter of both
k-NN and CAP algorithms has to be optimized, based on the goal of achieving the optimum
spatial resolution of the LaBr3:Ce detector. For the k-NN algorithm, where k represents a set of
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2D light amplitude distributions of the reference library, representing the closest match to the
measured 2D light amplitude distribution of an unknown incident photon event, the value of k
was varied between 1 and 4000 in steps as listed in the following vector
kkNN = {1, 3, 5, 10, 20, 40, 50, 70, 100, 200, 300, 400,
500, 700, 1000, 1200, 1500, 2000, 3000, 4000} (5.3.2)
Figure 5.3.1 shows the resulting spatial resolution as a function of kkNN , using the full data set
( nepp = 400) of the reference libraries acquired with γ sources at photon energies of 0.662, 1.17
and 1.33 MeV, alternatively considering a scan pitch size of 0.5 mm and 1 mm, respectively.
This study also covered the scenarios of 64- or 256-fold PMT granularity. For all cases pre-
sented in Fig. 5.3.1, the trends of the detector’s spatial resolution are similar over the studied
range of kkNN . At (unrealistically low) kk−NN values of 1 and 3, the spatial detector resolu-
tion is clearly statistically limited, due to the low number of nearest-neighbor (k) coordinates
contributing to the reconstruction of the photon interaction position, which returns a calculated
interaction position far from the mean value. Therefore, the difference between the true and
the reconstructed γ-interaction position, used to fill the 2D error histogram, will be large and,
consequently, the spatial resolution (FWHM) will degrade. Beyond a value of kk−NN = 5, the
spatial resolution starts to improve until reaching its best value around kk−NN ∼ 1000. There-
fore, this value was chosen as the optimum kkNN value when applying the k-NN algorithm in all
subsequently performed parametric studies, since increasing the kkNN value further would lead
to an oversampling of the reconstructed photon interaction position, resulting in a degradation
of the detector’s spatial resolution. An obvious feature of the spatial resolution as a function of
the incident photon energy can already be inferred from this first exploratory systematic study:
the cases shown in Fig. 5.3.1 separate in two groups, where consistently the resolution achieved
with the 60Co source outperforms the one achieved with the lower energy of 137Cs source. This
promising feature will be investigated in more details in the context of this section.
As the k value of the CAP algorithm represents the number of closest matching 2D light-
amplitude distributions per irradiation position, from which an average 2D light amplitude dis-
tribution will be calculated and compared to the unknown incident event, this parameter was
varied in steps of
kCAP = {1, 5, 10, 12, 14, 15, 25, 30, 40, 50} (5.3.3)
Figure 5.3.2 shows this study for different detector scan scenarios, such as PMT granularity,
reference library pitch size and impinging photon energy. For all cases, a similar behaviour
of the LaBr3:Ce scintillator’s spatial resolution is observed over the range of kCAP values. As
the value of kCAP increases, the detector’s spatial resolution starts to improve until reaching its
best value at kCAP ∼12. The reason of this improvement can be attributed to the increasing
photon statistics in the resulting average 2D light distribution for increasing values of kCAP . On
the other hand, beyond the optimum value of kCAP , the detector’s spatial resolution slowly but
steadily degrades. This might be due to an accumulation of the effect of scintillation light scat-
tering, caused by the reflective crystal surface coating, particularly strong at the crystal border
or corner irradiation positions. This effect can blur the correlation between source position and
measured intensity maximum and thus affect the spatial resolution of the reconstructed photon
interaction position via the CAP algorithm.
As already stated for the investigation of the standard k-NN algorithm presented in Fig.
5.3.1, also for the study using the CAP algorithm (Fig. 5.3.2), a clear separation between the
LaBr3:Ce scintillator spatial resolution obtained from 137Cs and 60Co can be observed. This
again indicates an energy dependent spatial resolution. As for the k-NN algorithm, the best
spatial resolution of the LaBr3:Ce scintillator was determined for reference libraries obtained
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Figure 5.3.1: Systematic investigation of the LaBr3:Ce scintillator spatial resolution as a func-
tion of the k variable of the k-NN algorithm (i. e. the number of best matching light amplitude
distributions from a reference library, when comparing an unknown incident photon event). This
study covered different parameters applied to the full reference library (nepp = 400), such as the
grid spacing of irradiation positions, impinging γ-ray energy and PMT granularity. For all the
mentioned systematic studies, the optimum value of kkNN was found to be ∼ 1000, where the
best spatial resolution was obtained.
with a 0.5 mm scan pitch size and a 64-fold PMT granularity. These features will be discussed
in more details later in this chapter.
Determination of the experimental uncertainties
The determination of the experimental uncertainties associated with the spatial resolution
data shown in this section is based on the statistical uncertainties of the spatial resolution,
derived from sub-samples of the main reference library. Four sub-libraries, each of them
containing 100 photo-peak events per irradiation position, were created from the main library,
which contains nepp = 400 photopeak events per position. It should be noted that the selection of
the 100 photopeak event was performed in ascending order, i.e. the first 100 events of the main
library were extracted for the first sub-library and so on. Then, the ”leave-one-out method” was
applied to each sub-library to determine the corresponding spatial resolution, using the set of
k values indicated in Eq.(5.3.2 and Eq.(5.3.3) for the k-NN and CAP algorithms, respectively.
The standard deviation was calculated for each set of four resulting spatial resolution values
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Figure 5.3.2: Determination of the LaBr3:Ce scintillator’s spatial resolution based on the k
variable value of the CAP algorithm (i. e. the number of best matching reference light amplitude
distributions per irradiation position). This study covered different parameters applied to the full
reference library with 400 photopeak events per irradiation position, such as the grid spacing of
the irradiation position, the impinging γ-ray energy value and the PMT granularity. For all the
mentioned systematic studies, the optimum kCAP parameter was found to be ∼ 12, where the
best detector spatial resolution was obtained.
obtained from the four nepp = 100 sub-libraries and was assigned as the corresponding
experimental uncertainty. This method was applied for all main libraries of 137Cs (662 keV)
and 60Co (1.17 MeV and 1.33 MeV), including all their corresponding parametric studies.
Figure 5.3.3 illustrates an example of applying this method, using the CAP algorithm, to the
case of two PMT granularities and a photon energy of 1.33 MeV. Strictly, this method provides
an estimate of the experimental uncertainty for nepp = 100.
In order to determine the uncertainties of the spatial resolution for different values of nepp, in
particular for the resolution derived from a library with nepp = 400, four time the size of the
existing LaBr3:Ce scintillator and 60Co main libraries would be needed. This, in fact, would in-
crease the experimental time for acquiring the reference library in a prohibitive way. Therefore,
the uncertainties of the detector spatial resolution as a function of the number of photopeak
events per position nepp was extrapolated from the one obtained with nepp = 100 as follows:
σ(k, nepp) = σ(k, 100)×
√
100
nepp
(5.3.4)
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Figure 5.3.3: Uncertainty determination of the LaBr3:Ce scintillator’s spatial resolution. The
main reference library with nepp = 400 reference photopeak events per irradiation position (ac-
quired at Eγ = 1.33 MeV with a scan pitch size of 0.5 mm) was split into four sub-libraries with
nepp = 100 each (indicated by the index 1-4 to the different curve legends). The CAP reconstruc-
tion algorithm was applied to the case of 256 (blue curves) and 64 (red curves) PMT channels.
At each value of k, the standard deviation of the four resulting spatial resolution values was
calculated for each case of the PMT granularity.
5.3.2 Spatial resolution as a function of the number of photopeak events
per irradiation position (nepp)
Based on the determination of the optimum k value for both k-NN and CAP algorithms,
the dependence of the LaBr3:Ce scintillator’s spatial resolution (FWHM) on the number of
photopeak events per irradiation position (nepp) of the reference library will be examined.
Due to the computational effort required to compare unknown photon events with the entries
of the reference library, it will be crucial to determine the minimum value of nepp that does
not compromise the optimum value of the spatial resolution achieved in a specific irradiation
scenario. This study is applied to reference libraries representing different experimental
scenarios, such as PMT granularity, grid spacing between irradiation positions and impinging
γ-ray energy values. For each of these parametric studies, the performance of the k-NN and
CAP algorithms, respectively, are compared. In order to structure the representation of this
study, the results will be displayed separately for each of the impinging γ ray energies.
Incident photon energy Eγ = 662 keV
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Figure 5.3.4: Systematic study of the spatial resolution of the LaBr3:Ce scintillator as a func-
tion of the number of reference photopeak events (nepp) per irradiation position of a (1 mm)
collimated 137Cs γ-ray source. This investigation is applied to a comparison of different param-
eters, such as the PMT granularity and grid spacing between the scan irradiation positions. The
standard k-NN and CAP algorithms are used in this study each with their optimum k values, as
determined from Fig. 5.3.1 and 5.3.2, respectively.
Figure 5.3.4 displays a comparative study of the spatial resolution (FWHM) as a function of
different numbers of nepp obtained from a 1 mm collimated 137Cs source. In general, the data
reveal consistent trends in all parametric cases, besides their differences in the absolute value of
the spatial resolution. For the lower nepp values (nepp = 50 - 75), the observed fluctuations of the
spatial resolution can be attributed to the low number of statistics. This means that the unknown
event can be compared only to a few reference light amplitude distributions, thus limiting the
opportunity to average over larger set of k coordinates. Beyond nepp = 75, the spatial resolution
in all parametric cases seems to fluctuate and follow a smooth trend of improved resolution with
increasing value of nepp. For nepp larger than about 200, this trend flattens out and in some cases
the spatial resolution (within the error bars) tends to stay constant with increasing nepp.
Comparing the spatial resolution obtained for two different PMT granularities (64- and 256-
fold segmentation), the LaBr3:Ce scintillator’s spatial resolution (FWHM) reveals improved
values for the 64-fold segmentation compared to the higher granularity (256 fold) for both
algorithms. This can be inferred by comparing the values of the spatial resolution in Fig. 5.3.4
for each pair of curves with the same color, where the solid line represents the case of the 64-
fold segmentation, while the dashed curves correspond to the higher 256-fold PMT granularity.
The reason for this behaviour can be attributed to the improved photon statistics in the light
intensity distributions per pixel.
Figure 5.3.4 also compares the dependence of the scintillator’s spatial resolution for two values
of the scan pitch size of 0.5 and 1 mm. For a given reconstruction algorithm and PMT granular-
ity, a reference library generated from a 0.5 mm pitch size exhibits the better spatial resolution.
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This is not surprising, given the fact that a finer grid of the response matrix (i. e. the reference
library) will necessarily allow for a higher sensitivity to spatial differences between incident
γ-rays (provided that the grid size is equal or slightly smaller than the photon beam diameter).
The two reconstruction algorithms used in this study are compared for different settings of scan
pitch size and PMT granularity. When fixing these two parameters, the CAP algorithm exhibits
a better performance over a wide range of nepp (100 6 nepp 6 400) compared to the standard
k-NN algorithm. This can be seen in Fig. 5.3.4 by comparing the data set with triangular marks
(for CAP) with that denoted by circular marks (for k-NN) for pairs with the same color and line
style.
The message extracted from the data shown in Fig. 5.3.4 is that the CAP algorithm applied to
a reference library acquired with a 0.5 mm scan grid size and 64 PMT segments provides the
best spatial resolution for the LaBr3:Ce scintillator at 662 keV. Applying these parameters to a
reference library of nepp = 400 results in a spatial resolution of 4.8 (1) mm.
Incident photon energy Eγ = 1.17 MeV
The systematic study of the LaBr3:Ce scintillator’s spatial resolution as a function of nepp (num-
ber of photopeak events per reference irradiation position) was repeated in a similar way as pre-
sented for the 137Cs source, also using a 1 mm collimated 60Co source (gated on the photopeak
at 1.17 MeV). The resulting data using the k-NN and CAP algorithms, in each case utilizing
their respective optimum k values, are compared and displayed in Fig. 5.3.5 as a function of
nepp. Overall properties and trends turn out to be rather similar as found before when using the
137Cs source. Low numbers of nepp (below nepp = 50) cause fluctuations in the spatial resolution
values of both algorithms. Within the experimental uncertainties, no significant improvement of
the spatial resolution was observed for nepp > 200. In general, the behaviour of the spatial res-
olution trends is similar to what was obtained and discussed in the 662 keV case. The influence
of the PMT granularity on the spatial resolution, exhibiting an improved resolution for the case
of 64-fold segmentation compared to the higher value of 256-fold pixels, is still distinguishable,
although this feature is reduced compared to the 662 keV case. This reduction may be attributed
to the increase of the scintillation light produced by the higher incident γ-ray energy, which in
turn improves the photon statistics in the 2D light amplitude distributions for each individual
PMT segment in both PMT granularity scenarios, reducing performance differences between
them. The increase of the light yield might also be the reason behind the improved performance
of the k-NN reconstruction algorithm of Eγ = 1.17 MeV, since it directly compares the 2D light
amplitude distribution of the unknown event to all entries of the total reference library. Thus
statistical improvements of the 2D light amplitude distribution via the increased light yield will
help to better define the kk−NN closest matching reference distributions, thus improving the
precision of the calculated interaction position. Nevertheless, despite the improvement of the
performance of the k-NN algorithm, the best value of the spatial resolution for the LaBr3:Ce
scintillator was obtained with the CAP algorithm, for any of the chains of parameters applied
to obtain the reference library. As already discussed in the 662 keV case, using a library with a
finer pitch size improves the detector’s spatial resolution.
As can be seen from Fig.5.3.5, the best spatial resolution of the LaBr3:Ce scintillator
measured at 1.17 MeV was found to be 3.9 (1) mm when applying the CAP algorithm and
using a reference library of nepp = 400, 64-fold PMT granularity and a scan pitch size of 0.5 mm.
Incident photon energy Eγ = 1.33 MeV
The dependence of the LaBr3:Ce scintillator’s spatial resolution on the number of photo-peak
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Figure 5.3.5: Systematic investigation of the LaBr3:Ce scintillator’s spatial resolution as a func-
tion of nepp of the reference library, measured by a 1 mm collimated 60Co source (gated at the
1.17 MeV photopeak). The impact of the reference library parameters on the detector spatial
resolution, such as PMT granularity and scan pitch size, was studied using the k-NN and CAP
algorithms, in each case applying the respective optimum k values as determined before.
events per position nepp was also investigated at the higher energy transition of the 60Co source
with Eγ = 1.33 MeV, again using a 1 mm collimation. The resulting cases of the spatial
resolution derived from the same scenario as before are displayed in Fig. 5.3.6. Compared to
the 1.17 MeV case, the impact of the reference library parameters, such as PMT granularity and
scan pitch size, as well as the type of reconstruction algorithm (k-NN and CAP) on the spatial
resolution value turns out to be similar as described before. Nevertheless, a slight improvement
of the best achievable spatial resolution was found for 1.33 MeV. Based on a reference
library with nepp = 400, a 64-fold PMT granularity and 0.5 mm scan pitch size, the CAP al-
gorithm provided 3.7(1) mm as the best spatial resolution obtained for the LaBr3:Ce scintillator.
Besides the findings obtained from the comparison of different reference library scenarios (PMT
granularity, scan pitch size) for two different reconstruction algorithms and three incident pho-
ton energies, the main purpose of the systematic studies presented in this section was to quantity
the behaviour of the spatial resolution as a function of the size of the reference library of light
amplitude distributions, represented by the number of photopeak events acquired at each irradi-
ation position when scanning the scintillator’s front surface with a tightly collimated calibration
source. This parameter critically affects both the measurement time to generate the reference
library as well as its computational efforts needed during reconstruction of the interaction po-
sition of the unknown photon events when comparing them consecutively to each entry of the
reference library. Therefore, it is important to conclude from the studies shown in this section,
that the spatial resolution does not significantly improve (within the experimental uncertainties),
when pushing the number of photopeak events per position beyond a value of nepp = 200. This
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Figure 5.3.6: Systematic study of the LaBr3:Ce scintillator’s spatial resolution as a function
of the number of reference photopeak events per irradiation position (nepp), measured using a
1 mm collimated 60Co source (gated at the 1.33 MeV photo-peak). The segmentation of the
multi-anode PMT and the scan step size were varied to quantify their influence on the spatial
resolution, using the k-NN and CAP algorithms, in each case applying their respective optimum
k values.
means that reducing the number of photopeak events per irradiation position compared to the
presently acquired reference library based on nepp = 400 by a factor of two would not consid-
erably affect the detector spatial resolution. However, the corresponding gain in measurement
time needed to generate the reference library brings the use of an even smaller collimator open-
ing (0.6 mm) into realistic reach, as will be discussed in Sect. 5.3.4. Moreover, a clear energy
dependence of the spatial resolution could be observed consistently over the full range of the
values of nepp. This will be highlighted in the following paragraph.
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5.3.3 Spatial resolution as a function of the impinging γ-ray energy
Figure 5.3.7 shows the dependence of the LaBr3:Ce scintillator’s spatial resolution on the im-
pinging γ-ray energy for the case of two PMT granularities, processed by the standard k-NN
and CAP algorithms, respectively. The optimized k values for each reconstruction algorithm
were applied. Reference libraries with a scan pitch size of 0.5 mm and nepp = 400 were used. At
662 keV and consistently achieved with both reconstruction algorithms, Fig. 5.3.7 shows that
the best spatial resolution of the LaBr3:Ce scintillator was found for a 64-fold PMT granularity,
compared to the full segmentation of 256 pixel provided by the multi-anode PMT. This can be
attributed to the improved photon statistics of the scintillation light registered in each pixel of
the 2D light amplitude distributions. This effect is more prominently visible at lower photon
energies and, while still observable, is reduced for higher incident energies. Thus, the amount
of scintillation light is increased, leading to an improved photon statistics, and thus the spatial
resolution obtained with both PMT granularities shows, within the error bars, comparable val-
ues. What can be clearly stated to be valid for the full studied energy range is that the CAP
algorithm always provides the best spatial detector resolution.
Figure 5.3.7: Spatial resolution of the LaBr3:Ce scintillator as a function of the impinging γ-ray
energy. For each γ-ray energy, two PMT granularities were evaluated, using the k-NN and CAP
algorithms. In each case the optimum k value of the specific algorithm was used. The scan pitch
size and number of photopeak events per irradiation position (nepp) of the reference library were
fixed to be 0.5 mm and 400, respectively.
The comparison in Fig. 5.3.7 reveals that as the value of the incident γ-ray energy increases, the
spatial resolution of the LaBr3:Ce scintillator improves. Again, as discussed for the comparison
of PMT granularity, this can be attributed to the increase of the scintillation light yield, in
turn improving the statistics of the intensity maxima in the reference library. The fact that not
only the performance difference between low and high PMT granularity, but also between the
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two alternative reconstruction algorithms reduces with increasing photon energy, may as well
be traced back to the increased light yield. The better the localization of the primary photon
interaction position due to an improved photon statistics in the reference library of 2D-light
amplitude distributions, the better the corresponding determination of the best-matching nearest
neighbor distribution used to calculate the coordinates of the unknown γ-interaction position.
In conclusion, the presented systematic studies of the k-NN reconstruction algorithm (and its
modified CAP version) provide very promising results for the energy-dependent behaviour of
the spatial resolution realized in the monolithic absorber detector of the Compton camera: al-
ready for the still rather low photon energy of 1.33 MeV, a promising value of 3.7(1) mm could
be achieved with the CAP algorithm. This value is not far from the envisaged design goal of
3 mm for the spatial resolution of the LaBr3:Ce scintillator in the much higher energy range of
prompt-γ rays (∼ 3 - 6 MeV) to be expected from nuclear interactions of therapeutic proton
(ion) beams with organic tissue. Earlier simulation studies [38, 53] had recommended targeting
this spatial resolution in the absorber, as it would allow to reach an overall spatial resolution
of the Compton camera in reconstructing the primary photon source position of about 2 mm
in case of a small-animal irradiation scenario (i. e. 50 mm distance from γ-source to the first
scatter detector).
Confidence in reaching the design goal is nourished by the fact that with increasing photon ener-
gies to out 3-6 MeV, the probability of primary photon interactions with the absorbing detector
material based on pair creation rather than photo effect or Compton scattering will consider-
ably increase. With positron annihilation being a rather localized interaction, the definition of
the intensity maximum of the resulting 2D light amplitude distribution will benefit from an in-
crease of photon energies towards the relevant energy range of prompt-γ emission. Figure 5.3.7
expresses confidence to reach the design goal for multi-MeV photons by the shaded region
inserted in the energy region of interest.
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5.3.4 Towards a further reduced source collimation
Having reached a very promising result for the spatial resolution of the monolithic scintillator
of the Compton camera, still the goal is to further improve this property towards the envisaged
design goal. While increasing the photon energy cannot be achieved in the laboratory, due
to the lack of multi-MeV calibration sources, one may expect improved performance of the
reconstruction algorithms when starting from an even better defined reference library. This
may be achievable by further reducing the incident photon beam diameter by a reduction of
the diameter of the collimation channel. As discussed in Sect. 5.2.2, the obvious advantage
of the newly designed collimator setup is the flexibility provided to vary the opening, e. g.,
from the presently used value of 1 mm to an even reduced collimation of 0.6 mm. In order to
characterize this irradiation scenario, the x and y edge scan profiles of the LaBr3:Ce scintillator
crystal were repeated using the 137Cs (662 keV) and 60Co (1.17 and 1.33 MeV) sources with
the 0.6 mm collimator tube inserted to the shielding arrangement introduced in Sect. 5.2.2.
Figure. 5.3.8, 5.3.9 and 5.3.10 show the resulting count rate profiles. A first observation from
these figures is the reduction of the photopeak intensity compared to the 1 mm collimator cases
(for otherwise identical measurement conditions of 1 mm step size and 1 hour irradiation time
per position). This, in fact, is expected as the collimator diameter becomes smaller (0.6 mm),
thus reducing the transmitted photon flux by about a factor of 3. This leads to a degradation in
the S/B ratio, since the background, mainly caused by radiation leakage through the collimator
side shielding and by the intrinsic radioactivity of the LaBr3:Ce scintillator, remains constant
for both collimator diameters. Consequently, the quality of defining the inflection point of the
fit curve to the count rate profile fit is degraded. This is more pronounced when using the 60Co
source (1.17 MeV and 1.33 MeV), due to the reduction of the S/B contrast as well as due to
the rounded shape on the upper part of the rising and falling profile slopes, resulting from edge
scattering effects. These two factors contribute to worsen the fit quality and, consequently, the
determination of the measured crystal dimension, as can be seen from the x- and y crystal length
dimensions indicated in the figures of this section, which deviate more significantly from the
true crystal front face dimension of 50 × 50 mm2 than found earlier for the 1 mm collimation
measurement.
Figure 5.3.8: x (panel a) and y (panel b) edge scan count-rate profiles of a LaBr3 scintillator
crystal using a 0.6 mm collimated 137Cs source. The measurement was performed with a scan
step size and irradiation time of 1 mm and 1 h, respectively.
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Figure 5.3.9: x (panel a) and y (panel b) edge scan count-rate profiles of the LaBr3 scintillator
crystal, representing the photopeak count rates of a 1.17 MeV γ-ray peak from a 60Co source,
measured as a function of the irradiation position. The measurement was performed with a 0.6
mm collimator, a scan step size of 1 mm and an irradiation time of 1 h per irradiation position.
Figure 5.3.10: x (a panel) and y (b panel) edge scan count-rate profiles of the LaBr3 scintillator
crystal, representing the photopeak count rates of a 1.33 MeV γ-ray peak from a 60Co source,
measured as a function of the irradiation position. In this experiment, a collimator of 0.6 mm
diameter, a 1 mm scan step size and 1 h irradiation time per position were used.
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Despite the degradation of the S/B ratio obtained from the 0.6 mm collimator opening, the
source position can be still resolved by the LaBr3 scintillator. This optimistic statement is
justified by exploratory studies with the 0.6 mm collimator opening. Figure 5.3.11 shows the
resulting 2D light amplitude distributions of 16 × 16 irradiation positions, using the 137Cs
(panel a) and 60Co (gated at 1.33 MeV, panel b) sources. In these two reference libraries,
1500 photopeak events were measured at each position. Since the S/B ratio of both sources
differs, as indicated earlier in the edge-scan study, the color scales of the two maps are set
differently in order to visualize their individual characteristics. This preliminary result opens
a promising road for investigating the spatial resolution of the LaBr3 scintillator using a
sub-millimetre collimator opening. However, due to the reduced transmitted photon flux and
reduced signal-to-background count rate, a corresponding measurement of the full reference
libraries with more than 104 irradiation positions is not straightforward possible, since it would
require a prohibitively long measurement time.
However, there is room for improvement of the S/B ratio of the 60Co source case by introduc-
ing a time coincidence measurement between the two simultaneously emitted photons. This
technique would ensure a clean reference library by accepting only the photopeak events regis-
tered within a narrow time-coincidence window. This would play a major role in reducing the
required number of photo-peak events per irradiation position, which would help to reduce the
data acquisition time. Also the determination of the crystal dimensions by performing the x and
y edge scans is expected to improve, since the S/B ratio would recover after suppressing most
of the background events. The expected S/B ratio after applying this method is ∼ 4 and ∼ 3
for 1.17 MeV and 1.33 MeV, respectively, based on the available source intensity of 20 MBq.
Yet it has to be confirmed that the coincidence efficiency achieved with the modified collimator
and scan unit setup provides sufficient count rate to realize the time consuming 2D scan in a
realistic period of , e. g., less than ca. 4 weeks of continuous data taking. Further exploratory
studies in this context are performed beyond the scope of this thesis.
Figure 5.3.11: 2D light amplitude distributions for 16 × 16 irradiation positions obtained by
scanning the LaBr3 scintillator with a grid size of 3 mm and using the 0.6 mm collimated 137Cs
(panel a) and 60Co (panel b) sources. The two panels are shown with different color scales to
allow an optimized representation of each photon energy.

Chapter 6
Online commissioning of the LMU
Compton camera components
As detecting multi-MeV prompt γ rays is the key objective when using the Compton camera
for proton range verification, this chapter focuses on studying the ability of the LMU Compton
camera prototype system in this radiation energy range. Consequently, various online measure-
ment campaigns were performed at different accelerator facilities. The first part of this chapter
deals with a characterization study of the individual Compton camera components using mo-
noenergetic 4.439 MeV γ rays, produced via the 15N(p, αγ)12C reaction. This test allows to
study the detection system in a rather clean situation, where only one prominent γ-ray energy
from the prompt γ-ray energy spectrum to be expected in particle therapy will be registered.
This section is followed by a characterization study of the LaBr3 scintillator exposed to the
prompt γ radiation induced by nuclear reactions between a 20 MeV proton beam and a water
phantom, performed at the MLL Tandem accelerator. Subsequently, following an upgrade of
the readout electronics by installing a time signal digitization system, the timing properties of
the LaBr3:Ce scintillator are studied by performing a time-of-flight (ToF) measurement using a
20 MeV pulsed deuteron beam, generated by the MLL Tandem accelerator and hitting a water
phantom. Finally, the performance of the Compton camera prototype is evaluated at a clinical
proton beam, provided by the OncoRay facility in Dresden. This part covers various studies for
both the scatter and absorbing components during the irradiation of water and PMMA phantoms
with clinical proton beam energies.
6.1 Calibration of the Compton Camera components with
4.4 MeV γ rays
The aim of this experiment was to individually calibrate the LMU Compton camera compo-
nents with γ rays, whose energy range is comparable to the targeted prompt γ-ray energies
( ∼ 3 - 6 MeV). Such an energy range of multi-MeV γ rays is not available as a laboratory
based radiation source, therefore nuclear reactions from an accelerated particle beam served
as an alternative. At the Tandetron accelerator of the Helmholtz-Zentrum Dresden-Rossendorf
(HZDR), a nuclear reaction setup, originally built for astrophysical applications [112], allows to
generate monoenergetic γ rays of 4.439 MeV via a proton capture reaction, when irradiating a
TiN target with a low energy (∼ 0.9 MeV) proton beam. In this 15N(p, α γ4.439MeV )12C reaction,
the naturally abundant 15N is excited to the 2− state of 16O by capturing a proton. Subsequently,
the excited 16O∗ nucleus de-excites by α emission to the 2+ first excited state of 12C, which
then decays to the ground state by emitting 4.439 MeV γ rays. These γ rays are very favourable
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Figure 6.1.1: Illustration of the experimental setup used for the production of the monoener-
getic 4.439 MeV γ rays. The proton beam of 0.9 MeV kinetic energy impinges onto a 400 nm
thick TiN target, which is placed on a 200 µm thick Ta plate. Both the target and the Ta plate
are stacked on a 2 cm thick water cooled stainless-steel plate, which is tilted by α = 55o with
respect to the proton beam direction [45].
for calibrating the LMU Compton camera components, because not only they are associated
with almost no background [45], but this energy also is identical to the energy of the one of the
prominent lines of the targeted prompt γ ray spectrum, induced from nuclear reactions between
biological tissue and the proton beam via 12C(p, p′ γ)12C during cancer treatment.
Figure 6.1.1 shows a drawing of the experimental setup used for the production of the monoen-
ergetic 4.439 MeV γ rays. The 0.9 MeV proton beam slowed down in a 400 nm thick TiN
target and finally stopped in a 200 µm Ta plate. Both of them were attached to a 2 cm thick
water cooled stainless-steel plate. The TiN target with its corresponding structures was posi-
tioned inside the evacuated beam line under an angle of α = 55o with respect to the proton beam
direction.
Figure 6.1.2 shows the experimental setup of the LMU Compton camera’s absorbing (panel a)
and scatter components (panel b), enclosed inside a light tight copper plated box. The LaBr3:Ce
scintillator (panel a) was placed in 42 mm distance from the outer surface of a tilted stainless-
steel flange, behind which the TiN target was placed. The detector was positioned under an
angle of α = 55o with respect to the beam line, in parallel to the TiN target. In this geometry,
the detector registered ∼ 700 cps. For the calibration test of the scatter detectors, the DSSSDs
were kept inside a copper plated light tight box, acting as a Faraday cage (see Sect. 3.2.3 for
more details). Due to geometrical constraints around the experimental beam line, the distance
of point-like source to the first DSSSD layer was limited to 80 mm. Since the DSSSD’s readout
electronics cannot provide the trigger signal, it was generated by the PMT sum dynode of the
LaBr3:Ce scintillator, which was placed in 35 mm distance behind the last DSSSD layer. Thus,
the distance between the trigger detector’s front face and the source was fixed to be 165 mm,
resulting in ∼ 220 cps as accepted count rate.
Figure 6.1.3 [38] and 6.1.4 show the (GEANT4) simulated and the measured energy spectrum
of the 4.439 MeV γ rays as detected by the absorbing detector of the LMU Compton camera, re-
spectively. The two additional peaks, below the energy of the 4.439 MeV photopeak, represent
the single-escape (SE) and double-escape (DE) peaks. Their higher intensities are not surpris-
ing, since the pair creation cross section of the interaction between the incident 4.439 MeV γ ray
and the LaBr3:Ce scintillator material is already considerably high (see Fig. 2.1.2). The struc-
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ture inbetween the 4.439 MeV photopeak and the single-escape peak belongs to the Compton
continuum of the photopeak, which ends at its high energy side at 4.197 MeV, representing the
maximum energy transferred by the incident photon to the Compton electron (Compton edge).
Similarly, the Compton continuum of the single-escape peak spreads between the single- and
double-escape peak, until reaching the Compton edge at 3.688 MeV. The Compton tails of both
the photopeak and the single-escape peak are enough to cover the signature of the Compton
continuum of the double-escape peak.
The energy resolution of the Compton camera absorbing scintillator was investigated in the
range of the targeted prompt-γ energies via the point-like 4.439 MeV source and its single-
and double-escape peaks. There, the relative energy resolution of the LaBr3:Ce scintillator was
found to vary between 2.4 % and 2.2 %. These values are displayed in Fig. 6.1.5 together with
the energy resolution data measured at low γ ray energies using laboratory based calibration
sources, in order to visualize the detector energy resolution over the full energy range. This
comparison reveals the excellent properties of the LaBr3:Ce scintillator over a wide range of
incident photon energies up to 4.439 MeV.
The expected energy response of the six DSSSD layers, representing the scatter components
of the Compton camera, to 4.439 MeV monoenergetic γ rays was simulated using the Geant4
simulation toolkit [38], as illustrated in Fig. 6.1.6. The detector geometry of the simulated setup
as well as the trigger condition, which was provided by the LaBr3:Ce scintillator, was chosen
identical to the one used experimentally. The resulting data shows a sequential increase of the
intensity of the energy loss peak observed by each DSSSD layer along the path of the primary
photon. Moreover, the structure peaking around 140 keV refers to an energy distribution of
Compton electrons originating from different incident photon angles. This distribution starts to
be visible from the second DSSSD layer on, as the first Compton interactions take place in the
first layer (and neglecting any prior interactions, e.g., in the target material).
Experimentally, the signal processing electronics (GASSIPLEX ASIC) of the DSSSDs requires
preparatory measures in order to enhance the performance of the DAQ system. In the absence
p be
am 
LaBr3 
TiN 
a) b) 
Figure 6.1.2: Photographs of the experimental setup used for the calibration test of the Compton
camera components at 4.439 MeV γ-ray energy. The LaBr3:Ce scintillator (panel a) was placed
in 42 mm distance from the the tilted stainless-steel flange, behind which the TiN target was
attached. In panel b) the full Compton camera setup was exposed to the 4.439 MeV photons.
The DSSSD layers had to be enclosed inside a light tight copper plated cubic box, acting also
as a Faraday cage. The distance between the point-like source to the first DSSSD layer was set
to 80 mm.
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Figure 6.1.3: Simulated energy spectrum of 4.439 MeV γ rays detected by the LaBr3:Ce scin-
tillator, using the Geant4 simulation toolkit [38].
Figure 6.1.4: Energy spectrum of 4.439 MeV γ rays, measured by the LaBr3:Ce scintillator.
The two peaks below the photopeak correspond to the single-escape (SE) and double-escape
(DE) peaks. Also indicated are the Compton edge positions of the photopeak and SE.
of correlated events between the trigger detector (LaBr3:Ce), which continuously (with about
140 cps) triggers due to its internal radioactivity, and (at least) one strip of all six scatterers,
unwanted background data from the integration of the multiplexing amplifier’s dark current is
registered, forming an energy pedestal peak. This, in fact, not only increases the dead time of the
DAQ system due to the long data processing and transfer time, but it also enlarges the output file
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size. Therefore, the resulting data, extracted from either p- or n-side strips, had to be corrected
for the energy pedestal by applying an online energy threshold. This threshold was determined
from a (Gaussian) fit to the pedestal peaks and found to be most effective when chosen as 3σ of
the width of the Gaussian fit plus the energy pedestal centroid value. This pedestal correction
took place at the FPGA stage of each front-end module (FE), where the decision between true
and false events is made. A potential disadvantage of this method is that the online filtered data
cannot be recovered later. Therefore, a remaining part of the pedestal peak was intentionally
kept in order to avoid any rejection of the low-energy Compton electron signals. Moreover, the
centroid values of the energy pedestal peaks were adjusted for all signal processing electronics
channels to be located at a digitized baseline value of 100 ADC channels for p-side strips and
600 ADC channels for n-side strips in order to enable analyzing the complete statistics of the
detector data without blurring jitter effects. The selection of the digitized baseline value is
based on the average of all channel baselines, which are almost constant for the p-side strips
electronics, while showing larger fluctuations for the n-side strips.
Figure 6.1.7 shows the energy spectra measured by the n-type strips of the 6 DSSSD layers
(128 strips × 6). The high-intensity energies appearing at the beginning of each layer represent
the remaining part of the energy pedestal, as discussed before. It is obvious that the energy
deposition of the Compton electrons observed in the simulated data cannot be observed in the
spectra of the n-side strips of the scatterers. The reason for this can be attributed to accumulated
factors related to the signal processing electronics of the n-side strips (FE). Firstly, despite the
ability of the GASSIPLEX’s charge sensitive amplifier to process the negative signals resulting
from the n-side strips, the amplification gain in this case is a factor of two less compared to the
one for a positive signal [81]. The second reason can be related to the modification made to the
multiplexing amplifier baseline in order to be able to digitize the negative signal, as discussed
in Sect. 3.2.2.2. This adaptation enlarges the dark current level of each channel by more than
Figure 6.1.5: Relative energy resolution of the LaBr3:Ce scintillator plotted as a function of
the incident γ ray energy, ranging from 121 keV to 4.439 MeV. The dotted curve represents a
two-parameter function fit as indicated in Eq. (4.1.1).
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Figure 6.1.6: Geant4 simulation study of the energy loss measured by the DSSSD array for an
impinging 4.439 MeV γ ray [38]. The resulting data shows a sequential intensity increase of the
energy deposition, caused by the scattered Compton electron, across the DSSSD layers towards
the scintillator. It can be noticed that the simulated energy spectrum of the first DSSSD layer
shows no electron peak around 140 keV compared to the measured one, displayed in Fig. 6.1.8.
This is due to the absence of the massive material (2 cm thick stainless steel provided by the
beamline end flange with the target layers as shown in 6.1.1) inbetween the origin of the 4.439
MeV photon and the DSSSD array in the simulated data, which causes the first occurrence
of a Compton interaction in front of the first DSSSD layer. Thus, in the simulated data, the
accumulation of the Compton electron energy deposit starts only from the second DSSSD layer,
continuously increasing until reaching the sixth one, forming an energy loss peak at around 140
keV.
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Figure 6.1.7: Energy spectra measured by the 6 × 128 n-type strips of the six DSSSD layers.
Due to the electronics adaptation required to allow for the acceptance of the negative signals in
the GASSIPLEX ASIC modules, the dynamic range of the n-side energy spectra ranges from
about ∼ 600 ADC channels (before energy correction) down to zero (see Sect. 3.2.2.2). The
expected energy loss of the Compton electrons appears to be buried by the noise associated with
the signal processing electronics (see text for more details).
a factor of two to a width of the energy pedestal peak of σ ∼ 7 ADC channels compared to
σ ∼ 3 ADC channels for the p-side electronics. Moreover, since the maximum range of the
multiplexing amplifier was set to 2.85 V, which was carefully selected to avoid any saturation
(see Sect. 3.2.2.2), the dynamic range of the n-side strips is squeezed to only ∼ 600 ADC
channels out of the 1024 channels provided by the 10 bit ADC. Thus, the charge deposited by
the Compton electrons in a 500 µm thick DSSSD layer cannot be distinguished any more from
the energy pedestal peak. This is the major drawback of the readily available DSSSD signal
processing electronics that was identified during the characterization studies presented here.
Due to the lack of an adequate ASIC-based replacement readout module, this deficit had to be
accepted for the time of this thesis work, however, intensive work has been started to evaluate
the options for an upgraded replacement of the GASSIPLEX-based FE modules to cure the
deficits related to their use.
Nevertheless, the energy deposition of the Compton electrons resulting from 4.439 MeV inci-
dent γ-rays can be clearly seen in the energy spectra acquired by the p-type strips of the six
DSSSD layers, as illustrated in Fig. 6.1.8. It can be observed from the left panel that the in-
tensity of the energy deposition, indicated by a light blue color in the region between the two
dashed lines, gradually increases from layer one to layer six. This feature can be emphasized by
projecting the highlighted area onto the energy axis, as indicated in the right panel and can read-
ily be explained by the accumulation of energy deposits by Compton-scattered electrons along
the path of the electrons, which are typically carrying enough energy to traverse several or even
all of the six DSSSD layers. This agrees very well with what is observed in the simulated data
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Figure 6.1.8: Energy deposition spectra of the DSSSD array resulting from the irradiation with
4.439 MeV γ rays. The data represent the digitized energies of the p-type strips of detector 1
to detector 6 (6 × 128 channels). The projection of the highlighted area (between the dashed
lines) onto the energy axis emphasizes the sequential intensity increase of the energy deposition
of the scattered Compton electrons along the primary photon path. Since the 4.439 MeV γ ray
was generated by a nuclear reaction between a low energy proton beam and a TiN target taking
place inside the evacuated beam line, a high chance of Compton scattering interaction occurring
in front of the DSSSD array can be expected, creating a signature of energy deposition of the
Compton electron already in the first detector (in contrast to Fig. 6.1.6, where the simulated
geometry contained no material between the photon source and the first DSSSD layer).
presented in Fig. 6.1.6. However, the simulated data sees no Compton electron-related peak
in the first layer, whereas it is clearly visible in the measured spectrum. Since the production
of 4.439 MeV monoenergetic γ-rays took place inside the vacuum beam line behind a 2 cm
thick stainless-steel flange (see Fig. 6.1.1), Compton interactions will already be induced in
this massive material, resulting in the Compton electron energy signature to be visible already
in the first layer. This feature was not considered in the early simulation design geometry.
The measured energy distribution of the Compton electrons, calculated to peak at about 120-130
keV, fortunately appeared already at room temperature above, yet close to the energy pedestal
peak position. In comparison to the situation for the n-side strips, this fact can explain the
absence of the Compton electron peaks in the n-type spectra, since here the amplifier gain was
intrinsically reduced by a factor of two compared to the one of the p-type strips, thus preventing
the low-energy Compton electron signal to exceed the low-energy background.
6.2 Prompt γ ray energy measurement with a 20 MeV pro-
ton beam
At the MLL Tandem accelerator in Garching, which is capable of providing a 20 MeV proton
beam, the Compton camera absorbing detector was examined in the prompt γ-ray energy range
relevant for beam interactions in particle therapy. Figure 6.2.1 shows the experimental setup
of this measurement. The LaBr3:Ce detector was placed at 90o with respect to the beam line
(b) inside a Faraday cage (a), providing a light tight and electrical shielding for the Compton
camera scatter components. The 20 MeV proton beam (with a typical beam current of 1-2 nA,
equivalent to 0.6 - 1.2 × 1010 protons per second) left the beam line through a 30 µm thick
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Kapton window and hit a water target (c) filled into a Plexiglass cylinder (30 mm long and 30
mm in diameter). The irradiated side of the water phantom was made of a 30 µm thick Kapton
foil, in order to minimize the energy loss of the proton beam (with a stopping range in water of
about 4 mm). A block diagram of the signal processing electronics used in this experiment to
read out the monolithic LaBr3:Ce scintillator is shown in Fig. 3.2.13.
Figure 6.2.1: Experimental setup used to evaluate the performance of the LaBr3:Ce scintillator
with prompt γ rays, generated by inelastic nuclear reactions between a 20 MeV proton beam
and a water target. The detector was kept inside a Faraday cage (a), which was positioned under
90o with respect to the proton beam line (b) and the cylindrical water phantom (c). Marked with
d) is a digital camera, used to record the beam spot visible in a CsI crystal attached to the beam
line exit during the beam tuning process.
The energy response of the LaBr3:Ce scintillator to the resulting prompt γ rays induced by
nuclear reactions between the 20 MeV proton beam and the water target was simulated, using
Geant4, and experimentally measured, as indicated in Fig. 6.2.2 (top) and (bottom), respec-
tively. In both spectra, the prominently observed energy peaks can be attributed to the prompt γ
emission during the deexcitation of excited 12C and 16O nuclei. 20 MeV proton energy is suf-
ficient to excite 16O to the first 1−, 2+ and 3− excited states, which subsequently decay to the
ground state via γ-ray emission of 7.116 MeV, 6.917 MeV and 6.129 MeV, respectively, since
their respective (p, p′) reaction channels open between 8 MeV and 9 MeV of proton energy
[113]. These prompt γ-ray lines are labeled in the energy spectra by color-coded arrows. As the
pair creation cross section in this γ-ray energy range in the LaBr3:Ce scintillator material is al-
ready sizeable (see Fig. 2.1.2), single- and double-escape (SE and DE) peaks can be seen in the
simulated and measured energy spectra as a signature of this interaction process. The double-
escape peaks of 7.116 MeV (DE = 6.094 MeV) and 6.917 MeV (DE = 5.895 MeV) are hidden
under the 6.129 MeV photopeak and its Compton edge (5.881 MeV), respectively. Comparing
the prompt γ-ray intensity of 16O(p,p′γ) reactions, the 6.129 MeV energy peak dominates due
to the high cross section of the 16O(p, p′ γ6.129MeV )16O∗ reaction at 20 MeV proton beam en-
ergy [113]. Due to inelastic reactions of the impinging proton beam with the Kapton windows
of the beam line and the water target (and as well of some beam halo reacting with steel com-
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Figure 6.2.2: Simulated [38] (top) and measured (bottom) prompt γ ray energy spectrum of the
LaBr3:Ce scintillator, induced by exposing a water target to a 20 MeV proton beam. In both
panels, the photopeak energy of the prompt γ-ray emissions followed the deexcitation process
of the excited 16O∗ (blue, brown and red arrow) and 12C∗ (green arrow) are clearly labeled with
their respective single- and double-escape peaks.
ponents of the beam line and flange), the measured energy spectrum features a much stronger
component from the deexctiation of the first excited state of 12C via the 12C(p, p′ γ4.439MeV )12C
reaction, with its energy threshold located at 4 MeV proton energy [113]. The 4.439 MeV
prompt γ transition with its respective single- and double-escape peaks may be mixed with the
same γ-ray energy resulting from the nuclear fragmentation of 16O(p, x γ4.439MeV )12C, which
is energetically allowed above 10 MeV proton energy. From these assignments, it can be stated
that the simulated energy response of the LaBr3 scintillator to the prompt γ rays, resulting from
a 20 MeV proton beam impinging into a water, can be validated experimentally.
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6.3 Prompt γ ray energy and ToF measurement with a 20
MeV deuteron beam
Aiming to exploit the superior timing properties of the LaBr3:Ce scintillator to suppress the
neutron background induced during the particle beam irradiation, the signal processing elec-
tronics of the LMU Compton camera was equipped with Time-to-Digital converter modules
(MTDC-32, Mesytec [96]). In order to test these newly integrated electronics, an experiment
was conducted at the MLL Tandem accelerator in Garching using a pulsed 20 MeV deuteron
beam. The use of this particle beam instead of a proton beam was decided to take advantage
of the high emission rate of neutrons following deuteron dissociation as they collide with the
target.
The experimental setup used during the time-of-flight measurement is illustrated in Fig. 6.3.1.
The LaBr3:Ce scintillator was positioned on a support stand (see Sect. 3.2.3) adjusted to set
the detector’s central height on the same level as the beamline axis. The scintillator was placed
under 30o with respect to the deuteron beam path and in a distance of 200 cm from the irra-
diated cylindrical water phantom, described in Sect. 6.2. Three water containers were placed
in the deuteron beam direction behind the water phantom in order to moderate the emitted fast
neutrons, thus protecting the scintillator from detecting the neutrons backscattering from the
nearby massive concrete wall of the experimental hall.
The MLL Tandem accelerator is capable of providing 5 MHz pulsed beams, i.e. with a period
of 200 ns between two consecutive pulses. However, for the case of this experiment, every
second pulse of the deuteron beam was removed by a beam chopper system to realize a
longer time period of 400 ns between beam bunches, which helps to avoid any spectral mixing
between slow neutrons of a first pulse and prompt γ rays or fast neutrons from the next one.
The radio frequency (RF) signal of the accelerator pulsing system was used as Common Stop
signal for the timing measurement, while the start signal, as well as the trigger of the DAQ
system, was derived from the PMT sum dynode of the LaBr3:Ce scintillator. The time interval
between the start and stop signals was digitized by the TDC with a resolution of 7.8 ps per
channel, while its range was set to 500 ns in order to be able to cover a full time-of-flight cycle
of the 400 ns pulsed beam.
The measured time-of-flight spectra, indicated in panel a) of Fig. 6.3.2, show a clear separation
between the prompt γ rays and the slower neutrons. The shape of the prompt peak reflects the
pulse structure of the deuteron beam, which is strongly influenced by the fine tuning and opti-
mization of the pulsing system. Additional contribution to the width of the prompt peak could
come from the transit time of the prompt γ rays, which varies depending on the primary reac-
tion position. Thus, the width of this peak does not reflect the time resolution of the LaBr3:Ce
scintillator, discussed in Chap. 4. It can be also noticed in Fig. 6.3.2 a) that the prompt peak
has an extended delayed tail on the falling edge region. This tail can be investigated by plotting
the correlation between the TOF and energy signals registered in the LaBr3:Ce scintillator, as
shown in Fig. 6.3.3. Suppressing the neutrons related background contributes to visualize the
prompt γ rays in the energy region above 3 MeV. However, in the low-energy region of Fig.
6.3.3, e.g. below 600 keV, the separation of the fast and slow components will be blurred due to
the contribution of the continuously emitted 511 keV γ rays and their corresponding Compton
continum during the annihilation process of the online generated short-lived isotopes, such as
15O (t1/2 = 2.04 min) and 11C (t1/2 = 20.39 min). This, in fact, explains the delayed tail on the
falling edge of the prompt peak of Fig. 6.3.2 a). By setting an energy gate between 1.5 MeV
and 7 MeV, the delayed shoulder is reduced and the prompt peak is completely separated from
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A )
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Figure 6.3.1: A photograph (A) and illustrative sketch (B) of the experimental setup used during
the time-of-flight measurement, aimed to test the newly integrated TDC modules into the signal
processing electronics of the Compton camera absorbing detector, as used at the MLL Tandem
accelerator in Garching. The LaBr3:Ce scintillator (a) was placed under 30o with respect to
the beam line and in 200 cm distance from the cylindrical water phantom (b). It was mounted
directly in front of the beam exit window, made of a 30 µm Kapton foil, through which the
deuteron beam left the vacuum. Three water containers (c) were positioned in the same direction
as the deuteron beam path in order to moderate the fast neutrons and prevent them from back-
scattering off the nearby massive concrete wall.
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Figure 6.3.2: Time-of-flight spectra measured with a 20 MeV pulsed deuteron beam, using a
LaBr3:Ce scintillator placed at a distance of 200 cm from the beam exit. Panel a) indicates the
case, where all energy events were recorded in the scintillator, while an energy window between
1.5 MeV and 7 MeV was applied for the case shown in panel b). It is obvious from panel a)
that low energy photons, such as 511 keV, contribute to the prolonged falling shoulder of the
prompt peak (see also Fig. 6.3.3).
the slow component, as indicated in panel b) of Fig. 6.3.2.
Figure 6.3.2 a) also shows a neutron component with a time-of-flight peaking at about 50 ns.
This nicely reflects the flight time of the fastest neutrons with the full beam velocity, recoiling
from an inelastic proton collision. In fact, this can be verified using the following formula [114]:
β = 0.04635 ·
√
E[MeV ]
A
(6.3.1)
where β = v
c
represents the particle velocity in units of the speed of light c, E is the particle
beam energy, while A represents the mass number of the particle, thus 2 for deuterons. The
parameter β amounts to 0.145 for E = 20 MeV, which then equals to a velocity of 4.35 cm/ ns.
Since the LaBr3:Ce scintillator was placed at a distance of 200 cm from the beam exit (see Fig.
6.3.1), the time required for the fastest neutrons to reach the detector is 46 ns, which pretty well
agrees with the measured value.
As already shown in Fig. 6.3.3, the energy of all signals registered in the LaBr3:Ce scintillator
is registered based on their arrival time. By applying a proper timing window on the TOF
axis and projecting onto the energy axis, the measured energy spectrum can be disentangled
into its prompt and delayed components, as illustrated in Fig. 6.3.4. In the absence of the
TOF condition (black curve), most of the promptly emitted γ rays are buried by the neutron
background, except for the 6.126 MeV line, emitted during the deexcitation of the excited 3−
state of 16O∗ nuclei to the ground state, together with its corresponding single- and double-
escape peaks. The energy spectrum of the delayed component (red curve) features a continuum
of neutron energies and a prominent γ line at 2.2 MeV with its single escape peak, representing
the deuteron binding energy emitted during the neutron capture reaction 1H(n,γ)2H. Having
subtracted the contribution of the delayed component from the full energy spectrum, several
prompt γ-ray lines start to be visible in the resulting prompt γ-ray spectrum (green curve). The
γ peaks at 1.64 MeV and 2.31 MeV illustrate the (1+, oO+, 1+) cascade decay of excited 14N
from the second 1+ state to the ground state. From this excited state, 4% of the excited 14N∗
nuclei decay directly to the ground state via an (E2 + M1) transition with an emission of 3.95
124 CHAPTER 6. ONLINE COMMISSIONING OF THE LMU CAMERA COMPONENTS
Figure 6.3.3: Correlation plot between the time-of-flight and energy signals registered in the
LaBr3:Ce scintillator from the interaction of a water target with a pulsed 20 MeV deuteron
beam. Suppressing the slow component (neutrons) allows to visualize also low intensity prompt
γ rays, especially above 1.5 MeV (see Fig. 6.3.4).
MeV γ rays, while the dominant decay branch proceeds via an M1 cascade of 1.64 MeV and
2.31 MeV to the ground state. Probably due to a tighter focusing of the deuteron beam with
less interactions with beamline steel components, prompt γ rays from the 2+1 (
12C, 4.44 MeV)
transition can be barely seen. The most prominent prompt γ transition above 3 MeV originates
from the first excited 3− state of 16O at 6.13 MeV, visible in the time-filtered spectrum with its
single- and double-escape peaks.
6.4 Compton camera commissioning with a therapeutic pro-
ton beam at the OncoRay facility (Dresden)
The first test of the LMU Compton camera prototype at a clinical proton beam was performed
at the cyclotron of the OncoRay facility in Dresden (National Center for Radiation Research
in Oncology and Universta¨ts Protonen Therapie Dresden [31]). Although this recently opened
facility, which started treating patients in December 2014, is dedicated for cancer treatment, the
proton beam can be sent to an experimental room, where the Compton camera was prepared
to receive the beam in parallel to the patient treatment during the interrupts needed to position
a patient (in practice, beam was periodically available typically for about 20 minutes during
patient positioning after 2 minutes of treatment time).
The experimental setup used in this beam time is shown in Fig. 6.4.1. The Compton camera
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Figure 6.3.4: The complete γ-ray energy spectrum (black curve) of secondary radiation emitted
during the interaction between a 20 MeV pulsed deuteron beam and a water target, measured
by a LaBr3:Ce scintillator. The use of the TOF technique enables to separate this spectrum into
a delayed component (red curve) and prompt γ rays (green curve). The photopeak at 2.2 MeV
and its corresponding single-escape peak in the delayed energy spectrum represent the deuteron
binding energy, released during the neutron capture reaction 1H(n,γ)2H. Eliminating the neutron
background allows to recover the prompt γ peaks of 1.64 MeV and 2.31 MeV that are emitted
during the cascaded decay of excited 14N∗ nuclei to the ground state. The high energy part of
the spectrum is dominated by the prompt γ rays emitted from the deexcitation of the excited 3−
state in 16O.
components were enclosed inside a copper-plated light-tight box, in order to prevent the silicon
detector array (scatterers) from saturation resulting from light exposure. Moreover, this cage
acted as a Faraday cage against external electric noise that might affect the readout electronics.
The Compton camera box was positioned under 90o relative to the beam axis and in 480 mm
distance from the side surface of the cubic water phantom. This phantom, which is made of 5
mm thick Plexiglass plates, has an inner dimension of 400 × 310 × 200 mm3. It was placed in
510 mm distance from the beam exit. The center of the Compton camera entrance window was
positioned perpendicularly to look at the calculated Bragg peak position of the proton beam,
which varies depending on the proton energy and the type of the phantom material. In this
experiment, 100 MeV, 160 MeV and 225 MeV proton beam energies with an average current of
200 pA, measured at the beam nozzle, were used to irradiate the water phantom for an effective
measurement time of 3 h, 4.8 h and 6.5 h, respectively. Then, the water phantom was substituted
with a PolyMethyl MethAcrylate (PMMA, C5H8O2) phantom, formed by 10 slabs of various
thicknesses (1 × 200 mm, 6 × 30 mm, 1 × 10 mm and 2 × 5 mm, in total 400 mm). They
were arranged such that the thicker slabs were placed towards the beam exit. This phantom was
irradiated by 100 MeV, 160 MeV and 225 MeV proton beams for about 1.5 h, 1.6 h and 1.3
h, respectively. In this described geometry of the Compton camera with respect to both water
and PMMA phantoms, the triggering (LaBr3:Ce) detector accepted an average rate of 1200 cps,
which resulted in an average dead time of 75%.
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Figure 6.4.1: The experimental setup of the Compton camera’s first test at the therapeutic proton
beam of the OncoRay facility in Dresden. Left: the camera components, placed inside a light
tight Faraday cage (a), are positioned in 480 mm distance from the irradiated water phantom (b)
and under 90o with respect to the proton beam (c) axis. The signal processing electronics (d),
which is divided into two racks as discussed in Sect. 3.2.2.3, is located behind the camera cage.
After finishing the water irradiation measurements, the phantom was replaced by a PMMA
target (e) formed by 10 slabs of various thicknesses (in total 400 mm).
The block diagram of the DAQ system used in this experiment is shown in Fig. 3.2.17, where
the signal processing electronics was distributed over two racks (see Sect. 3.2.2.3). The trigger
signal was provided by the sum dynode of the H9500 PMT coupled to the LaBr3:Ce scintillator.
This signal was also used as a trigger for the scatter detectors, since their readout electronics,
which was based on the GASSIPLEX ASIC, could not provide an external trigger. Based
on that, the resulting data of the triggering LaBr3:Ce scintillator will be presented first in the
following section.
6.4.1 Absorbing component: LaBr3:Ce scintillator
6.4.1.1 Time-of-flight (TOF) measurement
The IBA C230 isochronous cyclotron (Ion Beam Application SA, Louvain-la-Neuve, Belgium
[115]), representing the backbone of the OncoRay proton therapy facility, operates at a radio
frequency of 106 MHz, corresponding to a 9.4 ns time period between two consecutive beam
bunches. This RF signal was used as stop signal for the time-of-flight (ToF) measurement, while
the start signal was provided by the sum dynode of the H9500 PMT coupled to the LaBr3:Ce
scintillator.
Figure 6.4.2 shows the energy versus time-of-flight spectra for different energy ranges measured
by the LaBr3:Ce scintillator during the irradiation of a water phantom with 225 MeV protons.
13 beam pulses separated by 9.4 ns were accepted by the time digitizer (TDC) due to its time
range of 130 ns. The full 2D energy-ToF spectrum (panel a) was split into low energy (0 - 3
MeV, panel b) and high energy (3 MeV - 7 MeV, panel c) regions, in order to illustrate the
contribution of the delayed neutron-induced background, which is considerably reduced in the
high-energy region, which is relevant for prompt-γ medical imaging. In the low-energy range,
the two horizontal lines visible at 511 keV and 2.2 MeV represent the annihilation photons,
produced during positron annihilation processes, and the deuteron binding energy, released as
γ rays during the neutron capture on hydrogen (1H(n,γ)2H), respectively. In order to investigate
the impact of these radiation components on the ToF pulse width, panels b) and c) of Fig. 6.4.2
were projected onto their timing axis as illustrated in panel a) and b) of Fig. 6.4.3, respectively.
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Figure 6.4.2: Total 2D energy-time-of-flight spectrum (panel a) of the LaBr3:Ce scintillator,
measured during the interaction between a 225 MeV proton beam with a water phantom. Panel
b) and c) show the same data for low-energy region 0-3 MeV (b) and the high-energy region
3-7 MeV (c), the latter being relevant for the prompt-γ energy technique.
For the low energy case (panel a), the FWHM of a Gaussian fit to the prompt peaks of the ToF
spectrum was found to be 2.20 ± 0.05 ns, whereas it turned out to slightly improve with 1.9 ±
0.03 ns for the prompt ToF pulse indicated in panel b). 2.2 ns represents as well the width of
the ToF pulses in the absence of any energy condition, a trivial consequence of the fact that the
overall width of the ToF peaks is dominated by the larger statistics in the energy range below 3
MeV, consisting to the strong delayed component and prompt transitions with low energies (0.5
MeV, 2.2 MeV). However, the width of the ToF peak does not reflect the time resolution of the
LaBr3:Ce scintillator (see Sect. 4.2), but it rather reflects the pulse structure of the accelerator.
However, since the ToF peaks were formed by many γ rays emitted from different interaction
positions along the proton beam path in the water phantom, the transit time of these γ rays
contributes to the width of the measured prompt peaks. This was investigated by introducing
a 7 cm collimation slit formed by 10 cm thick lead blocks positioned symmetrically around
the line sight from the center of the Compton camera to the Bragg peak position at an angle
of 90 o to the proton beam trajectory, as indicated in Fig. 6.4.4. The proton beam energy was
kept the constant in order to avoid any time spread introduced to the proton bunches by the
energy selection system of the accelerator. The resulting data, indicated in Tab. 6.1, reveal an
improvement of about 25 % in the ToF peak width in the presence of the 7 cm slit collimation
for the events with photon energies below 3 MeV. This improvement increases to about 40 %
128 CHAPTER 6. ONLINE COMMISSIONING OF THE LMU CAMERA COMPONENTS
Slit collimation [cm] prompt ToF < 3 MeV (FWHM) prompt ToF > 3 MeV (FWHM)
none 2.20 ± 0.05 ns 1.9 ± 0.03 ns
7 1.64 ± 0.06 ns 1.12 ± 0.02 ns
Table 6.1: Energy dependence of the ToF pulse width measured between the LaBr3:Ce scintil-
lator signal and the accelerator RF signal in the presence and absence of a 7 cm slit collimation
around the perpendicular line-of-sight to the Bragg peak area in the water phantom, irradiated
by 225 MeV protons.
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Figure 6.4.3: Time-of-flight (ToF) spectra measured in a common start mode between the PMT
sum dynode signal of the LaBr3 scintillator (clock start) and the accelerator RF signal (clock
stop) during the irradiation of the water phantom with a 225 MeV proton pulsed beam. The
timing events whose energy below (panel a) and above (panel b) 3 MeV were plotted in order
to investigate the impact of the later-arriving neutron-induced background on the time structure
of the prompt γ emission.
in the prompt γ-ray energy region (3-7 MeV), where the FWHM is reduced from 1.9 ± 0.03 ns
to 1.12 ± 0.02 ns. This value is only slightly different than 1.2 ns (FWHM) measured by [116],
where a cylindrical LaBr3:Ce scintillator (with a diameter and length of 76 mm) was exposed
to the prompt γ rays through a ∼ 5 mm slit collimator opening placed under 90o with respect
to the 180 MeV proton beam path in the water phantom. This small difference may be due to
the different proton beam energy, since the energy selection system of the accelerator affects
the proton velocities which leads to a temporal broadening of the proton bunch with decreasing
energy. As systematically reported in [116], the respective prompt time peak widths of the
induced prompt γ-rays during the irradiation of a water phantom with proton beam energies of
120 MeV and 150 MeV are 2.9 ns (FWHM) and 1.9 ns (FWHM).
6.4.1.2 Prompt γ-ray energy measurements: water and PMMA phantoms
The energy spectra of the γ rays emitted during the irradiation of the water and PMMA phan-
toms with proton beams of 100 MeV, 160 MeV and 225 MeV were measured by the LaBr3:Ce
scintillator. During the effective data analysis, a time window of 2 ns was set around each of
the 13 prompt peaks, shown in Fig. 6.4.2, in order to separate the delayed component from the
prompt γ rays. This separation is clearly visible in Fig. 6.4.5 for the water (panel a) and PMMA
(panel b) phantoms irradiated by 225 MeV protons. The delayed neutron-induced background
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Figure 6.4.4: Experimental setup used to evaluate the impact of the γ-ray transit time from the
varies emission points along the proton beam trajectory on the prompt γ-ray time structure. A
slit collimator opening of 7 cm was introduced by a 10 cm thick Pb shielding in order to allow
for the registration of only those prompt γ rays emitted along the 225 MeV proton beam path
in the vicinity of the Bragg peak.
spectrum (red curve) shows a structureless distribution over a wide energy range besides the
discrete γ line at 2.2 MeV, which is emitted as the deuteron binding energy during the process
of neutron capture by a proton. This peak strongly appears together with its corresponding
Compton edge and single-escape peak for the case of the water phantom. This is perhaps due to
the less complex composition of water (H2O) compared to the PMMA (C5H8O2), which eases
the break-up processes and in turn increases the amount of available protons in the case of the
water phantom. As related to the phantom composition, the production intensity of prompt γ
rays from particular excited nuclei obviously strongly depends on their intial concentration in
the irradiated target material [117]. This can be observed when comparing the prompt γ spectra
(green curve) of the irradiated water and PMMA phantoms presented in Fig. 6.4.5. For the wa-
ter target case, the (high-energy) component of the prompt γ ray spectrum is dominated by the
6.129 MeV transition (plus its single- and double-escape peaks) emitted from the ground-state
deexcitation of the 3− state of 16O∗. In this target scenario, 4.4 MeV photons from excited 12C
nuclei can only be generated following a fragmentation reaction of 16O. In contrast, since the
PMMA phantom exhibits an inherently high carbon concentration, the main component of the
prompt γ ray spectrum is 4.439 MeV emitted during the deexcitation of the 12C∗ from inelastic
(p,p′γ) collisions. These features can consistently be observed when irradiating both phantoms
with different proton energies, as indicated in Fig. 6.4.6. Besides the predominant prompt γ
rays emitted from 16O∗ and 12C∗, some other prompt γ lines are clearly visible and identified
for the case of the 160 MeV proton beam in the middle row of Fig. 6.4.6.
Comparing the 6.13 MeV prompt γ line emitted from 16O(p, p′ γ6.129MeV )16O presented in the
left column of Fig. 6.4.6 with the one measured at the MLL Tandem accelerator, where a small
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(a) water phantom (b) PMMA phantom
Figure 6.4.5: Energy spectra measured by the LaBr3:Ce scintillator during the irradiation of
water (a) and PMMA (b) phantoms by a 225 MeV proton beam. The total energy (black curve)
can be disentangled divided into prompt (green curve) and delayed (red curve) components,
using the time-of-flight conditions described in the text.
water phantom was irradiated by a 20 MeV proton beam (see Fig. 6.2.2), the photopeak inten-
sity is considerably reduced for the case of the clinical proton beams. This is due to the fact
that the cross section of the inelastic 16O(p, p′ γ6.129MeV )16O reaction at 20 MeV proton beam
energy is ten times higher than the one at 100 MeV [113] or 160 MeV proton beam energy
[34]. Moreover, since the emitted prompt γ rays in the OncoRay setup pass through about 16
cm of water before reaching the LaBr3:Ce scintillator, 32 % of them will already experience
Compton scattering in the target under different scattering angles. This results both in a reduc-
tion of the registration efficiency due to the finite solid angle coverage of the Compton camera,
together with a considerable reduction of the photopeak intensity due to the enhanced Compton
scattering probability in the case of the large water phantom at OncoRay. This effect was much
reduced for the case of the 20 MeV proton beam irradiation, since the small cylindrical water
phantom had a diameter of only 30 mm, leading to a Compton scattering probability of emitted
prompt 6.13 MeV photons of only 3.5 %.
The contribution of the delayed component to the prompt γ spectrum presented in Fig. 6.4.5 is
rather moderate at clinical proton beam energies studied here. The ToF technique could improve
the peak-to-background ratio only by 2 % for the dominant oxygen peak group measured with
the water target. In the case of the PMMA phantom, the peak-to-background ratio of the dom-
inant carbon group is improved by about 11 %. The different intensity of the neutron-induced
background in both cases can be attributed to the different target material compositions and
their resulting different reaction products.
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(a) 100 MeV, water (b) 100 MeV, PMMA
(c) 160 MeV, water (d) 160 MeV, PMMA
(e) 225 MeV, water (f) 225 MeV, PMMA
Figure 6.4.6: Prompt γ-ray components of the total energy spectra measured by the LaBr3:Ce
scintillator during the irradiation of water (left column) and PMMA (right column) phantoms
with 100 MeV (top row), 160 MeV (middle row) and 225 MeV (bottom row) proton beams.
Assignments of the resolved γ-ray transitions are exemplarily given for the case of the 160
MeV irradiation.
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6.4.2 Scatter detector: six layers of double-sided silicon strip detectors
(DSSSD)
6.4.2.1 Compton electron energy measurement
The performance of the scatter detector components of the LMU Compton camera and their
readout electronics was characterized in the targeted multi-MeV prompt γ-ray energy region
during the irradiation of a water phantom with a clinical proton beam. The specific difference
between the readout properties of the 6 × 128 n-side strip channels and their equal amount of
p-side counterparts has already been addressed earlier in this chapter (see Sect. 6.1). Figure
6.4.7 (panel a) shows the total energy spectra (after energy pedestal subtraction) measured by
the n-type strips of the six layers of the double-sided silicon strip detectors (DSSSD). From the
signal intensity registered below the E-pedestal remnant, it appears at first glance that the mod-
ified front-end electronics for the n-side strips (see Sect. 3.2.2.2 for more details) could acquire
events depositing energy above the energy pedestal peak, in the expected range of Compton-
scattered electrons. In order to investigate the suspected correlation of these events with the
targeted prompt γ rays, an energy window between 3 MeV and 6.5 MeV was applied as fil-
ter condition to the energy spectrum of the trigger detector (LaBr3:Ce) the resulting data are
shown in panel b). As could be expected, the observed statistics of the n-side strip events was
considerably reduced due to this energy constraint. Moreover, besides the γ-ray energy con-
dition, a further gating condition was applied to select only events in the prompt ToF peak of
the time spectrum acquired with the LaBr3:Ce detector. This results in the data presented in
panel c). Only very few events remain as being registered by the n-type strips in prompt co-
incidence to the proton beam pulse. This in turn implies that the measured data, presented in
panel a) and b), prominently belong to a delayed signal component. This was confirmed by
applying, in addition to the energy gate from 3-6.5 MeV, the complementary ToF condition
covering the area inbetween the prompt peaks, containing (besides uncorrelated background)
delayed (neutron-induced) events. The resulting n-side DSSSD spectra, indicated in panel d),
as expected reveal that almost all interactions registered in the n-side DSSSD strips for events
depositing a rather high amount of energy in the scintillation detector of the Compton camera
are not promptly correlated to the impinging proton bunch, but rather can be explained either
by temporally uncorrelated background or, more likely, by neutron-induced delayed interaction.
Once more this points to the inadequate performance of the modified n-side readout boards with
respect to the very low-energy Compton electron signal, that will be buried in the broad energy
pedestal background peak.
A completely different behaviour is observed for the p-side strips. A much larger statistics is
registered above the threshold defined by the energy pedestal peak ranging up to about ADC
channel 120. As already discussed earlier in the context of the Tandetron experiment with 4.4
MeV photons, also now the energy deposit of the Compton-scattered electrons can be observed
with increasing intensity across the six detector layers. The resulting broad electron peak (in-
tegrating over the distribution of Compton-electron energies and scattering angles), despite the
absence of detector cooling, is still well-separated from the E-pedestal peak and ranges from
125-145 ADC channels.
Beyond this peak, somewhat similar to the behaviour of the n-side strips, however with much
higher statistics, higher-energy signals fill almost the full dynamic range of the 10-bit ADC, as
can be seen in panel a) of Fig. 6.4.8. A similar analysis as applied above to the n-type strip
data was applied also for the p-type strips, as can be seen in panel b), c) and d) of Fig. 6.4.8,
showing the resulting data for the gating conditions of multi-MeV γ ray registration in the
LaBr3:Ce detector (panel b), additional prompt ToF gating (panel c) and alternatively delayed
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Figure 6.4.7: The total energy spectra (panel a) measured by the n-type strips of all six DSSSD
layers can be decomposed based on multi-MeV γ ray energy (3-6.5 MeV) (panel b), additional
prompt ToF (panel c) and delayed ToF (panel d) conditions applied to the triggering LaBr3:Ce
detector data. The high energy deposits almost disappear in the presence of the prompt ToF
condition (panel c) and consequently re-appear in the complementary case of the delayed ToF
condition. This implies that predominantly neutrons, produced from fragmentation reactions
during the passage of the proton beam through the water phantom, induce (n,γ) or (n,n′ γ)
reactions in the DSSSD volume.
ToF gating (panel d), respectively. In the presence of the prompt ToF condition (panel c), the
measured signal statistics above 200 ADC channels is noticeably reduced compared to the cases
shown in panels b) and d). In fact, this behaviour matches the observation made before in the
n-type strip energy spectra illustrated in Fig. 6.4.7. However, the p-side data exhibit, besides
a larger gain and lower energy pedestal, a much higher detection efficiency, all of them related
to the performance of the p-sides signal processing chain, which was operated in this case as it
was originally designed for positive input signals. Thus, signals in the multi-MeV energy range
(panel b) are registered much more abundantly on the p-side compared to n-side of the DSSSD.
Yet, the same behaviour can be observed when applying the prompt γ timing condition: again
most of the signals beyond the Compton electron peak are temporally uncorrelated with the
proton bunch and most likely represent neutron-induced delayed background. Further evidence
for this interpretation comes from a comparison of the p-side data shown here with the ones
obtained in the HZDR Tandetron experiment with 4.4 MeV photons (see Sect. 6.1), where
no such energetic background beyond the Compton electron peak was observed. This ”clean”
detection scenario did not allow for nuclear reactions producing neutron background in the way
now registered with clinical proton beam energies.
In order to gain further insight into the spectral behaviour measured by the p-type and n-type
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Figure 6.4.8: The total energy spectra (panel a) measured by the p-type strips of the six DSSSD
layers can be decomposed based on multi-MeV γ-ray energy (3-6.5 MeV) (panel b), additional
prompt ToF (panel c) and delayed ToF (panel d) conditions applied to the triggering LaBr3:Ce
detector data. The high energy deposits measured above∼ 200 ADC channels are considerably
reduced for the prompt signal component, whereas these events appear when gating on the com-
plementary delayed ToF region of the LaBr3:Ce scintillator (panel d). This indicates that these
high energy deposits in the DSSSD originate from neutron-induced (n,γ) or (n,n′γ) background
events.
strips of the six DSSSD layers correlated with the multi-MeV prompt γ-ray component, i.e.
applying the filter conditions on prompt ToF and the energy range from 3 MeV to 6.5 MeV to
the triggering LaBr3:Ce detector, panels c) of both Fig. 6.4.8 and 6.4.7 are projected onto the
energy axis as can be seen in Fig. 6.4.9 panel a) and b), respectively. The energy spectra of
the p-type strips (panel a) clearly show a sequential increase of the Compton electron intensity
resulting from the incident prompt γ rays, produced during the interaction between the 225
MeV proton beam and the water phantom, from layer one (light blue curve) to layer six (pink
curve) similar to the findings in the HZDR Tandetron experiment with monoenergetic 4.439
MeV photons. The fact that already the first silicon detector layer exhibits a peak from Compton
electron energy deposition, which indicates the occurrence of Compton interactions on the way
from the photon origin to the first detector of the Compton camera. However, it should be taken
into account that the promptly emitted γ rays have to travel through 160 mm of water to reach
the detector, which is sufficient to induce Compton scattering for ca. 32% of the produced
6.13 MeV prompt γ rays before entering the first DSSSD layer. Thus, a peak of the Compton
electron energy deposition appears already in the p-type strips of the first DSSSD layer. This
was identically observed when the silicon detectors were exposed to 4.439 MeV monoenergetic
γ rays induced from the 15N(p, α γ4.439MeV )12C reaction, as illustrated in Fig. 6.1.8. On the
6.4. COMPTON CAMERA COMMISSIONING WITH A THERAPEUTIC PROTON .. 135
other hand, the n-type strips of the DSSSD barely register any low-energy signals beyond the
high intensity of the remaining energy pedestal peak. It should be reminded that, due to the
inverse characteristics of the n-side signal processing after raising the multiplexing amplifier’s
baseline of the FE module for negative input signals (see Sect. 3.2.2.2), the remaining pedestal
peak of the n-type strips energy spectra represents the lowest accepted energy. Besides this
adaptation of the n-type signal processing electronics, which contributes to increase the dark
current level by almost a factor of 2 compared to the p-type readout, also the gain of the charge-
sensitive amplifier included in the GASSIPLEX ASIC is about a factor of two lower for negative
signals. These two reasons explain the absence of the Compton electron signals in the n-type
energy spectra.
In order to further investigate the energy components displayed in Fig. 6.4.9, particularly in
the n-type strips of the six DSSSD layers, the correlation between the n-type and p-type energy
signals is plotted for each layer, as shown in Fig. 6.4.10. The Compton electron peak observed
between ADC channel 125 and 145 of the p-type strips is predominantly correlated with the
remaining fraction of the energy pedestal peak of the n-type strips electronics. In comparison,
the prompt events observed above the n-side pedestal peak (see Fig 6.4.9 panel b) are mostly
correlated with the high energy events observed above ∼ 200 ADC channels of the p-type
strips. This small number of energy deposits in the scatter detectors may originate from inelastic
nuclear reactions inducing the fast component of the neutron background. Thus, the resulting
delayed (n,γ) or (n,n′γ) photons leak into the prompt gating condition and then appear in Fig.
6.4.10.
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Figure 6.4.9: Energy spectra measured with the DSSSD detectors following the interaction of
a water phantom with 225 MeV protons. The histograms were obtained by projecting panel
c) of Fig. 6.4.8 and Fig. 6.4.7 onto the energy axis. Gating conditions requiring an energy
window (3-6.5 MeV) and a prompt ToF registered in the trigger detector were applied for the
p-type (panel a) and n-type (panel b) strips, respectively. The intensity of energy deposition
peak of the Compton electrons measured by the p-type strips sequentially increases from layer
one (light blue curve) to layer six (pink curve). In contrast, the remaining part of the energy
pedestal peak hides the Compton electron energy deposits in the n-type strips, due to the factor
of two lower amplifier gain and higher dark current of their readout electronics.
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Figure 6.4.10: Energy correlation between the p-type and n-type strips of the six DSSSD layers
after applying energy (3-6.5 MeV) and prompt ToF conditions to the data measured by the
trigger (LaBr3:Ce) detector. The energy distribution of the Compton electrons measured by
the p-type strips mostly correlates with the remaining part of the energy pedestal peak of the
n-type signal processing electronics. Above this pedestal peak, a small amount of events seen
in Fig 6.4.9 b) correlates with energy deposits above the Compton electron peak ( >200 ADC
channels) in the p-type strips.
Since the trigger signal of the DSSSD readout electronics was provided by the LaBr3:Ce scin-
tillator, the energy correlation between the energy registered by the (sum dynode of the) scintil-
lator and the sum energies of all n- and p-type strips, respectively, are plotted with and without
applying the prompt time-of-flight (ToF) condition. Shown in Fig. 6.4.11 are the resulting data
obtained during the irradiation of the water phantom with a 225 MeV proton beam. For the
p-type strips (panel a and b), the remaining part of the energy pedestal peak has been entirely
eliminated, as it is well distinguishable from the Compton electron energy peak. This electron
peak is visible in the ADC channel range of 120-160 applying the prompt ToF condition and it
correlates with energies registered in the LaBr3:Ce detector up to 6.5 MeV. On the other hand,
the strong baseline component visible for the n-type strips represents the remaining fraction of
the energy pedestal peak. This fraction was intentionally not subtracted in order to avoid any
potential loss of small energy signals that might be a signature for Compton electron energy
deposits. It can be noticed that most of the n-type data as well as the p-type events recorded
above ca. 200 ADC channels, are correlated with trigger events whose energies range between
6.5 MeV and 12.5 MeV.
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Figure 6.4.11: Correlation between the energy spectrum derived from the sum of all p- (left
column) and n-type strips (right column) of the six DSSSD layers and the energy recorded in
the triggering (LaBr3:Ce) detector during the irradiation of a water phantom with a 225 MeV
proton beam. The neutron-induced delayed background is included in the raw data shown in
panels a) and c), while it is filtered out in panels b) and d), using a prompt ToF gating condition.
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6.4.2.2 Multiplicity study
Even if it will be not possible to localize the Compton interaction in the DSSSD scatter detectors
via a coincidence of p- and n-side electron deposit signals, due to the largely discussed deficit
of the current n-side signal processing electronics, it is nevertheless instructive to characterize
the DSSSD response not only on an inclusive level via their sum energies, but also to analyze
the hit multiplicity response of the highly segmented modules. Therefore, the performance of
the six DSSSD layers of the Compton camera scatter array was evaluated based on their strip
multiplicities, as shown in Fig. 6.4.12 and 6.4.13 for the n- and p-type strips, respectively.
Without applying any analysis conditions and reminding that the DSSSD data of n- and p-side
strips contain sizeable amounts of remaining background from the abundant energy pedestal
component, it is not surprising to see the raw multiplicity ranging out to large values, in most
cases to strip multiplicities of more than Nstrip ∼ 60.
Adding the additional condition of a prompt photon registered in the (triggering) LaBr3:Ce
scintillator does not change the picture significantly (pink curve) with only a small reduction
of the intensity of the strip hit multiplicity curve (while in general not affecting the multiplicity
range significantly). Further intensity reduction is achieved when selecting only prompt, multi-
MeV (Eγ = 3-6.5 MeV) photons in the trigger detector, resulting in the blue histograms.
The multiplicity distributions of the n-side strips exhibit a two-component characteristics, with
an almost exponential slope from the dominant low multiplicity (84% Nstrip = 1-3) to about
Nstrip = 30, where a saturation tends to start. Since these large multiplicities are predomi-
nantly associated with background events (mostly from incompletely suppressed dark current),
the only relevant strip hit multiplicity distribution is reached when finally gating on the energy
range of the energy deposit of Compton-scattered electrons in the layers of the tracking array. In
order to test this condition even in view of the previously discussed issues of the n-side strips to
resolve the Compton electron energy loss peak, a hybrid condition was applied instead: know-
ing that the Compton electron in case of a correct registration in the DSSSD would generate
identical signals in the n-side and p-side readout chain, the well-defined gating condition of the
Compton electron energy deposit in the p-side strips (typically covering the ADC range from
channel 125-145) was applied also to the data registered on the n-side of the same detector. The
resulting strip multiplicity distributions are displayed as red curves in Fig. 6.4.12 and 6.4.13.
Now all background events are removed and the physically relevant hit multiplicity emerges.
Since no photon source image reconstruction will be attempted from the present data due to the
widely discussed deficit of the current n-side readout electronics, preventing to select Compton-
electron signal coincidences between n- and p-side strips, no further attempts were conducted
to analyze the final hit multiplicity distributions in terms of a hit pattern analysis, e.g. unveiling
the occurrence of charge sharing between neighbouring channels. Very general, though, it can
be stated that the red curves presented in Fig. 6.4.13 show the dominance of hit multiplicity 1
and 2 of the targeted Compton electron signal for p-type strips of each DSSSD layer accounting
together for 51% of all detector-related strip hits. Consequently, higher hit multiplicities per
event represent a small fraction of about 49% of the total recorded data.
The p-type strip multiplicity, displayed in Fig. 6.4.13, shows a sudden cut-off at the multiplicity
Nstrip = 64 for all DSSSD layers. This cut-off has no physical meaning and can be related to
the readout procedure of the n- and p-sides of the DSSSDs with 64 odd and even channels,
respectively, being read out at opposite sides of the DSSSD module. In order to illustrate the
occurrence of the Nstrip = 64 cut-off, Fig. 6.4.14 for one detector layer exemplarily displays the
multiplicity-integrated number of hits (for the raw data curve shown in Fig. 6.4.13) across the
128 strips of the p-side. Apparently staggering between odd and even strips occurs, with about
two orders of magnitude more hits counted in the even strips compared to the odd ones. Ideally,
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the entries of both even and odd strips should be comparable within statistical fluctuations.
However, as they are processed by two independent FE electronics modules, the dark current
that determines the width of energy pedestal peak can be different from one FE module to
another. While the pedestal suppression is based on the individual recording of the pedestal
peak, a subsequent Gaussian fit and the determination of the corresponding energy threshold
as the peak centroid plus three times its width (expressed by σ), differences between the dark
current and noise levels of individual FE boards are automatically accounted for. However,
unexpected offsets added later to the modules (or their connecting bus card) would shift the
pedestal peak to lower values and thus lead to a larger remaining fraction after applying the
suppression procedure. Such a scenario readily explains the observed occurrence of the Nstrip
= 64 cut-off. When eliminating the contribution of the remaining part of the energy pedestals of
the FE modules by setting an energy window around the Compton electrons peak, this artificial
Nstrip =64 cut-off disappears. The slightly different multiplicity behaviour of DSSSD module
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Figure 6.4.12: n-type strip multiplicity of the six DSSSD layers forming the Compton camera
scatter component. The raw multiplicity (black curve) was filtered by a prompt ToF condition
(pink curve) and a prompt ToF plus energy window (3-6.5 MeV) (blue curve) applied to the
data of the trigger LaBr3:Ce scintillator. In addition to the previous conditions, the multiplicity
of the n-type strips was further conditioned by setting a gate around the Compton electron peak
measured by the p-type strips, as shown in Fig. 6.4.9 panel a).
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Figure 6.4.13: p-type strip multiplicity of the six DSSSD layers representing the Compton cam-
era scatter component. The raw multiplicity (black curve) was divided based on the prompt ToF
and prompt ToF plus energy (3-6.5 MeV) conditions applied to the triggering LaBr3:Ce scintil-
lator, as indicated by the pink and blue curves, respectively. Besides the previous conditions,
an additional energy gate was set around the Compton electron energy peak measured by the
p-type strips in order to eliminate the contribution of the remaining part of the pedestal energy
peak as well as neutron-induced background and to reveal the final strip multiplicity (red curve)
of each scatter layer.
six can be attributed to the in general twice as large leakage current of this detector module,
potentially also fluctuating stronger than the other modules during operation and thus resulting
in background-related high hit multiplicities.
A more general assignment of the response of the scatter/tracker array can be achieved by in-
vestigating not only the strip hit multiplicities of individual detector modules, but also the mul-
tiplicity of responding detector modules when being hit by radiation from the water phantom.
So the performance of the Compton camera scatter detectors was studied based on the detector
multiplicity, illustrated in Fig. 6.4.15. This multiplicity was derived from the data registered by
the p-type strips of the DSSSDs, particularly those events where the energy deposit indicated
the detection of the Compton-scattered electron. As shown in the figure, the dominant multi-
plicity Ndet = 0 (99.6% of all events) refers to events recorded by the trigger (LaBr3:Ce) detector
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Figure 6.4.14: Exemplary illustration of the raw strip hit multiplicity data extracted from the
p-type strips of one DSSSD layer. With this plot an explanation of the obvious cut-off at Nstrip
= 64, visible in the multiplicity distribution of Fig. 6.4.13, can be given (see text). The data
show a high number of entries in every second (even) strip that most likely originates from a
wider remaining part of the pedestal peak.
without any interaction registered in any of the six layers of the DSSSD array. Multiplicity Ndet
= 1 (0.24% of all trigger event) indicates that exactly one of the six scatter detectors registered
the energy deposition of a Compton electron associated with a triggering prompt photon ab-
sorbed in the scintillation detector. Since the energies of Compton electrons from multi-MeV
photons are expected to be much higher than the ones that could be absorbed already in one
DSSSD module, this low multiplicity implies that the detected Compton electron is most likely
scattered out of the acceptance of the array already after the first interaction.
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Figure 6.4.15: Detector multiplicity of the LMU Compton camera scatterer array. Multiplicity
zero represents the absence of a hit in any of the six consecutive DSSSD layers.
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6.4.2.3 Compton electron tracking
As the LMU Compton camera aims for tracking the recoil Compton electron in addition to the
conventional photon tracking, in order to increase the reconstruction efficiency of the camera,
the tracking capability of the camera’s scatterer array (six layers of DSSSD) was investigated
with the prompt γ rays induced from nuclear reactions between the clinical proton beam and a
water phantom. In order to prove the existence of tracks across several detector modules formed
by Compton-scattered electrons measured by the p-type strips of the six scatterers, as shown in
Sect. 6.4.2.1, energy correlations between every two consecutive DSSSD layers were plotted
from a selection of these events, where all scatter array members registered an energy deposit
in the region of the Compton-electron peak. This filter condition ensured the maximum length
of the tracking sequence across the detector stack. The resulting data is shown in Fig. 6.4.16
for events, where the summed energy of the p-side strips falls into the energy window of the
Compton electrons (ADC channel range from 120-145). The presence of tracks of Compton
electrons across six DSSSD layers is evidenced by the high intensity of the coincidently reg-
istered electron energies at around 135 ADC channels. While this inclusive analysis indicates
the presence of electron tracks in the DSSSD array for the exemplary scenario of the largest
possible tracks, the next step has to give insight into the geometrical disposition of the electron
tracks by including the position interaction on the basis of the individual detector strips in each
layer. Now, we also accept events with shorter track sequences, represented by consecutively
registered Compton electron energies in 2-6 layers.
In order to visualize the path of the Compton electron tracks, the p-type strip number is plotted
as a function of the electron energy for each scatterer, as illustrated in Fig. 6.4.17. This fig-
ure shows examples of Compton electrons that pass through two (left column), four (middle)
or even six (right column) consecutive DSSSD layers. These plots nicely illustrate different
tracks, either passing rather straight (panels d, h, i) or under some angle (panel g) through the
detector array. It can be seen in the first row for three cases that here the Compton electrons
start to transfer their energy already in the first scatterer. This indicates that the Compton in-
teraction generating these electrons occurred already in front of the detector system. This can
be understood for our experimental setup, since the primary prompt γ rays were induced at a
lateral depth of x = 16 cm of water along the axis of the phantom. The resulting Compton scat-
tering probability, for example calculated for the dominant 6.13 MeV photons from the excited
16O, can be calculated using the linear attenuation coefficient (µl = 2.4 × 10−2 cm−1) using the
corresponding equation for the scattering probability
Pscatt = 1− e −µl . x (6.4.1)
results in a value of 32 % of the 6.1 MeV photons emitted from the excited 16O that experience
Compton scattering already while passing through the water layer, thus generating Compton
electrons of different energies depending on the scattering angle. As shown in Fig. 2.1.4, for
the case of 5 MeV photons, the minimum electron energy that allows traversing all six tracking
detector layers (ca. 800 keV) is reached for all Compton-scattering angles above 12o. Therefore,
we have to expect for the majority of Compton interactions from multi-MeV primary prompt
photons energetic Compton-scattered electrons. These energetic electrons can pass through all
six layers of the DSSSD stack, finally depositing their remaining energy together with the scat-
tered photon in the absorber detector. The disappearance of the Compton electrons presented
in panel a) and d) may be due to either a full absorption of the electron energy or scattering
out of the acceptance of the next detector layer after passing the second (panel a) and fourth
silicon layer (panel d), respectively. Nevertheless, these events are not useful for the imag-
ing reconstruction, since the Compton interaction occurred outside the camera, thus making it
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Figure 6.4.16: Energy correlation between the summed p-type strip energies of every two con-
secutive DSSSD layers for events that registered a scattered Compton detection signal (ADC
channel range 120-145) in each of the scatter array members. The visibility of the Compton
electron peak at around 135 ADC channels proves the ability of the scatterer array to observe
electron tracks crossing sequentially all six detector layers.
146 CHAPTER 6. ONLINE COMMISSIONING OF THE LMU CAMERA COMPONENTS
possible to determine the correct energy information needed to be fed into the reconstruction
procedure. A valid scattering event is represented by a track that starts at least after the first
DSSSD layer in order to ensure that the Compton interaction occurred in the camera detection
system. Such tracks can be seen in panel b) and e) of Fig. 6.4.17 for a track passing two and
four silicon layers, respectively. For these two cases, assuring that the ending of the Comp-
ton electron track before the last detector layer can be attributed to a scattering interaction in
the last observed layer that leads to prevent the occurrence of a hit in the following one, the
Compton kinematics is affected, because part of the total energy of the incident photon is lost
with the escaping electron. Consequently, such events introduce additional uncertainties to the
reconstructed Compton scattering angle. In order to minimize the blurring effect of small-angle
Molie`re scattering occurring along the electron trajectories (see Sect. 2.2.1) across the detector
stack, according to [39] not more than three consecutive silicon layers should enter the electron
trajectory reconstruction.
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Figure 6.4.17: Visualization of Compton electron tracks observed by two (left column), four
(middle column) and six (right column) consecutive DSSSD layers, represented by the p-side
strip numbers that registered an energy deposit in the maximum of the Compton electron energy
region.

Chapter 7
Summary and Future Perspectives
This chapter is intended to conclude this thesis with summarising the current status of the LMU
Compton camera and highlighting the important findings determined during the commissioning
phase. Moreover, future perspectives related to either of the Compton camera components and
the system in general will be given.
7.1 Summary
Recently, hadron therapy has gained a huge interest in cancer treatments, particularly for tumors
in the vicinity of critical organs-at-risk, due to the characteristic and well localized depth-dose
deposition known as the Bragg peak. However, in order to exploit this feature by ensuring the
maximum dose deposition is released in the targeted volume, a precise and preferably online ion
beam range verification is a mandatory prerequisite to guarantee the success of the treatment.
Therefore, the main objective of this thesis was to develop an online imaging system prototype
based on a Compton camera to verify the particle beam (proton, ions) range by detecting prompt
γ rays, induced as a result of nuclear reactions between the particle beam and biological tissue.
The design and geometrical arrangement of the camera components allows to not only detect
the incident photon, but it can also track the Compton electron (from multi-MeV prompt γ
rays).
This motivates the ’non-conventional’ layout of the LMU Compton camera, which consists of
a stack of 6 layers of double-sided silicon strip detector (DSSSD) forming the scatterer com-
ponent, while a monolithic LaBr3:Ce scintillation detector (50 × 50 × 30 mm3) represents the
absorbing detector. The DSSSD detector, which has an active area of 50x50 mm2, a thickness
of 500 µm and a segmentation of 128 strips on each side, is processed by a compact ASIC based
electronics (GASSIPLEX). This design represents a compromise in two regards: first of all the
thickness of the DSSSD detectors is limited at present to 0.5 mm, due to the inavailability of
thicker wafer material with high enough resistivity. This is a mandatory prerequisite to allow
for an operation without active cryogenic cooling, which is prohibitive in an envisaged future
clinical application. The low energy deposits of the Compton-scattered electrons require utmost
efforts to reduce the electronic noise of the detector and the signal processing electronics. More-
over, the present readout via GASSIPLEX-based ASIC boards resulted from their easy and fast
availability at the start of the project, while, as will be discussed later, now more and more
the related limitations turn out to call for an upgrade. The LaBr3:Ce detector is read out by a
position-sensitive (16x16) multi-anode photomultiplier (PMT, Hamamatsu H9500), whose seg-
ments are then processed individually, using spectroscopy electronics. The energy and timing
signals are digitized in a VME-based charge-to-digital converter and time-to-digital converter,
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respectively. Also, here the design concept was based on the idea to start the performance
characterization with a potentially optimum setup, yet quite complex, while the goal during
the commissioning phase was to identify possibilities to relax some of the complexity without
sacrificing performance. As will be discussed later, the PMT granularity turned out to be such
a route towards reducing the complexity of the readout electronics at no performance losses.
The Compton camera components are enclosed inside a copper plated box acting as a Faraday
cage, providing an electric shielding against external electric fields. This box is equipped with
a temperature monitoring system as well as a ventilation system based on a fan unit.
The LaBr3:Ce scintillator was characterized with two crystal side-surface coating modalities
(absorptive and reflective), aiming to identify the scenario providing the best performance for
the Compton camera absorber detector. The spatially dependent energy resolution was inves-
tigated, revealing an excellent response for the case of the reflectively wrapped crystal, which
was translated to an average energy resolution of ∆E / E = 3.8 % at 662 keV. With the same
coating modality, the LaBr3:Ce scintillator exhibited a superior time resolution of 273(6) ps
(FWHM) that was measured using a coincident 60Co source and a reference plastic detector.
Moreover, the impact of the crystal coating options on the scintillation light behaviour inside
the crystal was examined, using the light spread function (LSF) method. As could be expected,
here the absorptively coated crystal showed a smaller value of the FWHM of the LSF, due to
the ability of absorbing scattered light at either the corners or the side edges. Although the LSF
was slightly degraded for the case of the reflectively wrapped LaBr3:Ce scintillator, which, in
fact, did not prevent the detector from resolving the movement of the tightly collimated source
across the detector front face from the upper right to the bottom left corner (see Fig 4.4.4),
the excellent properties obtained with the reflective coating modality motivated selecting this
wrapping scenario to be used for the Compton camera absorbing detector.
In order to determine the photon interaction position inside the monolithic LaBr3:Ce scintil-
lator, which is a prerequisite to fulfill the Compton reconstruction requirements, specialized
algorithms, namely the k-Nearest Neighbor (k-NN) algorithm and its improved version, the
Categorical Average Pattern (CAP) method, developed at TU Delft, were implemented and
adapted. These algorithms require a large reference library of 2D light amplitude distributions,
determined by scanning the front face of the scintillator in a fine step size (0.5 mm) in x and y
directions, using a tightly collimated (1 mm) radiation source. Two calibration sources, 137Cs
and 60Co, were subsequently used to generate the required reference libraries in order to study
the energy dependent spatial resolution of the LaBr3:Ce scintillator. Besides the existing col-
limator (48 mm length, Densimet) adapted for 662 keV γ rays emitted from the 137Cs source,
a new collimation system, based on a cubic block of Densimet (100 × 100 × 100 mm3) was
constructed to host a 60Co source with adequate shielding in all directions except the 1 mm
collimation channel. The newly designed collimator was associated with modifications in the
automatic scanning setup, where the LaBr3:Ce scintillator was placed on a precision translation
stage in front of the stationary collimated source. Also, the experimental protocol for acquir-
ing the reference library needed to be optimized to enable the lengthy measurement campaigns
realistically manageable.
The spatial resolution of the LaBr3:Ce scintillator was determined by applying the so-called
”leave-one-out” method, described in Sect. 5.1.1, to both the k-NN and CAP algorithms. In
this study, the k-NN and CAP algorithms were investigated as a function of the number k of
best matches among the 2D light amplitude distribution reference library and the number of
photopeak events per irradiation position. Moreover, the impact of the scan pitch size (0.5 mm
and 1 mm) of the reference library, as well as the energy of the impinging γ ray on the scintil-
lator’s spatial resolution were evaluated. It was also realized that the spatial resolution of the
detector reached saturation for a reference library formed by more than 200 photopeak events
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per irradiation position. Moreover, both the CAP and k-NN algorithms performed well with
a reference library of 0.5 mm pitch size. Furthermore, the most important finding concerns
the energy dependence of the spatial resolution. In a pessimistic approach one might have ex-
pected that a stronger illumination inside the monolithic crystal would render it more difficult
to distinguish between closely neighboring photon interaction positions. In contrast, a consid-
erable improvement of the detector’s spatial resolution was observed with increasing energy
of the incident photon. The best measured spatial resolution of the LaBr3:Ce scintillator was
found to be 3.7(1) mm (FWHM) at 1.3 MeV, applying the CAP algorithm. This even nourishes
confidence in further improvement potential, as will be discussed in the following paragraph.
Moreover, another important finding was related to the spatial resolution as a function of the
PMT granularity. While our prototype detector was read out by a 256-fold (16×16) segmented
photomultiplier tube, it turned out that a reduction to an 8×8 segmentation with only 64 seg-
ments provides an equal, if not even better spatial resolution. This will allow to reduce the
readout electronics complexity in the future, in particular when aiming for an upgrade of the
system towards a field of view applicable also for clinical application.
In addition, online commissioning of the Compton camera has been carried out at different
particle beam facilities. Firstly, calibration and characterization studies of the individual cam-
era components were performed at the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) with
monoenergetic 4.44 MeV γ rays, generated via the nuclear 15N(p,αγ)12C∗ reaction, which was
associated with almost no background, thus providing a clean spectroscopic environment. In
this γ-ray energy region, the LaBr3:Ce scintillator revealed an excellent energy resolution, vary-
ing between 2.4 % and 2.2 %. For the DSSSD scatterer array, a gradual increase of the energy
deposition of the Compton recoil electron was observed from the first layer to the last DSSSD
layer in front of the absorber detector. Throughout the characterization study of both camera
components with 4.44 MeV photons, their response was found in good agreement with Monte-
Carlo (MC) simulations. The Compton camera was further characterized with prompt γ-rays
induced from nuclear reactions between a 20 MeV proton beam and a water phantom, delivered
by the Garching Tandem accelerator. The energy response of the LaBr3:Ce scintillator to the
impinging prompt γ rays was consistently matching the MC simulations. At the same accelera-
tor facility, the time-of-flight (TOF) capability of the absorbing detector was investigated, using
a 20 MeV pulsed (400 ns) deuteron beam hitting a water phantom, revealing prompt γ rays well
separated from the slower neutrons. Finally, the performance of the LMU camera components
was tested with different clinical proton beams (100 MeV, 160 MeV and 225 MeV), generated
by the IBA C230 isochronous cyclotron operated at the Universta¨ts Protonen Therapie Dresden
facility, stopping in either a water or a PMMA phantom. For all three proton beam energies, the
registered prompt γ-ray energies in the LaBr3:Ce scintillator were separated from the neutron
induced background utilizing the TOF technique. The Compton recoil electrons were observed
by the p-side strips of the DSSSD scatterer array, revealing again the expected sequential in-
crease of the energy deposit intensity along the electron trajectory path. Due to a deficit in the
signal processing readout electronics of the n-side strips, the Compton recoil electrons were
mostly buried by the electronics’ dark current noise. The performance of the scatterer array was
further evaluated based on the p-side hit multiplicity, revealing that Nstrip = 1 and 2 were domi-
nant (ca 56% of all registered events) for the Compton electron energy region. From the energy
correlation study between the 6 layers of DSSSD and the LaBr3:Ce scintillator, the photon en-
ergy registered in the Compton camera absorber turned from a well-structured spectrum with
closely resolved and prominent γ lines from photopeak, single- and double-escape both of the
strong carbon (4.4 MeV) and oxygen (6.1 MeV) first excited states into an unstructured broad
energy spectrum (see Fig. 7.1.1) when selecting only Compton-scattered events via a scatterer-
absorber coincidence. Therefore, when aiming for a Compton event image reconstruction, one
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Figure 7.1.1: Prompt γ-ray energy spectrum measured by the LaBr3:Ce scintillator for the case
of at least one Compton scattering event observed in one of the six DSSSD layers during the
irradiation of a water phantom by a 225 MeV proton beam. Obviously, the structured spectrum
as shown in Fig. 6.4.6 was turned into a structureless energy distribution.
has to consider a broad prompt-γ energy window, (e.g. from 3-6.5 MeV as indicated by the
shaded area in Fig. 7.1.1) rather than individual gates on the prompt-γ transition lines, as might
be suggested by the peak structure of the initial energy spectrum.
7.2 Perspectives
7.2.1 Spatial resolution of the monolithic Compton camera absorbing de-
tector
Since the energy dependent spatial resolution of the LaBr3:Ce scintillator was determined in
our laboratory studies with collimation sources for impinging γ rays ranging from 662 keV to
1.3 MeV with promising results and a trend of improving resolution with increasing energy,
the interest should focus now to investigate the detector’s spatial resolution with an even much
higher photon energy in the range of the targeted prompt γ-ray energies (∼ 5 MeV). This is
not a trivial task, since a well-collimated multi-MeV photon beam is required with a special
collimation system achieving as narrow as 1 mm collimator diameter. Moreover, a sufficiently
intense photon beam is needed in order to acquire the reference library for the k-NN and the
CAP algorithms in a reasonable time (i.e. in less than 1-2 weeks). These conditions can ac-
tually be achieved by exploiting the ultrahigh resolution γ-ray spectrometer GAMS6, which is
installed in a beamline of the research reactor at the Institute Laue-Langevin (ILL) in Grenoble,
France [118]. The multi-MeV γ rays are produced via an (n,γ) reaction, where production rate
and energy depend on the chosen in-pile target. Then, the specific γ-ray energy can be selected
through the GAMS6 setup, which is a high-precision γ-ray spectrometer based on a double
crystal monochromator, equipped with a collimation system capable of providing a small beam
spot of 1 × 1 mm2.
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In order to achieve the targeted γ-ray beam with a sufficient production rate, some considera-
tions regarding the choice of the target material and the use of the GAMS6 spectrometer need
to be taken into account. The target material should provide (after n capture) only a few γ lines
in the energy range of interest, preferably separated with a sufficient energy distance larger than
the resolution of the GAMS6 spectrometer. The appropriate choice for our application would
be 12C(n,γ)13C , providing the highest and most intense transition line at 4945 keV. Here, the
next γ-transition is located at 3684 keV, which is sufficiently far from the targeted line (4945
keV). The production rate of the desired transition can be enhanced with respect to the other
γ-ray emissions by setting the appropriate angular resolution of the GAMS6 crystal spectrom-
eter. The larger the angular acceptance of the spectrometer, the more photon throughput can be
achieved. In our case, this condition would be much relaxed compared to the typical metrology-
motivated high precision requirements of the instrument with only nano-rad acceptance and thus
very restricted transmitted photon intensity. In our case, we could use a crystal with much re-
laxed precision requirements, in turn beneficial for the achievable photon-beam intensity. This
photon intensity should be estimated in advance, since it will determine the time required to ir-
radiate∼ 104 positions of the scintillator front face. Assuming a graphite target (12.6 g, surface
of 36 cm2) being exposed to of the neutron flux of the ILL reactor with a neutron capture rate of
2.5×1014/s, the expected count rate behind a collimator of 1 × 1 mm2 opening would be about
6 × 104/s. Moreover, the γ-ray beam angular divergence (0.3 mrad) behind the collimator and
the Bragg angle (0.6 mrad), as well as the 10% assumed crystal reflectivity, would lead to a final
count rate of about 2 × 103/s. From the 2D scan measurements performed earlier using 137Cs
and 60Co, this estimated count rate would be sufficient to generate the required reference library
of the 2D light amplitude distributions within a reasonable measurement time of a few days. In
fact, this measurement will be performed in early 2017. We are confident to reach the targeted
spatial resolution in the prompt-γ energy range of 3 mm (or even better) assisted by the increas-
ing probability of pair creation with higher photon energies, thus providing a well-localized
interaction scenario at higher photon energies.
7.2.2 Signal processing electronics of the Compton camera scatterer com-
ponent
Throughout the characterization study of the stacked array of six double-sided silicon strip de-
tectors (DSSSD), it has been realized that the registered signal of the Compton recoil electrons
in the n-side strips was mostly buried by the noise of the signal processing electronics (based
on the already aged GASSIPLEX-ASIC), despite the adaptation made for this electronics (see
Sect. 3.2.2.2) to enable processing of negative input signals. A potential fast improvement could
be reached by considering not only a ventilation of the detectors system as installed at present,
but to consider cooling of both the detector and the electronics by installing an active cooling
system based on a standard air conditioner. As discussed earlier, cryogenic cooling is not an op-
tion in view of the intended future application of the detector system in a clinical environment,
where LN2 based would not be tolerated. Already a reduction of the typical present operational
temperature of about 26o C by about 10-15 degrees could achieve a reduction of the electronic
noise by more than a factor of two and maybe a better identification of the low-energy Compton
electron signal. Such an installation would require a new design of the Compton camera Fara-
day cage, ensuring the electric shielding against an external strong electric field, also providing
the light tightness conditions for the DSSSD detectors operated at air.
Alternatively, a complete replacement of the existing GASSIPLEX based electronics is under
study at present. The new ASIC-based electronics candidate should be able to provide a trigger
signal, have a high rate capability (in an ultimate and ideal detector configuration reading up
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to a total rate throughput of about 1Mcps) and be able to process both negative and positive
input signals. A first option under study is based on the AGET chip, which stands for ASIC for
General Electronics for TPC (time projection chamber), developed at CEA (France) within the
framework of a large international collaboration. At first glance, this ASIC provides all features
that we are at present lacking with the GASSIPLEX-based signal processing. In its full version,
this system is based on the µ-TCE bus standard, which originates from the telecommunication
sector and should inherently be able to allow for a considerably higher data throughput than
presently achievable with our VME-based DAQ system. Therefore, a 256-channel test system
was acquired and used for first tests together with one module of the DSSSD detector array
(conducted in the framework of another PhD thesis project). As it turns out, this readout system
will not solve immediately all of our present limitations: probably most severe is the conceptual
requirement to transfer the full signal trace of max. 512 data points to an external PC farm,
where only then the energy determination by a suitable algorithm can be performed. Since
our perspective goal is to provide an online information on the prompt-photon region position
(and thus the position of the Bragg peak under therapeutic conditions), it may turn out to be
inacceptable to invest this computational effort in view of the subsequent need of a not less
computationally expensive determination of the spatial interaction of the impinging Compton-
scattered photon in the absorbing scintillator. It would be highly desirable instead to leave the
energy determination and digitization on the ASIC level. Thus present studies focus on the
possibility to reduce the data output to a subset of the signal trace (with the prior knowledge of
the expected energy range of the Compton-scattered electrons) and to a reduction of the event
rate by a suitable threshold or trigger conditions. The latter also helps to reduce the dead time
of the electronics, initially developed for TPC applications, where 50-100 µs dead time were
acceptable.
Nevertheless, in view of the caveats still to be studied with the AGET-based electronics, also
other options are considered. In doing this, also a conceptual perspective goal of merging
the signal processing electronics of both scatter and absorber detectors into a common system
should be considered. This would allow for a drastic reduction of the present complexity of
the signal processing and data acquisition electronics, in particular desirable when aiming at an
upgrade of the system towards a clinical applicable field of view (e.g. 20×20 cm2 instead of
the present 5×5 cm2).
In addition to studying the performance of the AGET system, also other options are being
considered. Concerning the data throughput necessities, the present restriction to maximum
about 1 kcps is not given by the VME bus currently in use, but rather by the architecture of the
associated DAQ software system and the controller module (VME CPU) that connects the VME
environment to the outside world (DAQ PC). Here now commercial solutions are announced
that promise to provide up to 128 MB/s data transfer rate, still based on VME electronics. This
would be sufficient for our purpose, with the advantage that our present electronics environment
could be used also in the future. In the same context a fully digitized electronics platform is
envisaged to be introduced by a commercial supplier (mesytec) in the first half of 2017, that
could allow the upgraded processing of scintillator and DSSSD data in the same framework.
Otherwise, as in some concepts offered by other companies, a synchronization of the two event
data streams from the absorber and scatterer would impose additional challenges. This central
topic of an optimum future signal processing and data acquisition electronics for the Compton
camera (usable under clinical rate conditions and scalable in the amount of signal channels to
be handled) is part of an ongoing PhD thesis project [119].
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7.2.3 Compton camera rate capability
A key issue of the envisaged Compton camera applications not only for pre-clinical small-
animal irradiations, but also in a clinical treatment scenario, is the count rate capability of the
detector system and its associated electronics. The latter is the bottleneck to be considered,
since the scintillation material of the absorbing detector (LaBr3:Ce) via its very short signal
decay time of 16 ns is inherently capable of processing a high impinging photon flux, while
the high granularity of the scatter detectors with individual signal processing also will allow for
appropriate rate handling.
The actually occurring data rate for a clinical proton pencil-beam scanning scenario can be es-
timated as follows. The expected prompt γ-ray rate induced during a water phantom irradiation
with a proton beam of 2 nA beam current (∼ 1.2 ×1010 protons/s measured at the beam nozzle
[120]) can be calculated by knowing the prompt γ-ray production probability of about 0.16 γ
rays /primary proton [120]. The resulting total prompt γ emission rate is 1.92×109 photons/s.
About 30 % of these photons undergo Compton scattering while traveling through 16 cm of wa-
ter, which represents the lateral length of the water for the case of the LMU water phantom. This
percentage is estimated using the linear attenuation coefficient of 6.1 MeV photons interacting
with water (µL(water) = 2.207×10−2/cm). In a small-animal irradiation scenario, as anticipated
for the future CALA laser driven proton irradiations, the solid angle covered by the Compton
camera amounts to∼ 8% of 4pi, which in a clinical situation would be reduced by another order
of magnitude. Thus, the impinging photon rate would be ca. 1.5×108/s. Given the scattering
probability of our DSSSD array (3 mm silicon in total) of about 1.5% (for the case of 6.1 MeV
photons) and considering 40% total detection efficiency of the 3 cm thick LaBr3:Ce scintillator,
the coincidence trigger rate between scatterer and absorber will amount to∼ 0.9×106/s. There-
fore, it is safe to aim at a count rate and data transfer capability of ca. 1 Mcps. This rate should
be handled with ideally less than 10% of deadtime.
From our present assessment of possible options, this goal appears to be achievable with al-
ready now or in the near future existing digital and compact electronics, as needed for an even
upgraded and up-scaled Compton camera system.
So finally, the present thesis project resulted in a largely improved understanding of the Comp-
ton camera components’s performance, together with the development of the technological and
analysis tools to approach the initial design goals. In particular, the clinical topic of extracting
the photon interaction position at rather large photon energies from a monolithic scintillator
was brought to a very promising finding and a route has been identified for future improve-
ment. From the various online characterization studies, the principle feasibility of the Compton
electron tracking can be concluded, while critically needed upgrades of the signal readout elec-
tronics have been identified. This will also allow to develop the camera system another step
closer to its transition into practical application, where a reduction of the electronic complexity
and ideally a treatment of all detectors components in a joint signal and data processing chain
will be desirable.
In that spirit, the current prototype detector system has already fulfilled a large portion of its
envisaged duties, namely testing the limits of performance and identifying possibilities of relax-
ing its complexity without sacrificing quality. Thus one can be confident that prompt-γ medical
imaging will continue to play a decisive role in the quest for the optimum diagnostic tool for
in-vivo proton or ion beam range monitoring in hadron therapy.
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