Abstract. We prove a Chebyshev transform formula for a notion of (weighted) transfinite diameter that is defined using a generalized notion of polynomial degree. We also generalize Leja points to this setting. As an application of our main formula, we prove that in the unweighted case, these generalized Leja points recover the transfinite diameter.
Introduction
The usual grading of polynomials by (total) degree may be described geometrically. Let (1.1) Σ := (x 1 , . . . , x N ) ∈ R N + : x 1 , . . . , x N ≥ 0, x 1 + · · · + x N ≤ 1 . be the standard n-dimensional unit simplex in R N + . Then deg(p) ≤ n may be reformulated as p ∈ Poly(nΣ), where N + be a compact convex set which we will assume contains Σ. Given n ∈ N, define Poly(nC) to be the collection of polynomials defined as in (1.2) above with nC replacing nΣ in the sum over the exponents J. The generalized degree (depending on C, or C-degree) of a nonconstant polynomial p is given by (1.3) deg C (p) := min{n ∈ N : p ∈ Poly(nC)}, which clearly reduces to deg(p) when C = Σ. The classical theory of polynomial approximation and interpolation in C N involves fundamental notions of pluripotential theory: the Siciak-Zaharjuta extremal function
complex equilibrium measure (dd c V K ) N , and Fekete-Leja transfinite diameter. All of these quantities are fundamentally related to the classical notion of degree. They must be appropriately generalized if one wants to prove approximation theorems involving deg C or Poly(nC).
This motivates recent work on the so-called C-pluripotential theory. The spaces Poly(nC) and C-extremal function were defined in [1] and further studied in [7] .
* The equilibrium measure (dd c V C,K ) N and C-transfinite diameter δ C (K) were studied in [2] , using the L 2 energy methods of Berman-Boucksom pioneered in [3] , [4] .
The Berman-Boucksom methods work more naturally in a general weighted setting involving an admissible weight function w : K → [0, ∞) and its logarithm Q = − log |w|. These give weighted versions of all of the above notions, denoted V C,K,Q (z), (dd c V C,K,Q ) N , and δ w C (K). Setting w ≡ 1 recovers the unweighted case. In this paper, we study the weighted C-transfinite diameter δ w C (K). Our main theorem is the following.
Theorem (Theorem 4.5). Let K ⊂ C N be compact and w : K → [0, ∞) an admissible weight. Then we have the formula
Here, vol N denotes real N -dimensional volume, dθ the corresponding volume measure where θ = (θ 1 , . . . , θ N ) are coordinates in R N , and A N is a normalization constant. The quantity T w ≺ (K, θ) is called a directional Chebyshev constant (for the direction θ), and the function
is called the Chebyshev transform. (We follow the terminology in [6] and [10] .)
In the next section (Section 2), we construct directional Chebyshev constants and the Chebyshev transform by a limiting process using submultiplicative functions (see Definition 2.7). Our overall method is standard, but we encounter a new technicality in the C-theory. The grevlex ordering on monomials, denoted in this paper by ≺ (see Definition 2.1), satisfies:
(
Property (1) is needed for theorems that involve the notion of degree, and property (2) is needed to create submultiplicative functions. Consider replacing deg with deg C in statement (1) , and replacing ≺ with some global ordering on monomials (denoted by, say, ≺ C ) such that the analog of statement (1) holds:
It is easy to verify that in cases where C is not a simplex, one can find α, β, γ such that z α ≺ C z β but z α+γ ≺ C z β+γ , i.e., the corresponding statement (2 C ) fails. However the notion of directional Chebyshev constant turns out to be quite flexible, and we are able to prove that in a 'weak' sense (described measure-theoretically), it does not depend on an ordering.
In Section 2 we use the grevlex ordering ≺ to construct a submultiplicative function using discrete Chebyshev constants T ≺ k (ν k , α). We then construct directional Chebyshev constants T w ≺ (K, θ) by a limiting process as k → ∞. In Section 3, we construct discrete Chebyshev constants T C k (ν k , α) that depend on a global ordering ≺ C that satisfies Property (1); we also construct Chebyshev constants T k (ν k , α) that do not make use of an ordering. Since these constants do not yield submultiplicative functions, one cannot pass to the limit as in Section 2. (We construct T w C (K, θ), T w (K, θ) with lim sups and T w C (K, θ), T w (K, θ) with lim infs.) The various Chebyshev constants come together in Section 4. First, Theorem 4.5 is proved by suitably adapting the arguments in [8] . Then, the same estimates used * In those papers the convex body is denoted P and the terminology P -pluripotential theory, P -extremal function, etc. is used.
to prove the theorem are used to prove that as k → ∞ the sequences T k (ν k , α) and T C k (ν k , α) yield the same limit as the sequence T ≺ k (K, θ), in the following sense: Theorem (Theorem 4.6). For each θ ∈ int(C) and k ∈ N let α = α(k, θ) ∈ kC ∩Z N be a lattice point for which the distance |θ −α/k| is minimized. Then for each > 0,
Finally, in Section 5, we generalize the construction of Leja points, using the ordering ≺ C . In the unweighted case (w ≡ 1) we can use Theorem 4.5 to deduce the asymptotic behaviour of these so-called C-Leja points. We show that in the limit, they give the C-transfinite diameter.
Chebyshev constants from a submultiplicative function
In this section we construct a submultiplicative function from sup norms of monic polynomials. We then construct directional Chebyshev constants using this function. The basic properties of this construction are well-known, going back to Zaharjuta [11] . They are given in Lemma 2.9, whose proof is omitted. † We assume throughout that our convex body C ⊂ R N + contains the simplex Σ defined as in (1.1). By a calculation, (2.1)
We obtain a grading of the polynomials C[z] = k Poly(kC), and
follows from (2.1).
Definition 2.1. Let ≺ denote the grevlex ordering on Z N , in which we set α ≺ β if
• |α| < |β|; or • |α| = |β|, and there exists k ∈ {1, . . . , N } such that α k < β k and α j = β j for all j < k.
For monomials, we set z
It is straightforward to verify that ≺ is compatible with addition.
We next construct classes of monic polynomials. Given k ∈ N and α ∈ (kC ∩Z N ), let
Lemma 2.3. Let C ⊂ R N + be a convex body containing the standard simplex Σ, and let
for all α 1 ∈ k 1 C and α 2 ∈ k 2 C. † But see the paragraph above Lemmas 1.1-1.2 in [6] .
Recall that p ∈ Poly(kC) may be identified with the (entire) function a → p(a) given by the usual evaluation of polynomials. But we can also fix a function ϕ : C N → C (a weight) and identify p ∈ Poly(kC) with a → ϕ(a) k p(a) (a weighted evaluation), and use this to define function-theoretic norms.
In what follows, ν k denotes a norm on Poly(kC). Examples of norms are:
, where ϕ, K are as in (1) and µ is a finite measure on K. Suppose for each k ∈ N, ν k is as in either (1) or (2). Then we have the following.
Lemma 2.4. Let k, m ∈ N, let p ∈ Poly(kC) and let q ∈ Poly(mC). Then pq ∈ Poly((k + m)C) and
Proof. If ν k , ν m are as in (1), then ϕ k+m pq K ≤ ϕ k p K ϕ m q K and the conclusion follows. If the norms are as in (2), use the Cauchy-Schwarz inequality.
For each k ∈ N let ν k be a norm on Poly(kC). The sequence of norms
is submultiplicative if (2.4) holds for every k, m ∈ N.
Proof. Let t k1 , t k2 be polynomials satisfying
by Lemma 2.2, and
by submultiplicativity. Now put (2.5) into the above.
Let
As an immediative consequence of Lemma 2.6, we have the following.
k is submultiplicative on the set
A submultiplicative function on Ω C yields a real convex function on int(C) by a limiting process.
In particular, part (2) shows that θ → log Y ∞ (θ) is continuous, and hence uniformly continuous on compact subsets of R N + . An exercise in the triangle inequality then yields the following.
Fix a compact set K ⊂ C N and a continuous weight w : 
Other Chebyshev constants
Now consider a modified grevlex ordering that is compatible with the grading given by the convex body C.
and z α ≺ z β (where as before, ≺ denotes grevlex).
For α ∈ kC, define the class of monic polynomials
and the class of monic polynomials (with no imposed ordering)
Define the associated (discrete) Chebyshev constants
The following properties follow immediately from (3.1).
Lemma 3.2. For each θ ∈ int(C), we have
Vandermonde determinant estimates
In this section, the compact set K and continuous weight w : K → [0, ∞) are fixed. We also use the following notation:
We have the following limits. The first two are easy, and the last one is a bit more involved-an explicit calculation is given in [2] (see Remark 2.17 of that paper).
where
Here dθ = dθ 1 ∧ · · · ∧ dθ N denotes the N -dimensional volume measure in R N with coordinates θ = (θ 1 , . . . , θ N ). 
j=1 is a basis of Poly(kC). Given a finite collection of points {ζ 1 , . . . , ζ s } with s ≤ M k , define the Vandermonde matrix
as well as the Vandermonde determinant We compute upper and lower bounds for V
The same inequality if we replace each factor T k (ν k , α(j)) on the right-hand side by either
Proof. Enumerate the monomials {z α(j) } M k j=1 according to the grevlex ordering, and for each j ∈ {1, . . . , M k }, let
since we may replace the j-th row of V M
] by adding multiples of other rows; this leaves the determinant unchanged. Expanding the above determinant and using the triangle inequality, we obtain
where the sum is over all permutations s of {1, . . . , M k }, and there are M k ! of these in all.
The inequalities involving the constants T k (ν k , α(j)) and T C k (ν k , α(j)) follow immediately from (3.1).
The same result holds if we replace each factor T ≺ k (ν k , α(j)) on the right-hand side by T C k (ν k , α(j)); or replace each factor by T k (ν k , α(j)). Proof. Fix k ∈ N, and let {z α(j) } M k j=1 be the enumeration of the monomials in Poly(kC) according to grevlex, i.e., z α(j) ≺ z α(k) if j < k. Let us introduce the following notation: for j = 1, . . . , M k , set
Observe that for any collection of points
We choose the particular multiples of previous rows that give a polynomial satisfying
Choose η ∈ K that attains the sup norm, so that
Observe that ζ 1 , . . . , ζ M k −1 are arbitrary points of K in the above equation. Now consider fixing ζ 1 , . . . , ζ M k −2 and carry out a similar argument: construct a polynomial
in the second to last row, then choose the last point
Use (4.4) to estimate the left-hand side of (4.5), observing that the upper bound on the left-hand side of (4.4) is valid for an arbitrary collection of M k−1 points of
Now it is easy to see that the argument can be iterated to obtain the estimate
for successively lower values of s. The first statement of the lemma is proved when s = 1.
To get the inequality with each
when j < k. To get the inequality with the constants T k (ν k , α(j)), apply (3.1).
Using these estimates, we can now prove transfinite diameter formulas. The L k -th root is chosen in the definitions so that the quantities δ w C,k , δ w C scale like a length. However it is more natural to take the kM k -th root in the calculations that follow.
, exists, and
The transfinite diameter is then given by
Proof. We have by Lemmas 4.3 and 4.4,
Let us take kM k -th roots in this inequality and let k → ∞.
.
We need to show that the limit on the right-hand side of the above converges to the right-hand side of (4.7). To see this, observe that the limit may be rewritten as
We look at the limit of the expression inside the parentheses. If we fix a compact convex body Q ⊂ int(C), then
where θ j = α(j)/k, since for fixed k the difference between the quantities on each side is bounded above by
and this goes to zero by Corollary 2.11 (to Lemma 2.10).
Since
δ θj , supported on a uniform grid, clearly converges weak- * on int(C) to the uniform measure
Since Q was arbitrary, one can consider a sequence of compact convex sets increasing to int(C) and obtain
by a dominated convergence argument. The formula for transfinite diameter follows by applying the third limit in Lemma 4.1.
We now prove that the different types of directional Chebyshev constant give the same function in a measure-theoretic sense.
Theorem 4.6. For each θ ∈ int(C) and k ∈ N let α = α(k, θ) ∈ kC ∩ Z N be a lattice point for which the distance |θ − α/k| is minimized. Then for each > 0,
and similarly with
Proof. We prove the first statement for T k ; the arguments for T 
and taking logs we obtain (4.10)
We will apply measure theory to this estimate. But first we will take care of some technicalities before returning to the proof.
Introduce the following notation. Given α ∈ Z N , let E α,k := {θ ∈ R N : |θ − α/k| < |θ − β/k| for any β ∈ Z N },
and let E α,k be its closure. By elementary geometry, E α,k is an open Ndimensional cube centered at α/k, with side length 1/k and faces parallel to the coordinate hyperplanes. The collection
Define the following subsets of Z N :
By the notation defined earlier, M k is the size of N k . We will denote by M k , B k and M
• k the sizes of the other three sets, respectively.
This also implies that α ∈ int(kC), so N • k ⊆ N k . The first statement is proved. By construction, {E α } α∈N k and {E α } α∈∂N k are precisely those cubes that cover C and ∂C respectively. We claim that
, which is the same as saying that the box-counting dimensions of C, ∂C are N, N − 1 respectively. This is true because C is a convex set in R N with nonempty interior.
, and the second statement follows immediately.
Define the function
where χ E α,k denotes the characteristic function of E α,k . Now
so by the first statement of Lemma 4.7, we have the bounds (4.12)
Similarly,
Lemma 4.8. We have
Proof. We will prove the lemma by showing that (4.14) lim sup 
C-Leja points
To define C-Leja points, (called Leja points from now on, for convenience) we will use the modified grevlex ordering ≺ C ; enumerate the monomials {z α(j) } ∞ j=1 in increasing order according to ≺ C . We will also write
) and w is a fixed weight function on K. A sequence of Leja points for K is a sequence
The Leja points of order k are those of the set L M k .
In the unweighted case (w ≡ 1), Leja points give the transfinite diameter δ C (K). The statement for weighted Leja points is an open conjecture, even in the classical case C = Σ.
Theorem 5.1. Let {ζ j } ∞ j=1 be a sequence of (unweighted) Leja points for K, and let L s := V DM (ζ 1 , . . . , ζ s ). Then
Before beginning the proof, note that by definition, L M k ≤ V M k , so δ C (K) is an upper bound for the lim sup of the left-hand side as k → ∞. To get a lower bound for the lim inf we will bound L M k from below. The argument is similar to that of Proposition 3.7 in [5] . First we need a lemma comparing Chebyshev constants.
Lemma 5.2. Let α ∈ Z N and j, k ∈ N with α ∈ jC ⊂ kC. Then
Proof. By the definition of ≺ C , we have M C j (α) = M C k (α), as all lower terms for the latter class are in jC. Since the classes are the same, the Chebyshev constants are the same: if p is a polynomial in the class that maximizes p K , then
Remark 5.3. The above proof only works in the unweighted setting. If w ≡ 1 and j = k then w k p K and w j p K are not necessarily equal.
Proof. By the definition of L s , the point ζ s ∈ K maximizes V DM (ζ 1 , . . . , ζ s−1 , η) over all η ∈ K, which by the proof of Proof of Theorem 5.1. Let k ∈ N. By repeatedly applying the previous lemma for all indices in kC \ (k − 1)C, we obtain
Iterating the above estimate another k − 1 times, we obtain
where the last equality follows from Lemma 5.2. Putting the right-hand side into the estimate (4.9), we obtain
. Taking L k -th roots and letting k → ∞, the result follows by Theorem 4.5. 
