In this paper, hierarchical Bayes approach is presented for estimation and prediction of reliability indexes and remaining lifetimes of a cold standby series system under general progressive Type II censoring scheme. A simulation study has been carried out for comparison purpose. The study will help reliability engineers in various industrial series system setups.
Introduction
A cold standby series system is widely applied to achieve high reliability in various engineering systems used in space exploration and satellite, textile manufacturing and carbon recovery systems. In such a series system, some units are placed in working mode while the rest in cold standby mode. When any unit in the working mode fails, it is replaced by any of the standby units in negligible time to survive the engineering system. The standby system becomes invalid when all standby units are used up, and one of the working units becomes unusable. Mei, Liao, and Sun (1992) discussed the point estimation of reliability indexes by assuming that the life units in the series system have identical exponential distribution, and the failure rate is a known constant. Under the assumption that the failure rate is a random variable, Su and Gu (2003) derived the Bayes estimates while Bai, Yu, and Hu (1998) derived the multiple Bayes estimates of reliability indexes for the series system. Pham and Turkkan (1994) studied the reliability of the series system with Beta distribution component live. Willits (1997) studied reliability estimation of the series system using small binomial samples. Xu, Kang, and Shi (2002) discussed Bayesian and multiple Bayesian analysis of reliability performances for the series system. Barot and Patel (2014) derived the exact confidence limits of the reliability indexes for a cold standby series system under general progressive Type II censoring scheme using an empirical Bayesian approach.
In a life testing experiment, a censoring scheme that can balance between total times spent, number of units used and efficiency of statistical inference based on the results of an experiment is desirable. For this reason a more general censoring scheme called, general progressive Type II censoring scheme, has received a significant importance in the last few decades. This censoring scheme is extremely useful in both industrial life testing and clinical settings. The numerous articles dealing with inference procedures under this censoring scheme have been found in the journals (e.g., Balakrishnan & Sandhu, 1996; Fernández, 2004; Kim & Han, 2009; Barot & Patel, 2014) .
In Bayes approach, the posterior distribution of the parameters of interest given the data is obtained by assuming that the model hyper-parameter is known and then inferences are considered based on this distribution. However, when the information regarding the model hyper-parameter is unknown, empirical Bayes or hierarchical Bayes approaches are used to handle the super parameter structure for the estimation and prediction. In the empirical Bayes approach, the posterior distribution of the parameter of interest given the data is first obtained, assuming that the model hyper-parameters are known. The hyper-parameter is estimated from the marginal distribution of the data, and inferences are then based on the estimated posterior distribution.
However, in the case of non-availability of empirical data, estimates of parameters can be obtained through only an expert consulting. In such situations, hierarchical Bayes approach is more preferable than empirical Bayes approach. In hierarchical Bayes approach, a prior distribution of the hyper-parameter is specified according to expert's opinions, and then the posterior distribution of the parameter of interest is obtained. A parameter of interest is then estimated by its posterior mean and its precision is measured by its posterior variance. The hierarchical Bayes approach is straightforward and clear-cut, but computationally intensive, often involving high dimensional integration. It looks promising, but caution should be exercised in applying this approach. It has been described and applied extensively for various statistical inferences in literature (e.g., Han, 1998; Lehmann & Casella, 1998; Papadopoulos, Tiwari, & Zalkikar, 1996; Younes, Delampady, MacGibbon, & Cherkaoui, 2007) .
Statistical prediction was the most prevalent form of statistical inference, which is very important in a variety of disciplines such as medicine, engineering, and business. Various authors have studied the prediction problems in reliability and life testing problems (e.g., Dunsmore, 1974; Chhikara & Guttman, 1982; Ali Mousa, 2001; Ali Mousa & Jaheen, 2002) .
Most of the research on a cold standby series system has focused on the usual Bayes approach. The objective of the present paper is to investigate estimation and prediction of reliability indexes and remaining lifetimes of the series system using a hierarchical Bayes approach under general progressive Type II censoring scheme.
Bayes Estimation of Reliability Indexes
In reliability and life testing studies, an exponential distribution is one of the most widely used lifetime models, and inference based on this distribution can be used quite effectively. A number of lifetime data have been analyzed, and it was observed that in most of the cases an exponential distribution provides a good fit. This distribution has been used to describe the life span of many items such as electronic tubes, light bulbs and mechanical components.
Suppose that a cold standby series system has (k + n -1) identical units comprising a series of k working units U1, U2,…, Uk being in an operational state and (n -1) standby units S1, S2,…, S(n-1) connected in a series. When any unit of the series of k working units fails, any unit of (n -1) standby units replaces it immediately through an alternation switch in negligible time, so that the series system stays operational. Figure 1 shows a functional diagram of the series system. Barot and Patel (2014) have considered such a series system and placed it on a life testing experiment under general progressive Type II censoring scheme by assuming that every unit has the failure rate kλ with the probability density and cumulative distribution functions, respectively, as
(2) Figure 1 . Cold standby series system with (k + n -1) identical units
According to Cao and Cheng (1986) , the reliability R(t) and average life MTTF of the series system are strictly monotonic decreasing functions with respect to and can be given, respectively, by
Under the general progressive Type II scheme, the lifetimes of the first s units, i.e., x(1), x(2),…, x(s) are not observed, and then the lifetimes until the m th failure, i.e., x(s+1), x(s+2),…, x(m) are completely observed. At the time of every i th failure, ri units are randomly removed from the remaining (ns -1) standby units (i = s + 1, s + 2,…, m -1). Instead of continuing the test until the entire standby units are used up, the test is terminated at the time of the m th failure (m < n), and all the remaining rm standby units are removed from the test, where rm is given by 
The concern in Bayesian estimation is an appropriate choice of a prior distribution for a parameter to consider subjective information from experienced experts. An exponential distribution is one of most prominent random probability distributions, and its good mathematical properties facilitate insight and computational reduction. In reliability analysis and life testing, it is preferred over many other distributions due to its richness, computational ease, better fit to the failure data, analytical tractability, and easy interpretability. To ease the computational burden and get computable closed form expression for the posterior distribution, it is assumed that the unknown failure rate λ is the realization of a random variable and follows an exponential prior with the probability density function
The likelihood function (4) and prior distribution (5) can be easily combined to form a posterior distribution that represents total knowledge about the parameter λ after the data have been observed. In Bayesian analysis, a loss function must be specified in order to obtain Bayes estimates. The loss function is a non-negative function of the distance between the estimate and the true value. When decisions become gradually more damaging for large errors, the use of squared error loss function,
is more appropriate because of its analytical tractability. The Bayes estimate of parameter λ, reliability R(t) and MTTF can be obtained under the squared error loss function, respectively, as 
Hierarchical Bayesian Analysis
The idea in a Bayesian model is that when you look at a likelihood function and decide right priors for parameters. Instead, it may be more appropriate to use priors depending on other parameters those are not mentioned in a likelihood function. These parameters themselves will require priors and can depend on new ones. This can continue in a hierarchical framework until there are no more parameters to incorporate in the model. In this section, hierarchical Bayes estimates of reliability indexes of the series system are constructed.
Due to the complicity of practical problems and uncertainty about the true level of an expert, it is quite difficult to give the exact estimate of a super parameter β. However, the value of β can be obtained in an approximate interval denoted by (a, b) through an expert consulting. As there is no other information on the parameter β, it is assumed that it has uniform distribution on (a, b) with the probability density function
given in Xu et al. (2002) . In order to obtain the posterior density of β given x,
From Bayes theorem, the posterior density of β given x can be obtained as
Under the squared error loss function, the Bayes estimate of β can be given by (7), (8), and (9), the hierarchical Bayes estimates of λ, R(t) and MTTF under the squared error loss function can be obtained as follows:
In Bayesian inference, the 100(1 -α)% highest probability density (HPD) interval of the parameter of interest is the shortest interval in parameter space that contains 100(1 -α)% of the probable values of the parameter. It is one of the most useful tools to measure posterior uncertainty that includes more probable values and excludes the least probable values of the parameter. Since the posterior distribution (6) is unimodal, the 100(1 -α)% Bayes HPD-interval (p1, p2) for λ must simultaneously satisfy the equations
After tedious algebra, the equations (14) and (15) 
where cj = kwj + β.
The 100(1 -α)% Bayes HPD-intervals of R(t) and MTTF can be obtained from (8) and (9). When the super parameter β is unknown, the 100(1 -α)% hierarchical Bayes HPD-intervals of reliability indexes can be obtained by using the estimate ˆB  for β.
Prediction of Remaining Lifetimes Truncated at x(m)
The prediction of remaining lifetimes, based on a current available sample, known as an informative sample, is an important feature in Bayesian analysis. Howlader (1985) presented HPD-prediction intervals for the z th order statistic of a future sample. Fernández (2000) considered the problem of predicting an independent future sample from the Rayleigh distribution under doubly Type II censoring scheme. Raqab and Madi (2002) considered an estimation of the predictive distribution of the total time on a test up to certain failures in a future sample, as well as that of the remaining testing time until all the units in the original sample have failed.
denote the lifetime of the l th unit to fail. The conditional probability density function of y = x(l)x(m) from the probability density function truncated at x(m) is given by
From (1) and (2) 
Using (19) in (20) and (21), after tedious algebra, we have     
When the super parameter β is unknown, the hierarchical Bayes predictive estimates x(l) and the corresponding 100(1 -α)% hierarchical HPD-prediction interval of can be obtained by using the estimate ˆB  for β in (19) and (24).
Simulation Study
An extensive Monte Carlo simulation study was carried out to illustrate and compare the performance of hierarchical Bayes estimates of reliability indexes of the system with series of k units in working mode and (n -1) units in cold standby mode. The performance is evaluated based on estimated risks and biases for different combinations of sample size (n), effective sample size (ms), and general progressive Type II censoring scheme r = (rs+1, rs+2,…, rm). The different censoring schemes applied in the simulation study are summarized in Table 1 .
For given values a = 0, b = 1 and 100,00,000 generated uniform numbers, two values of β, one is the true value βT = 0.5002 and another is the expert value βE = 0.4999 were obtained by the Monte Carlo means. The corresponding λ = 2.0008 is brought from the prior (5) and the expert value βE. Using the generated value of λ, we have generated a general progressive Type II censored sample x = (x(s+1), x(s+2),…, x(m)) with the censoring scheme r from the exponential distribution according to the algorithm presented in Balakrishnan and Sandhu (1996) that involves the following steps:
1.
Generate Vm from the Beta distribution with parameters (ns) and (s + 1)
2.
Independently generate Zs+i from U(0, 1) and then set The Bayes estimates, hierarchical Bayes estimates, and the corresponding estimated risks were computed by averaging over 100,000 simulations, and are reported, respectively, in Tables 2-6. From the simulation results, the following points can be drawn:
1)
For the fixed sample size n and initial s unobserved failures, as the predetermined number of failures m increases, the estimated risks of estimates of reliability indexes decrease, that is, the performance becomes better in terms of the estimated risks. (Refer to Tables 2-4 ) 2)
For the fixed effective sample size (ms), the estimated risks of estimates of failure rate λ and reliability R(t) decrease while that of MTTF increase with the increasing sample size n. [2] (0, 0, 0, 0, 12)
[20] (0, 0, 0, 0, 0, 0, 40)
[3] (12, 0, 0, 0, 0)
[21] (40, 0, 0, 0, 0, 0, 0)
[4]
(2, 0, 4, 6) 4
[22] (6, 8, 10, 4, 5, 7) [5] (0, 0, 0, 12)
[23] (0, 0, 0, 0, 0, 40)
[6] (12, 0, 0, 0)
[24] (40, 0, 0, 0, 0, 0) 10 3 [7] (2, 0, 3, 0, 1, 2, 2) 100 8 3
[25] (16, 12, 20, 14, 30) [8] (0, 0, 0, 0, 0, 0, 10)
[26] (0, 0, 0, 0, 92)
[9] (10, 0, 0, 0, 0, 0, 0) [27] (92, 0, 0, 0, 0)
[10]
(3, 0, 2, 1, 0, 4) 4
[28] (28, 25, 17, 22) [11] (0, 0, 0, 0, 0, 10)
[29] (0, 0, 0, 92)
[12] (10, 0, 0, 0, 0, 0)
[30] (92, 0, 0, 0) 50 8 3
[13] (6, 12, 11, 4, 9) 10 3 [31] (6, 13, 15, 14, 8, 12, 22) [14] (0, 0, 0, 0, 42)
[32] (0, 0, 0, 0, 0, 0, 90)
[15] (42, 0, 0, 0, 0)
[33] (90, 0, 0, 0, 0, 0, 0) 4
[16] (8, 15, 7, 12) 4 [34] (16, 18, 15, 14, 15, 12) [17] (0, 0, 0, 42) [35] (0, 0, 0, 0, 0, 90)
[18] (42, 0, 0, 0)
[36] 90, 0, 0, 0, 0, 0 
Numerical Examples
Two numerical examples are presented to illustrate how the data support the developed model and how to employ the proposed method for estimation of reliability indexes of the series system. Examples 1 and 2 consider the artificial general progressive Type II censored samples generated from the real data set provided by Nelson (1982) and the computer simulation, respectively.
Example 1. Real Life Data
As a numerical illustration, a system comprising a series of 2 working units and 18 cold standby units was considered. This series system is equivalent to a cold standby series system of 19 identical and independent units. Asgharzadeh and Valiollahi (2009) checked the validity of an exponential model with mean = 14.2857 and indicated that the exponential model is adequate for this data set. To generate an artificial general progressive Type II censored sample from the given real data set, it is assumed that the lifetimes of the first two failures are lost without observation, and then lifetimes were observed until the eighth failure. At each failure from 3 rd failure to 8 th failure, units were randomly withdrawn according to the general progressive Type II censoring scheme r = (r3, r4,…, r8) = (2, 0, 1, 2, 1, 5). The life test was terminated at the eighth failure, and the vector of observed lifetimes was found to be x = (x(3), x(4),…, x(8)) = (0.96, 1.31, 2.78, 4.85, 6.50, 8.01). The Bayes and hierarchical Bayes estimates of failure rate λ, reliability R(t), and MTTF and the corresponding HPD-intervals at t = 100 have been computed, and are reported in Table 7 . The 95% and 99% Bayes and hierarchical Bayes predictive estimates and the corresponding HPD-prediction intervals for the each of the remaining l lifetimes (9 ≤ l ≤ ) have also been computed, and are reported in Table 8 .
Example 2. Simulated Data
As a numerical illustration, a system initiated with the series of 5 working units being in an operational state is placed on a life test along with the other 19 standby units connected in a series. This series system is equivalent to a cold standby series system of 20 identical and independent units. Under a general progressive Type II censoring scheme, the lifetimes of the first two failures are not observed and then the lifetimes are completely observed until the eighth failure. Using the algorithm presented in the previous section, the general progressive Type II censored sample x = (0.01250, 0.01531, 0.02063, 0.02679, 0.03062, 0.05251) has been generated with the censoring scheme r = (1, 0, 2, 1, 2, 6). For this sample, Bayes and hierarchical Bayes estimates of failure rate λ, reliability R(t), and MTTF, and the corresponding HPD intervals at t = 2, have been computed and are reported in Table  9 . Moreover, the 95% and 99% Bayes and hierarchical Bayes predictive estimates and the corresponding HPD-prediction intervals for each of the remaining l lifetimes (9 ≤ l ≤ ) have also been computed, and are reported in Table 10 . From the results presented in Tables 7-10, it is observed that the hierarchical Bayes estimates and predictors are very close to the Bayes estimates and predictors for both the considered real and simulated data. Furthermore, the Bayes and hierarchical Bayes predictive estimates and the length of the HPD-prediction interval increases as l increases. This implies that the prediction is less precise as a large l is considered.
Conclusion
This purpose of this study was to study hierarchical Bayes estimation and prediction of reliability indexes and remaining lifetimes of a cold standby series system consisting a series of k working units and (n -1) cold standby units under general progressive Type II censoring scheme. The Bayes and hierarchical Bayes estimates as well as an HPD interval for reliability indexes of the series system are derived. In addition, we have derived the Bayes and hierarchical Bayes predictive estimates, and HPD-prediction interval for the remaining lifetimes based on an informative sample. We have presented two numerical examples to illustrate the proposed estimation and prediction methods. The Monte Carlo simulation study is carried out to examine and compare the performance of the Bayes and hierarchical Bayes estimates. The simulation results indicated Bayes estimation should be preferred over the hierarchical Bayes estimation for estimation of reliability indexes of the series system. Furthermore, the number of components in the working condition should be less and the number of components in the cold standby mode should be large to run the series system for a long period.
