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As a typical application, the Lenstra-Lenstra-Lovász lattice basis reduction algorithm (LLL) is used to compute a reduced basis of the
orthogonal lattice for a given integer matrix, via reducing a special kind of lattice bases. With such bases in input, we propose a new
technique for bounding from above the number of iterations required by the LLL algorithm. The main technical ingredient is a variant
of the classical LLL potential, which could prove useful to understand the behavior of LLL for other families of input bases.
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1 INTRODUCTION
Let k < n be two positive integers. Given a full column rank n × k integer matrix A = (ai, j ), we study the behaviour of
the Lenstra-Lenstra-Lovász algorithm [7] for computing a reduced basis for the orthogonal lattice of A
L⊥(A) =
{
m ∈ Zn : ATm = 0
}
= Ker(AT ) ∩ Zn . (1)
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where K is a sufficiently large positive integer. The related definitions and the LLL algorithm are given in Section 2. The
reader may refer to [11] for a comprehensive review of LLL, and to [14] and [9] concerning the orthogonal lattice.
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1
Usual techniques gives that LLL reduction requires O(n2 log(K · ∥A∥)) swaps (see Step 7 of Algorithm 1) for a basis
as in (2), where ∥A∥ bounds from above the Euclidean norms of the rows and columns of A. We recall that most known
LLL reduction algorithms iteratively perform two types of vector operations: translations and swaps. The motivation
for studying bounds on the number of swaps comes from the fact that this number governs known cost analyses of the
reduction.
Folklore applications of the reduction of bases as in (2) include, for example, the computation of integer relations
between real numbers [1, 3], the computation of minimal polynomials [6] (see also [11]). A main difficulty however,
both theoretically and practically, remains to master the scaling parameter K that can be very large. Heuristic and
practical solutions may for instance rely on a doubling strategy (successive trials with K = 2, 22, 24, . . .) for finding
a suitable scaling. Or an appropriate value for K may be derived from a priori bounds such as heights of algebraic
numbers [6] and may overestimate the smallest suitable value for actual inputs. Since the usual bound on the number of
swaps is linear in logK , the overestimation could be a serious drawback. We show that this may not be always the case.
We consider the reduction of a basis as in (2) for obtaining a basis of the orthogonal lattice (1). We establish a bound
on the number of swaps that does not depend on K as soon as K is above a threshold value (as specified in (7)). This
threshold depends only on the dimension and invariants of the orthogonal lattice.
Our contribution. The analyses of LLL and many LLL variants bound the number of iterations using the geometric
decrease of a potential that is defined using the Gram-Schmidt norms of the basis vectors; see (6). We are going to see
that this classical potential does not capture a typical unbalancedness of the Gram-Schmidt norms that characterizes
bases in (2). Taking into account the latter structure will lead us to a better bound for the number of iterations (see
Table 1). Intuitively, as the basis being manipulated becomes reduced, two groups of vectors are formed: some with
small Gram-Schmidt norms, and some others with large Gram-Schmidt norms. As soon they are formed, the two groups
do not interfere much.
In Section 3 we introduce a new LLL potential function that generalizes the classical one for capturing the previously
mentioned unbalancedness. Its geometric decrease during the execution also leads to a bound on the number of
iterations (see Theorem 3.3). In Section 4, we specialize the potential to the case of bases as in (2) for computing the
orthogonal lattice L⊥(A). As discussed above, we will see that at some point the number of iterations can be shown to
be independent of the scaling parameter K , or, in other words, independent of a further increase of the input size. We
note that this new potential is defined for all lattice bases, but it may not always lead to better bounds on the number of
LLL iterations.
The extended gcd algorithm in [4] uses a basis as in (2) with k = 1. It is shown in [4, Sec. 3, p. 127] that if K is
sufficiently large, then the sequence of operations performed by LLL is independent of K . A somewhat similar remark
had been made in [13]. We also note that in the analysis of the gradual sub-lattice reduction algorithm of [5], a similar
separation of large and small basis vectors was used, also for a better bound on the number of iterations. Our new
potential function allows a better understanding of the phenomenon.
We see our potential function for LLL as a new complexity analysis tool that may help further theoretical and practical
studies of LLL and its applications. Various approaches exist for computing the orthogonal lattice A, or equivalently an
integral kernel basis of AT . A detailed comparison of the methods remains to be done and would be however outside
the scope of this paper that focuses on the properties of the potential. An integral kernel basis may be obtained from
a unimodular multiplier for the Hermite normal form of A [19] (see also [18] for the related linear system solution
problem), which may be combined as in [15, Ch. 8] and [2] with LLL for minimizing the bit size of the output. A direct
application of LLL to ExtK (A) is an important alternative solution. We refer to [16] and references therein concerning
existing LLL variants.
Futurework. Future research directions are to apply this potential to bit complexity studies of the LLL basis reduction [8,
12, 17], especially for specific input bases. Indeed, an interesting problem is to design an algorithm for computing a
reduced basis for L⊥(A) that features a bit complexity bound independent of the scaling parameter, and to compare it
to approaches based on the Hermite normal form.
Notations. Throughout the paper, vectors are in column and denoted in bold. For x ∈ Rm , ∥x ∥ is the Euclidean norm
of x . Matrices are denoted by upper case letters in bold, such as A, B, etc. For a matrix A, AT is the transpose of A, and
∥A∥ bounds the Euclidean norms of the columns and rows of A. The base of logarithm is 2.
2 PRELIMINARIES
We give some basic definitions and results that are needed for the rest of the paper. A comprehensive presentation of
the LLL algorithm and its applications may be found in [11].
Gram-Schmidt orthogonalization. Let b1, · · · ,bn ∈ Rm be linearly independent vectors. Their Gram-Schmidt
orthogonalization b∗
1
, · · · ,b∗n is defined as follows:
b∗
1






where the µi, j =




for all i > j are called the Gram-Schmidt coefficients. We call the ∥b∗i ∥’s the Gram-Schmidt
norms of the bi ’s.
Lattices. A lattice Λ ⊆ Rm is a discrete additive subgroup of Rm . If (bi )i≤n is a set of generators for Λ, then
Λ = L(b1, . . . ,bn ) =
{ n∑
i=1
zibi : zi ∈ Z
}
.
If the bi ’s are linearly independent, then they are said to form a basis of Λ. When n ≥ 2, there exist infinitely many bases
for a lattice. Every basis is related by an integral unimodular transformation (a linear transformation with determinant
±1) to any other. Further, the number of vectors of different bases of a lattice Λ is always the same, and we call this
number the dimension of the lattice, denoted by dim(Λ). If B = (b1, . . . ,bn ) ∈ Rm×n is a basis for a lattice Λ = L(B),
the determinant of the lattice is defined as det(Λ) =
√
det(BT B). It is invariant across all bases of Λ.
Successive minima. For a given lattice Λ, we let λ1(Λ) denote the minimum Euclidean norm of vectors in Λ \ {0}. From
Minkowski’s first theorem, we have λ1(Λ) ≤
√
n · det(Λ)1/n , where n = dim(Λ). More generally, for all 1 ≤ i ≤ n, we
define the i-th minimum as
λi (Λ) = min





Minkowski’s second theorem states that
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Sublattices. Let Λ ⊆ Rn be a lattice. We say that Λ′ is a sublattice of Λ if Λ′ ⊆ Λ is a lattice as well. If Λ′ is a sublattice
of Λ then λi (Λ) ≤ λi (Λ
′) for i ≤ dim(Λ′). A sublattice Λ′ of Λ ⊂ Rn is said to be primitive if there exists a subspace E
of Rn such that Λ′ = Λ ∩ E.
Orthogonal lattices. Given a full column rank matrix A ∈ Zn×k , the set L⊥(A) defined in (1) forms a lattice, called
the orthogonal lattice of A. We have dim(L⊥(A)) = n − k . Using ker(AT )⊥ = Im(A) and [14, Cor. p. 328] for primitive
lattices we have
det(L⊥(A)) = det(Zn ∩ ker(AT )) = det(Zn ∩ Im(A)),
then L(A) ⊆ Zn ∩ Im(A) and Hadamard’s inequality lead to:
det(L⊥(A)) ≤ det(L(A)) ≤ ∥A∥k . (3)
LLL-reduced bases. The goal of lattice basis reduction is to find a basis with vectors as short and orthogonal to each




< δ < 1. Let B = (b1, . . . ,bn ) ∈ Rm×n be a basis of a lattice Λ. We say that B is size-reduced if
all Gram-Schmidt coefficients satisfy |µi j | ≤
1
2
. We say that B satisfies the Lovász conditions if for all i we have
δ ∥b∗i ∥
2 ≤ ∥b∗i+1∥




. If a basis B is size-reduced and satisfies the Lovász conditions, then we say that B is
LLL-reduced (with respect to the parameter δ ). If a basis B = (b1, . . . ,bn ) of Λ is LLL-reduced, then we have:
∀i < n, ∥b∗i ∥2 ≤ α ∥b∗i+1∥2,
∀i ≤ n, ∥bi ∥2 ≤ α i−1∥b∗i ∥2, (4)
∀i ≤ j ≤ n, ∥bi ∥ ≤ α n−12 λj (Λ), (5)
where α = 4
4δ−1 . In particular, we have ∥b1∥ ≤ α
n−1




hence α = 2.
The LLL algorithm. We now sketch the LLL algorithm. Although there exist many LLL variants in the literature, most
of them follow the following structure. Step 7 is called an LLL swap.
Algorithm 1 (LLL)
Input: A basis (bi )i≤n of a lattice Λ ⊆ Zn .
Output: An LLL-reduced basis of Λ.
1: i := 2;
2: while i ≤ n do
3: Size-reduce bi by b1, · · · ,bi−1;
4: if Lovász condition holds for i then
5: Set i := i + 1;
6: else
7: (LLL swap) Swap bi and bi−1; set i := max{i − 1, 2};
8: end if
9: end while
10: Return (bi )i≤n .
To clarify the structure of the algorithm, we omit some details in the above description, e.g., the update of Gram-
Schmidt coefficients. From the sketch, we see that we can bound the running-time of LLL by the number of while loop
iterations times the cost of each iteration. In fact, most cost bounds for LLL variants proceed via this simple argument.
It was showed in [7] that the number of LLL swaps is O(n2 log ∥B∥). The following lemma plays a very important role
in the analysis of LLL; see [7] for a proof.
Lemma 2.1. Let B and B′ be bases after and before an LLL swap between bi and bi+1. Then































∀j < {i, i + 1} : b ′∗j = b∗j .
3 A NEW POTENTIAL




(n − i) log ∥b∗i ∥ (6)
of a lattice basis B. The variant we introduce is well-suited for analyzing the number of LLL swaps for the case that both
the input and output bases have k large Gram-Schmidt norms and n − k small Gram-Schmidt norms, for some k < n.
This is for example the case for the input basis as (2); see Section 4.2. The new potential is aimed at accurately measuring
the progress made during the LLL execution, for such unbalanced bases.
Definition 3.1. Let k ≤ n ≤ m be positive integers and B ∈ Rm×n be full column rank. We let s1 < . . . < sn−k be the
indices of the n − k smallest Gram-Schmidt norms of B (using the lexicographical in case there are several (n − k)-th
smallest Gram-Schmidt norms), and set S = {si }i≤n−k . We let ℓ1 < . . . < ℓk be the indices of the other k Gram-Schmidt




(k − j) log ∥b∗ℓj ∥ −
n−k∑
i=1




Note that for k = n, we recover the classical potential Π. The rationale behind Πk is that in some cases we know
that the output basis is made of vectors of very unbalanced Gram-Schmidt norms. As this basis is reduced, this means
the first vectors have a small Gram-Schmidt norm, while the last vectors have large Gram-Schmidt norms. During the
execution of LLL, such short and large vectors do not interfere much. This is an unusual phenomenon: most often, long
vectors are made shorter and short vectors are made longer, so that they are all balanced at the end. But this can happen
if the long vectors are rather orthogonal to the short ones. When this is the case, LLL actually runs faster than usual,
because it merely “sorts” the short vectors and the long vectors, without making them interact to create shorter vectors.
Of course, it can do more intense computations among the short vectors and among the long vectors. Unbalancedness
of Gram-Schmidt norms is not captured by the classical potential, but it is with Πk . In particular, the new potential Πk
allows to not “pay” for the output unbalancedness in the analysis of the number of LLL swaps.
Similarly to the classical potential, the k-th LLL potential monotonically decreases with the number of LLL swaps.
More precisely, we have the following
Proposition 3.2. Let B and B′ be the current n-dimensional lattice bases before and after an LLL swap. Then for
any k ≤ n, we have Πk (B) − Πk (B′) ≥ log(2/
√
3).
Proof. Recall that S and L are the index sets for the n − k Gram-Schmidt norms and the other k Gram-Schmidt
norms for the lattice basis B. We define S ′ and L′ for B′ similarly.
Suppose that this LLL swap occurs between bκ and bκ+1. Then we must be in one of the following four cases.
Case 1: κ ∈ S and κ + 1 ∈ S .
Let i0 ≤ n − k such that κ = si0 and κ + 1 = si0+1. From Lemma 2.1, we have S
′ = S and L′ = L, and hence κ = s ′i0
and κ + 1 = s ′i0+1. For the other indices, we have s
′
i = si (for i ≤ n − k) and ℓ
′
j = ℓj (for j ≤ k). Then




















































where the last inequality follows from Lemma 2.1.
Case 2: κ ∈ L and κ + 1 ∈ L.
The treatment of Case 1 can be adapted readily.
Case 3: κ ∈ L, κ + 1 ∈ S , S ′ = S and L′ = L.
Let j0 ≤ k such that κ = ℓj0 , and i0 ≤ n − k such that κ + 1 = si0 . Then we have κ = ℓ
′
j0 and κ + 1 = s
′
i0 . For the other
indices, we have s ′i = s
(t )




j (for j ≤ k). Thus




















































where the last inequality follows from Lemma 2.1 and the fact that k − j0 + i0 ≥ 1.
Case 4: κ ∈ L, κ + 1 ∈ S , S ′ = S ∪ {κ} \ {κ + 1} and L′ = L ∪ {κ + 1} \ {κ}.
Let j0 ≤ k such that κ = ℓj0 , and i0 ≤ n − k such that κ + 1 = si0 . Then κ = s
′
i0 and κ + 1 = ℓ
′
j0 . For other indices, we
have s ′i = si (for i ≤ n − k) and ℓ
′
j = ℓj (for j ≤ k). Then



















































where the last inequality follows from Lemma 2.1. The observation that 1 ≥ log(2/
√
3) allows to complete the proof. □
With the above property of the k-th LLL potential, we can bound the number of LLL swaps that LLL performs.
Theorem 3.3. Let B ∈ Rm×n be a full column rank matrix. Let B′ be the basis returned by the LLL algorithm when
given B as input. Then the number of swaps that LLL performs is no greater than
min
1≤k≤n







As an application of the k-th LLL potential Πk , we consider the problem of computing an LLL-reduced basis of an
orthogonal lattice. LetA ∈ Zn×k with n ≥ k . We aim at computing an LLL-reduced basis of the orthogonal latticeL⊥(A),
by LLL-reducing ExtK (A) (as defined in (2)), for a sufficiently large integer K .
In Subsection 4.1, we provide a sufficient condition on the scaling parameter K so that a LLL-reduced basis of L⊥(A)
can be extracted from a LLL-reduced basis of L(ExtK (A)). For such a sufficiently large K , we study the Gram-Schmidt
orthogonalizations of the input and output bases of the LLL call to ExtK (A) in Subsection 4.2, and we provide a bound
on the number of required LLL swaps which is independent of K in Subsection 4.3.
4.1 Correctness
For n ≥ k , we define σn,k as the map that embeds R
n
into Rn+k by adding 0’s in the first k coordinates.
σn,k : R
n → Rn+k
(x1, · · · ,xn )
T 7→ (0, · · · , 0︸   ︷︷   ︸
k
,x1, · · · ,xn︸      ︷︷      ︸
n
)T .





(x1, · · · ,xk ,xk+1, · · · ,xk+n )
T 7→ (xk+1, · · · ,xk+n )
T .
We extend these functions to matrices in the canonical way. The following proposition is adapted from [9, Theorem 4]
(see also [10, Proposition 2.24]). It shows that if K is sufficiently large, then calling the LLL algorithm on ExtK (A)
provides an LLL-reduced basis of L⊥(A).
Proposition 4.1. Let A ∈ Zn×k be full column rank and B = ExtK (A). If B′ is an LLL-reduced basis of L(B) and
K > 2
n−1
2 · λn−k (L
⊥(A)), (7)
then δn,k (b ′1), · · · ,δn,k (b
′
n−k ) is an LLL-reduced basis of L
⊥(A).
Proof. As A ∈ Zn×k is full column rank, we have dim(L⊥(A)) = n − k . For any basis C ∈ Zn×(n−k ) of L⊥(A), we
have σn,k (C) = B · C, and hence the lattice σn,k (L⊥(A)) is a sublattice of L(B). This implies that, for all i ≤ n − k ,
λi (L(B)) ≤ λi (σn,k (L
⊥(A))) = λi (L⊥(A)).
It follows from (5) that, for all i ≤ n − k ,
∥b ′i ∥
2 ≤ 2n−1 · λ2n−k (L(B)) ≤ 2
n−1 · λ2n−k (L
⊥(A)). (8)
We now assume (by contradiction) that δn,k (b
′
i ) < L
⊥(A) for some i ≤ n − k . Note that
b ′i = B · δn,k (b
′
i ) = (K · δn,k (bi′)




As the subvector K · δn,k (b
′
i )
T · A is non-zero, and using the assumption on K , we obtain that
∥b ′i ∥
2 = ∥K · δn,k (b
′
i )




≥ K2 > 2n−1 · λ2n−k (L
⊥(A)),
which contradicts (8).
From the above, we obtain that δn,k (b
′
1
), · · · ,δn,k (b
′
n−k ) are linearly independent vectors in L
⊥(A). They actually
form a basis of L⊥(A). To see this, consider an arbitrary vector c ∈ L⊥(A). The vector B · c belongs to the real span
of b ′
1
, · · · ,b ′n−k and to L(B). As B
′
is a basis of L(B), vector B ·c is an integer combination of b ′
1
, · · · ,b ′n−k and vector c
is an integer combination of δn,k (b
′
1
), · · · ,δn,k (b
′
n−k ).
SinceB′ is LLL-reduced and the firstk coordinates of each ofb ′
1
, · · · ,b ′n−k are 0, we obtain thatδn,k (b
′
1
), · · · ,δn,k (b
′
n−k )
form an LLL-reduced basis of L⊥(A). □
To make this condition on K effective, we use some upper bounds on λn−k (L
⊥(A)). For instance, from Minkowski’s
second theorem, we have
λn−k (L
⊥(A)) ≤ (n − k)
n−k
2 · det(L⊥(A)) ≤ (n − k)
n−k




2 · (n − k)
n−k
2 · ∥A∥k (9)
suffices to guarantee that (7) holds.
The bound in (9) can be very loose. Indeed, in many cases, we expect the minima of L⊥(A) to be balanced, and if
they are so, then the following bound would suffice
K > 2Ω(n) · ∥A∥
k
n−k . (10)
For such a scaling paramter K , according to Proposition 4.1, after termination of the LLL call with ExtK (A) as its





where the columns of C ∈ Zn×(n−k ) form an LLL-reduced basis of the lattice L⊥(A). 1
4.2 On the LLL input and output bases
To bound the number of LLL swaps, we first investigate the matrix B = ExtK (A) given as input to the LLL algorithm,
and the output matrix B′.
Intuitively, from the shape of B and the fact that A is full rank, there must be k Gram-Schmidt norms of B that are
“impacted” by the scaling parameter K , and hence have large magnitude, while other n − k Gram-Schmidt norms of B
should be of small magnitude.
On the other hand, recall that B′ is of the form (11). Since only the first k coordinates are related to the scaling
parameter K , the submatrix C is “independent” of K . Thus, each of ∥b ′∗
1
∥, · · · , ∥b ′∗n−k ∥ should be relatively small (for
a sufficiently large K), while each of ∥b ′∗n−k+1∥, · · · , ∥b
′∗
n ∥ is “impacted” by K , and hence with large magnitude. The
following result formalizes this discussion.
Proposition 4.2. Let A ∈ Zn×k be of full column rank and B′ the output basis of LLL with B = ExtK (A) as input. If
the scaling parameter K ∈ Z satisfies (7), then for the output matrix B′ we have
∀i ≤ n − k, ∀j > n − k, ∥b ′∗i ∥ < ∥b ′∗j ∥.





and that the columns of C ∈ Zn×k form an LLL-reduced basis of L⊥(A). We thus have, for i ≤ n − k
∥b ′∗i ∥
2 ≤ ∥b ′i ∥
2 = ∥ci ∥
2 ≤ 2n−k−1λ2n−k (L
⊥(A)).
Further, for n − k < j ≤ n, we have
∥b ′∗j ∥
2 ≥ 2−k ∥b ′∗n−k+1∥
2 ≥ 2−kK2.
The choice of K allows to complete the proof. □
Weobserve again that combining the condition of Proposition 4.2 togetherwith a general purpose bound on λn−k (L
⊥(A))
allows to obtain a sufficient bound on K that can be efficiently derived from A.
Although ∥b∗si ∥ is relatively small with respect to K , it can be bounded from below. In fact, we have a more general
lower bound:
∀i ≤ n, ∥b∗i ∥ ≥ 1. (12)
This is because that there is a coefficient in bi which is equal to 1 and 0 for all other bj ’s. This lower bound will be
helpful in the proof of Theorem 4.3.
1
In fact, the resulting matrix gives more information than an LLL-reduced basis of L⊥(A). For instance, the columns of 1K ·M form a basis of the lattice
generated by the rows of A.
Table 1. Upper bounds on the number of LLL swaps for different k (K sufficiently large), α = log ∥A∥.
Classical analysis (9) Heuristic (10) New analysis
k = 1 O(n2 logn + nα) O(n2 + nα) O(nα)
k = n/2 O(n3 logn + n3α) O(n3 + n2α) O(n3 + n2α)
k = n − 1 O(n2α) O(n2α) O(n3 + nα)
4.3 Bounding the number of LLL swaps
Suppose that K is a sufficient large positive integer satisfying (7). Proposition 4.1 guarantees that we can use LLL with
B = ExtK (A) as input to compute an LLL-reduced basis for L⊥(A). We now study the number of LLL swaps performed
in this call to the LLL algorithm.
Theorem 4.3. Let A ∈ Zn×k with a non-zero k-th principal minor, and K an integer satisfying (7). Then, given
B = ExtK (A) as its input, LLL computes (as a submatrix of the returned basis) an LLL-reduced basis of L⊥(A) after at
most O(k3 + k(n − k)(1 + log ∥A∥)) LLL swaps, where ∥A∥ is the maximum of the Euclidean norm of all rows and columns
of the matrix A.
Proof. From Proposition 4.1, the LLL algorithm allows to obtain a LLL-reduced basis for L⊥(A). We know from
Theorem 3.3 that in order to obtain an upper bound on the number of LLL swaps, it suffices to find an upper bound




(k − j) log ∥b∗ℓj ∥ −
n−k∑
i=1






















(n − k)(n + k + 1)
2
.

















(k − j) log ∥b ′∗n−k+j ∥ −
n−k∑
i=1




Since the first k coefficients of b ′∗i are 0 (for i ≤ n − k) and A is full-rank, we must have ∥b
′∗
n−k+1∥ ≥ K . Further, since
B′ is LLL-reduced, combining with (4) we have, for j ≤ k
∥b ′∗n−k+j ∥ ≥ 2
1−j
2 ∥b ′∗n−k+1∥ ≥ 2
1−j












(k − j) −
n−k∑
i=1
i log ∥b ′∗i ∥
+










− (n − k)
n−k∑
i=1
log ∥b ′∗i ∥
+
(n − k)(n − k + 1)
2
,
where we used the fact that all ∥b′∗i ∥’s are ≥ 1. This is true for the ∥b
∗
i ∥’s and LLL cannot make the minimum










− (n − k)k log ∥A∥
+
(n − k)(n − k + 1)
2
.
Finally, using Theorem 3.3, we obtain that the number of LLL swaps is no greater than











which is of O(k3 + k(n − k)(1 + log ∥A∥)). □
In Table 1 we compare favorably (k = 1,n/2) the result of Theorem 4.3 to the bounds on the number of swaps using
the classical potential (6) and K fixed from the general threshold (9) or the heuristic one (10). We also consider k = n − 1.
However, in the latter case the problem reduces to linear system solving, and different techniques such as those in [18]
should be considered.









k(2n − k + 1)
2
log (K ∥A∥) .
The bound on the number of LLL swaps obtained using the classical potential is thereforeO(k(n−k/2)(1+logK+log ∥A∥).
While we see from Theorem 4.3 that the actual number of swaps for computing an LLL-reduced basis for L⊥(A) does
not grow with K when K is sufficiently large.
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