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This paper studies the impact of one of the revisions to the
quantitative standards laid down under the Basel Accord
(Basel Committee on Banking Supervision, 2011) for the
implementation of internal models of market risk by banks.
The study is based on data analysis of long equity positionstipura, Jaipur 302012, Rajas-
91 8239505832 (mobile).
hoo.com
ian Institute of Management
Management Bangalore. Productio
2.09.001in large and midcap Indian stocks and the INR/USD
exchange rate.
The migration of banks to the sophisticated internal
models approach from the standardised approach of the
Basel II Market Risk Framework is a desired outcome from
the point of view of better risk management practices.
According to a survey on Indian banks, (Transition to the
Internal Models Approach for Market Risk e a Survey
Report, 2010) while none have adopted the internal
market approach for market risk capital calculation, all of
those surveyed either have already adopted or are in the
process of building a Value-at-Risk (VaR) system for internal
purposes. Around 25% of the banks surveyed were planning
to migrate to the Internal Model Approach before December
2010, 38% had set end of 2011 as the deadline.
The quantitative standards laid down under Basel Accord
II and III for the implementation of internal models by banks
are important because they place minimum conditions onn and hosting by Elsevier Ltd All rights reserved.
Evaluation of Basel III revision of quantitative standards 235the VaR methods that banks use. Sharma (2012b) analyses
the quantitative standards and their impact on bank VaR
models, including the trade-off between longer historical
periods and volatility clustering in financial asset returns.
The revisions to the quantitative standards made under
Basel III (Basel Committee on Banking Supervision, 2011)
are the focus of this evaluation. There are 11 quantitative
standards (a to k) laid down by Basel Accord II (Basel
committee on Banking Supervision, 2006). Of these the
ones that have been revised are (d), (e) and (i). Standard
(d) lays down the minimum historical period for the VaR
calculation, (e) deals with the minimum frequency of
dataset updation, and (i) specifies the actual market risk
charge calculations. In this paper the impact of the revision
to (d) has been examined. The standard is as follows
(d) The choice of historical observation period (sample
period) for calculating value-at-risk will be constrained
to a minimum length of one year. For banks that use
a weighting scheme or other methods for the historical
observation period, the “effective” observation period
must be at least one year (that is, the weighted average
time lag of the individual observations cannot be less
than 6 months).
This standard was amended by Basel III (Basel
Committee on Banking Supervision, 2011) by adding the
following qualification: A bank may calculate the value-at-
risk estimate using a weighting scheme that is not fully
consistent with (d) as long as that method results in
a capital charge at least as conservative as that calculated
according to (d).
The revision was driven by the recommendations of the
Senior Supervisors Group (Senior Supervisors Group, 2008)
constituted in the aftermath of the market turbulence of
2007e2008 which questioned the use of longer observation
periods. It noted that the dependence of VaR models on
historical data from benign periods resulted in under esti-
mates of VaR. It suggested shorter horizon historical data,
giving greater weights to recent data and more frequent
updation of datasets as remedies. The recommendations of
this group were driven by failures of VaR models at large
banks during the 2007e2008 crisis (Campbell, 2008 gives
statistics for UBS, Bear Stearns and others).
The performance measures used to evaluate VaR models
can be divided into three categories. The first is the regu-
latory back test which focuses only on inadequate
coverage. The bank has to pay a penalty if its VaR method
provides inadequate coverage and fails the back test. This
is a direct cost of poor performance of the VaR method.
However, if the VaR is consistently higher than warranted
by current volatility conditions, the coverage will be good
but the bank will have to hold higher levels of capital than
required. A VaR method that consistently produces better
coverage than required will fail hypothesis tests of uncon-
ditional coverage (the second category of performance
measures) which penalises both very high and very low
coverage levels. While these tests are not used by the
regulator, they can help banks identify models that result in
higher (or lower) market capital levels than required. The
third category of performance measures are tests of inde-
pendence of VaR exceptions. A VaR method that does notadjust to current high volatility conditions and generates
clustered VaR exceptions will fail tests of independence.
Tests of independence are also not used by regulators. A
discussion of VaR performance measures is presented in the
section on methodology.
In this paper, the author suggests a plausible interpre-
tation of the above revision to the quantitative standards,
and then addresses the research question of whether this
enables an improvement in performance of the VaR model
and, if so, to what extent. Specifically, it is suggested that
a bank may combine a VaR based on a long historical
observation period along with a VaR based on a short one as
long as the resulting combination is conservative e in
accordance with the above-mentioned revision. The extent
of improvement, if any, is then assessed using regulatory
back tests, and hypothesis tests of conditional and uncon-
ditional coverage.
The next section discusses the literature available on
comparative popularity and performance of alternative VaR
methods. The methodology used in this paper is detailed in
the third section. Data related issues and results are dis-
cussed in the fourth section. The fifth and last section
concludes the paper.
Literature reviewValue-at-Risk or VaR is a measure of the potential loss in the
value of a portfolio. In particular, 99% VaR is the loss that is
likely to be exceeded only 1% of the time. VaR is the market
risk measure prescribed by Basel Accord II and III. The Basel
accords require banks to set aside capital in line with their
levels of credit, market and operational risks. Apart from
capital standards, Basel II also sets standards for supervi-
sory review of banks and market disclosures by banks. Basel
III has amended the previous accord by tightening the
capital definition, introducing capital requirements for
stressed conditions and regulations on liquidity risk. Value
at risk has been criticised for its inability to capture
information in the lower tail beyond the first percentile,
a drawback that has lead regulators to consider an alter-
native, namely the expected shortfall method.
Jorion (2002b) provides insights into a variety of VaR
methods. Miura and Oue (2001) present a useful classifica-
tion scheme for VaR methodologies along dual dimensions
of distributional assumptions and dependence assumptions.
The result is a 3 by 2 matrix with normal, non-normal and
non-parametric along the distributional dimension, and
independently and identically distributed (i.i.d.), and time
dependence along the dependence dimension. The histor-
ical simulation (HS) method is a non-parametric, i.i.d.
approach that uses the empirical distribution of past
returns to generate a VaR. Fig. 1 presents a histogram of
daily portfolio value changes during 2011 of a hypothetical
Rs. one million portfolio invested in the Indian S&P 500. The
historical simulation 99% VaR (loss in portfolio value at first
percentile of portfolio value changes) is Rs. 24,112; corre-
sponding to a daily return of 2.41%. The i.i.d. normal
model is also called the variance-covariance (VC) approach
or equally weighted moving average method (EQMA).
Methods that incorporate time dependence are the expo-
nentially weighted moving average model (EXMA) and the
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Figure 1 Histogram of portfolio value changes.
236 M. Sharmageneralized autoregressive conditional heteroscedasticity
(GARCH) class of methods. GARCH methods can be used
with normal or non-normal distributional assumption.
Prior to the revision of quantitative standard (d.),
methods like EXMA and GARCH were disallowed since they
resulted in an effective observation period of less than
a year. For e.g., Jorion (2002a) finds the effective obser-
vation period for the EXMA with lZ 0.94 is only 16.7 days.
As a result, VaR methods at banks may have ignored the
non-stationarity in the financial asset return series.
Berkowitz and O’Brien (2002) study the performance of VaR
models at US banks with large trading portfolios. They find
that VaR levels are conservative measures of risk. However,
violations of VaR can exceed the risk measure by significant
levels and such violations tend to be clustered (most likely
a consequence of non-stationarity being ignored by VaR
methods).
The most popular VaR method in the industry is the HS
VaR. Perignon and Smith (2006) survey the VaR disclosures
of a cross section of 60 US, Canadian and large international
banks over 1996e2005 and report that 73% of banks that
disclosed their VaR methodology used the HS method. A
survey report on Indian banks (Transition to the Internal
Models Approach for Market Risk e a Survey Report, 2010)
states that of the 30 banks that participated in the survey,
67% used historical methods.
The widespread popularity of the HS method merits
discussion. Apart from being the simplest method, the HS
model has the advantage of being entirely empirical
besides being better able to model the fat tails in the data.
As a result it has been found to perform best in back tests of
the type prescribed by the Basel Committee especially
when compared with methods that use the normal distri-
bution to compute VaR. It can also deal with portfolios of
risk factors without having to explicitly model correlations.
Sharma (2012a) discusses the performance of the historical
simulation method relative to other methods. Hendricks
(1996), Jackson, Maude, and Perraudin (1997), Vlaar
(2000), Boudoukh, Richardson, and Whitelaw (1998) find
that historical simulation provides superior coverage
(fractions of exceptions to VaR reported in back tests)
compared to the VC and EXMA approaches. Ouyang (2009)finds HS superior to GARCH (with normal distribution
assumption for residuals) in coverage.
While the HS method gives good coverage, a rigorous
hypothesis testing approach produces mixed performance
record for the method. Huang and Tseng (2009) find that
the HS method fails the test of unconditional coverage in 9
out of 12 developed country indices. Sheedy (2008) finds
that for 99% VaR the HS has better unconditional coverage
than the GARCH and VC.
The HS methods perform poorly in tests of independence
of exceptions (as described in the section on Methodology).
Alexander and Sheedy (2008), Sheedy (2008) and Angelidis
and Degiannakis (2005) examine this issue. These studies
demonstrate a direct consequence of the inability of the HS
method, (especially with longer historical observation
periods), to model the non-stationarity of returns.
Since this paper uses the HS method, we can surmise
from the literature that the method will do well in regu-
latory style back tests; show a mixed performance in
hypothesis tests of unconditional coverage; and fail the
tests of independence of exceptions.
The central research question addressed in this paper is
whether the combination of a long historical observation
window (greater than one year) and a short historical obser-
vation window (less than one year), as the author suggests, is
allowed by the revisions to the Basel II market risk framework
and if it improves the performance of the HS method.
No research paper was found that addressed this specific
question.
Research on the question of the right length of historical
observation period shows mixed results. Some studies report
that longer observation periods are better while others favour
shorter ones. Hendricks (1996) compared five lengths of
historical observation periods and observed that the HS
approachwith 1250 trading days of historical data (the longest
period)was thebestperformer.However, a caveat to the study
was raised by Vlaar (2000), noting that the period under study
was aperiod of declining volatility, implying thatVaRmeasures
using longer periods were higher, resulting in better coverage.
In contrast to Hendricks (1996), Hoppe (1998) arguing for the
use of shorter observation periods owing to non-stationarity of
data, reported that shorter observation periods (as short as 30
days) provided VaR measures with better coverage.
When longer historical periods incorporate episodes of
stressed market conditions, they may produce better
coverage. In that case the bank will have to carry larger
amounts of capital than required by current non-stressed
market conditions. The advantage of short periods is that
they are likely to produce VaR measures in line with current
volatility conditions, i.e. higher in high volatility conditions
and lower in low volatility conditions. A disadvantage of
shorter periods is that the VaR measure may be highly
volatile and less reliable.Methodology
As previously stated, VaR is a measure of the potential loss
in value of a portfolio. In particular, 99% VaR is the loss that
is likely to be exceeded only 1% of the time. The level of
market risk capital that banks have to hold is based on VaR.
Each bank must meet, on a daily basis, a capital
Evaluation of Basel III revision of quantitative standards 237requirement expressed as the higher of (i) its previous day’s
value-at-risk number and (ii) an average of the daily VaR
measures on each of the preceding sixty business days,
multiplied by a multiplication factor (three plus a penalty
based on back testing performance of the VaR model).
The first question related to methodology is the choice
of VaR method. This paper uses the HS method for the VaR
computation because of its popularity in the industry. In
line with the quantitative standards prescribed by the Basel
Committee the 99% confidence level is used for VaR
calculation. This study calculates VaR for a one- day
horizon. The dataset is assumed to be updated daily, i.e.
a daily rolling window is used. The lengths of observation
periods used are 125, 190, 250, 500, 750, and 1000 trading
days. Of these, the 125 and 190 day periods are used in
combination with 250, 500, 750, and 1000 days (when the
VaR generated by them is higher). Thus, in total 14 HS VaRs
are evaluated e 6 basic (125e1000 days) and 8 hybrid
(250e1000 days combined with 190 and 125 days).
The second methodological issue is the choice of
performance measure for the VaR output. Performance
measures of VaR estimates can be broadly categorised into
regulatory measures and measures of unconditional and
conditional coverage. Unconditional coverage measures the
number of exceptions to VaR in comparison with the
confidence level of the VaR. For example a 99% VaR should
result in 2.5 (1%) exceptions over a back testing period of
250 trading days. Higher exceptions indicate inadequate
coverage and invite regulatory penalties while a lower
number may indicate excess coverage and result in a loss to
the firm on account of the cost of capital. The back testing
approach of the Basel Committee (Basel Committee for
banking Basel Committee on Banking Supervision, 1996),
often called the “traffic light” approach, divides the
number of exceptions that a model reports into green,
yellow and red zones based on a trade-off between type I
and type II error assuming that the probability of observing
an exception is binomially distributed. A model in the green
zone is acceptable to supervisors while a model in the other
two zones results in penalties imposed upon the bank. The
first performance measure used in this paper is the regu-
latory back test prescribed by the Basel Committee (Basel
Committee for banking Basel Committee on Banking
Supervision, 1996).
The penalty structure for the regulatory back test is as
follows:
PtZ
8<
:
0 if N  4 green zone
0:4 to 0:85 if 5 N  9 yellow zone
1 if 10< N red zone
ð1Þ
where N refers to the number of 99% VaR exceptions over
a 250 trading day time frame.
As mentioned earlier, the penalty is an add-on to
a multiplicative factor of three, applied to the VaR for
calculating the market risk.
The regulatory back test described above penalises
banks when the exception coverage is low. On the other
hand, a hypothesis test for correct unconditional coverage
will reject both VaR models with very high and very low
coverage. Thus, a model which results in very high VaR
estimates and always passes the regulatory back test may
fail the hypothesis test for unconditional coverage if itsexceptions are significantly lower than 1% level (for a 99%
VaR method). This is a more balanced performance
measure from the bank’s point of view. A second difference
between hypothesis test and the regulatory back test is
that the hypothesis test takes the actual number of
exceptions into account while the regulatory back test does
not differentiate between, say 11 and 15 exceptions, both
getting an equal penalty of one.
The likelihood ratio (LRUC) statistic detailed by
Christoffersen (1998) enables testing of the hypothesis of
correct unconditional coverage. The LRUC statistic follows
a c2 distribution. This is the second performance measure
used in this paper. The test statistic is given below:
LRUCZ2ln
aba
n1ð1 aÞ
ð1 baÞ
Tn1
wc2

1
	 ð2Þ
where, a Z 0.01 (for VaR with 99% confidence level)
baZn1=T
n1Z
XtZT
tZ1
ItðaÞ
ItðaÞZ


1 if rt < rVaRðaÞ;t
0 if rt  rVaRðaÞ;t
rt is the realised return on day t,
rVaR(a),t is the return corresponding to one percentile (a)
of the historical return distribution with a daily rolling
window, in other words, the historical simulation aR at
99% confidence level,
T is the number of observations in the back test sample.
The ratio in Equation (2) is a test for the null hypothesis
that the number of exceptions is a against the alternative
that it is not a.
The third performance measure is a test for indepen-
dence of exceptions. A VaR method that does not adapt to
high volatility conditions and produces clustered exceptions
will fail this test.
Christoffersen (1998) models the exceptions as a Markov
chain. A likelihood ratio (LRcc) statistic is used to test the
null hypothesis of independence of exceptions. The test
allows only for dependence of order one. Clements and
Taylor (2002) propose a modification of Christoffersen’s
(1998) test to incorporate multi period dependence. This
involves allowing for a periodic lag in the LRI test statistic.
For this modification the periodicity of the dependence
must be known. Following Sarma, Thomas, and Shah (2003)
who find dependence in lags of upto five days in exceptions
of HS VaR models for S&P 500, the modified test is applied
with lags of up to five days. This is the third performance
measure used in this paper. The likelihood ratio statistic for
independence of single lagged exceptions (LRI) is given
below:
LRIZ 2ln

Lðbp2Þ
Lðbp1Þ

wc2ð1Þ ð3Þ
where,
Lðbp2ÞZð1 bp2Þðn00þn10Þbp2ðn01þn11Þ
Lðbp1ÞZð1 bp01Þn00ðbp01Þn01ð1 bp11Þn10bpn1111
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nijZnumber of i values followed by j values in the ItðaÞ
series
The fourth performance measure used in this paper is
that for conditional coverage (joint hypothesis of uncondi-
tional coverage and independence of exceptions). The
likelihood ratio statistic for the test of conditional
coverage, LRCC (Christoffersen, 1998) is given below:
LRCCZLRUC þ LRI wc2ð2Þ ð4Þ
While the analysis in this paper is an uni-variate VaR
analysis, multi-variate analyses are more complex, often
involving the use of correlations (except the HS method).
Danielsson (2002) provides a view of the complexities in
multi-variate analyses.
Data analysis
Two return series are used in this paper. The first is the
daily returns for S&P CNX 500 which spans 01-01-2001 to 09-
12-2011. This is chosen because it is a broad based index
and Basel market risk regulations allow banks to use a broad
based index as a risk factor for their equity portfolios. The
second is the daily returns for the INR/USD rate spanning
17-05-2001 to 13-12-2011. Both are relevant for banks since
market risk charges apply to the bank’s trading book (of
which equity is a part) and all foreign exchange positions.
The characteristics of the daily returns are summarised in
Table 1. The returns are significantly non-normal e skewed
and leptokurtic.
The historical simulation VaR with a 1000 day historical
observation period uses a total of 1727 VaR data points for
the back test in case of S&P 500. On the other extreme the
125 day VaR uses 2602 VaR data points for the back tests.
The regulatory back tests divide these data points into 250
day periods (as recommended by the Basel Committee)
while the tests for unconditional and conditional coverage
deal with the consolidated time period.
Fig. 2 presents the daily returns on the S&P 500 for the
period under consideration. There are three episodes ofTable 1 Summary statistics.
Returns of
S&PCNX500
Returns of
INR/USD
Mean 0.000528 5.01E-5
Median 0.001725 0.00000
Maximum 0.150340 0.02493
Minimum 0.128847 0.03006
Standard deviation 0.016365 0.00403
Skewness 0.525790 0.09767
Kurtosis 10.66150 9.7198
Jarque-Bera 6792.781 4843.284
Probability 0.000000 0.000000
Observations 2726 2572negative returns of more than 10% in the period. For a total
of 2726 data points these represent losses that are likely to
be exceeded approximately 0.1% of the time, i.e. a stressed
scenario.
Fig. 3 plots the chart of daily returns for the INR/USD
rate. The chart shows an increase in volatility of the rates
over the years. This is expected to affect the VaR perfor-
mance of methods that use longer historical periods which
are expected to generate lower VaRs than warranted by
increased volatility in later years.
Regulatory back test results
The results of the regulatory back test on the data are
summarised in Table 2. The figures in the table denote the
number of times the VaRs fall into the three zones in back
tests using one year (250 trading days) of data. The output
is classified in the green zone if the number of exceptions
reported in a window of 250 trading days is between 0 and
4; it falls in the yellow zone if the number of exceptions is
between 5 and 9; and it falls in the red zone if the number
of exceptions is more than nine. Neither of the VaRs avoids
a regulatory penalty with all of them slipping into the
yellow zone, which invites a penalty of between 0.40 and
0.85 times the VaR for calculation of the market risk
charge.
The first panel shows the results of the different VaRs
considered individually. The coverage performance shows
an improvement as the observation window shortens. The
best performer of the lot is the VaR with a 190 day window
(this is not allowed by the regulators). There also appears
to be an inflexion point, with the 125 day VaR not per-
forming as well as the 190 day VaR. Thus, shorter historical
observation periods may not necessarily translate into
better performance.
The second and third panels of the table show back
testing results when longer duration VaRs are substituted by
shorter duration VaRs if the latter are higher. The hybrid
VaRs are uniformly better performers than the corre-
sponding basic ones. Not only this, the hybrids are also
better performers than the short period (190 and 125 day)
VaRs taken independently. The combination of long and
short periods is better than short periods taken indepen-
dently. Interestingly, the hybrids with 190 days of data
perform uniformly better than those with 125 days of data.
The 1000 þ 190 day VaR has the best performance, having
the lowest average annual penalty. The second best
performer is the 250 þ 190 day VaR.
Fig. 4 presents the returns corresponding to the 1000 day
and 1000 þ 125 day VaRs juxtaposed with the daily returns
for the S&P 500. A few important points are brought out by
the chart. First, the 1000 day VaR takes a very long time to
adjust upwards after a stressful period. Second, there are
two significant violations to the VaR. Since these corre-
spond to percentiles lower than 1%, they do not impact the
VaR. By and large the conservative combination does help
to reduce the number of exceptions in periods of high
volatility.
The results for the regulatory back test analysis on forex
rates are presented in Table 3. Here too the hybrids improve
the performance of the basics with the exception of the 250
day VaR. The performance of the 190 and 125 day VaRs are
Figure 2 Daily returns of S&P 500. Source: NSE.
Figure 3 Daily returns of INR/USD. Source: RBI.
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HSVaR.Here too the longer periods, i.e. 1000 and750days, in
combinationwith the shorter periods are thebest performers
with the lowest average annual penalty.Results for test of unconditional coverage
The second performance measure used is the LR (likelihood
ratio) test for correct unconditional coverage. The resultsTable 2 Regulatory back test results for S&P 500.
Panel 1 1000 Days VaR 750 Days VaR 500
Green zone 4 4 5
Yellow zone 2 2 3
Red zone 0 1 0
Average annual penalty 0.208 0.321 0.2
Panel 2 1000 þ 190 Days VaR 750 þ 190
Green zone 5 5
Yellow zone 1 2
Red zone 0 0
Average annual penalty 0.104 0.179
Panel 3 1000 þ 125 Days VaR 750 þ 125
Green zone 4 4
Yellow zone 2 3
Red zone 0 0
Average annual penalty 0.208 0.268
Figures in the table denote the number of times the VaRs fall into thfor the test of the null hypothesis of correct unconditional
coverage are given in Table 4. The length of the overall
window varies from 1500 to 2500 trading days depending on
the historical observation period used. Table 4 gives the
exact probability associated with the chi square statistic for
a null of correct unconditional coverage over the entire
back testing window.
Table 4 brings out important results. The combination of
the smaller window VaRs (190 and 125 days) improves the
performance of all the longer windows in non-rejection ofDays VaR 250 Days VaR 190 Days VaR 125 Days VaR
5 7 4
4 3 6
0 0 0
34 0.313 0.188 0.375
Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
6 7
2 2
0 0
0.179 0.139
Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
5 6
3 3
0 0
0.234 0.208
e three back testing zones.
Figure 4 Returns corresponding to 1000 and 1000 þ 125 day VaRs for S&P 500.
240 M. Sharmathe null hypothesis. In the case of 750 day windows the
improvement is significant when combined with the 190 day
window as the VaR moves from giving incorrect uncondi-
tional coverage to correct unconditional coverage after
combination. The phenomenon of shorter window VaRs
being improved by their combination with longer periods is
also reflected here. In particular, the 125 day VaR does not
have correct unconditional coverage when taken individu-
ally but improves when taken in combination with longer
periods. Here too the combination of the 1000 day VaR with
the 125 day VaR produces the best results with an exact
probability of one.
Table 5 presents the results for the hypothesis test for
unconditional coverage, for forex rates. The long period
(1000, 750, 500 days) VaRs fail the test, owing to very high
exceptions. Their performance is improved in combination
with the 190 and 125 day VaRs. The 250, 190, and 125 day
VaRs show erratic performance, failing the test.
Fig. 5 presents the returns corresponding to 500 day and
500 þ 125 day VaRs for INR/USD rates juxtaposed with the
daily returns. The drawbacks of VaR and the HS method are
brought out by this figure as well. VaR is inflexible to
percentiles lower than 1%. The HS method, especially theTable 3 Regulatory back test results for INR/USD rates.
Panel 1 1000 Days VaR 750 Days VaR 500
Green zone 4 3 5
Yellow zone 1 2 2
Red zone 1 1 1
Average annual penalty 0.271 0.375 0.2
Panel 2 1000 þ 190 Days VaR 750 þ 190
Green zone 4 4
Yellow zone 2 2
Red zone 0 0
Average annual penalty 0.208 0.208
Panel 3 1000 þ 125 Days VaR 750 þ 125
Green zone 4 4
Yellow zone 2 2
Red zone 0 0
Average annual penalty 0.208 0.208500 day VaR, does not reflect the non-stationarity in
returns.
Results of test of independence
Table 6 lays out the results of the test of independence of
VaR exceptions for S&P 500. None of the VaR methods
showed any dependence at fifth lag, hence those results
have not been reported. A few interesting observations can
be culled from the results. First, all the VaRs, basic and
hybrid, fail to deal with clustered exceptions (especially at
the first lag). This means that the overwhelming popularity
of the HS method could be in danger if the regulator were
to make back testing for exception clustering mandatory.
The hybrids do nothing to redeem the poor performance of
the HS VaR at one lag.
A look at the results for two, three and four lags shows
that the 250 and 190 day VaRs seem to perform better than
the other methods. Similarly, the combination of 190 days
seems to improve the performance of the 1000 and 500 day
VaRs. Thus, there appears to be some merit in going for
shorter observation periods while dealing with the clus-
tering of exceptions.Days VaR 250 Days VaR 190 Days VaR 125 Days VaR
6 5 4
3 4 5
0 1 1
81 0.208 0.35 0.413
Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
5 5
3 4
0 0
0.234 0.278
Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
5 5
3 4
0 0
0.234 0.278
Table 4 Test results of null hypothesis of correct unconditional coverage for S&P 500.
Panel 1 1000 Days VaR 750 Days VaR 500 Days VaR 250 Days VaR 190 Days VaR 125 Days VaR
Overall p for unconditional
coverage
0.1420* 0.0345 0.1353* 0.0884* 0.6914* 0.0000
Panel 2 1000 þ 190 Days VaR 750 þ 190 Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
Overall p for unconditional
coverage
0.5953* 0.9039* 0.8207* 0.9153*
Panel 3 1000 þ 125 Days VaR 750 þ 125 Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
Overall p for unconditional
coverage
1* 0.9048* 0.8236* 0.9159*
* denotes that null hypothesis of correct unconditional coverage cannot be rejected at 5% level of significance.
Table 5 Test results of null hypothesis of correct unconditional coverage for INR/USD rates.
Panel 1 1000 Days VaR 750 Days VaR 500 Days VaR 250 Days VaR 190 Days VaR 125 Days VaR
Overall p for unconditional
coverage
0.0000 0.0002 0.0075 0.0375 0.0008 0.0000
Panel 2 1000 þ 190 Days VaR 750 þ 190 Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
Overall p for unconditional
coverage
0.2169* 0.9048* 0.5102* 0.0143
Panel 3 1000 þ 125 Days VaR 750 þ 125 Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
Overall p for unconditional
coverage
0.2169* 0.4149* 0.3834* 0.0143
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pendence of VaR exceptions for forex rates are presented in
Table 7. All the VaRs show dependence at one lag. The
combination with shorter periods does deal with the
dependence in 1000 and 750 day VaRs but not in 500 and
250 days. Again it seems that shorter periods have the
potential to deal with dependence of exceptions but the
results are mixed. An important difference in the results of
the two series is that the shorter period VaRs do not show
independence of exceptions to the same extent in case of
forex rates as in case of S&P 500.Figure 5 Returns corresponding to 500 day aResults of test of conditional coverage
The last performance measure is the test for conditional
coverage. This is a combined test for unconditional
coverage and independence of exceptions. The results of
the test for S&P 500 are reported in Table 8.
None of the methods, basic or hybrid, pass the test of
conditional coverage. Thus, the revision to quantitative
standards to allow banks to conservatively use short histor-
ical data does not improve the conditional coverage perfor-
mance of the HS VaR methods in case of S&P 500 returns.nd 500 þ 125 day VaRs for INR/USD rates.
Table 6 Test of the null hypothesis of independence of VaR exceptions for S&P 500.
Panel 1 1000 day VaR 750 day VaR 500 day VaR 250 day VaR 190 day VaR 125 day VaR
One lag 0.0015 0.0000 0.0000 0.0000 0.0001 0.0001
Two lags 0.0247* 0.0051 0.3647* 0.2315* 0.2695* 0.4176*
Three lags 0.0015 0.0003 0.0000 0.0209* 0.0279* 0.0044
Four lags 0.2557* 0.0544* 0.0045 0.0209* 0.0280* 0.1190*
Panel 2 1000 þ 190 day VaR 750 þ 190 day VaR 500 þ 190 day VaR 250 þ 190 day VaR
One lag 0.0001 0.0000 0.0000 0.0000
Two lags 0.0847* 0.1358* 0.1725* 0.2315*
Three lags 0.0848* 0.0074 0.0118* 0.0209*
Four lags 0.0848* 0.0074 0.0118* 0.0209*
Panel 3 1000 þ 125 day VaR 750 þ 125 day VaR 500 þ 125 day VaR 250 þ 125 day VaR
One lag 0.0002 0.0000 0.0000 0.0001
Two lags 0.1184* 0.1549* 0.2142* 0.2536*
Three lags 0.0056 0.0004 0.0009 0.0016
Four lags 0.1185* 0.0095 0.0179* 0.0249*
* denotes that the null of independence of exceptions cannot be rejected at 1% level of significance.
Table 7 Test of the null hypothesis of independence of VaR exceptions for INR/USD rates.
Panel 1 1000 Days VaR 750 Days VaR 500 Days VaR 250 Days VaR 190 Days VaR 125 Days VaR
One lag 0.1876* 0.0094 0.0019 0.0014 0.0001 4.70932E-05
Two lags 0.7230* 0.2663* 0.2867* 0.1868* 0.198* 0.6084*
Three lags 0.0335 0.2665* 0.0182 0.0633* 0.8386* 0.6087*
Four lags 0.1882* 0.8589* 0.0019 0.0108 0.055* 0.2172*
Panel 2 1000 þ 190 Days VaR 750 þ 190 Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
One lag 0.2825* 0.2155* 0.0021 0.0002
Two lags 0.4508* 0.5051* 0.4531* 0.2763*
Three lags 0.2829* 0.5050* 0.2816* 0.6146*
Four lags 0.03 0.2159* 0.0301 0.0212
Panel 3 1000 þ 125 Days VaR 750 þ 125 Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
One lag 0.2825* 0.0326 0.0027 0.0002
Two lags 0.4508* 0.2946* 0.4344* 0.2763*
Three lags 0.2829* 0.2948* 0.308* 0.6146*
Four lags 0.03 0.295 0.0358* 0.0212
* denotes that the null of independence of exceptions cannot be rejected at 5% level of significance.
Table 8 Test of the null hypothesis of conditional coverage for S&P 500.
Panel 1 1000 day VaR 750 day VaR 500 day VaR 250 day VaR 190 day VaR 125 day VaR
P Value 0.0022 0.0000 0.0000 0.0001 0.0004 0.0004
Panel 2 1000 þ 190 day VaR 750 þ 190 day VaR 500 þ 190 day VaR 250 þ 190 day VaR
P Value 0.0003 0.0000 0.0001 0.0003
Panel 3 1000 þ 125 day VaR 750 þ 125 day VaR 500 þ 125 day VaR 250 þ 125 day VaR
P Value 0.0008 0.0001 0.0002 0.0004
Table 9 Test of the null hypothesis of conditional coverage for INR/USD rates.
Panel 1 1000 Days VaR 750 Days VaR 500 Days VaR 250 Days VaR 190 Days VaR 125 Days VaR
P values 0.0003 3.628E-05 0.0002 0.0007 2.429E-07 2.761E-11
Panel 2 1000 þ 190 Days VaR 750 þ 190 Days VaR 500 þ 190 Days VaR 250 þ 190 Days VaR
P values 0.262* 0.4610* 0.007 5.154E-05
Panel 3 1000 þ 125 Days VaR 750 þ 125 Days VaR 500 þ 125 Days VaR 250 þ 125 Days VaR
P values 0.262* 0.0731* 0.0076 5.154E-05
* Null of correct conditional coverage cannot be rejected at the 5% level of significance.
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does throw up a winner among the 14 VaRs analysed for the
INR/USD rates, as presented in Table 9. The combined
methods of 1000 and 750 day VaRs with shorter period VaRs
pass the final comprehensive test of conditional coverage.
Conclusion
This paper studies the impact of one of the revisions to the
quantitative standards laid down under the Basel Accord
(Revisions to the Basel II Market Risk Framework, 2009) for
the implementation of internal models for market risk by
banks. The revision allows banks to conservatively combine
short period VaRs with long period VaRs. As far as the
author is aware, this is the first study that examines this
issue. The paper uses the historical simulation VaR method,
which is the most popular VaR method in the industry. A
literature survey of the performance of the HS VaR method
reveals that the method performs well in regulatory back
tests owing to its ability to model fat tails in the data. It
shows a mixed performance in the hypothesis tests of
unconditional coverage and fails tests of independence of
exceptions.
Against this backdrop, the study evaluates the perfor-
mance of the conservative combination method, which as
the author suggests, is allowed by the Basel III revision to
quantitative standards, using two series, namely daily
returns of S&P 500 and daily returns of INR/USD rates. Both
the series are leptokurtic.
As expected, the combination of short and long historical
observation periods improves the performance in regulatory
back tests, resulting in lower penalties. This is true of both
the series. In both the series the lowest penalty is earned by
a combination of 1000 day VaR with 190 day VaR.
The conservative combination also improves perfor-
mance in hypothesis tests of unconditional coverage.
However, the two series show mixed results for different
methods making it difficult to generalise. A common trend
here also is the superior performance of the long (1000 and
750 day) VaRs in conservative combination with short
period VaRs (190 days in particular). Neither the long period
nor the short period VaR methods show this superior
performance when taken individually.
The inability of the HS method to deal with exception
clustering is highlighted by the results of tests of indepen-
dence of exceptions. Moreover, the conservative combina-
tions are not able to enhance the performance of the basic
methods. As a result the VaRs mostly fail the test for
independence and conditional coverage. In the case of S&P
all methods fail the combined test of conditional coverage.
This is not so in the case of forex rates with the test of the
joint hypothesis of unconditional coverage and indepen-
dence of exceptions being passed by the conservative
combination of longer day methods (1000 and 750) and 190
and 125 day methods.
The results of the study have significant implications for
industry as well as regulators. It is clear that the conser-
vative combinations are an improvement over the basic VaR
measure in the case of regulatory back tests. Thus, prac-
titioners will benefit from shifting to the combination. The
combination also improves performance of basic in the
tests for unconditional coverage for the dataset underconsideration. The best seems to be a combination of the
longer period VaRs (1000 and 750 days) with 190 days.
Another important result from this study is that the
shorter period VaRs (190 and 125 days) when taken alone
show poor performance which seems to deteriorate as the
period shortens.
Lastly, industry practitioners and regulators should note
that the combined and basic VaRs fail the tests of inde-
pendence, particularly at one lag. This should prompt
industry to search for alternatives to the HS method.
While the literature survey did not give any evidence of
good performance of HS in tests of conditional coverage,
four methods (1000 þ 190/125 days and 750 þ 190/125)
pass this test in the case of forex rates, underlining the
potential of the combination to improve the performance
of the basic.
An important caveat to this study is that the shortest
historical period examined is the 125 day. Adaption of HS to
incorporate shorter methods can be used to see if further
shortening of the period helps in dealing with exception
clustering.
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