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The 2-meter temperature output (daily mean, minimum and maximum values) of a six-member
regional climate model ensemble and the corresponding observations for three stations in Finland
(Helsinki, Jyväskylä and Sodankylä) are used to produce future temperature projections. Both the
observed ("delta change" approach) and the model scenario ("bias correction" approach) data
series are statistically corrected with several dierent methods. These methods make use of the
statistics of temperature between the 30-year periods of observations, model control and model
scenario simulations, and vary from simple (adjusting of mean) to complex (quantile mapping).
Each month is processed separately. The main projection experiments are I) from 19511980 to
19812010 and II) from 19812010 to 20112040, 20412070 and 20692098. The method-dependent
and to a lesser extent the model-dependent results are evaluated by means of root mean square
error, mean error (mean bias), the location of quantile points, the number of daily frequency indices,
analysis of variance and sensitivity tests.
In near-term projections (e.g. from 19812010 to 20112040) the more conservative delta change
methods slightly outperform the bias correction methods. In mid-term (projections to 2041-2070)
and especially in far-term (projections to 20692098) predictions the bias correction approach is
better in cross validation. The complicated shape of winter-time temperature distributions empha-
sizes the importance of correct handling of the biases compared to southern, less snowy areas. For
that reason the detailed quantile mapping type bias correction approach produces the best results
with predictions scoping to the end of the century.
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Kumpulan kampuskirjasto
Tässä työssä laadittiin skenaarioita päivittäisistä keski-, minimi- ja maksimilämpötiloista tulevas-
sa ilmastossa käyttäen kuuden alueellisen ilmastomallin lämpötila-aikasarjoja ja vastaavia havain-
toaikasarjoja kolmella havaintoasemalla Suomessa (Helsinki, Jyväskylä ja Sodankylä). Delta-
menetelmä korjaa havaittua aikasarjaa mallinnettujen lähimenneisyyttä ja tulevaisuutta edustavien
30-vuotisjaksojen (kontrolli ja skenaario) erolla, harhankorjausmenetelmä hyödyntää kontrolliaika-
sarjan ja havaintojen erotusta ja korjaa skenaarioaikasarjaa. Molemmat menetelmät voidaan toteut-
taa yksinkertaisesti (keskiarvon korjaus) tai monimutkaisesti (kvantiilikohtainen korjaus) tai näi-
den välimuodoilla. Kaikkiaan tässä työssä käytettiin yhteensä kymmentä tilastollista menetelmää.
Kukin kuukausi käsiteltiin laskelmissa erikseen. Tärkeimmät projektiokokeet olivat I) jaksol-
ta 19511980 jaksolle 19812010 sekä II) jaksolta 19812010 jaksoille 20112040, 20412070 ja
20692098. Menetelmien sekä vähemmässä määrin mallien kykyä tuottaa luotettavia ennusteita
tarkasteltiin neliöllisen keskivirheen (RMSE), keskimääräisen harhan, kvantiilipisteiden sijainnin,
päivittäisfrekvenssi-indeksien, varianssianalyysin sekä herkkyyskokeiden avulla.
Lähiajan ennusteissa (esimerkiksi jaksolta 19812010 jaksolle 20112040) "varovaisemmat" delta-
menetelmät tuottavat hieman parempia ennusteita kuin harhankorjausmenetelmät. Keskimittaisis-
sa (jaksolle 20412070) ja eritysesti pitkän ajan (jaksolle 20692098) ennusteissa harhankorjaus-
menetelmä on mallien välisen ristiverioinnin valossa parempi. Koska talvikuukausien lämpötila-
jakauma Suomessa on muodoltaan monimutkainen, vaatii sen korjaaminen tarkempia menetelmiä
kuin eteläisemmillä, vähälumisemmilla alueilla. Tämän vuoksi yksityiskohtainen, kvantiilikorjauk-
seen perustuva harhankorjausmenetelmä tuottaa parhaat tulokset vuosisadan lopulle sijoittuvissa
ennusteissa.
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1. INTRODUCTION
Climate in its complexity is a challenging system for modelers. Simultaneous,
possibly contradicting physical processes, various spatial and time scales ranging
from molecular to global and challenges related to determining the past and even
the current states of the atmosphere raise many questions about the future of the
climate. The most obvious one today is the eect of human impact: not anymore
whether the climatic balance is altered or not, the question of today is how much
it is altered or, if interfered too much, to which extent the changes are irreversible
(Solomon et al. 2009). Dierent scenarios for the possible future human-related
emission forcing have been presented (Naki¢enovi¢ and Swart 2000). They dene
the scope of warming to the end of the century and beyond. Which one we decide
to follow will be revealed during the following decades.
The best existing way to predict the climate for the 21st century is to use compu-
tational climate models. Global general circulation models (GCMs) are a back-
bone that can be used in describing large-scale phenomena and the eect of
changing forcing in the system, i.e. the changes in solar radiation, greenhouse
gas concentrations, sulphate aerosols and volcanoes. Detailed, local predictions
can be produced with regional climate models (RCMs), which are ner in resolu-
tion and can better take into account the local eects, for example the orography
of the terrain. (Rummukainen, 2010)
The real world and modeled representation of it never correspond perfectly to each
other. When modeling the climate and then comparing the model results to the
observations, dierences arise due to problems in modeling, and due to chaotic
nature of many phenomena. Bias, by the denition, is a systematic dierence
between the real value of a quantity and the modeled or measured quantitative
representation of it. In this study the denition is restricted by assuming the
observations to be unbiased. The main point of view is in the biases of the 2-
meter surface temperature's daily mean, minimum and maximum values in all
parts of the distribution: is it possible to recognize them and to what extent
they can be removed reliably from the model results? In the next two sections
a general overview of resolving these issues in the literature is presented, and in
the subsequent sections the results of own bias analysis of RCM simulations in
three stations in Finland are explored.
2. ISSUES OF MODELING THE CLIMATE
2.1 The sources of uncertainty
The relative importance of the uncertainty of the emission scenario grows to the
extent that exceeds the ones related to modeling with predictions that scope
to the end of the century (Räisänen 2007; Yip et al. 2011). As the evolution
of the emissions is mainly determined by the political decisions and is largely
unpredictable, it is mostly not discussed in this thesis.
Depending on the initial conditions, a climate model will end up producing cli-
mate predictions that dier from each other (Wu et al. 2005). This is an implica-
tion of the natural variability of the climate, which may be prominent (Deser et
al. 2010). Other remarkable sources of uncertainty and biases in models are the
inexact representation of some physical processes, and the coarse resolution used
due to computational reasons. In general, increasing the resolution and increasing
the number of participating models enhances the quality of the predictions as the
models on the average cancel the modeling errors. These errors may be shared
commonly with models, which deteriorate the reliability of the results. (Knutti
et al. 2010; van der Linden and Mitchell 2009)
A drawback arising when using ner resolution models is that they are computa-
tionally expensive compared to GCMs. This is tried to evade in a process called
dynamical downscaling, meaning changing the resolution around and over the
area to be studied. It can be done either by gradually densifying the resolution
of a global model locally, or more commonly in a process called nesting, where a
RCM is placed into a GCM to cover the investigation area (Leduc and Laprise
2009). This tting process raises additional issues: for example the interpolation
of the modeled quantities (e.g. temperature, moisture and pressure) from the
driving GCM to the RCM causes problems and uncertainties near the boundaries
of the RCM (Laprise 2008). The nesting process itself therefore acts at least as
a source of uncertainty, and potentially as a source of bias. Many biases of this
type originate mainly either from the driving GCM or from the nested RCM,
with that related to the GCM being most important in many cases (Déqué et al.
2007; Knutti et al. 2010; Déqué et al. 2012).
A common procedure in climate studies is the investigation of a certain baseline
2
period. Here a source of uncertainty is related to sampling. Considering the
length of this baseline period, it should be long enough to describe the present
climate comprehensively. Extremes of the distribution are particularly sensitive
to this, and so might be some if not all the dierent parameters used to describe
the distribution (i.e. mean, standard deviation and skewness). On the other
hand, very small scale variation in the shape of the terrain may cause problems
that can be related to sampling in cases where the information of just one model
grid box is compared to the nearest station (as it is e.g. in this study): for
example, stations situated on a small south-facing slope may suer from warm
bias during summer months, and RCMs having a typical resolution of 25 km may
not able to capture this eect. Proximity of the coasts and the details in the
shapes of coastlines may alter the results as well. Uncertainties of this type are
emphasized when modeling mountainous areas. (Marke et al. 2011; Simola, 2008;
Engen-Skaugen 2007; Früh et al. 2006)
2.2 Existing biases in the ENSEMBLES simulations
In this study the main attention is in RCM simulations of the ENSEMBLES mod-
eling project (van der Linden and Mitchell 2009) covering the European district.
Several types of model biases in temperature have been reported:
 Monthly mean temperature bias values in simulations driven by reanalysis
data are positively correlated with observed monthly mean temperatures,
and it is speculated that the bias would continue growing in future with
higher temperatures. (Christensen et al. 2008; van der Linden and Mitchell
2009; Boberg and Christensen 2012)
 Area-dependent bias variation exists. In general, cold bias is associated to
northern and warm bias to southern Europe with the latter being more
prominent. (Christensen et al. 2008; Dosio and Paruolo 2011; Boberg and
Christensen 2012)
 Based on comparison of simulated and observed climate evolution, biases
are not necessarily constant with time. During winter bias changes occur
in the snow and especially ice covered areas (northern Europe) caused by
biased sensitivity to the changes in surface albedo, during summer bias
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changes occur due to a biased sensitivity of cloud cover and soil moisture
(southern Europe). (Maraun 2012)
 Diurnal temperature variation is underestimated by the models. Underes-
timation is largest in summer and smallest in winter. (Kyselý and Plavcová
2012)
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3. METHODOLOGY
Recently, a wide range of investigations have been conducted to nd the best
way to handle biases in regional model simulations. The two most important
variables to be corrected are temperature and precipitation, and due to dierences
in the way these two distribute, the correction methods used vary accordingly:
the possible temperature range is not suering from the vicinity of the absolute
zero as is the case with precipitation distributions, and temperature distributions
are reasonably well described by the Gaussian distribution. Hence, an additive
correction (where the procedure is based on adding a somehow dened, more or
less constant value to the values of the time series to be corrected) is often used
for temperature and a multiplicative one (where the values of the time series are
multiplied with a somehow dened scaling factor) for precipitation. (Berg et al.
2012; Lafon et al. 2012; Buser et al. 2009; McAfee et al. 2012; Haerter et al.
2011)
In this study, each month is processed separately without mixing values from sur-
rounding months to get insights about features hiding in the annual temperature
cycle, which would have been damped at least in midwinter and midsummer, if
aggregating the data from other months were made. This choice decreases the
total number of days participating to the analysis (e.g. in January 3031 = 930
days) and increases the noisiness. On the other hand, there is neither need to
regard other months' data when interpreting the results.
3.1 Delta change and bias correction approaches
Biases in climate predictions can be corrected in several ways depending on as-
sumptions of the nature of bias. In general, two main approaches to actualize the
procedure are used: delta change and bias correction. The former exploits the
dierences between model's control and scenario periods to correct the observed
data series with it, while the latter corrects the model's scenario period with the
dierence between the observed and the model's control periods. Therefore the
fundamental dierence between the two approaches is the temporal structure of
the resulting time series. Projections based on the delta change approach re-
produce the basic structure of the observed time series, while the projections of
bias correction approach are based on the structure of the model-simulated time
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series of future climate. Delta change is then more conservative as it is not able
to produce very surprising features to the predictions, and one might assume it
to be preferable if climate changes are relatively small (so that inaccuracies in the
description of climate change also remain small), whereas bias correction meth-
ods should be preferred if model biases are small relative to the expected climate
change (so that the biases can be corrected more easily than the climate change
can be taken into account). (Graham et al. 2007; Ho et al. 2012)
Ten dierent methods and one combination method are used in this analysis and
their abilities in producing reliable future projections assessed. Table 3.1 denes
the methods and Table 3.2 collects the most important symbols used. Both the
delta change and the bias correction approaches are symmetric in computing
procedures, so that projections can be produced with the same algorithms by
switching the input time series. Therefore, only the methods M6M10 (i.e. the
bias correction methods) are described here.
Table 3.1 The projection methods used in this study.
M1 Delta change: mean
M2 Delta change: mean + standard deviation
M3 Delta change: mean + standard deviation + skewness
M4 Delta change: quantile mapping using smoothing
M5 Delta change: quantile mapping using linear regression
M6 Bias correction: mean
M7 Bias correction: mean + standard deviation
M8 Bias correction: mean + standard deviation + skewness
M9 Bias correction: quantile mapping using smoothing
M10 Bias correction: quantile mapping using linear regression
B4 Straight combination of methods M5, M6, M9 and M10
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Table 3.2 Symbols and their explanation.
o (observations) Observed daily temperature values of the baseline period
p (projection) Transformed daily temperature values
c (control) Model's daily temperature values of the baseline period
s (scenario) Model's daily temperature values of the projection period
x Generic symbol for time series of daily temperature values
xi Individual values in a time series
x Time mean over a period
stx Standard deviation of a data series
skx Skewness of a data series
n Number of values in a time series or total number in general
Fx Cumulative probability function of a time series
F 1x An inverse of the previous
z Quantile of a distribution, z 2 [0; 1]
3.2 Adjustment of parameters
3.2.1 Method M6: correction of mean
pi = si + (o  c+ s) (3.1)
The bias is considered to be mainly caused by the error of the mean value. This
method is not very commonly used in climate change impact studies. Instead,
the corresponding delta change method M1 is the most traditional way to correct
simulation results. For examples, see Bergot et al. (2004); Lenderink et al.
(2007); Lettenmaier et al. (1999); implicitly in Arnell (1998); McAfee et al.
(2012).
3.2.2 Method M7: corrections of mean and standard deviation
pi = (si   s) sto
stc
+ (o  c+ s) (3.2)
Biases are characterized by two parameters: mean value and standard deviation.
A multiplicative correction of the standard deviation is used rather than additive
to avoid negative values of the parameter. For the delta change applications, see
Leander and Buishand (2007); Shabalova et al. (2003).
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3.2.3 Method M8: corrections of mean, standard deviation and skewness
When going further in searching potential biases in model runs, skewness of a
distribution can also be investigated and corrected. However, measuring and
dening the skewness can be done in many ways and it is not thus as accurate and
unique as mean and standard deviation. Here, a common denition of skewness
is chosen:
skx =
1
n
nP
i=1
(xi   x)3
st3x
(3.3)
Called third moment skewness, this denition is a step towards a more accurate
description of the shape of the distribution. Very odd-shaped ones may still not
be well described.
skp = sko + sks   skc (3.4)
An additive correction to the skewness can be applied, but because of the am-
biguous nature of the parameter, there is no any intuitively easy way to reach
the correct value. An iterative algorithm introduced by Ballester et al. (2010) is
chosen. It is based on nding a correct (Kelvin scale) value for an exponential
factor a > 0 in expressions
xi = + [xi  min(x)]a (3.5)
xi =   [max(x)  xi]a ; (3.6)
where the selection between the two ones is determined by the need of increasing
(3.5) or decreasing (3.6) skewness of the time series to be corrected. As this proce-
dure changes also mean and standard deviation, their corrections are made after
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the correction of skewness. The method produces good results when correcting
the control period values with simulated changes (Ballester et al. 2010).
3.3 Quantile mapping
3.3.1 Method M9: quantile mapping using smoothing
The shape of the distribution is taken into even closer examination. The cumu-
lative distribution functions Fo and Fc are compared against each other to form
the mapping function, which is then used to correct the model scenario period
series (Figure 3.1):
pi = F
 1
o (Fc(si)) (3.7)
Before that, to reduce noise, a running averaging is applied to Fc and Fo:
~Fx(z) =
min(z+D;1)R
max(z D;0)
F 1x (z)dz
min(z+D;1)R
max(z D;0)
dz
(3.8)
The parameter D used in dening the averaging range has a value 0.05, which has
been found to work well in cross-validation analyses (Räisänen and Räty 2012).
As a side eect, the procedure makes the distributions narrower. In both ends of
the mapping function a linear extrapolation is performed such that the dierence
between F 1o and F
 1
c remains constant (Figure 3.1 b)) to resolve the question
about temperatures that drop below (z < 0) or rise above (z > 1) the dened
range (Boé et al. 2007).
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Figure 3.1 Quantile mapping procedure. Each black cross represents a single
quantile value, and blue and red lines the projection functions tted to that data.
In methods M4 and M5 the observed data series is projected from models' baseline
period to models' scenario period, and in methods M9 and M10 the models' sce-
nario data series is projected from models' baseline period to the observed period.
(Räisänen and Räty 2012)
3.3.2 Method M10: quantile mapping using linear regression
Instead of the running averaging (3.8) used in method M9, the quantile-quantile
data is smoothed coarsely with a linear regression t (Figure 3.1 b)). (Piani et
al. 2010b; Berg et al. 2012)
3.3.3 Method B4: combination of methods M4, M5, M9 and M10
This combination method was previously demonstrated to be successful in cross-
validation (Räisänen and Räty 2012) and it is therefore included in some parts
of the analysis. Where applied, the results calculated with methods M4, M5, M9
and M10 are averaged and this combination is then used in further investigations.
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Quantile mapping methods are partly additive and partly multiplicative. For
example, in methods M5 and M10 (the methods using linear regression) the
additive part of the correction can be interpreted as being produced using the
average vertical distance from the regression line to the 45 center line, and the
multiplicative part with the tilt between these lines. This feature causes the
mean value of the projections dier from that of the projections produced with
methods correcting the rst one, two or three moments (i.e. the methods M1M3
and M6M8) of the distribution.
With method M9 the correction is expected to be more reliable with near-term
than far-term projections, as the distribution to be projected (Fs) resembles well
the projecting distribution (Fc): with far-term projections the mean of the sce-
nario period is shifted upwards, and a greater portion of the projection is pro-
duced with the extrapolated, additive upper part of the projecting function (Fig-
ure 3.1 b)). In the theoretical worst case, with very strong shift in the mean, the
whole distribution would be projected with the extrapolated part of the quantile-
quantile relationship and the information located elsewhere is not utilized at all.
With method M10, depending on the tilt of the linear regression, the far-term
projections may tend to disperse from the projections produced with other meth-
ods because of the method's multiplicative nature. In other words, methods M9
and M10 do not assume the mean bias to be constant over time. (Berg et al.
2012)
The corresponding delta change methods (M4, M5) behave partly the same way.
One might assume the more detailed one, method M4, to work well if the project-
ing distribution (Fc) and that to be projected (Fo) resemble each other well, i.e.
the dierences between the observations and model's control period are small,
and if the climate change mainly happens in mean and to a lesser extent in other
parameters of the distribution (standard deviation and skewness). In that case,
independently of the timing of the scenario period, the projection is always pro-
duced so that the need to use the extrapolated tails of the projection function
is slight (Figure 3.1 a)). The potentially worst possible case with method M4
is when the bias in the mean is very large: the projecting distribution and that
to be projected are located far from each other and the projection is completely
made with the extrapolated part of the projecting function.
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Comparing methods of the linear regression, the multiplicativity is reduced and
the additivity is enhanced when using method M5 instead of method M10 so
that the bias is handled as a more conservative quantity, and mean values should
resemble more the ones produced with parameter-based methods (M1, M2, M6
and M7).
3.4 Other methods
All the quantile mapping methods, and if the shape of the center part of the pro-
jection function is considered important, especially the methods using smoothing
(M4, M9) are likely to suer from the fact that they are not, in practice, linked to
the distribution to be projected. Malfunctioning is then expected if the quantiles
z of that distribution locate far from the corresponding quantiles of the projec-
tion function. A delta change -based solution to this problem is presented in the
study of Amengual et al. (2012):
Fp(z) = Fo(z) + (s  c) + sto
stc
 [(Fs(z)  Fc(z))  (s  c)] (3.9)
pi = F
 1
p (Fc(oi)); (3.10)
where the projection is carried out rst by adjusting each quantile value in Fo(z)
with the change of mean and multiplicatively corrected change in variability to
form the projecting Fp(z), and then adding the quantile-dependet change to each
daily observation oi to get the projection pi in the normal mapping way. By the
denition, there is no need to extrapolate the tails of the projection function, and
the method is especially ecient with odd-shaped distributions when compared
to the results attained with the more regular quantile mapping (method M9)
(Amengual et al. 2012).
Piani et al. (2010a,b) used probability density function ttings to approximate
the shape of the distribution: this tting was then used to produce the cumu-
lative distributions and the projection function. Smoother projection functions
take into account the predicted changes in the overall shape and reduce the po-
tentially harmful eect of the random uctuations. Several candidates for the
12
best projection function ("a spread of transfer functions") can be derived by dif-
ferently weighting the combination of linear t (M5, M10) and the smoothed but
still more detailed function ("M4", "M9").
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4. DATA DESCRIPTION AND TOOLS FOR ANALYSIS
4.1 Models
A 6-member set of regional climate change simulations (Table 4.1) from the EN-
SEMBLES project (van der Linden and Mitchell 2009) is chosen with shared
emission forcing scenario A1B (Naki¢enovi¢ and Swart 2000), which is a rep-
resentation of the future of relatively rapid economic growth. The dierences
arising from model runs are thus caused only by the dierences in model parame-
terizations and e.g. the problems related to the nesting approach (Laprise 2008).
To maximize the independence of the results, regional models (RCMs) are chosen
so that each is run under a dierent driving general circulation model (GCM).
Table 4.1 Contributing regional climate models with driving global models.
Institution RCM Driving GCM Acronym
CNRM Aladin ARPEGE_RM5.1 CNRM-RM5.1
ETHZ CLM HadCM3Q0 ETHZ-CLM
HC HadRM3Q3 HadCM3Q3 METO-HC_Q3
HC HadRM3Q16 HadCM3Q16 METO-HC_Q16
MPI REMO ECHAM5-r3 MPI-M-REMO
SMHI RCA BCM SMHIRCA
The data is available on a computational 0.22 degree rotated pole grid with 25
km resolution. In this study it is used in interpolated, regular 0.25 degree lon-lat
form. The simulation period is from 1951 (1961 in SMHIRCA) to 2099 or 2100,
and the nesting area common to all models covers European countries and some
parts of northern Africa and western Russia. Interpolation from grid points to
the station locations is done using a variant of the nearest neighbor method: for
each station location, the one of the nearest 9 model grid boxes is chosen that has
the largest fraction of land. This procedure is used to avoid accidentally choosing
a model grid box dominated by water. (Räisänen and Räty 2012)
4.2 Observations
Daily mean, minimum and maximum temperatures from Helsinki, Jyväskylä and
Sodankylä were used. The data were provided by the Finnish Meteorological
Institute. Complete data series for Helsinki and Jyväskylä were available from
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1951 to 2012 and for Sodankylä from 1959 to 2012: in those parts of the analysis
that use data for 1951-1980, Sodankylä was excluded. At least 98% of the data
was valid in all cases, in most cases at least 99%, and invalid values were replaced
with the value of the preceding day.
The Helsinki station is situated at the southern coast of Finland, Jyväskylä in
central or south-central Finland with about 200-300 km to the Baltic Sea coasts
and with surrounding medium-sized lakes, and Sodankylä in northern Finland
having the most continental climate of these three stations. The distance between
Helsinki and Jyväskylä is about 230 km and between Jyväskylä and Sodankylä
about 580 km. The locations of the stations can be seen in Figure 4.1.
Figure 4.1 Locations of the stations in Finland with corresponding distances to
the sea level.
4.3 Indices dening the climate
To get a comprehensive set of viewpoints, several climatic indices were chosen
to dene, restrict and highlight dierent parts of the distribution. To maintain
the comparability these indices were kept the same in all stations, even though it
would have been justiable to let e.g. the denition of cold temperatures depend
on the part of the country. The locations of 1%, 10%, 50%, 90% and 99% quantiles
in cumulative probability distributions are used to demonstrate the tails and the
middle part of the distribution. Frequencies above or below of a certain threshold
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temperature value were used as well: for example the behavior of maximum and
minimum temperatures around 0 C tells about the conventions of either a single
model or a model ensemble to handle freezing and melting processes. In general,
there is a peak in frequency for near-zero temperatures, which may therefore
skew the distribution. The zero-level indicator, giving the frequency of days
when maximum and minimum temperatures are of dierent sign, demonstrates
the treatment of these phenomena. Indice values are calculated from monthly
data and in some analyses they are integrated over the twelve months to get the
yearly sums.
4.4 Evaluation methods
ME = A (hzproji   zobs) (4.1)
Mean error dened above is used to depict the error on the average. It takes
into account the sign of the error and, when considered systematic, is called bias.
(4.1) is applied when calculating the dierence from the projected quantiles to
the observed quantiles. hzproji denotes the ensemble mean of the nmod models.
A() may refer to averaging either over quantiles, months, methods or stations, or
over some of these, or over all of these.
RMSE =
q
A
 
[hzproji   zobs]2

(4.2)
Root mean square error measures the goodness of the predictions compared to the
observations. The squaring turns all negative values to positive and big dierences
independently of the sign increase the RMSE relatively more than the smaller
ones. The interpretation of the RMSE is straightforward: the smaller the values,
the better. A() is used analogously to (4.1).
RMSE =
q
A
 
[zproj   zobs]2

(4.3)
In some applications, the dierence is calculated for all individual models for
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comparison. In these cases A() includes also averaging over the models.
RMSECross =
q
Atot
 
[hzproji   zver]2

(4.4)
When assessing the capability of the methods to correct each model's future sim-
ulations separately, RMSECross is used similarly as in cross-validation procedure
described by Räisänen and Räty (2012): each model run is set to represent the
future, one at a time, and dierent methods are applied to predict the future
distribution of temperatures in this model using the baseline data for this model
and both the baseline and future simulations of the remaining models. RMSE
statistics are then calculated, and the results are averaged over the models. With
RMSECross, hzproji is the ensemble mean of the nmod   1 projections and zver
the quantiles of the verifying model. Atot() is the total average over quantiles,
months and nmod choices of the verifying model.
Vtot = Vmet + Vmod + Vint : (4.5)
Vmet = Amet
 
(Amod(x)  Amod;met(x))2

; (4.6)
Vmod = Amod
 
(Amet(x)  Amod;met(x))2

; (4.7)
Vtot = Amod;met (x  Amod;met(x))2 (4.8)
Analysis of variance is used to study the origins of the dispersion in the re-
sults. Total variance Vtot is decomposed into components corresponding to the
method-related, model-related and the residual, called (model-method) interac-
tion variance, which illustrates how the models and methods dependently to each
other contribute to the total variance. The division to the components is brought
by using mean values calculated over models and methods (Amod;met()), models
alone (Amod()) and methods alone (Amet()) in the denition of variance. (Déqué
et al. 2012; Räisänen and Räty 2012; Yip et al. 2011; Déqué et al. 2007)
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5. RESULTS
Several projections were made to gather information from dierent parts of
the model runs. Observations are utilized as a reference in quality assess-
ments (RMSE) of dierent methods and models in experiments considering past
decades: integrated cross validation results (RMSECross) tell about the goodness
of the methods when compared against nmod dierent representations of the fu-
ture. For comparison, RMSECross results are calculated also for the analyses of
the past decades.
The detailed set of projections is presented in Table 5.1. Each model is considered
equally valuable getting a weight 1/5 in experiments i), ii) and iii) with excluding
SMHIRCA due to too short a simulation range, and 1/6 in experiment iv) with
all models included.
Table 5.1 Projection experiments.
Projection experiment Baseline
period
Projection
period
Tmean Tmin Tmax nstat nmod nmet
i) Parameter 19511980 - X - - 2 5 -
sensitivity to the 19571986 - X - - 2 5 -
choice of the 19631992 - X - - 2 5 -
baseline period 19691998 - X - - 2 5 -
19812010 - X - - 2 5 -
ii) Observed history: 19511980 19812010 X X X 2 5 11
the ability to
reproduce near-term
climate changes
iii) Sensitivity of 19511980 20692098 X X X 2 5 10
far-future projections 19691998 20692098 X X X 2 5 10
to the choice of the 19812010 20692098 X X X 2 5 10
method, model and
baseline period
iv) Climate 19812010 20112040 X X X 3 6 10
projections for near 19812010 20412070 X X X 3 6 10
and far future 19812010 20692098 X X X 3 6 10
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5.1 Observed history: the ability to reproduce near-term climate
changes
5.1.1 Parameter sensitivity to the choice of the baseline period
Depending on a models' ability to react realistically to changes in more or less
realistically represented forcing, and assuming that the climate change signal is
strong enough compared to the internal variability of the climate, those reactions
should be seen in changes of the parameter values of distributions, and they
should be close to the observed values. However, this is only partly the case
as seen in Figure 5.1, which shows the observed and modeled parameter values
in Jyväskylä: the biases are not constant over time. This is a challenge when
correcting the bias empirically, as most of the correction methods assume that
the dierence between the real world and the modeled representation of it is
nearly or totally conservative quantity over the time, reaching from the baseline
period to the projection period.
Figure 5.1 The three main parameters describing the 30-year baseline periods
in Jyväskylä. Models are represented uncorrected, and values are calculated from
the daily mean temperature data and averaged over months and period-dependent
years.
Averaging over the model ensemble (gray color in Figure 5.1) reduces the biaseness
compared to single model results, but it does not remove it and it is important to
keep in mind the somehow wide variability between the dierent climate models.
Some part of this variability may arise from the length of the period: even though
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a 30-year series is generally used, it might not be long enough to balance out the
natural variabilities of the real (Simola 2008) and modeled climate systems. When
producing long-term climate predictions that have strong signal-to-noise ratios,
it might be justiable to use at least longer baseline (with temperature change
during the period being small) and perhaps also longer projection periods, even
with the risk of losing some of the climate change signal (temperature change
during the projection period being more notable). Short-term predictions would
also benet from a longer baseline period.
5.1.2 Model behavior prior to corrections
Although projecting to the very near future might not be especially informative
regarding the climate change signal, it is the only way to test the methods and
models if comparing against the observed history is preferred. Two independent
30-year periods were available for this purpose: the previous, 19511980 is the
baseline and the latter, 19812010 is the projection period in these studies.
A typical example of the participating model results of Tmean without corrections
can be seen in scatterplot diagrams in Figure 5.2. In general, the cold bias is
evident with all models as the locations of the median (the largest circles) and
the 10% and 90% quantiles (the second largest circles) stay uniformly below the
observed values, regardless of the model. However, in Jyväskylä this is not so
clear with METO-HC_Q16 and MPI-M-REMO, although variability in these
simulations is smaller than that observed (see also Figure 5.1). CNRM-RM5.1
and METO-HC_Q3 show too much warming from 19511980 to 19812010 both
in Helsinki and Jyväskylä in quantiles 110%. MPI-M-REMO shows cooling,
instead of warming as it should, in the warm tail of Tmean in Helsinki and
Jyväskylä.
In general, the observed climate change around the year seems to have happened
additively as all the quantiles have slightly shifted upwards from the 45 center
line, with approximately the same amount in all parts of the distribution. In
Jyväskylä there is also multiplicativity, as the cold tail has not shifted as much
as the warm tail. The most pronounced warming has happened during spring
with a notable notch in near-zero temperatures, likely indicating faster melting
of snow.
20
Figure 5.2 Uncorrected modeled (red) and observed (purple) quantiles of Tmean
in Helsinki in April in all participating models and in the periods 19511980 (hor-
izontal axis) and 19812010 (vertical axis). The largest circles show the location
of median (50%) and the second largest the locations of 10% and 90% quantiles.
5.1.3 Validation of the performance of the methods
In general, models indicate warming in mean of Tmean which though slightly
lags behind the actual values (Figures 5.1 and 5.2). Therefore, in most cases the
methods that conservatively suppose the bias to be constant, fail in reaching the
level of the warming. Again, the behavior of the skewness parameter seems to
be worrying considering especially the methods M3 and M8: while the models
on the average (but not all individual models) indicate a decrease in left-tailed
skewness (i.e. the negative values grow less negative over time), in reality the
left-tailed skewness increased. The standard deviation seems to be more or less
constant over time with no major anomalies to any direction. However, the
models contradict this by showing decreasing of the values on the average.
The ability to produce place-dependent, reliable projections was assessed by the
means of ME (4.1) and RMSE (4.2) for all methods. The latter is shown in
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Figure 5.3. General viewpoints noted from the analysis:
 Regardless of the method, all projections resemble more the observed 1951
1980 distribution (not shown) than the observed 19812010. Several reasons
explain this: the most important is 1) the model ensemble inability to reach
the amplitude of the change in mean. In addition to this, 2) the sampling
uncertainties related to 2.1) the choice of the baseline period and 2.2) the
choice to use one station and one grid point to illustrate the climate of a
larger area add their contributions to the error. From Figure 5.1 it can
be seen that at least with standard deviation and skewness parameters the
item 2.1) is important: not only they vary between the periods, additionally
the models seem not to be able to predict the direction of their changes.
However, for both standard deviation and skewness, the sign of change
varies between the models, suggesting thatthe apparent discrepancy might
be explained simply by internal variability.
 Variation between the two stations is notable, and RMSE values in
Jyväskylä are greater in general. It is likely that the coastal location of
Helsinki equalizes the temperature extremes, which are dicult to simulate
correctly (Kjellström et al. 2007; Lobell et al. 2007) and hence to project
in a stable way.
 Mean temperatures are more stable than daily minimum and maximum
values and their RMSE values are thus slightly smaller.
 Traditional delta change methods (M1M5) excel compared to bias correc-
tion thinking (methods M6M10) with all variables. This is revealing about
the models and their weak ability to make accurate place-dependent projec-
tions despite of dynamical downscaling. Instead, they seem to have more
potential when producing information about changes in the delta change
way. However, with projections reaching further the situation seems to
change favoring the bias correction approach (Räisänen and Räty 2012; see
also Chapter 5.2).
 In general, projections based on the multimodel ensemble outperform no
change -thinking (horizontal lines in Figure 5.3), at least if method M6 is
excluded. Projections based on single models are, on the average, also useful
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Figure 5.3 12-month mean RMSE compared to the observed 1981-2010 (bars)
and RMSECross compared to modeled 1981-2010 (crosses) correspondingly. Hor-
izontal lines indicate the observed dierence between the periods.
(based on equation 4.3), when using the delta change approach (M1M5)
but not for the bias correction approach (M6M10) (not shown).
 RMSECross gives worse results for method M1 than RMSE because the
models, in general, predict more changes in standard deviation and skewness
(Figure 5.1) than was observed: method M1 is the most conservative of all
and it benets from the minor or negligible changes in the observations of
these parameters.
 Methods M1 and M6 are the best and worst in terms of the RMSE. Method
M1 succeeds both in Helsinki and Jyväskylä and is able to improve projec-
tions despite of the possible and supposable errors in sampling. This is an
encouraging result, presuming that the observed and modeled trends of the
mean are statistically signicant (Figure 5.1) and sampling uncertainty is
negligible, implying that short-term climate changes
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 appear in change of the mean
 can be predicted with climate models at least qualitatively
 can be projected convincingly by manipulating the observed baseline
period data set.
As the superiority of the method M1 is so clear and unexpected (Räisänen and
Räty 2012), an extra projection experiment was conducted to see the eect of
the cold winters of the late 1980s to the RMSE. The baseline period was kept
the same (19511980) but the rst ten years (19811990) were excluded from the
projection period: this did not change the relative order of the methods.
Figure 5.4 ME and RMSE in dierent parts of the distribution of Tmean.
Values averaged over 12 months and ve models.
When assessing the quality of the projections by the means of ME and RMSE
in dierent parts of the quantile distribution (Figure 5.4), some interesting points
can be noted. High values of RMSE in both tails of the distribution tell about
the diculty in projecting the extremes. Method M6 is not only poor in both
ends: additionally its behavior is strongly location-dependent regarding to ME.
Combination method B4 is slightly better on the average than the methods it
is built with and seems also to work relatively well in tails. A similar analysis
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has been made to the four main seasons (DJF, MAM, JJA, SON, not shown).
Method M1 works best in both tails throughout the year, losing its superiority
from time to time around quantiles 3080%, but the overall relative order seems
to be systematic, ranking method M1 the best, and with descending order some
quantile mapping method, B4, remaining quantile mapping methods, methods
of standard deviation (and skewness) correction, and method M6, which should
be used only as a reference in model studies. Observed and projected dierences
between the two periods are quite similar between the two stations but noisy
when comparing dierent seasons, implying that seasonal changes in a near-term
projection have a poor signal-to-noise ratio. Capturing this weak signal might be
unrealistic.
A detailed representation for theME in each quantile and month for methods M1
and M6 can be seen in Figure 5.5. As expected (Section 5.1.3), projected values
lie in between those observed in the two periods, and the projection errors of
the two methods resemble each other when comparing to the observations 1981
2010. In reality the most pronounced warming has happened during the rst half
of the year with some exceptions (January at 05%, June in all quantiles), while
the warming in the other half of the year has been smaller through the periods,
especially around the center parts of the distributions. The latter results into good
monthly projections as the climate change signal in mean is rather weak according
to the models. The observed monthly changes have a random component (as
evidenced by the cooling in June) causing noise to the results. This implies that
the monthly window in corrections is too narrow and should be smoothened with
inclusion of the data from the surrounding months. Räisänen and Räty (2012)
used two months, which was shown to give better results than one month window:
Berg et al. (2012) used two months as well. On the other hand, in general, the
observed monthly changes are similar in all quantiles, giving high expectations
for those delta change methods that additively correct the distributions, if the
amount of the correction is correctly simulated, and for the method (3.10) used
by Amengual et al. (2012), which corrects the changes quantile-by-quantile.
The results achieved with individual models dier from the ensemble mean (not
shown). With all models the inter-month variation is stronger than with the en-
semble mean. In general with method M1, CNRM-RM5.1 and METO-HC_Q3
are most accurate both in Helsinki and Jyväskylä due to most pronounced simu-
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Figure 5.5 Monthly bias (ME) of daily mean temperature for each quantile in
projections from 19511980 to 19812010, calculated with methods M1 and M6
which are rated the best and the worst. Also shown is the observed dierence
between the two periods.
lated warming, while the other models retard with that. Method M6 reveals the
quantile-dependent weaknesses of the models: ETHZ-CLM and METO-HC_Q3
show strong cold bias in quantiles 040% and MPI-M-REMO in quantiles 40
100%. Seasonal underestimation of the warming during JanuaryMay is most
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prominent with ETHZ-CLM and METO-HC_Q16.
5.1.4 Changes in the distributions
Figure 5.6 depicts how all the eects mentioned make the tails and the center part
of the distribution move. Monthly, model-dependent values can be seen projected
with the two methods ranked the best (method M1) and the worst (method M6).
Corresponding analysis has been conducted for all methods averaged over models.
Notices arising from these:
 Dierent methods do not stand out due to weak climate change signals
apart from method M6, which supposes that the distribution produced by
the models is similar in shape and width to the observed one, needing only
correction of the mean. This assumption is clearly not adequate and is most
vulnerable in warm tail in summer and in cold tail in winter (Christensen
et al. 2008). This is most clear with the daily maximum values (Figure 5.6)
and with method M6 predicting more variation between the stations, be-
tween the parts of the distribution and between the months, than the other
methods.
 Where the center part of the distribution is easy to handle for all models and
for all temperatures (Tmean, Tmin and Tmax) due to the clear proximity
of (corrected) mean and median, there seem to be tendencies to exaggerate
or depreciate both tails, especially in the summer, causing method M6 in
general follow these overestimations. METO-HC_Q3 has the most severe
problems with summer extreme temperatures and MPI-M-REMO clearly
underestimates the values of the cold tail around the year.
 As the bias in the tails of the distributions is clearly depending on the
season, it is benecial to correct it season-by-season or month-by-month
using methods that correct the variability.
An example of the indices for the frequencies of dened restricting temperature
values can be seen in Figure 5.7, which represents the results interpreted by the
methods. The tendency of the models to exaggerate the variability (the range
of the distribution) in the summer and denigrate it in the winter can be seen
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Figure 5.6 The 1%, 50% and 99% quantile values of Tmax in 19812010 pro-
jected with the methods M1 and M6, according to all models, as a function of the
month. Black and grey colors indicate the observations of the two periods.
in the limiters that catch the extremes (Tmax > 30C and Tmin < 20C): the
results attained with method M6 disperse the most from the others and the ob-
served values. Methods M1 and B4 are in good agreement with the observations
in general. In Helsinki, the rate of the observed warming indicated by an in-
crease in the frequency of Tmax > 25C and Tmean > 20C is more notable
during JulyAugust than in Jyväskylä, and this change is underestimated by the
corrected model ensemble. One of the models, MPI-M-REMO, emphasizes the
variation of the zero-level indices (not shown). The frequency of near-zero tem-
peratures is overestimated by the model, and the resulting distribution is then
skewed towards these values. Bias correction methods M6, M7, M8 and M10 are
especially vulnerable to this phenomenon: if the modeled control and scenario
distributions are strongly distorted locally, the correction procedures aecting
the whole distribution are not able to handle the error correctly. Instead method
M9 is ecient in correcting this kind of stationary, temperature-dependent bias
even with far-term projections, where the climate change signals are strong but
not likely to alter for example the icing-melting processes that are responsible for
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the strong distortion (skewness) in MPI-M-REMO simulations.
Figure 5.7 Daily frequency indices in Jyväskylä. The values are calculated for
the 5-model ensemble mean, and they indicate the number of days per month when
the condition mentioned is fullled. Observed values and methods M1 and B4 are
presented with lines.
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With delta change approach, strong anomalies in some narrow part of the distri-
bution to be corrected (the observations) may deteriorate the results if there is
a strong simulated change in mean (or standard deviation), this change is used
to correct the observations, and the narrow anomaly is shifted away from the
temperature range where it should remain due to physical reasons. In general,
the amplication in near-zero values in observed distributions is notable (Fig-
ure 5.8), and the eect of this phenomenon on the methods M1M3 is signicant
with strong climate change signals, at least in these three stations situated above
60N where the snow cover either dominates the yearly cycle or at least plays a
major role in it: the shape of the frequency distributions for example in central
Europe, where near-zero temperatures are scarce, is much smoother (Fischer and
Schär 2009).
Figure 5.8 Frequency distributions of observed Tmean in three dierent stations.
Values cover 12 months and 30 years.
5.1.5 Analysis of variance for projections from 19511980 to 19812010
Analysis of variance (an example seen in Figure 5.9) tells about the sensitivity of
the quantiles to the choice of the method and the model. The method-dependent
and interaction variances are in general more prominent with bias correction
methods in all parts of the distributions, reecting the fact that the intermodel
variability in the shapes of the distributions is also prominent: with bias correc-
tion there is nmod = 5 dierent distributions to correct. With delta change, there
is only one (the observed) distribution, and it is likely that the methods handle
it more gently as the simulated changes in near-term predictions are weak. This
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method-dependent variability is greatly reduced within both approaches when
the simplest methods M1 and M6 are excluded from the analysis. Instead, the
exclusion of the quantile mapping methods using linear regression (M5, M10)
does not change the variation nearly at all (not shown). With these, the correc-
tions of mean and standard deviation seem to produce projections that resemble
the ones produced with the other methods which belong to the same main group
(delta change vs. bias correction) and alter the shape of the distribution (M2M4,
M7M9).
Figure 5.9 Relative contributions of models (red shading), methods (blue) and
the interaction of these two (grey) to the annual total variance in dierent parts
of the distributions of Tmin (1st and 4th columns), Tmean (2nd and 5th columns)
and Tmax (3rd and 6th columns) with dierent method combinations: delta
change methods on the left (columns 13) and bias correction methods on the
right (columns 46). Top row shows the contributions when all methods are in-
cluded and bottom row the same with M1 and M6 excluded. Values averaged over
Helsinki and Jyväskylä.
The behavior of the three variables (Tmin, Tmean and Tmax) is surprisingly
uniform, not only in qualitative terms but also in absolute units of variance
(Figure 5.13 in Section 5.2.4). With delta change approach (M1M5) the total
variance reaches its minimum of near 0.3 C2 near the 60th percentile and in-
crease towards the both tails with more rapid increase near the cold tail; with
bias correction (M6M10) it is at minimum (0.5 C2) near the 70th percentile and
increases much more rapidly towards the tails. The method-related and interac-
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tion variances among the bias correction methods are larger in absolute units
than those for the delta change methods.
5.2 Climate projections for near and far future
When interpreting the far-future projection results scoping to the end of the
21st century, it is important to remember their strong sensitivity to the scenario
forcing, whereas the predictions reaching to around the middle of the century are
much more immune to the choice of that forcing. (Meehl et al. 2007; Yip et al.
2011)
5.2.1 Model behavior prior to corrections
In addition to the strong warming in mean, the models show decreases in standard
deviation and negative skewness (Figure 5.10) both in Helsinki and Jyväskylä.
The signals with all models and parameters are stronger in future periods than
in the past (Section 5.1.1). The most pronounced warming in mean and the
narrowing of the distributions are expected to happen in winter, and the change
towards less negative or more positive skewness constantly around the year.
5.2.2 Sensitivity of far-future projections to the choice of the method, model and
baseline period
Depending on the choice of the baseline the projection results vary, and according
to the analysis of variance (Section 5.2.4), the variation between the model results
grows moderately towards the end of the century. As most of the methods assume
the bias conservation, the inter-model variation causes also the corrected results
to vary. To investigate the sensitivity of the results to all these variations, a set
of projections to 20692098 were produced with three dierent baselines: 1951
1980, 19691998 and 19812010. As an example, a chart of indices is presented
in Figure 5.11.
Despite of the variation between the observed periods, the variation between
the projections produced with one method is less prominent compared to the
variation between the dierent methods in general. This is a consequence of well-
simulated control (baseline) periods: though the results are biased, the bias is
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Figure 5.10 The three main parameters describing the distribution of daily mean
temperatures in Helsinki. Models are represented uncorrected, and values are
calculated from the daily mean temperature (Tmean) data and averaged over the
models (top row) and the months (bottom row) and ve 30-year periods.
well conserved over the dierent baselines and the choice of that period is less
important compared to other sources of uncertainty. With near-future projections
the relative importance of the choice of the baseline is likely to grow.
The overall variation is dominated by the models in all indices. Considering the
extremes (Tmax > 30C, Tmax > 25C, Tmin < 15C and Tmin < 20C), the
importance of the choice of the method becomes clearer: methods M1 and M6
stand out from the others by exceeding the baseline-dependent variation in general
in both stations (Helsinki and Jyväskylä) and with the most clear dispersion in the
cold tail of Tmin, where method M1 predicts the least and method M6 the most
warming. Method-related variation of the warm tail of Tmax is less systematic
between the two stations, but method M1 seems to predict slightly less warming
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Figure 5.11 Monthly frequency indices in Jyväskylä during 2069-2098 according
to the ve-member model ensemble projected with methods M1, M6 and M9 from
three dierent baseline periods.
there compared to other methods.
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5.2.3 Validation of the performance of the methods
The cross-validation procedure used to test the performance of the methods may
be misleading if the modeled representations of the future are strongly unphysical.
For example with poorly simulated icing-melting processes the methods intended
to correct these distortions would not be able to reach their full potential. In
addition to this, RMSECross data is produced with no links to the observations,
and it is possible that the models share the same, common errors (Räisänen
2007). However, if the models are expected to perform well on the average, the
assumption of their ability to represent possible realisations of the future climate
is valid.
As a sensitivity test, the cross-validation for three future periods was conducted in
two ways: with (1) a baseline 19511980 and projections to 19812010, 20112040
and 20412070 and with (2) a baseline 19812010 and projections to 20112040,
20412070 and 20692098. The results for (2) are shown in Figure 5.12 (part
(1) is only shown for for the near-term projection). Corresponding analyses for
individual seasons are given in Appendix A. It is found that:
 Due to smaller forcing uncertainty, the former (part (1)) projection set pro-
duces smaller RMSECross values with far-term projections than the latter.
With near- and mid-term projections the values are more at the same scale.
 On the average, the absolute RMSECross values between the two projection
sets deviate from each other, but the relative order of the methods is mainly
conserved between the sets.
 As the signals of change in all parameters of the distribution are strong
(Figure 5.10), the gradual deteriorating of the performance of method M1
for later projection periods is understandable: the correction of mean is not
adequate when both standard deviation and skewness are greatly changed.
In addition to this, the method shifts the model-dependent, but usually
strong zero-level distortions upwards, which is likely to deteriorate the re-
sults even more.
 With far-future projections the additional correction of standard deviation
(M2) enhances the projections relatively much. In general, this correction
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Figure 5.12 Cross-validation results for three stations (rows), three variables
(columns), ten methods and four projections (colors).
improves the handling of the tails of the distributions. Method M3 (correc-
tions of mean, standard deviation and skewness) is not able to enhance the
quality at all when compared to method M2.
 With Tmin and Tmax, method M6 is the most sensitive to the choice of
the baseline period with near-term projections, i.e. when predicting from a
30-year baseline to the consecutive one (19511980 ! 19812010 vs. 1981
2010 ! 20112040).
 Method M9 works especially well in Sodankylä, where the snow season is
the longest.
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5.2.4 Changes in the distributions
Analysis of variance (as an example, the absolute units C2 presented in the
Figure 5.13) indicates that the majority of the quantile-dependent total variance
with mid- and far-term projections is still caused by the models. The relative
portion of the model-related variance is greatly increased in tails when the most
inaccurate methods (M1 and M6) are excluded from the analysis (not shown),
and most importantly, it is increased more with the long-term projections than
with the near-term ones (Section 5.1.5), as the simulated changes in the standard
deviation and shape become more signicant.
Figure 5.13 Contributions of models (red), methods (blue) and the interaction of
these two (grey) to the annual total variance (black) in dierent parts of the distri-
butions of Tmin (1st and 4th columns), Tmean (2nd and 5th columns) and Tmax
(3rd and 6th columns) with dierent method combinations: delta change methods
on the left (columns 13) and bias correction methods on the right (columns 46).
Top row includes all delta change and bias correction methods; in the bottom row
M1 and M6 are excluded.
The relative portion of the model-related variance is increased as well when the
methods using linear regression (M5 and M10) are excluded from the analysis
(not shown). The rate of multiplicativity of the latter methods is prominent (the
tilt of the regression line is not near 45) enough to cause the dispersion in the
tails with strong climate change signals.
An example of the modeled monthly climate changes is presented in Figure 5.14.
37
This data is used to produce the projection functions of methods M4 and M5. The
strength and the weakness of delta change-based quantile mapping is clear: all
models predict strong changes in the distributions (which are taken into account
with method M4 and to a lesser extent with M5), but the inter-model variation is
prominent and so is the resulting projection, as in all cases the same distribution
is projected (observations 19812010). For example with CNRM-RM5.1, ETHZ-
CLM and SMHIRCA a downward notch occurs in the quantile-quantile plot near
0C, indicating that the number of the zero-level days is preserved over the projec-
tions. With METO-HC_Q3, METO-HC_Q16 and MPI-M-REMO the zero-level
notch is upwards, the number of zero-level days decreases and the correspond-
ing quantile shifts upwards. This causes the method M4 projection functions to
treat the observed zero-level values poorly. For instance, in Figure 5.14 METO-
HC_Q16 and 20692098 period, the zero-level distortion is projected close to
8C.
Figure 5.14 Uncorrected modeled quantiles of Tmean in Sodankylä in April
with all participating models. Projections from 1981-2010 to three dierent future
periods. The largest circles show the location of median (50%) and the second
largest the locations of 10% and 90% quantiles.
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The integration of the monthly frequency indice values over the year smoothens
the inter-month natural variation of the indices (Figures 5.15, 5.16 and 5.17 show
the model-dependent values for three yearly indices at the three stations; see
Appendix B for the remaining ve indices).
Figure 5.15 Frequency of days in a year when Tmax is over 25 C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
Methods M1 and M6 produce results which dier most from the results attained
with other methods. The method M6 diverges from the others in all indices
and periods and shows strong dependence on the model selection, whereas M1
exaggerates the cold tail frequencies in mid- and far-term projections.
If methods M1 and M6 and the extremes (Tmax > 30C, Tmax > 25C, Tmin
< 15C and Tmin < 20C) are excluded and results are compared between
periods (and not between models), the methods produce highly consistent results
in all three stations, in which the inter-period variation is more important than
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the method-dependent.
The most diering methods in extremes, excluding M1 and M6, are M9 and M10,
which have there the most additive (M9) and multiplicative (M10) nature. With
strong predicted change in mean, M10 is able to disperse the results (especially
the warm tail (upwards) of the distribution) from the others produced with more
additively behaving methods. In general, this tells about the tendency of the
models to overestimate the values of Tmin and underestimate the values of Tmax
(Kyselý and Plavcová 2012) and especially about the tendency to underestimate
the variation of both them, which causes the simulated Tmin, Tmean and Tmax
distributions to be too narrow and the angle of the linear regression of M10 to
dier from 45.
Figure 5.16 Frequency of days in a year when Tmin is below 15C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
Delta change methods predict more cold tail days than bias correction methods
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in all future periods (Figure 5.16). The long cold tail in observations (Figure 5.8)
remains in projections, as the delta change methods are not able to alter the
shape of the distribution enough due to their conservative nature. On the other
hand, models in general fail in simulating the long cold tail during the baseline
period: bias correction approach is "conservative" from model's perspective.
Figure 5.17 Frequency of days in a year when Tmax is above and Tmin below
0C during three dierent future periods (columns) at three stations (rows) ac-
cording to six models (colors), interpreted by ten methods. Black crosses indicate
model averages and dashed horizontal line the observed 1981-2010 values.
The number of zero-level days (Figure 5.17) decreases in Helsinki and Jyväskylä
over the future periods and remains nearly the same in Sodankylä, although
model- and method-dependent variation grows towards the end of the century
due to diculties in modeling changes of winter and snow season (Räisänen and
Eklund 2011). Method M9 produces the least varying model-dependent zero-level
day results, which most likely indicates the importance of serious and accurate
handling of these values.
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Model-based variation is dominant in general. For example METO-HC_Q16 pre-
dicts the strongest simulated warming in mean (Figure 5.10). This is seen in all
20692098 indices. MPI-M-REMO and especially SMHIRCA have much weaker
simulated climate change signals in mean: the corresponding far-future indices
behave accordingly. Other models have more equal changes in the mean temper-
ature and the corrected results follow each other better. ETHZ-CLM predicts
no major changes in skewness, and the resulting warming in cold tail temper-
atures is less prominent compared to other models. The strong overestimation
of the summer temperature variability in METO-HC_Q3 (and underestimation
in SMHIRCA) can be seen in warm tail frequencies projected with method M6.
In winter, SMHIRCA succeeds well in control simulation so that the dierences
to the observations are small (the most important is the long cold tail) and the
resulting corrections are small, leading to increasing the cold tail frequencies with
near-term projections in Jyväskylä and especially in Helsinki.
Table 5.2 collects the most essential information from the yearly indices (Fig-
ures 5.15, 5.16, 5.17 and Appendix B). With these gures the main assumptions
are:
 The (corrected) six-model ensemble is capable of producing the changes in
internal variability and mean values in near- mid- and far-term projections.
 Methods M4, M5, M9 and M10 are the most reliable especially in tails and
the average of these methods are used in calculation of the "best guess"
results.
 The absolute minimum (maximum) value from the six-model ensemble pro-
jected with methods M1M5 and M7M10 can be used to describe the lower
(upper) boundary of the possible temperature range in near-term projec-
tions.
 The absolute minimum (maximum) value from the six-model ensemble pro-
jected with methods M2M5 and M7M10 can be used to describe the lower
(upper) boundary of the possible temperature range in mid- and far-term
projections.
In all stations the relative warming is most radical in extremes: annual
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Table 5.2 Observed (19812010) and predicted (20112040, 20412070 and
20692098) yearly frequency indices. The "best guess" values in predictions are
calculated as averages over six models and methods M4, M5, M9 and M10. In
near-term projections (20112040) the lower (upper) boundaries are the mini-
mum (maximum) values from the six-model and nine-method ensemble (method
M6 exluded). In mid- and far-term projections the same with methods M1 and
M6 exluded.
Station Limiter 19812010 20112040 20412070 20692098
Helsinki Tmax>30C 0.10 0.6 (0.032.2) 1.1 (0.033.5) 2.9 (0.29.3)
Tmax>25C 7.9 12 (7.520) 16 (9.433) 25 (1555)
Tmean>20C 11 17 (1227) 24 (1538) 36 (2166)
Tmin<-20C 3.7 2.9 (0.85.9) 0.8 (0.101.8) 0.3 (0.00.8)
Tmin<-15C 13 9.9 (5.515) 4.0 (1.407.1) 1.8 (0.23.3)
Tmin<0C 130 110 (87130) 94 (65110) 76 (5694)
Tmax<0C 57 48 (3460) 36 (2345) 26 (1335)
Tmin<0CTmax<0C 72 66 (5276) 59 (4168) 50 (3560)
Jyväskylä Tmax>30C 0.5 1.7 (0.24.7) 2.8 (0.67.2) 5.7 (1.315)
Tmax>25C 14 18 (1228) 23 (1541) 31 (1862)
Tmean>20C 6.9 11 (7.617) 16 (1042) 24 (1548)
Tmin<-20C 22 17 (9.725) 8.6 (4.712) 4.1 (1.47.6)
Tmin<-15C 39 33 (2540) 21 (1227) 12 (3.420)
Tmin<0C 190 170 (140180) 150 (120170) 120 (96150)
Tmax<0C 93 83 (3499) 67 (4880) 52 (3370)
Tmin<0CTmax<0C 93 84 (70100) 79 (6292) 73 (5690)
Sodankylä Tmax>30C 0.07 0.5 (0.032.1) 1.1 (0.22.3) 2.7 (0.27.0)
Tmax>25C 5.9 8.3 (5.012) 12 (7.224) 19 (1043)
Tmean>20C 2.8 4.5 (2.07.8) 7.8 (3.813) 14 (5.828)
Tmin<-20C 54 44 (3453) 27 (1737) 16 (6.329)
Tmin<-15C 78 67 (5576) 49 (3560) 34 (1650)
Tmin<0C 220 200 (190220) 180 (160200) 160 (130190)
Tmax<0C 130 120 (110130) 100 (83120) 85 (57110)
Tmin<0CTmax<0C 86 82 (7599) 80 (6797) 78 (63100)
Tmax>30C frequency values double at 30-year intervals, while Tmin<-20C
values halve at the same time. Steady decreases in Tmin<0C days (-20 days/30
years), in Tmax<0C days (-15 days/30 years) and in Tmin<0CTmax<0C
days (-5 days/30 years with station-related variations) tell about shortening of
the ice and snow seasons, and the equally steady or slightly accelerating increase
in Tmean>20C days (+7 days/30 years with station-related variations) tells
about lenghtening of the growing season.
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6. DISCUSSION AND CONCLUSIONS
The best projection method depends on the desired end product. Generally with
near-term deterministic projections (as in this study), delta change (especially
methods M1 and M4) is a better approach. With strenghtening climate change
signals, bias correction (especially method M9) begins to excel. Also, the better
relative performance of the delta change approach in RMSE validation (compar-
ison to observations) compared to RMSECross validation (comparison to model
runs) is important to note: it is likely that the shape of the observational distri-
bution contains statistically signicant information to which the cross validation
procedure is blind, as it compares only the modeled distributions against each
other.
The most important parameter to correct is mean. This correction enhances
the results compared to no-change -thinking with all models and stations, in all
seasons and with all choices of 30-year baselines and projection periods, even
with weak climate change signals, if the correction of mean is carried out by the
overwhelming delta change approach.
As suggested in Section 5.1.1, the weak representation of the higher-order mo-
ments of the distribution in the models over the observed periods causes most
of the methods correct these parameters imprecisely if the baseline is not long
enough. On the other hand, the ongoing warming in mean parameter seems to
behave in a more stable way as the bias related to it is more constant than with
the other moments. This raises the question about choosing the period length:
should it be done dierently for dierent parameters? At least the isolation of
skewness parameter information from the 30-year periods both in delta change
and bias correction ways (M3 and M8) is a too unstable operation, adding no ex-
tra value to near- mid- and far-term predictions produced with simpler methods
(M2 and M7) according to RMSECross analyses. Instead, correction of standard
deviation is important, and enhances the predictions in general with 30-year pe-
riods, though the eect of longer baseline period lengths should be investigated.
A uniform lenghtening of the periods (the same amount with all parameters)
dampens the signal in mean, which is likely to deteriorate the predictions and
cancel the benets attained with higher moments.
Should dierent methods be used in dierent seasons and with dierent future
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periods? In winter the relative importance of correcting the near-zero distortions
becomes emphasized. For example, the DJF projection from 19511980 to 1981
2010 with method M1 in Jyväskylä produces 40% smaller RMSE value compared
to other methods: as the simulated climate change in mean is still weak between
the periods and the corresponding upward shift of the distribution is small, the
several-degree wide near-zero distortion remains close to the range where it should
be and the method is still at least partly able to "correct" these values. The ability
of this method in DJF mid- and far-term projections is likely to deteriorate due
to following reasons:
 The annual frequency of near-zero days is expected to change as the length
of meteorological winter and the thickness of snow cover are expected to
shorten (with dierences between southern and northern parts of the coun-
try (Räisänen and Eklund 2011)).
 Changes in standard deviation become statistically signicant.
For summer months (JJA) method M1 is not only adequate, it is the best method
according to RMSECross analyses for all choices of the projection period, as there
is no predicted changes in standard deviation nor need to handle the icingmelting
-processes or changes in the long cold tail of the distributions. Method M9, which
is superior to other methods in general, fails in the summertime:
 The amount of additivity (i.e. the distance of the linear extrapolation part
of the projection function from the 45  center line) is determined by the
locations of the highest and lowest quantiles of the smoothed quantile data.
The need to use the upper extrapolation tail grows with strong climate
change signals, and e.g. the mean of the resulting projection is, to a growing
extent, determined by the extrapolation. The ability of this method to
correct standard deviation deteriorates accordingly with strong predicted
shift in mean.
 Problems in simulation of the variability of summer temperatures (Fig-
ure 5.6) causes uncertainty in the extrapolated upper tail of the projection
function.
45
Method M9 is powerful in correcting the stationary biases, like zero-level distor-
tions: this correction, by the denition, happens necessarily around 0C. The
method could potentially be developed by investigating the eects of the addi-
tional, forced corrections of mean and standard deviation to match the values of
the corresponding methods (M6 and M7), and it is very likely that it would suer
from smoothening of the projection function shape (e.g. Piani et al. 2010b) at
snow-dominated high latitudes.
As long as there is no additional information available about the validity of the
assumption of the bias conservation, the most sensible way to handle the bias is
to expect it to be a conservative quantity ("constant bias" described by Buser et
al. 2009) over the dierent future periods. The least conservative method in this
sense is M10, which fundamentally derives the treatment of the projections from
the ratio sto
stc
: depending on the modeled standard deviation of the baseline period
the projection results vary accordingly ("constant relation", Buser et al. 2009).
This is unintuitive with far-term projections. On the other hand, method M10
performs surprisingly well according to RMSECross analyses, implying likely that
models, on the average, succeed to produce baselines with small bias in modeled
standard deviations stc. Comparing the frequency indice results of the upper
tail (Tmax > 25C and Tmax > 30C) it is evident that the additivity of the
method M9 is so strong that the multiplicativity of the method M10 surpasses it
only with the most extreme values (Tmax > 30C). As well, the performance of
method M10 could be possibly enhanced by adjusting the mean of the resulting
distribution to match the simulated change.
Method B4, which is a combination of all quantile mapping methods and was
applied and assessed with the analyses of past decades (Section 5.1), is capable
of producing good results (see also Räisänen and Räty 2012), which is an impli-
cation of the importance of all assumptions behind the individual methods and
approaches. Analysing the components of the biases is more dicult with B4:
instead, it is a good general tool for producing high-quality projections, if the
individual component methods (M4, M5, M9, M10) are used parallel to it for
comparison.
Should dierent methods be used in dierent parts of the distribution? All meth-
ods correct well the mean, which is situated near the median. The center part
of the distribution is thus rather immune to the choice of the method, and the
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method-dependent dierences happen nearly always in tails. The handling of tails
depends on the aim of the predictions: with deterministic goal, the range of the
projections (near- mid- and far-term) and the season determine the best choice.
Instead with extreme value analysis, it would be benecial to use less conserva-
tive methods (in parallel with more stable methods) that are able, articially but
justiably, to produce variation to the too invariable results (Déqué 2007; Kyselý
and Plavcová 2012). Bias correction approach and especially methods M9 and
M10 are capable to produce that variation with far-term projections.
In all stations and in all yearly indices (Table 5.2) the possible temperature range
with A1B scenario in the future is wide: for example, it is possible but rather
unlikely that in near-term time window the internal variability overcomes the
general trends (e.g. SMHIRCA, Figure 5.16). Some conclusions about the ex-
pected changes can still be derived. In general, yearly mean temperatures and the
upper tail temperatures will continue rising with a nearly constant rate (approx-
imately 0.3C/10 years). The most steep warming is expected to happen in the
winter in cold tail temperatures, which makes the yearly temperature distribution
narrower.
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APPENDIX A
Seasonal cross validation results
Figure A1 Cross-validation results for three stations (rows), three variables
(columns), ten methods and four projections (colors) in DecemberFebruary.
A-1
Figure A2 Cross-validation results for three stations (rows), three variables
(columns), ten methods and four projections (colors) in MarchMay.
A-2
Figure A3 Cross-validation results for three stations (rows), three variables
(columns), ten methods and four projections (colors) in JuneAugust.
A-3
Figure A4 Cross-validation results for three stations (rows), three variables
(columns), ten methods and four projections (colors) in SeptemberNovember.
A-4
APPENDIX B
Yearly indice values
Figure B1 Frequency of days in a year when Tmax is above 30C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
B-1
Figure B2 Frequency of days in a year when Tmax is below 0C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
B-2
Figure B3 Frequency of days in a year when Tmean is above 20C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
B-3
Figure B4 Frequency of days in a year when Tmin is below 0C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
B-4
Figure B5 Frequency of days in a year when Tmin is below 20C during three
dierent future periods (columns) at three stations (rows) according to six models
(colors), interpreted by ten methods. Black crosses indicate model averages and
dashed horizontal line the observed 1981-2010 values.
B-5
