Introduction
Explicit extensions
representing cocycles x ∈ Ext s,t A (F 2 , F 2 ) can be used to calculate Steenrod operations Sq i : Ext
(F 2 , F 2 ) by a method devised by Christian Nassau and described in Section 4. To be effective, the modules M i need to be small. A practical method for finding small extensions is described in Section 9, and used in Sections 10 and 11. These extensions can be used to identify explicit cocycles representing the values of Steenrod operations in the minimal resolutions produced by the first author's computer programs. This information is useful in determining differentials in the Adams spectral sequence.
The extension for f 0 was found by the third author as a part of an undergraduate research project at Wayne State several years ago. Students of Agnès Beaudry at the University of Colorado have produced an extension for d 0 (not included in this document) as part of Research Experiences for Undergraduates project in the summer of 2019.
Andy Baker has also used these to investigate the realizability of A-modules.
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Extensions for the subalgebra generated by the h i
The cocycle h i ∈ Ext 1,2 i A (F 2 , F 2 ) is represented by an extension 0 ←− F 2 ←− M ←− Σ 2 i F 2 ←− 0 which we represent diagrammatically as follows:
Extensions representing elements in the subalgebra generated by the h i can then be represented simply by splicing. However, it can be difficult to recognize when such are equal. For example, the extension in Figure 1 representing h 0 h 1 is equiva- lent to a split extension, but the easiest way to check this is to compute the cocycle C 2 −→ Σ 3 F 2 which appears in the chain map from the resolution C * to the extension. In the notation of Section 12, the chain map has the following nonzero ) for any g, the cocycle C 2 −→ Σ 3 F 2 is zero, and the extension is split.
Steenrod operations in Ext
Since A is a Hopf algebra, we have a symmetric monoidal product M, N → M ⊗ F2 N on the category of A-modules by pulling back the natural A ⊗ A-module structure on M ⊗ N along the coproduct A −→ A ⊗ A. The comparison theorem then gives an A-linear diagonal map ∆ : C * −→ C * ⊗ C * which induces a product Hom A (C * , F 2 ) ⊗ Hom A (C * , F 2 ) −→ Hom A (C * , F 2 ).
This must, by general nonsense, agree with the Yoneda product in the homology module Ext A (F 2 , F 2 ). This implies that this product is independent of the coproduct of A.
The cocommutativity of A implies that τ ∆ ∆, where τ : C ⊗ C −→ C ⊗ C is the transposition, showing that this product is commutative. A chain homotopy ∆ 1 : τ ∆ ∆ gives a 'cup-1' product x ∪ 1 y := (x ⊗ y)∆ 1 . We can iterate this construction, getting maps
with ∆ 0 = ∆, satisfying (1) (
for each i > 0. Using these we define Steenrod operations
x ⊗ x for 0 ≤ i ≤ s. See [2] and [1, Ch.IV, Sec.2] for details. In practice, a major obstacle to computing these is the size of the modules (C ⊗ C) 2s . They are far too large for hand calculation and are even too large for practical machine calculations. Conceptually, the maps ∆ i carry within them all possible decompositions, but we are interested in only that small part detected by the cocycle x ⊗ x. This is like writing out the entire multiplication table, where all we really need is to know how to multiply by one indecomposable.
An efficient method of computing Steenrod operations
The second author proposed a method for making these calculations practical in an email to the first author [3] . He observed that if E x is an extension corresponding to x,
x 0 x 1 x s−1 x s = x then the composites (x⊗x)∆ i : C −→ C ⊗C −→ M ⊗M can be computed directly, without passing through C ⊗ C, and that, if the modules M i are small, then this calculation is computationally feasible.
We can make this precise as follows. Let W be the usual F 2 [C 2 ] free resolution of F 2 : W i is free on one generator e i and the differential is d(e i ) = (1 + τ )e i−1 . Then the collection of chain homotopies ∆ i gives a C 2 -equivariant chain map D :
D(e i ⊗ x) = ∆ i (x) and vice versa. Here W i ⊗ C s is given homological degree s − i and internal degree that of C s . The equations (1) which say that ∆ i is a chain homotopy between ∆ i−1 and τ ∆ i−1 equivalently say that D is a chain map.
The chain map C −→ E x gives a C 2 -equivariant chain map C ⊗ C −→ E x ⊗ E x . Composing, we get a C 2 -equivariant chain map
in the category of A-modules. By the comparison theorem again, any two such are chain homotopic, so we may compute it directly starting from D(e 0 ⊗ 1)
Calculation of the Steenrod operations on x now depends on finding sufficiently amenable extensions E x .
The canonical extension
By taking pushouts, starting from the cocycle x : C s −→ Σ t F 2 , we obtain an extension E x associated to x. Precisely, M i is the pushout of C i+1 −→ C i and C i+1 −→ M i+1 . However, this canonical extension is no better than the resolution C itself, in that M i ∼ = C i for i < s − 1, so the size problem associated to C ⊗ C is not eliminated.
6. An extension for c 0 and the Sq i (c 0 )
The lowest degree class not in the subalgebra generated by the h i is c 0 ∈ Ext A (F 2 , F 2 ). Let E c0 be the extension in Figure 3 . Proposition 6.1. The extension E c0 represents the cocycle c 0 = 3 3 ∈ Ext
3,11
A (F 2 , F 2 ). Proof. It suffices to exhibit the following chain map c : C * −→ E c0 from the minimal resolution in Section 12 to E c0 . The nonzero values of c are 0:
Proposition 6.2. The squaring operations on c 0 are Sq * (c 0 ) = (6 5 , 5 6 , 4 6 , 3 9 ) = (c 2 0 , h 0 e 0 , f 0 , c 1 ). This allows us to determine which one of the two indecomposable elements in Ext 4,22
(Note that definitions of f 0 by Toda brackets cannot distinguish between f 0 = 4 6 and f 0 + h Remark 6.4. We identify A generators of the minimal resolution with their duals in Ext A to avoid having to explicitly note the duality. For example, 4 6 + 4 7 denotes the cocycle which evaluates to 1 on each of 4 6 and 4 7 , while 4 6 denotes the cocycle which evaluates to 1 on 4 6 and to 0 on 4 7 .
Proof of Proposition 6.2. It suffices to record the values of ∆ i , where ∆ 0 = ∆ is the chain map C −→ E c0 ⊗ E c0 lifting the identity map of F 2 , and the ∆ i for i > 0 satisfy equation (1). Table 2 : Nonzero values of the higher diagonal maps on c 0
7. An extension for c 1 and the Sq i (c 1 )
The extension for c 1 is the 'double' of that for c 0 : we simply replace every Sq
Proposition 7.1. The extension E c1 represents the cocycle c 1 = 3 9 ∈ Ext
3,22
A (F 2 , F 2 ). Proof. It suffices to exhibit this chain map c : C * −→ E c1 from the minimal resolution in Section 12 to E c1 . The nonzero values of c are 0: Proof of Proposition 6.2. It suffices to record the values of ∆ i , where ∆ 0 = ∆ is the chain map C −→ E c1 ⊗ E c1 lifting the identity map of F 2 , and the ∆ i for i > 0 satisfy equation (1). 
8. An extension for f 0 and the
Let E f0 be the extension 
Here, M [0, n] denotes the quotient of M by classes in degrees greater than n. The maps in the extension are
Proposition 8.1. The extension E f0 represents the cocycle f 0 = 4 6 ∈ Ext
4,22
A (F 2 , F 2 ). Proof. It suffices to exhibit the following chain map f : C * −→ E f0 from the minimal resolution in Section 12 to E f0 . The nonzero values of f are 0:
Proposition 8.2. The squaring operations on f 0 are Sq * (f 0 ) = (0, 7 13 + 7 14 , 6 16 , 0, 4 19 ) = (0, h 3 r 0 , y 0 , 0, f 1 ).
A practical way to find small extensions
Here is a systematic way of finding a small extension E x . Given any extension E x , we can factor E x into short exact sequences
In the long exact sequences these induce we have
The cocycle x ∈ Ext
for cocycles y i ∈ Ext
. This has the virtue of simplifying our task dramatically. Rather than needing to find all the M i realizing x at once, we can produce them one at a time, in order.
To find M 0 , it suffices to find any epimorphism p 0 such that p * 0 (x) = 0. We then let M 1 = ker(p 0 ) and choose any lift y 1 ∈ Ext A (M 1 , F 2 ) of x. We then repeat the process inductively: choose an epimorphism p 1 such that p * 1 (y 1 ) = 0, set M 2 = ker(p 1 ), and choose a lift y 2 of y 1 , etcetera.
Further, we can search for such a p i systematically, since the natural map A ⊗ M i −→ M i will certainly work, and we can usually find a small subquotient of A ⊗ M i which maps onto M i and has p * i (y i ) = 0.
10. An extension for e 0 and the Sq i (e 0 )
We will work through the method of the preceding section to obtain an extension realizing e 0 = 4 5 .
We start by observing that we may choose M 0 to be the (desuspension of) the subquotient of
. Computing the image of e 0 under the projection M 0 −→ F 2 is the same as computing the action of Ext(F 2 , F 2 ) on the cocycle 0 0 generating Ext 0 (M 0 , F 2 ), and this is easily checked to be 0 since Ext A (M 1 , F 2 ) = 3 9 , 3 10 with ∂(3 9 ) = e 0 and ∂(3 10 ) = 0. We choose y 1 = 3 9 . This completes the step involving
Since M 1 is concentrated in odd degrees, its A action factors through the even degree quotient, A −→ DA. A small piece of this will suffice. Let DA (1) Figure 5.
the double of A(1) with A-action in which Sq 8 is nonzero only on the class in degree 2. We can compute that the map in Ext induced by the tensor product of M 1 with the quotient map
The submodule of DA(1) ⊗ M 1 generated by the bottom class, truncated above degree 21 is 20 dimensional over F 2 , and could be used as M 1 . However, studying the kernel of the map M 1 −→ M 1 , we find that the following subquotient, which is only 10 dimensional over F 2 suffices:
This is the truncation above degree 17 of the displayed cyclic module. A chart of Ext A (M 1 , F 2 ) is shown in Figure 6 . Since h 0 · 3 9 = h 2 · 3 6 in Ext 4,22
, and no h 0 -multiple in Ext 4,22
is also an h 2 -multiple, the map in Ext induced by the evident epimorphism M 1 −→ M 1 must send 3 9 to 0, and is therefore suitable for our purpose. 
. It is 6-dimensional over F 2 and its Ext chart is shown in Figure 7 . Since 3 9 went to 0 in Ext A (M 1 , F 2 ), it must be in the image of the boundary map from Ext
2,21
A (M 2 , F 2 ), and the only possibility is that ∂(2 8 ) = 3 9 . Explicit calculation of the chain map lifting the 1-cocycle
A bit of work with sage code verifies that
We 'relax' these relations slightly to find M 2 , in particular eliminating the relation Sq 6 . The result is a bit larger than necessary: adding the relation Sq 0,0,2 and truncating above degree 19 gives a module
which is 10-dimensional over F 2 and surjects to M 2 , inducing a map which sends 2 8 to 0 since Ext 3 . By exactness of the long exact sequence in Ext for
, and calculation of the chain map lifting the defining 1-cocycle defining this extension confirms this.
We now have an extension
. Using the pushout of the cocycle 1 3 and the differential d :
, it is easy to check that
The Ext chart for M 3 in Figure 10 shows that Ext
1,21
A (M 3 , F 2 ) = 0, so that 1 3 must be ∂(0 0 ), where 0 0 ∈ Ext 0,21 By construction, the extension
realizes e 0 = 4 5 , but we also wish to put in evidence the chain map e : C * −→ E e0 from the minimal resolution of Section 12 to E e0 . Let k i be the generator of the cyclic A-module M i , i = 0, 1, 2, 3 or of Σ 21 F 2 if i = 4. The maps in the extension are
Proposition 10.1. The extension E e0 represents the cocycle e 0 = 4 5 ∈ Ext 4,21
Proof. It suffices to exhibit the following chain map e : C * −→ E e0 from the minimal resolution in Section 12 to E e0 . The nonzero values of e are 0: 
Since we are considering a class in total degree 18, we also truncate the modules in E e0 above degree 18. This has the effect of eliminating a single class in degree 19
We then have an extension
. It is easy to check that
(This is the module Mahowald would call M 7 because it is the smallest A-module in which
18 F 2 lifting the identity map of Σ 18 F 2 . By construction, the extension
we also wish to put in evidence the chain map d : C * −→ E d0 from the minimal resolution of Section 12 to E d0 . Let k i be the generator of the cyclic A-module M i for i = 0, 1, for M i if i = 2, 3, or for Σ 18 F 2 if i = 4. The maps in the extension are
Proposition 11.1. The extension E d0 represents the cocycle d 0 = 4 3 ∈ Ext
4,18
A (F 2 , F 2 ). Proof. It suffices to exhibit the following chain map d : C * −→ E d0 from the minimal resolution in Section 12 to E d0 . The nonzero values of d are 0:
Proposition 11.2. The squaring operations on d 0 are
An explicit minimal resolution
Here is an explicit minimal resolution of F 2 over the mod 2 Steenrod algebra A, complete through internal degree t = 44, computed by the computer code ext.1.9.2. The same resolution will be produced by any modern version (post 2000) of the software and is well defined by the ordering of monomials, which is roughly, first by degree of the A-module generator, then by a reverse lexicographic ordering of the Milnor basis. Precisely, in degree 10, for example, we would have the ordering
The A-module generators in homological degree s are called s 0 , s 1 , . . . , s g , . . . , in order of internal degree. The ordering of elements in the terms C s,t described above and the usual row reduction algorithm in linear algebra breaks the ties when two generators appear in the same bidegree. 12.4. Homological degree 4. Complete through degree t = 44. 
