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 ABSTRACT 




 As one of the main contributors to greenhouse gas emissions, the electricity sector is 
anticipated to go through the following transitions in order to meet deep decarbonization targets 
for a sustainable future: 1) on the supply side, the electric grid is increasing its reliance on 
renewable generation, such as wind and solar; 2) on the demand side, heating is shifting from direct 
burning of fuel on site to electric, namely heat pumps. This dissertation evaluates the benefits of 
selected methods to alleviate pressing challenges associated with the electricity sector transitions 
on both the supply side and the demand side. First, on the supply side, the benefits of renewable 
generation forecasting coupled with storage are evaluated for an electric grid with high wind 
energy penetration and load following generation served by fossil fuels. A time series based 
forecasting method is found to have high forecasting accuracy and low computational costs. This 
methodology is applied to a real world situation in Sao Vicente, an island with 30% current wind 
energy penetration. The simulation results show that coupling forecasting and energy storage 
would further increase the wind penetration up to 38% without additional installation of wind 
turbines. Second, on the demand side, the benefits of demand side management using heat pumps 
enabled by the inherent thermal storage of the building envelope are evaluated during extreme cold 
events when the electric demand peaks and the wind power is often highly fluctuating. A second 
order thermal model is developed to thoroughly characterize the thermal inertia and leakage of the 
building envelope and quantify the amount of flexibility the building envelope is able to provide. 
 This methodology is applied to five historical extreme cold events in New York City and the 
simulation results show that the requirements for short term ramping due to high wind variability 
are greatly reduced through the sequential controls of the heat pumps.  
 This dissertation also studies the implications of the electricity sector transitions on the 
residential sector with regard to costs, energy, missions, and policy. Four representative residential 
city blocks located in three different climate regions of the United States are analyzed using fine 
spatial and temporal real historical consumption and weather data. Residential blocks in different 
climate regions have different weather patterns, demand profiles, and local renewable resources. 
Future energy scenarios with electric heating at high renewable penetration levels are modeled and 
compared for the representative residential city blocks. Detailed costs comparisons are evaluated 
for various technological interventions including 1) air source and ground source heat pumps; 2) 
battery and thermal storage; and 3) wind and solar generation. This dissertation finds that 1) the 
optimal wind and solar generation mix varies with location and amount of storage and 2) battery 
storage is more cost effective than thermal storage, ground source heat pumps, and overbuilt 
renewable generation. In addition, optimal pathways to deep decarbonization for these 
representative residential city blocks are proposed and compared. Strategic actions are identified 
for the homes and suggestions are discussed for policy makers and local utilities. This dissertation 
through its methodologies and analysis enables home owners and policy makers to make cost 
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The electricity sector is one of the main contributors of greenhouse gas emissions.  
According to the United States Environmental Protection Agency, the electricity sector emits more 
than 25% of the emissions in the United States in recent years. In order to reduce the emissions, 
the electricity sector is anticipated to go through two main transitions. First, on the supply side, 
the electric power grid is integrating non-emitting renewable generation, such as wind and solar.  
Second, on the demand side, building heating, ventilation and air conditioning systems contributes 
more than one-third of the emissions in buildings. While space cooling in buildings has been 
electric, space heating which primarily relies on direct burning of natural gas or fuel oil on site, is 
shifting to all electric. There are many pressing challenges associated with the aforementioned 
transitions. On the supply side, the main challenges of integrating renewable generations are 
intermittency and variability of renewable resources. On the demand side, the main challenges of 
shifting to all electric demands in buildings are weather driven peaks and the misalignments of 
demands and renewable generations. In order to provide balances to these issues, high-emitting 
fossil fuel generation are needed. Many technological methods are developed to reduce the high-
emitting fossil fuel generation and as a result to achieve a sustainable energy system. The goal of 
this dissertation is to 1) evaluate some of these methods that alleviate the challenges from both the 
supply side and the demand side and 2) investigate the implications of the above energy transitions 
on representative residential city blocks in different climate regions. 
Chapter 2 of this dissertation evaluates one method that alleviate the challenges from the 
supply side, namely the intermittency and variability of renewable generation. This chapter studies 
the benefits of coupling forecasting and storage on increasing wind penetration in a high wind 
capacity setting with fast ramping fossil fuel load following generation. The following is a 
summary of this chapter. For electric grids that rely primarily on liquid fuel based power generation, 
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e.g. one or more diesel gensets, measures to allow a larger fraction of intermittent sources can pay-
off since the displaced is high cost diesel powered generation. This chapter presents a case study 
of Sao Vicente, located in Cape Verde where a particularly high fraction of wind generation 
capacity (75% of the average demand) is installed, with diesel gensets forming the dispatchable 
source of power. This high penetration of intermittent power is managed through conservative 
forecasting and curtailments. Two potential approaches to reduce curtailments are examined in 
this chapter: 1) an improved wind speed forecasting using a rolling horizon Auto-regressive 
Integrated Moving Average model; and 2) energy storage. This case study shows that combining 
renewable energy forecasting and energy storage is a promising solution which enhances diesel 
fuel savings as well as enables the isolated grid to further increase the annual renewable energy 
penetration from the current 30.4% up to 38% while reducing grid unreliability. In general, since 
renewable energy forecasting ensures more accurate scheduling and energy storage absorbs 
scheduling error, this solution is applicable to any small size isolated power grid with large 
renewable energy penetration. 
Chapter 3 of this dissertation evaluates one method that alleviate the challenges from the 
demand side, namely the weather driven peaky demands with high penetration of heat pumps and 
misalignment of demands and renewable generation. This chapter studies the effects of demand 
side management using aggregated electric heating loads (heat pumps) on reducing short time-
scale wind variability during extreme cold events. The following is a summary of this chapter.  
Space heating in buildings is anticipated to shift from gas/fuel based to electric, namely heat pumps, 
in order to reduce greenhouse gas emissions. Operation of an individual heat pump introduces a 
highly fluctuating electricity load in short-terms. However, if a large number of heat pumps are 
deployed, the aggregate electric heating load is no longer fluctuating. In addition, as the electric 
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grid becomes more renewable based, such as wind, the variability in power generation becomes 
significant. These shifts are critical during extreme cold spells where the heating demand peaks 
and the wind is often most variable. In this chapter, the use of building envelope mass as a passive 
thermal storage is explored to enable the heat pump electricity consumption to be time-shifted in 
short-terms. A second order one-dimensional thermal model that includes both heat pump and 
passive thermal storage is developed to study the potential for thermal storage and flexible heat 
pump operation. The model is then aggregated and applied with demand side management during 
extreme historical cold events in New York. The results show that building passive thermal storage 
is able to significantly reduce the short-term variability of the net load that is caused by variable 
wind generation.  
Chapter 4 of this dissertation provides a comparative study investigating the implications 
on representative residential blocks of cities in different climate regions under the electricity sector 
transitions on both the supply and the demand side. The following is a summary of this chapter. 
This chapter provides a comparative analysis of future energy scenarios with distributed 
technology options including 1) wind and solar generation; 2) heat pumps for heating and cooling; 
and 3) battery and thermal storage in representative residential blocks in four cities, including New 
York City, New York; Minneapolis, Minnesota; Tallahassee, Florida; and Fort Collins, Colorado. 
These cities are located in three climate regions with 1) different weather patterns which results in 
different demand profiles; 2) different local wind and solar resources. Future energy demand 
scenarios with 100% penetration of air source or ground source heat pumps for heating and cooling 
are estimated for the four cities based on current electricity consumption and temperature data. 
Local wind and solar generation mixes are examined with and without storage under a hypothetical 
supply scenario with high renewable energy penetration. Additionally, the cost benefits of 
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distributed technology options including batteries and thermal storage are evaluated. The results 
show that for similar additional annualized investment, installing battery storage benefit the most 
in terms of additional renewable energy penetration compared to other options including installing 
thermal storage for heating, overbuild wind and solar generation capacity, and upgrading to more 
efficient ground source heat pumps.  
Chapter 5 of this dissertation studies the pathways of deep decarbonization for the same 
representative residential city blocks included in the previous chapter. This chapter through its 
methodologies and analysis enables home owners and policy makers to make cost assessments in 
achieving the goals of deep decarbonization. The following is a summary of this chapter. Two of 
the main strategies for decarbonizing the residential building energy services are 1) utilizing less 
carbon intensive fuels in energy supply and 2) upgrading to high efficiency appliances. In this 
chapter, the interventions which would reduce the emissions from the residential energy services 
include 1) air source heat pumps; 2) battery storage; 3) roof top solar photovoltaics; and 4) grid 
scale wind generation. A detailed cost analysis for the homes to implement these interventions is 
established. On a least-cost basis, optimal pathways of deep decarbonization for the city blocks in 
the three climate regions are presented. Three scenarios of heat pump penetration levels are 
compared for the four city blocks: 1) 0% penetration throughout the pathway; 2) 100% penetration 
throughout the pathway; and 3) penetration increases with renewable generation. The results show 
that given the current natural gas and electricity cost structure, having 100% heat pump penetration 
achieves the highest emissions reductions but incurs the most annual cost at all renewable 
penetration targets. Strategic actions are identified for the homes and suggestions are discussed for 
policy makers and local utilities. The results also show that given the local natural resources and 
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fuel/electricity prices, the pathways of renewable generation expansion and the battery storage 
implementation are different for each representative city block.  
Chapter 6 of this dissertation summarizes the aggregate conclusions from the combined 
results in the previous chapters and provides possible future works. This chapter also discusses the 
limitations of this thesis with regards to the following aspects, including the end-use sector, form 









Benefits of Forecasting and Energy Storage in Isolated Grids with Large Wind 






The lack of a large interconnected electrical grid fed with low-cost generation sources (such 
as large plants powered by coal, gas, nuclear or hydropower) in small island states has meant that 
power grids in such settings must rely on generators fueled by diesel. Historically, baseload, load 
following, and regulating units were all served by diesel generation which allowed generators 
faster ramp up compared with coal or nuclear power. These diesel-based isolated power grids have 
high operating costs due to the dependence on expensive fuel imports. To alleviate costs, these 
settings are increasingly installing a renewable source, typically wind [1]. While wind or solar can 
reduce operating costs, a high penetration of intermittent source has disruptive effects to system 
reliability and stability [2, 3]. This paper focuses on the integration of wind power.  
In order to mitigate the impacts of variability, various solutions are potentially viable, such 
as geographical dispersion of wind turbines, demand-side management, wind curtailment, wind 
speed forecasting, and energy storage systems. Geographical dispersion of wind turbines tends to 
reduce the higher frequency fluctuations, thus reducing the need for control measures otherwise 
needed under more erratic wind power output regimes [4]. However, due to the limited terrestrial 
size of isolated grids, the effect of geographic dispersion is, of course, somewhat limited [2, 5]. 
Demand-side management (DSM) shaves peak demands in the system but is in general more 
suitable when solar power is utilized instead of wind since solar is more predictable than wind due 
to its clear diurnal patterns [6]. Typically, solar generation combined with DSM is applied to air-
conditioning loads [7]. Wind curtailment, enforced by the system operator, leads to lower wind 
turbine generator output compared to what could be otherwise produced given available wind 
resources. This is one of the essential tools to balance supply and demand as well as maintain 
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voltage and frequency requirements particularly for small isolated grids. . However, curtailments 
strongly affect the revenue of wind farms. In other words, because wind farms have substantial 
capital cost but no fuel costs and minimum variable costs, dispatch below maximum output 
encumbers the system to recover its capital costs [8]. Lacking sophisticated smart controls and 
DSM, grid operators in small island states must resort to conservative forecasts of wind power and 
ask wind power units to limit their generation to pre-specified thresholds, providing diesel units 
clear guidance on when and which ones need to be operating. The introduction of improved 
forecasts for wind can potentially lead to higher penetration of wind energy through improved 
dispatch and operating rules for plants that are load following plants or providing ramping duty [2, 
9]. Energy storage is another potential approach for smoothing variability and for recovering some 
of the losses due to curtailments [10-14]. Recent studies show that energy storage plays an essential 
role in power dispatching strategies in micro-grid systems [12-14].  
 
 
Figure 2.1: Map of Sao Vicente, Cape Verde. 
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This paper presents a case study for Sao Vicente, shown in Figure 2.1. In Sao Vicente, a 
small island located in Cape Verde in the Atlantic Ocean, the electrical grid is an isolated grid with 
wind power integrated but still primarily relies on diesel fueled generation for baseload, load 
following, and regulation. An example schematic of such power grid is shown in Figure 2.2. Even 
though these type of grid are not uncommon, Sao Vicente is a particularly interesting case to study 
due to its high wind resource availability (as discussed in Section 2), enabling a large potential for 
deep penetration of renewable energy generation to reduce reliance on expensive fuel imports. 
Actual data from Sao Vicente in 2013 including hourly mean wind speeds, hourly wind energy 
potential generation, actual wind energy delivery, and demand data were obtained and used to 
study the overall energy situation. The paper aims at exploring the benefits of implementing a 
statistical wind speed forecasting model in conjunction of a potential energy storage system using 
real time series data. 
 
 
Figure 2.2: Example schematic of wind-diesel power grid. 
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2.2. Background  
 
2.2.1 Time series models for forecasting and simulation 
 
The majority of wind forecasting techniques can be clustered into two main groups, namely 
physical methods and statistical methods. The first group takes into account the meteorological 
considerations and utilizes the Numerical Weather Prediction (NWP) models which provide a 
weather forecast from the mathematical model of the atmosphere [9]. Commonly reported in 
literature, the NWP model outputs can be used directly or with other programs to estimate wind 
speeds [15- 17]. These weather based models are able to provide reasonable predictions for longer 
horizon but require large computational resource and time. The second group aims at describing 
the relation between historical time series of wind speed at the location of interest [9]. Several time 
series based forecasting techniques have been proposed by researchers, including Autoregressive 
(AR) model by Huang and Chalabi [18], Autoregressive Moving Average (ARMA) model by 
Torres et al. and by Kamal and Jafri [19, 20], fractional-Autoregressive Integrated Moving 
Average (f-ARIMA) model by Kavasseri and Seetharaman [21], and the more general 
Autoregressive Integrated Moving Average (ARIMA) by Sfetsos [22]. Time series models require 
historical data but they are straightforward to implement and their short term (hours) prediction 
errors are relatively low. Other adoptions of time series-based wind forecasting, such as Fuzzy 
Logic (FL), Artificial Neural Networks (ANNs), Support Vector Machines (SVMs), Bayesian 
Networks (BNs) and Genetic Programming (GP), are also available but in general they require 
more effort due to high complexity [9].  
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Another advantage of time series models is that they provide confidence intervals for the 
forecasts, which enables the simulation of wind speed time series data. The use of time series 
models for simulating hourly mean wind speed time series is reported in literature commonly [23- 
25]. Due to the high dependence of hourly mean wind speed time series, using time series models 
for simulation incorporates the dependence structure of the observations [20]. Therefore, the 
simulated wind speed time series using real data have much higher fidelity compared to Weibull 
distribution random numbers simulation which does not incorporate the dependence structure and 
is usually used when real time series data is absent [26]. 
 
2.2.2 Data – Sao Vicente 
 
In Sao Vicente, a wind/diesel isolated power grid has been implemented. In 2013, the 
electricity demand in Sao Vicente averaged 7961 kWh per hour with lowest and highest demand 
being 5188 kWh to 11770 kWh per hour respectively as shown in Figure 2.3. The installed wind 
capacity in the system is 5950 kW (seven Vestas V52-850 kW turbines). The average wind speeds 
was at a staggering 8.8 m/s and in the absence of curtailment the wind farm would have had a 
capacity factor of 51.9%. The actual capacity factor with curtailment for 2013 was 40.7%. Even 
with curtailment, the instantaneous power penetration reached above 80% and at one instance 100% 





Figure 2.3: Top: Hourly demand (green), wind uncurtailed generation (grey), and actual wind 






Figure 2.4: Hourly actual wind instantaneous penetration rate for Sao Vicente in 2013. 
 
Out of the total demand of 69.7 GWh in 2013, the annual wind energy dispatched was 21.2 
GWh. While wind could have provided 27.1 GWh, due to curtailments only 21.2 GWh was 
dispatched, and thus 5.9 GWh is lost. In the current grid, the system operator manually determines 
wind power curtailment setpoints based on a rudimentary method, which is taking either the 
minimum or average of the last several hours observed. Setpoints are thresholds such that if a wind 
turbine produces power higher than a threshold value, the delivered power will be curtailed down 
to that value, and otherwise all power produced is delivered to the grid. The wind setpoints are 
usually conservative in order to avoid penalties. As shown in both Figure 2.3 and Figure 2.4, wind 
power is actively being curtailed to the level of outputs that are below potential given the resources 
available. In Figure 2.5, the potential wind energy that could be produced at various wind speed is 
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shown by the manufacturer’s power curve. Also, some clear setpoint values are shown. Note that 
at low wind speeds, some actual energy delivered data are higher than the manufacturer’s power 
curve because the wind speeds are hourly average and the energy delivered data are the sum over 
7 turbines combined. During some hours where the mean wind speeds are low, the instantaneous 
wind speeds might be high and some turbines might have high production.   
 
 
Figure 2.5: At measured wind speeds, actual wind delivered energy (red) and available wind 
energy based on wind turbine’s manufacturer’s power curve (black). Operational curtailment set-








One of the advantages of time series models is that the resource costs of implementation 
are low. Therefore, time series forecasting models can be easily applied based on a short term (one 
hour) rolling horizon mechanism. In other words, at every hour, a forecast for next hour is 
produced using historical time series as training data. In this paper, observed Sao Vicente wind 
speed time series data were trained on a rolling horizon basis using general ARIMA models and 
the model forecasts were tested for accuracy and compared with the persistence model. Based on 
the marginal probability distributions of the ARIMA model forecasts for each time horizon (each 
hour), 100 scenarios (yearly time series) of hourly mean wind speeds were simulated using the 
Monte Carlo method. Then, the simulated scenarios were used to evaluate various wind farm 
operating strategies, or curtailment setpoint rules, including setting setpoints based on ARIMA 
forecast, persistence method, and naïve methods which take the minimum or average of the last 
several hours. Furthermore, a potential storage system at various capacities was considered and 
the benefits of adding a storage system were evaluated.  
 
2.3.1 Wind Speed Forecasting 
 
 The simplest and the mostly widely used method of wind speed forecasting is the 
persistence model which does not require any modelling. For a given time series {y(t)}, the 
persistence forecast is obtained by simply setting ?̂?(t+1) = y(t), which implies that the average 
wind speed forecast for the next hour is equal to the average wind speed over the current hour. 
Both in literature and in practice, persistence model is the most frequently used benchmark method 
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in wind speed forecasting since it is reasonable to assume that wind speeds are highly correlated 
in short terms [21].   
In this paper, Autoregressive Integrated Moving Average or ARIMA(p, d, q) model is used 
for wind speed forecasting. This model, along with many self-adaptive or artificial intelligence 
techniques, can also be used in other applications including load forecasting [27]. ARIMA model, 
introduced by Box and Jenkins, is a versatile class of model for time series based forecasting, and 
has been applied to a wide variety applications [28].  The ARIMA forecasting equation for a 
stationary time series is a linear combination of the predictors that consist of lags of the 
observations and/or lags of the forecast errors. In time series forecasting, the goal is to predict a 
series that typically is not deterministic but rather contains a random component, such as wind 
speeds time series. If this random component is stationary, meaning that the statistical properties 
such as mean, variance and autocorrelation are all constant over time, then powerful techniques 
can be developed to forecast the future values of a series [29]. A time series that needs to be 
differenced to ensure stationarity is said to be an “Integrated” version of a series. The parameter d 
in the ARIMA(p,d,q) denote the dth difference of a time series {y(t)}.  
 
If d = 0, Yt = yt                                                               (1) 
 
If d = 1, Yt = yt - yt-1                                                                                        (2) 
 




Typically, a time series can achieve stationarity by differencing zero or one time (d<2). Lags of 
the observations of the stationary series in the ARIMA forecasting equation are the 
“Autoregressive” terms.  The parameter p refer to the order of the Autoregressive process or the 
number of autoregressive terms used as predictors.  Lags of the forecast errors of the stationary 
series in the ARIMA forecasting equation are the “Moving Average” terms.  The parameter q refer 
to the order of the Moving Average process or the number of moving average terms used as 
predictors [29].   
 
Let {y(t)} represent the time series of hourly mean wind speeds in Sao Vicente. Then, an 
ARIMA(p, d, q) formulation for the time series can be described by, 
 
𝜙(𝐵)(1 − 𝐵)𝑑𝑦𝑡  =  𝜃(𝐵) 𝑍𝑡                                                                          (4)                                                                                   
 
where Zt is white noise (~WN(0,σ2)), and B is the backshift operator defined by B(yt) = yt-1. The 
functions ϕ and θ are polynomial functions of the backshift operator B given by, 
  
 𝜙(𝐵) = 1 − 𝜙1𝐵 − 𝜙2𝐵
2 −  … − 𝜙𝑝𝐵
𝑝                                        (5)                     
 
 𝜃(𝐵) = 1 +  𝜃1𝐵 + 𝜃2𝐵
2 +  … + 𝜃𝑞𝐵
𝑞                                         (6) 
 
 Given an hourly wind speed time series {y(t)},  an ARIMA model fit can be selected based 




 𝐴𝐼𝐶(𝜙, 𝜃) =  −2 ln 𝐿(𝜙, 𝜃, 𝑆(𝜙, 𝜃)/𝑛) + 2(𝑝 + 𝑞 + 1)𝑛/(𝑛 − 𝑝 − 𝑞 − 2)            (7) 
 
where L is the likelihood of the data under the Gaussian ARMA model with parameters (𝜙, 𝜃, 𝜎2), 
n is the sample size, and 𝑆(𝜙, 𝜃) is the residual sum of squares. The parameters (p, q) and the 
functions (𝜙, 𝜃) in an ARIMA model are chosen by minimizing the AIC. This can be achieved 
using the “Forecasting: principles and practice” package in R, which is a widely used open source 
statistical software [30]. In addition, the next hour forecast, ?̂?(t+1), can be outputted using the 
ARIMA forecast equation calculated by the “auto.arima” function in the R package.  
For ARIMA forecasting, the forecasting accuracy declines as the forecasting time horizon 
increases. In this paper, hourly rolling time horizon forecasting technique is used in order to obtain 
the highest forecasting accuracy. For each hour, an ARIMA model was auto-fitted using the 
historical wind speed time series as training data and the forecasted wind speed for that hour is the 
expected next hour forecast of the corresponding ARIMA model. For example, if the size of 
training data is n hours and the wind speed to be forecasted at hour t is ?̂?(t), then a specific 
ARIMA(p, d, q) model is auto-fitted to the historical time series {y(t-n), y(t-n+1), …,y(t-2), y(t-1)} 
and the forecasted wind speed at hour t, ?̂?(t), is outputted by this ARIMA(p, d, q) model. Then, 
for the next hour, t+1, another specific ARIMA(p, d, q) model is auto-fitted to the historical time 
series {y(t-n+1), y(t-n+2), …,y(t-1), y(t)} and the forecasted wind speed at hour t+1, ?̂?(t+1), is 
outputted by this new ARIMA(p, d, q) model. In addition, the confidence interval of the next hour 
forecast is outputted. Also, the error term follows a Normal distribution with mean zero and 
variance outputted as well.  





APE = |?̂?(𝑡) − 𝑦(𝑡)| |𝑦(𝑡)|⁄                                                    (8) 
 
where ŷ(t) is the forecasted wind speed at hour t and y(t) is the observed wind speed at hour t.  
The relationship between the size of training data (number of hours) and the forecasting 
APE for each month is shown in Figure 2.6. The APE of the persistence model forecasting is 
shown in Figure 2.7.  
 
 
Figure 2.6: Boxplots of wind speed forecasting average percentage error at various training data 





Figure 2.7: Boxplots of wind speed forecasting average percentage error for each month using 
the persistence model. 
   
 As shown in Figure 2.6 and 2.7, in both the rolling horizon ARIMA model and the 
Persistence model, the forecasting error is the highest in August because a large number of low or 
zero wind speeds were observed. For the rest of the year, on average the forecasting performance 
of the two models are comparable with APE roughly around 6%. As expected, the persistence 
model produced a lot of large forecasting errors because the model does not require any modeling 
and does not consider any historical data expect for the previous time step. However, even though 
rolling horizon ARIMA models do take into account historical data, large forecasting errors are 
still present. Thus, it is not possible to conclude which forecasting method would produce better 
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results in terms of lower curtailments and higher fuel savings. In fact, we must examine these 
forecasting methods under various combinations of operating strategies and storage capacities. On 
the other hand, Figure 2.6 shows the effect of training data size on the forecasting accuracy of 
rolling horizon ARIMA models. Overall, it can be concluded by observing the median and the 
interquartile range that the forecasting accuracy as well as the forecasting consistency slightly 
improve as the size of the training data increases. However, the improvements in accuracy and 




2.3.2.1 Wind Speed and Power 
 
As mentioned previously, the error term of next hour ARIMA forecast follows a Normal 
distribution with mean zero and variance known, enabling the Monte Carlo simulation. The version 
of Monte Carlo simulation used in the case study is introduced by Kamal and Jafri, which states 
that a simulated value of wind speed can be regarded as a one hour forecast to which a random 
error has been added [20]. Thus, the simulated mean wind speed in a given hour is the one hour 
forecast plus a random number that is generated from the marginal Normal distribution associated 
with error term of next hour ARIMA forecast for that hour. This can be described by, 
 




where ?̃?(𝑡 + 1) is the simulated wind speed at hour t+1, ?̂?(𝑡 + 1) is the ARIMA forecasted wind 
speed at hour t+1, and 𝜀 is a normal random number generated from the Normal distribution 
associated with the ARIMA model for the hour t+1. Without overfitting and loss of generality 
while keeping reasonable forecasting accuracy and low computation time, each wind speed data 
simulated are based on its specific ARIMA model with 72 hours as training data size. Using the 
fitted ARIMA models described in Section 3.1, an hourly mean wind speed time series can be 
simulated for an entire year. Then, this process was repeated and 100 yearly time series of hourly 
mean wind speed data were generated and inputted as scenarios in the simulation. Using this 
method, the main statistical characteristics of the wind speed time series, include mean, variance, 
probability distribution, seasonality and autocorrelation functions, are reserved. Finally, the 
corresponding wind power time series were obtain using the manufacturer’s turbine power curve.  
 
2.3.2.2 Operating Strategies and Energy Storage 
 
  Under the simulated scenarios of 100 yearly time series of hourly mean wind speeds, the 
following four different wind operating strategies were studied: the next hour wind curtailment 
setpoint is set 1) at the forecasted value using ARIMA model; 2) at the value of the previous hour 
using persistence model; 3) at the minimum of the last six hours observed; 4) at the average of the 
last six hours observed. An energy storage system with capacity ranging from 0 MWh to 30 MWh 
was also considered. The storage capacity was simulated up to only 30 MWh since the size of the 
grid is small and large storage capacity is not sensible. Both discharging and charging efficiencies 
for the storage are assumed to be 90%, however storage ramping and depth of discharge constraints 
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are not considered. The demand time series for all scenarios is the real demand data from 2013 
and is assumed to be the same for all scenarios. 
 
2.4. Results  
 
 
Figure 2.8: Simulation results of hours of violation (top-left), average violation in kWh/h (top-
right), capacity factor of wind (middle-left), annual energy from storage (middle-right), storage 
equivalent cycles per year (bottom-left), and residence time of stored wind energy (bottom-
right): expectations of evaluation metrics for four wind operating strategies for setpoints: 1) 
setpoints at the forecasted value using Auto-regressive Integrated Moving Average model; 2) at 
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the value of the previous hour using persistence model; 3) at the minimum of the last six hours 
observed; 4) at the average of the last six hours observed. 
 
For each operating strategy and each storage capacity, the expected values of penalties, 
wind capacity factor, energy delivered by storage (fuel savings), storage equivalent cycles, and 
storage residence time were investigated as evaluation metrics. In Figure 2.8, these expected values 
of evaluation metrics are plotted against storage capacity. Hours of violation is defined as the 
number of hours in a year where the actual wind and storage energy delivery is not able to meet 
the commitment level. In other words, the curtailment setpoints are higher than the actual wind 
energy and the energy in storage combined. In this case, fast-ramping back-up diesel generation 
kicks in to meet the overall demand and the average amount needed is represented by the average 
violation. Hence, hours of violation and average violation represent the penalty when back-up 
diesel is required. Capacity factor represents the wind energy utilization. For isolated grids which 
heavily rely on fuel imports, high capacity factor is desirable for economic considerations. Annual 
energy from storage, storage equivalent cycles and residence time are metrics to describe the 
storage utilization rate, which is a crucial criterion for the implementation of storage. The no 
storage case, which is the benchmark case in this study, is summarized in Table 1. The diesel fuel 





Min of last six 
hours 
Ave of last six 
hours 
Hours of violation 4079 4150 1662 4331 
Average violation [kWh] 532 788 617 822 
Wind capacity factor 48.5% 46.3% 36.1% 45.8% 
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Table 2.1: Expectations of results of hours of violation, average violation in kWh/h, and wind 
capacity factor for no energy storage for four wind operating strategies for setpoints: 1) setpoints 
at the forecasted value using Auto-regressive Integrated Moving Average model; 2) at the value 
of the previous hour using persistence model; 3) at the minimum of the last six hours observed; 
4) at the average of the last six hours observed. 
 
 
Figure 2.9: Fast-ramping diesel requirements in MWh/year and overall system fuel savings in 
MWh/year for four wind operating strategies for setpoints: 1) setpoints at the forecasted value 
using Auto-regressive Integrated Moving Average model; 2) at the value of the previous hour 
using persistence model; 3) at the minimum of the last six hours observed; 4) at the average of 






 In this section, the simulation results of the storage case with both wind forecasting and 
energy storage considered are discussed and compared against the no storage case where only wind 
forecasting is considered.  
 
2.4.1.1 No Storage Case 
 
 The persistence model is competitive with the ARIMA model in terms of the forecasting 
APE shown in Figure 2.6 and 2.7. This result is also reflected in the no storage case in Table 1 
where ARIMA forecasting does not provide significant advantage over persistence forecasting. 
ARIMA forecasting barely prevails in the wind capacity factor category and the system penalty is 
still significant in terms of the number of violating hours. However, due to lower variance in 
forecasting error as mentioned previously, the average violation is lower for ARIMA forecasting. 
The most conservative strategy of the four is setting the next hour setpoint as the minimum of the 
last six hours observed, which reduces penalty greatly but sacrifices in term of capacity factor. 
Setting setpoint as the average of the last six hours observed is the most risky strategy because the 
probability of violation is the highest.  
 
2.4.1.2 Storage Case 
 
 When energy storage system is present, the advantages of ARIMA forecasting become 
more apparent. As seen in Figure 2.8, the hours of violations rapidly drop as storage capacity 
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increases for all four operating strategies, with ARIMA forecasting much safer than the persistence 
forecasting at low storage capacities (2-5 MWh). Furthermore, with ARIMA forecasting at low 
storage capacities, the wind capacity factor is 3-4% higher than persistence model and the average 
violation is much lower. Also, the wind capacity factor reaches 50%, which is 10% higher than 
the current situation, and the annual energy penetration rate can be calculated to have an increase 
from the current 30.4% to 38%. On the other hand, ARIMA forecasting also shows promising 
results in terms of fuel savings in Figure 2.9. When storage is initially implemented, small 
violations are absorbed thus the average violation slightly increase. As more storage capacity is 
implemented, the average violations converge to a constant level for all four strategies. For 
ARIMA, persistence, and average of the last six hours strategies, both hours of violation and 
average violations converge to a non-zero level, meaning that the storage always fail to absorb the 
extreme cases where the next hour wind is dramatically different than the setpoints. For the 
minimum of the last six hours strategy, it is seen that at 8 MWh storage capacity the violations are 
only the extreme cases and at 9 MWh capacity all violations are prevented, which gain confirms 
that the minimum of the last six hours rule is the most conservative strategy.   
The benefit of storage diminishes as capacity increases. In Figure 2.8, hours of violation, 
wind capacity factor, and annual energy plateau while the utilization rate continues to dip. In 
addition, fast-ramping diesel requirements and fuels savings cease to improve at large storage 
capacities as shown in Figure 2.9. Therefore, from a purely energy point of view, implementing a 
small size energy storage system combined with rolling horizon ARIMA forecasting mitigates 
issues due to large wind penetration by reducing the number of instances where fast-ramping diesel 
is required and improves the economics of the system through diesel fuel savings. 
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In essence, ARIMA forecasting enables more accurate renewable energy scheduling and 
coupling ARIMA forecasting and energy storage absorbs the variability of renewable energy. 
Therefore, ARIMA forecasting together with energy storage is a promising solution for issues in 
isolated grids with large renewable penetration.  
 A specific example of implementing ARIMA forecasting and 5 MWh energy storage is 
studied and the expected hours of violation, total violation in MWh (fast ramping diesel 
requirements), and wind energy penetration by month are shown in Figure 2.10. This particular 
combination of ARIMA forecasting and energy storage is interesting to study. 5 MWh for storage 
is a reasonable size to invest for roughly 1 million dollars nowadays. Combining with forecasting, 
it enables a wind capacity factor of 51% and only 550 MWh of fast ramping diesel requirements 
annually. Out of the 550 MWh fast ramping diesel generation, the majority of it comes from July, 
September, and October when the hours of violations are relatively high and the wind energy 
penetrations are relatively low. In August when the wind speeds are the lowest, the wind 
penetration is the lowest and the total violation (fast ramping diesel) is also low. In the months 
where wind energy is abundant, i.e. February to June, wind penetrations are high and violations 





Figure 2.10: Simulation results of expected hours of violation (black), total violation in MWh 
(blue), and wind energy penetration (red) by month for Auto-regressive Integrated Moving 




In this paper, a case study for Sao Vicente was performed to investigate potential solutions 
to mitigate issues in isolated power grids caused by large wind penetration. One of the promising 
solutions is time series based forecasting, which requires minor time and resource to implement 
and provides high forecasting accuracy. The general Autoregressive Integrated Moving Average 
model was used in forecasting wind speeds and it out-performs the benchmark persistence model. 
In the simulation study, it is shown that if no storage is present, implementing ARIMA forecasting 
alone does not significantly improves grid reliability and fuel saving is barely achieved. However, 
coupling ARIMA forecasting and energy storage together demonstrates significant improvements 
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in grid reliability, wind capacity factor, and fuel saving. Large storage capacity is not desired since 
the benefit of storage diminishes and the economics becomes unjustifiable. Type of storage 
technology to implement and other options such as implementing additional wind generation or 
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Simultaneous Increasing Electricity Demand for Heating and Reliance on Wind 






The world’s current electric power systems are transitioning towards a much greater 
reliance on renewable energy generation in order to dramatically reduce greenhouse gas emissions 
and ultimately to achieve complete fossil-free electricity generation. Wind is among the 
predominant renewable energy sources and is already integrated into many electricity grids 
worldwide. Wind power generation, however, is 1) intermittent and variable; 2) less predictable 
than traditional generation systems such as coal, gas, and nuclear. Such variability and uncertainty 
pose the most significant threat to the extensive integration of renewable energy in the electricity 
grid [1].  
It is widely accepted that demand side management (DSM) or demand response will play 
an essential role in balancing the variability introduced by renewable electricity supply and 
achieving high renewable penetration levels. Demand side resources include thermostatically 
controlled loads, electric vehicles, and strategic energy storage. Existing programs, such as the 
SmartAC program of Pacific Gas and Electric (PG&E), aggregate residential air conditioners for 
peak load shaving and emergency load management [2]. However, since these load control 
mechanisms are primarily concerned with very low frequency changes in demand (i.e., the changes 
occur over hourly timescales), they are rarely utilized and offer limited financial value. In contrast, 
there is an enormous untapped potential for flexible loads to offer more lucrative fast ancillary 
services such as frequency regulation or load-following [3]. Demand response aggregators or third-
party contractors can collate customer flexibility and make it available for balancing services [4]. 
Most current demand response programs [2, 5, 6] in the U.S. are only used as contingency 
measures during emergency events such as generation shortages on summer days or other spot 
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market price peaks. As such, these programs do not necessarily directly support the integration of 
wind power. Residential thermostatically controlled loads such as heat pumps, ACs, water heaters, 
and refrigerators, represent about 20% of the total electricity consumption in the United States [7], 
and thus offer significant potential for provision of various demand side management programs. 
As heating mechanism shifts towards electric, namely heat pumps, this potential will be even more 
significant in the future [8]. Heat pumps are particularly useful for heating while balancing load 
on the electrical grid since thermal storage can be leveraged to shift heat pump electricity 
consumption in time while still meeting the desired temperature requirements of the end user.   
Demand side management is considered as a potentially effective tool to manage the 
generation intermittency and variability inherent in many renewable sources [9, 10, 11, 12, 13, 14, 
15]. Heat pumps can offer a great deal of flexibility to compensate fluctuating generation [16] 
since they represent a sizable load, have a high thermal time constant, and are easily controllable. 
Furthermore, the emissions related to the conventional method of heating, namely fossil-fuel 
combustion, can be avoided through integration of heat pumps into power systems that employ 
renewable energy [17]. 
Many studies have been conducted to investigate the flexibility potential provided by heat 
pumps [3, 15, 18]. One study investigated a similar topic [19], which was the operation of multiple 
wind plants, heat/electric from combined heat and power plants and several electric only steam 
plants with wind forecasts and strict ramping constraints for thermal power. Electric heat pumps 
are installed only to manage curtailed wind and over course of the day. Our chapter, on the other 
hand, uses a sequential control strategy of diverse building stock portfolio to examine how 
storage/inertia of thermal envelope can provide flexibility under a combined wind and natural gas 
based system in the absence of direct on-site fossil fuel heating. A few also consider the efficacy 
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of thermal storage tanks coupled with heat pumps to allow further flexibility [20, 21]. Storage 
tanks may not always to necessary, however, since the building envelope itself acts as passive 
storage which allows heat pump consumption to be shifted for an extended period of time without 
violating indoor comfort constraints. This chapter models and evaluates the operation and benefits 
of heat pump heating while accounting for the passive thermal storage enabled by the building 
envelope. Thermal inertia of both the building envelope and the interior air mass is accurately 
modeled. In addition, infiltration which plays an important role in heating seasons is also modeled.  
This chapter focuses on extreme cold events. The electrical grid is vulnerable during cold 
events due to peaking heating loads. Tools such as demand side management, which is to shift the 
heating consumption in time, are particularly useful during the passage of cold fronts during the 
cool season when heating demand ramps and peak demand are both high. Limiting the usage of 
capacity reserves is especially important given that such reserves are often composed of natural 
gas turbines [22], which in turn produce carbon dioxide. This chapter illustrates how utilizing wind 
power along with applying demand side management can alleviate the peaking and the ramping 
requirements for capacity reserves while maintaining consumer comfort levels. 
The organization of this chapter is as follows: Section 3.2 presents both a thermal model 
that incorporates heat pump operation as well as thermal storage provided by the building envelope 
and a wind power downscaling model. Section 3.3 outlines the application of these models based 
on real data and parameters. Section 3.4 presents and discusses the results of this application. 







3.2.1 Heat Pump and Passive Thermal Storage Model 
 
In order to shift a heat pump’s electricity demand in time, some form of thermal energy 
storage must be present in the system. Naturally, buildings provide passive thermal storage using 
the structure mass itself. In literature, to represent the building structure, reduced order models are 
used [23]. In these models, the distributed thermal mass of the dwelling is lumped into a discrete 
number of thermal capacitances. In this chapter, two main thermal capacitances are considered: 1) 
indoor air and 2) building envelope. The indoor air is lumped into one thermal mass and it is 
assumed to have a uniform temperature in space. The building envelope is also lumped into one 
thermal mass and it is assumed to have a one-dimensional equivalent thermal circuit. In order to 
evaluate the storage effects provided by the building mass, the conduction within the structure and 
the convection at the exterior and interior surfaces need to be modeled. Thus, in this chapter, the 
building envelope is discretized and a nodal analysis is performed. The derivation and justification 
of this problem formation is the following. 
In this chapter, the energy balance for a residential building interior volume needs to be 
analyzed. The control volume for this energy balance is defined as the interior wall surface of the 
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𝑑𝑉 is the rate of change in internal energy, ∬ 𝒏 · 𝒒𝑑𝑆
𝑆
 is the heat flux through 
the surface of the control volume, ∭ 𝕋 · 𝔻
𝑉
𝑑𝑉 is the heat gain through mechanical work, and 
∭ 𝑞𝑟𝑉 𝑑𝑉 is the internal generation within the control volume. By neglecting potential energy 
and kinetic energy, assuming stationary and fixed control volume, and assuming constant physical 
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The second term can be simplified as follows: 
 
 







= ℎ𝑖𝑛𝐴(𝑇 − 𝑇1) (3) 
 
Since the control volume is fixed and stationary, there is no mechanical work done to or by the 
system, thus the third term ∭ 𝕋 · 𝔻
𝑉
𝑑𝑉 is zero. In this problem, heat input from heat pumps and 














= −ℎ𝑖𝑛𝐴(𝑇(𝑡) − 𝑇1(𝑡)) − ṁ𝑖𝑛𝑓𝑐𝑝,𝑎𝑖𝑟(𝑇(𝑡) − 𝑇𝑎) + 𝛿ℎ𝑝𝐶𝑂𝑃(𝑇𝑎)𝑃ℎ𝑝           (5)                                         
 
where 
 m: mass of air of the interior of the house [kg] 
 cp,air: specific heat capacity of the air [J/kg-K] 
 hin: heat transfer coefficient at the interior surface of the building envelope [W/m
2-K] 
 ṁ𝑖𝑛𝑓: air infiltration due to leakage [kg/s] 
 A: overall surface area of the building envelope [m2] 
 T: spatial average temperature of the indoor air [degC] 
 T1: building envelope interior surface temperature [degC] 
 Ta: ambient temperature [deg C] 
 COP: coefficient of performance of the heat pump, which is a function of ambient 
temperature 
 Php: heat pump electric power [W] 
δhp: binary variable; 1 if heat pump is ON and 0 if heat pump is OFF  
 
The left hand side of equation (5) represents the rate of change in internal energy of the 
indoor air. The right hand side of equation (5) includes the heat flows due to convection between 
the indoor air and the wall interior surface, infiltration heat flow through the building envelope, 






 be the dimensionless temperature, and 𝑡∗ =
𝑡
𝑡0
 be the dimensionless time. 
The character length L in this equation is the ratio of the volume of the control volume V over the 




























 is recognized as the Stanton number, St, which in transient heat transfer represents 




= 𝑆𝑡(𝑇∗ − 𝑇1
∗) + 𝑞𝐻𝑃
∗ − 𝑞𝑖𝑛𝑓
∗  (7) 
 
Plugging in the physical parameters described in Section 3.3.1, the Stanton number is around 0.2.  
Molten salt is typically known as a good candidate for heat storage. If the properties of molten salt 
is substituted, the Stanton number works out to be 4 orders of magnitude smaller. Given the 
physical significance of the Stanton number, this indicates that air is not a good candidate for heat 
storage, thus the amount of flexibility is extremely limited. Now, the storage abilities of the 
building envelope structural mass is explored. The one-dimensional heat balance for the building 





Figure 3.1: Discretized building envelope. Building envelope are divided into layers so that both 
heat transfer due to convection and heat storage in building envelope thermal mass can be 
modeled in detail.  
 
Figure 3.1 shows a schematic of a discretized building envelope. Node 1 is exposed to the 
interior of the dwelling and node n is exposed to the exterior air. The volume for each middle node 
is Δx and for the two end nodes is Δx/2. Per surface area, the heat transfer relationships can be 
written as: 
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= ℎ𝑜𝑢𝑡(𝑇𝑎 − 𝑇𝑛) +
𝑘
𝛥𝑥
(𝑇𝑛−1 − 𝑇𝑛)                                    (10) 
where 
 𝜌: lumped density of the building envelope [kg/m3] 
 cp: lumped specific heat capacity of the building envelope [J/kg-K] 
 Δx: thickness of the discretized nodes [m] 
 k: lumped thermal conductivity of the building envelope [W/m-K] 
 Tj: temperature of node j [deg C]  
 hout: heat transfer coefficient at the exterior surface of the building envelope [W/m
2-K] 
 
 Again, let 𝑇∗ =
𝑇−𝑇𝑎
𝑇𝑟−𝑇𝑎
 be the dimensionless temperature, and 𝑡∗ =
𝑡
𝑡0
 be the dimensionless 
time. The character length L in this equation is the thickness of the layers Δx. By non-






























where Fo is the Fourier number and it represents the ratio of the rate of heat diffusion and the rate 
of heat storage, and Bi is the Biot number and it represents the ratio of internal heat transfer 
resistance and the external resistance. According to the ASHREA standards, to capture the heat 
storage effect, Fo = 1/6 is required. Substituting in the physical parameters in Section 3.3.1, the 
thickness of the discretized layers can be determined. Then, it is confirmed that the Biot number 
falls approximately at 0.1, indicating that lumped mass model for the discretized layers are 
reasonable.  
Equations (8) and (10) illustrate that the rate of change in internal energy of the surface 
nodes are affected by convection at the surface as well as conduction from the adjacent node. 
Equation (9) illustrates that the rate of change in internal energy of the middle nodes is affected 
only by conduction from the adjacent nodes.  
Now, let T = [T T1 … Tj… Tn]t, which is the vector of states; and U = [Ta Q]t, which is the 
vector of inputs. Q represents the heat pump input, which is 𝛿ℎ𝑝𝐶𝑂𝑃(𝑇𝑎)𝑃ℎ𝑝. Now, this system of 




= 𝑨𝑻 + 𝑩𝑼                                                  (14) 
                 
where A is an n+1 by n+1 square matrix that contains information regarding thermal properties 
and heat transfer coefficients, B is an n+1 by 2 matrix that describes the inputs. A and B can be 
considered constants. This equation can be solved by integrating both sides and the discrete time 
solution can be described as the following [16].  
 
𝑻(𝑡 + ℎ) = 𝜴𝑻(𝑡) + 𝜞𝑼(𝑡) + 𝒆(𝑡)                                    (15) 
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               𝜴 = exp(𝑨h)                                                    (16) 
𝜞 = ∫ 𝜴𝑩𝑑𝑠
ℎ
0
                                                  (17) 
                 
where h is the time step, 𝜴 is the state-transition matrix, and 𝜞 is the input transition matrix. U can 
also be assumed constant within each time step. Un-modelled system internal gains and losses, 
such as solar radiation, appliances, opening doors/windows and body heat are considered through 
the inclusion of a stochastic white noise term 𝒆, which has zero mean and standard deviation 
depending on the environment and the square footage of the residence unit. In this chapter, h is 
selected to be 1 minute and the stochastic white noise term is only added to the indoor air 
temperature. The time step of 1 minute is selected because the minute time scale aligns with the 
natural ON/OFF cycling of the heat pump unit and also because it is reasonable to assume that A 
and B are constants within this time scale. 
 
3.2.2 Heat Pump Control Model 
 
The following describes the natural operating cycle of a heat pump. The local control 
variable 𝛿ℎ𝑝 is a dimensionless binary variable which equals to 1 when the heat pump is ON and 
0 when the heat pump is OFF. For heating,  
  
𝛿ℎ𝑝,𝑡+ℎ = {
  1,                  𝑇𝑡+ℎ < 𝑇𝑟 − ∆
    0,                   𝑇𝑡+ℎ > 𝑇𝑟 + ∆ 
𝛿ℎ𝑝,𝑡,                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                              (18) 
  
where ∆ is the temperature dead-band and 𝑇𝑟 is the user-defined temperature set-point.  
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During demand side management, the control of the heat pump follows the priority stack 
architecture shown in Figure 3.2 [3]. At each discrete time step, when the heat pumps need to 
reduce their power consumption, we must turn OFF some heat pumps that are currently closest to 
the top of the ON stack. When the heat pumps need to increase their power consumption, we must 
turn ON some heat pumps that are currently closest to the bottom of the OFF stack. For the heat 
pumps that are not participating in the demand side management, temperature set-point defined 




Figure 3.2: Schematic of priority stack control of the heat pumps [3]. At each time, buildings are 
divided into two stacks: 1) heat pump ON stack and 2) heat pump OFF stack. The ON/OFF 
cycling of the heat pumps are based on the relationship between interior temperature and the 





3.2.3 Wind Power Model 
 
The primary purpose of this model is to produce sub-hourly simulations of wind speed with 
which to derive wind power supply over time. A wind speed temporal downscaling model is 
necessary because the power ramping events occur and the heat pump model is resolved at sub-
hourly resolutions but sub-hourly wind speed data is sparsely available (two-minute wind speed 
records exist for several stations throughout New York State, however, these records do not exist 
prior to the year 2000). This is problematic because many of the extreme cold events for which we 
would like to simulate wind power occurred prior to the year 2000. We thus develop the following 
downscaling technique to recover two-minute average wind speed simulations from hourly 
average wind speed measurements. 
We begin by noting that the difference between the observed two-minute wind speeds and 
a two-minute records derived by linearly interpolating hourly average wind speeds can be 
reasonably modeled as an Auto-Regressive Moving Average (ARMA) model of order AR(1) and 
MA(1) as shown in equation (19) and (20). In other words, the hourly mean wind speed is treated 
as a piece-wise linear mean function and the two-minute deviations from this mean function are 
stationary and modeled as an ARMA(1,1) process. ARMA models are widely used in the literature 
to characterize wind speeds data [24]. Next we also assume that the standard deviation of the wind 
speed depends linearly on the absolute value of the wind speed at that time shown in equation (21), 
based on [25].  
 





 𝑦𝑡: average two-minute wind speed at time t  
 𝑢𝑡: average hourly wind speed at time t 
 𝜙1: coefficient for the autoregressive part of the ARMA model 
 𝜃1: coefficient for the moving average part of the ARMA model 
 𝜀𝑡: error term 
 
𝜀𝑡~𝑁 (0, (𝜏𝑡






)                            (20) 
 
where  
𝜏𝑡 = 𝜎 + 𝛼 ∗ 𝑢𝑡                                                   (21) 
 
The four parameters (𝜙1, 𝜃1, 𝜎, 𝛼) are estimated by fitting the ARMA(1,1) model to the 
two-minute wind speed data (𝑦𝑡) and interpolated hourly data (𝑢𝑡) for a February 2016 cold event 
for each of the five stations. Specifically, ten days during February 2016 are used to train the 
downscaling model for each of the following five stations all in New York State: Binghamton, 
Buffalo, Niagara Falls, Syracuse, and Watertown shown in Figure 3.3 and 3.4. Both the two-
minute and one hour average wind speed records are measured at 10m hub-height. Lastly, 
simulations of two-minute wind speeds for these same five stations during historic cold events are 
generated by equation (22) – (24). Hats represent simulated variables, and bolding signifies 
coefficient estimates. Bayesian parameter estimation and simulation from posterior distributions 




𝑦?̂? = 𝑢𝑡 + 𝝓𝟏 ∗ (𝑦𝑡−1̂ − 𝑢𝑡−1) + 𝜽𝟏 ∗ 𝜀𝑡−1̂ + 𝜀?̂?                             (22) 
𝜀?̂?~𝑁 (0, (𝜏𝑡






)                             (23) 
𝜏𝑡 = 𝝈 + 𝜶 ∗ 𝑢𝑡                                       (24) 
 
 
Figure 3.3: The training event during February of 2016 at the Buffalo (top) and Syracuse 





To recover estimates of power at one-minute resolution, the simulated two-minute wind 
speeds time series are further downscaled to one-minute level by assuming that the wind speeds 
are the same every two minutes. Next, the downscaled one-minute wind speed data are adjusted to 
100m hub height using the power law [27] and translated to wind power using a generic 2-MW 
wind turbine power curve with short term turbine inertia taken into account.  Adopted from Tang, 
et.al [28], at each minute the change in wind power generation from the previous minute is equal 
to the change in wind power reading according to the turbine power curve at the given wind speeds 
multiplied by the power reduction factor due to turbine inertia. This can be expressed as the 
following: 
 
𝑃𝑡+1 − 𝑃𝑡 = (𝑃𝑡+1,𝑝𝑐 − 𝑃𝑡) ∗ 𝑟𝑡                                     (25) 
 
where 
 𝑃𝑡: wind power at minute t 
 𝑃𝑡+1: wind power at minute t+1 
 𝑃𝑡+1,𝑝𝑐: theoretical wind power output according to the power curve at a given wind 
speed at minute t+1 















 TI: turbulent intensity of the wind speeds (ratio of standard deviation and mean over an 
hour) 
 𝑤𝑒𝑓𝑓: effective frequency of the wind speeds (ratio of root mean square of change in 
wind speeds and standard deviation over an hour) 
 c: time constant of a wind turbine  
 
The time constant of a wind turbine ranges from 1-10 s depending on the size of the turbine. 4.9 s 
is used in this chapter for 2-MW turbine. Equation (26) is then applied to all the downscaled 1-
minute wind speed data at the 5 stations in upper-western New York. We assume that each of the 
5 stations has equal installed wind power capacity and that the total wind power generation 
capacity is 1.8, which is the same as the current installed capacity in New York State [22].  
The 1-minute wind power data is aggregated to 5-minute and the ramps are compared to 
the real NYISO (New York Independent System Operator) 5-minute wind power ramp data [29]. 
Table 3.1 shows that the simulated wind ramping characteristics are reasonable in the winter 2016 
season. 
     
Percentile Min 0.1% 1% 10% 90% 99% 99.9% Max 
Simulated -145 -97 -63 -26 26 61 91 165 
NYISO -192 -85 -37 -15 15 38 84 230 
Table 3.1: Simulated 5-minute wind ramps [MW] compared to data from New York Independent 






3.2.4 Validation of Wind Speed Downscaling Model 
 
Figure 3.4 shows the ten days during February 2016 are used to train the downscaling model for 
the Watertown, Binghamton, and Niagara Falls stations. 
 
 
Figure 3.4: The training event during February of 2016 for the Watertown (top), Binghamton 
(middle), and Niagara Falls (bottom) wind speed stations. The linearly interpolated hourly 




The parameter estimation for the wind speed downscaling model was checked by ensuring 
that all potential scale reduction factors (?̂?) values were less than 1.1 and that the effective number 
of samples was greater than 100, as per Gelman et al. [34].  In fact, all parameter posterior 
distributions had effective sample sizes of over 650 and ?̂? ≤ 1.02.  
The wind speed downscaling model was also validated to make ensure that the downscaling 
model reproduced two minute wind speed data with the correct distribution shown in Figure 3.5, 
reasonable autocorrelation and partial autocorrelation structure shown in Figure 3.6, and 





Figure 3.5: The probability density functions of the two minute wind speeds (left) and the time-
series of the two minute wind speeds for the fitting event (right) for each of the five wind speed 
stations (rows). The observed data is shown with red lines and five simulations based on the 





Figure 3.6: The autocorrelation function (left) and the partial autocorrelation function (right) for 
each of the five wind speed stations (rows). The observed data is shown with red lines and five 




Figure 3.7: The global wavelet spectrum for each of the five wind speed stations (panels). The 
observed data is shown with red lines and five simulations based on the Auto-regressive Moving 
Average model are shown with grey lines and the periodicity band at 24 hours is shown by the 






3.3.1 Parameter Selection 
 
This chapter focuses on determining how the aggregation of heat pumps and the use of 
demand side management during extreme cold events can shift consumption in time while 
maintaining indoor air comfort standards and reduce the negative effect associated with the 
variable power output from wind farms. Based on the EIA-RECS (U.S. Energy Information 
Administration – Residential Energy Consumption Survey) data [7] and the ASHRAE (American 
Society of Heating, Refrigerating, and Air-conditioning Engineers) Handbook [30], suitable 





Parameter Description Value Unit 
h Time step 60 s 
cp,air Specific heat of air 1005 J/kg-K 
m Mass of indoor air 624 kg 
Tr Indoor temperature set-point 20 deg C 
Δ Indoor temperature deadband 2 deg C 
L Building envelope (wall) thickness 0.4 m 
hin Interior surface heat transfer coefficient 6 W/m
2-K 
hout Exterior surface heat transfer coefficient 20 W/m
2-K 
Php Heat pump electrical power 5 kW 
inf 
Air infiltration rate or ACH (air change per 
hour) 
0.3  
𝜌 Lumped building envelope density 880 kg/m3 
cp Lumped building envelope specific heat 1100 J/kg-K 
A Surface area of the building envelope 300 m2 
k 
Lumped building envelope thermal 
conductivity 
0.28 W/m-K 
Table 3.2: Physical parameters in the heat pump and passive building thermal storage model. 
 
According to RECS, the average residence unit floor area in New York State is 1800 ft2. 
The standard 10 foot ceiling then determines that the mass of the indoor air is 624 kg. The 
temperature set-point of the indoor air is assumed to be 20 C (68 F) for all times. The temperature 
deadband is 2 degrees which is larger than a typical thermostat deadband. This is chosen because 
a typical thermostat operates at a much higher frequency than 1 minute and because a 2-degree 
deadband allows for a larger flexibility potential for demand side management while it is still a 
reasonable range for human comfort. According to ASHRAE guidelines, both the building 
envelope interior and exterior heat transfer coefficients are considered constant throughout the 
60 
 
heating season. The values for building envelope thickness and surface area are selected based on 
typical values of a generic residence unit. The air infiltration rate is selected based on the Energy 
Star home sealing specification for the climate region that New York State resides in [31]. It is 
important to note that the heat pump and passive thermal storage model used in this chapter is a 
one-dimensional heat transfer model. The physical parameters associated with the building 
envelope, including density, specific heat, and thermal conductivity are lumped values which are 
weighted averages of a generic residential building envelope that consists of concrete, brick, 
insulation, glass, etc. Under these values, the annual heating demand of the modeled residence unit 
is consistent with the average heating demand of 58 MMBTU/year for a unit with the same square 
footage according to the RECS database.  
The behavior of this model during an example cold event that occurred in 1994 is shown 
in Figure 3.8.   
 
Figure 3.8: Ambient air, interior air, building envelope interior and exterior surface temperatures 
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in the modeled residence unit with space heating supplied by a heat pump during a 3-day cold 
event in 1994. 
 
Figure 3.8 illustrates the simulated evolution of interior and exterior temperature 
fluctuations when heat pumps are used for space heating over the course of an extreme cold spell. 
The heat pump COP is strongly correlated with ambient air temperature. The cooling COP and 
heating COP curves as a function of ambient temperatures used in these calculations are based on 
typical industrial air source heat pump manufacturer’s specifications [32]. As the ambient 
temperature decreases, the COP decreases nearly linearly. When the ambient air temperature is 
very low, roughly -20 deg C, the heat pump resembles a resistive heater. The fluctuation of the 
indoor air temperature indicates heat pump being turning ON and OFF based on the natural 
operating cycle described earlier. As the temperature drops, the duration where the heat pump is 
turned ON increases due to both the low ambient temperature and the low heat pump COP. As the 
temperature of the indoor air reaches the top of the deadband, the heat pump shuts OFF. Then, the 
time between the heat pump shutting OFF and the indoor air temperature hitting the bottom of the 
deadband again is roughly 15-30 minutes depending on the ambient temperature. Therefore, the 
indoor temperature remains in the comfort zone for 15-30 minutes after the heat pump shuts down. 
In other words, the thermal storage within the building envelope and the indoor air combined 







3.3.2 Cold Events Selection 
 
In this chapter, five cold spells from the New York City historical records are selected. 
These five events contain the coldest hourly temperature measurements at Central Park since 1972. 
Each of the cold events is selected to be 3 days long in order to study the variability introduced by 
wind power and the full potential of flexibility of the aggregation of heat pumps. Figure 3.9 shows 
the temperatures and the simulated wind power generation during the cold events. The five extreme 
cold events are similar in terms of the lowest temperature exhibited but are different in terms of 
the duration of cold spells as well as the amount and variability of wind power. 
 
  
Figure 3.9: Ambient temperature and simulated wind power output during the selected five 
extreme cold events from New York City historical records. 
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3.3.3 Diversification of Residence Units 
 
Currently, out of 7.2 million residence units in New York State, 0.5 million have installed 
heat pump as the primary mechanism for heating [7]. It is expected that the heat pump penetration 
will continue to rise in the coming years [33]. In this chapter, we consider a future scenario where 
one million heat pumps are installed in the New York area and where all of the heat pumps (each 
serving one residence) participate in a demand side management program. In reality, each of the 
residence units would have different physical characteristics, such as the amount of thermal storage 
available, thermal insulation, air infiltration rate, size of the heat pump, etc. In this chapter, the 
portfolio of the residence units is diversified by assigning different values of building envelope 
thermal mass, thermal conductivity, air infiltration rate, and heat pump size in kW. Each of the 
four parameters have five discrete and equally spaced levels with their mean values shown in Table 
3.2, resulting in 625 groups with each group having 1600 residence units with identical parameters 
(total of 1 million units). Building envelope thermal mass (which can be calculated by 𝜌cpAL) 
ranges from 16 to 48 kWh/deg C, with mean 32 kWh/deg C. Thermal conductivity of the building 
envelope (k) ranges from 0.06 to 0.5 W/m-K, with mean of 0.28 W/m-K. Air infiltration rate (inf) 
ranges from 0.1 to 0.5 ACH, with mean of 0.3 ACH. Heat pump size (Php) ranges from 3 to 7 kW, 
with mean of 5 kW. The square footage, the temperature set-point, and the deadband are the same 
for all residence units. In reality, different residence units can provide different amounts of 
flexibility service, which in the content of this chapter means the amount of time that the heat 
pump electrical power consumption can be shifted. By diversifying the residence units, this 




3.3.4 Demand Side Management Using Heat Pumps 
 
Currently, natural gas generators in NYS have a total capacity of 18 GW. Natural gas 
generators have the ability to ramp fast (particularly when compared to nuclear and hydropower) 
and are thus an important provider of load following and ancillary services for the grid. Therefore, 
as more renewable variable generation is injected into the grid, the choices are often further 
curtailment of renewable generation or the use of more fast ramping gas generators. Each of these 
options are undesirable, however, because curtailment reduces the capacity factor of renewable 
generation and ramping up and down natural gas generators can greatly reduce their efficiency and 
increase their greenhouse gas emissions. Fortunately, demand side management using heat pumps 
can alleviate these negative effects by utilizing more renewable generation while reducing the need 
for fast ramping natural gas generation.  
In this study, the one million residence units with diversified parameters have a potential 
peak heat pump power consumption of 5 GW. To utilize the wind variable generation as much as 
possible, it is assumed that the heating demand is met by the combination of wind variable 
generation which has 1.8 GW in capacity and the natural gas generators. In this study, to reduce 
the variability of the residual demand that the gas generators have to supply, the demand side 
management strategy is as follows: 
1. At the beginning of these cold events, assume the ambient temperature, wind supply, gas 
generator supply, and heat pump operations are at equilibrium.  
2. At each minute with a given ambient temperature, based on the current ON and OFF status 
of the heat pumps and the indoor air temperatures compared to the set-point deadband, the 
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minute ahead heat pump demand is calculated. This is the next minute heat pump demand 
with no demand side management involved.  
3. With the given available wind power, calculate what would be the gas turbine supply at the 
next minute. 
4. Compare the gas turbine supply that would be at the next minute to the gas turbine supply 
at the current minute. 
a. If gas turbines have to ramp up, follow the priority stack architecture and turn OFF 
some available heat pumps that are ON such that the gas turbines do not have to 
ramp up the full amount when there is no demand side management.  
b. If gas turbines have to ramp down, follow the priority stack architecture and turn 
ON some available heat pumps that are OFF such that the gas turbines do not have 
to ramp down the full amount when there is no demand side management.  
5. The rest of the heat pumps that are not participating in step 4 follows a natural temperature 
deadband cycle.  
 
3.4 Results and Discussions 
 
During the five historical cold events, the lowest hourly temperatures are all -20 deg C as 
shown in Figure 3.10 to Figure 3.14. Most of the events display a temperature rise (to above -15 
C) after a day of extreme cold, except for Event 2 where the temperature stays extremely low for 
a couple of days. The wind power behavior, on the other hand, are very different during each event. 
During Event 1, overall the wind power generation is consistently very high but the variability is 
also consistently high. During Event 2, the wind power generation is high when the temperature is 
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extremely low. During the second half of this event, wind power generation is reduced 
significantly and the variability is increased. During Event 3, both wind power generation and 
variability are relatively low over most of the event. For Event 4, wind power generation maintains 
at maximum level for a day then drops down to nearly zero in one day and the variability during 
the slump is high. During Event 5, wind power generation shows a nearly perfect correlation with 
the ambient temperature but does show high variability throughout the event.   
 
 
Figure 3.10: Ambient temperature, wind power, heat pump power consumption with and without 
demand side management; and the net load with and without demand side management in Event 





Figure 3.11: Ambient temperature, wind power, heat pump power consumption with and without 
demand side management; and the net load with and without demand side management in Event 





Figure 3.12: Ambient temperature, wind power, heat pump power consumption with and without 
demand side management; and the net load with and without demand side management in Event 





Figure 3.13: Ambient temperature, wind power, heat pump power consumption with and without 
demand side management; and the net load with and without demand side management in Event 





Figure 3.14: Ambient temperature, wind power, heat pump power consumption with and without 
demand side management; and the net load with and without demand side management in Event 
5. Short term variability of the net load is reduced as shown in the bottom-right sub plot. 
 
Due to the wind variability during these cold events, wind 1-min and 5-min ramps are high 
as shown in the left-most figure in Figure 3.15 and 3.16. Figure 3.8 shows that individual heat 
pumps are cycling ON and OFF depending on the interior room temperature. However, as a large 
number of heat pumps is introduced, the aggregated heat pumps demand are smoothed out since 
each individual heat pump cycles at different times. Thus, the net-load ramps are introduced 
mainly by the wind ramps, as shown in the middle figure in Figure 3.15 and 3.16. Using the heat 
pump control model described in section 3.2.2, demand side management is applied. With the 
inherent passive storage of the buildings and the short term flexibility it provides, the gas turbine 
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1-min and 5-min ramps are significantly reduced, as shown in the right-most figure in Figure 3.15 
and 3.16.  
 
 
Figure 3.15: Density plots for 1-minute wind ramp and gas turbine ramping requirements due to 





Figure 3.16: Density plots for 5-minute wind ramp and gas turbine ramping requirements due to 
net load ramping [MW/min] with/without demand side management 
 
During extreme cold events, the heat pumps in poorly insulated buildings have to be 
constantly ON in order to maintain the desired temperature, whereas the heat pumps in well 
insulated buildings may not have to do so. Diversifying the building portfolio, which mimics the 
real-life situation, allows the load diversity to be represented. Also, at very fine temporal scale, 
demand side management through controlling the heat pump ON/OFF operation will not violate 
the comfort constraints of the end users. As soon as the indoor temperature falls out of the 
temperature deadband, the heat pumps are forced to turn back ON or OFF in order to maintain 





Figure 3.17: Net load spectrum in all five extreme cold events showing the smoothing effect of 





Figure 3.18: Moving root mean square error of the next load in all five extreme cold events plot 
showing the smoothing effect of the demand side manage with heat pumps 
 
Figure 3.17 shows the net load spectrum plot in all five extreme cold events. Figure 3.18 
shows the moving root mean square error of the next load in all five extreme cold events. Both 
figures show the smoothing effect of demand side management with heat pumps. However, the 
smoothing of the net load is limited only to short terms (up to two hours), which is approximately 
the longest OFF time for the most efficient buildings modeled in these extreme cold events. Long 
term (more than two hours) variability of the load still remain. This needs to be addressed by load 





3.5 Conclusion  
 
In this chapter, a thermal model is developed to simulate the operation and performance of 
heat pumps for space heating based on the temperature deadband and the thermal storage by the 
building structural envelope. The amount of flexibility, or the time that heat pump consumption 
can be shifted, is evaluated. Demand side management using heat pumps based on the priority 
stack architecture is then applied with the aggregated thermal model. Demand side management is 
applied at a fine temporal resolution at 1-minute since at short time scale the cycling of ON/OFF 
heat pump operation can be utilized without violating the comfort constraints. During cold events, 
selected from historical data, it is shown that due to the flexible operation of the heat pumps 
enabled by passive thermal storage, demand side management using heat pumps is indeed viable 
in supporting wind power and mitigating the variability associated with it.  
In addition, heat pumps are also used as air conditioning in the cooling season. Similarly, 
during extreme hot spells the electrical grid is also extremely vulnerable due to the peaking of 
electrical cooling load. When more variable renewable generation is present, having flexibility is 
equivalently important during extreme hot spells. However, in cooling, both sensible and latent 
heat as well as solar gains through the building envelope, which are not modeled in this chapter, 
contribute significantly to the cooling load. These factors, in the future, can be incorporated into 
the thermal model presented in this chapter. Then, it can be used to study the aggregate flexibility 








This research was supported by funding from NSF Sustainability Research Networks 
(award 1444745): "Integrated Urban Infrastructure Solutions for Environmentally Sustainable, 






[1] National Renewable Energy Laboratory (NREL). Grid impacts of wind power variability: 
recent assessments from a variety of utilities in the United States. NREL/CP-500-39955. Jul. 
2016. 
 




[3] Hao H, Borhan MS, Poolla K, Vincent TL. Aggregate flexibility of thermostatically 
controlled loads. IEEE Transactions on Power Systems. Vol. 30, No. 1, Jan. 2015. 
 
[4] Gkatzikis L, Koutsopoulos I, Salonidis T. The role of aggregators in smart grid demand 
response markets. IEEE Journal on Selected Areas in Communications. Jul. 2013. Vol. 31, Issue 
7, p. 1247. 
 
[5] PJM Interconnection. Demand response. (https://www.pjm.com/markets-and-
operations/demand-response.aspx) 
 
[6] New England Independent System Operator (New England ISO). Demand Resources. 
(https://www.iso-ne.com/markets-operations/markets/demand-resources/) 
 





[8] New York State Energy Research and Development Authority (NYSERDA). Renewable 
heating and cooling policy framework. (https://www.nyserda.ny.gov/-
/media/Files/Publications/PPSER/NYSERDA/RHC-Framework.pdf) 
 
[9] Eid C, Codani P, Chen Y, Perez Y, Hakvoort R. Aggregation of demand side flexibility in a 
smart grid: a review for European market design. 12th International Conference on the European 
Energy Market. May 2015. 
 
[10] Brandoni C, Ciriachi G, Polonara F, Arteconi A. Heat pumps and demand side management 
for renewable energy integration in sustainable communities. International Conference and 
Utility Exhibition on Green Energy for Sustainable Development. Mar. 2014. 
 
[11] Bhattarai BP, Bak-Jensen B, Pillai JR, Maier M. Demand flexibility from residential heat 
pump. IEEE PES General Meeting Conference and Exposition. Jul. 2014. 
 
[12] Arteconi A, Patteeuw D, Bruninx K, Delarue E, D’haeseleer W, Helsen L. Active demand 




[13] Arteconi A, Hewitt NJ, Polonara F. Domestic demand-side management (DSM): Role of 
heat pumps and thermal energy storage (TES) systems. Applied Thermal Engineering 2013; 51: 
155-65. 
 
[14] Callaway DS. Tapping the energy storage potential in electric loads to deliver load 
following and regulation, with application to wind energy. Energy Conversion and Management 
2009; 50: 1389-400. 
 
[15] Baeton B, Rogiers F, Helsen L. Reduction of heat pump induced peak electricity use and 
required generation capacity through thermal energy storage and demand response. Applied 
Energy 2017; 195: 184-95. 
 
[16] Wang D, Parkinson S, Miao W, Jia H, Crawford C, Djilali N. Online voltage security 
assessment considering comfort-constrained demand response control of distributed heat pump 
systems. Applied Energy 2012; 96; 104-14. 
 
[17] Johnson EP. Air-source heat pump carbon footprints: HFC impacts and comparison to 
other heat sources. Energy Policy 2011; 39: 1369-81. 
 
[18] Mathieu JL. Modeling, analysis, and control of demand response resources. Ernest Orlando 
Lawrence Berkeley National Laboratory. May 2012. 
 
[19] Yang Y, Wu K, Long H, Cao J, Yan X, Kato T, Suzouki Y. Integrated electricity and 
heating demand-side management for wind power integration in China. Energy 2014; 78: 235-
46. 
 
[20] Hedegaard K, Balyk O. Energy system investment model incorporating heat pumps with 
thermal storage in buildings and buffer tanks. Energy 2013; 63: 356-65. 
[21] Hedegaard K, Mathiesen BV, Lund H, Heiselberg P. Wind power integration using 
individual heat pumps – Analysis of different heat storage options. Energy 2012; 47: 284-93. 
 
[22] New York Independent System Operator (NYISO). 2017 Load & capacity data report. Apr. 
2017. 
 
[23] Reynders G, Diriken J, Saelens D. Quality of grey-box models and identified parameters as 
function of the accuracy of input and observation signals. Energy and Buildings 2014; 82: 263-
74. 
 
[24] Yuan S, Kocaman AS, Modi V. Benefits of forecasting and energy storage in isolated grids 
with large wind penetration – The case of Sao Vicente. Renewable Energy 2017; 105: 167-74. 
 
[25] P.J. Brockwell, Introduction to Time Series Forecasting, second ed., Springer, New York, 
2002. 
 




[27] Manwell JF. Wind energy explained. Wiley; 2010. 
 
[28] Tang C, Soong WL, Freere P, Pathmanathan M, Ertugrul N. Dynamic wind turbine output 
power reduction under varying wind speed conditions due to inertia. Wind Energy 2013; 16: 
561-73. 
 
[29] New York Independent System Operator (NYISO). Fuel mix data. 
(http://mis.nyiso.com/public/P-63list.htm) 
 
[30] The American Society of Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE). 2013 ASHRAE Handbook. 2013. 
 
[31] EnergyStar. Energy Star home sealing specification. 
(https://www.energystar.gov/ia/home_improvement/home_sealing/ES_HS_Spec_v1_0b.pdf) 
 
[32] Waite M, Modi V. Potential for increased wind-generated electricity utilization using heat 
pumps in urban areas. Applied Energy 2014; 135: 634-42. 
 
[33] Waite M. Analysis of energy infrastructure serving a dense urban area: Opportunities and 
challenges for wind power, building systems, and distributed generation. Doctoral Dissertation. 
Columbia University. 2016. 
 
[34] Gelman, A., Carlin, J. B., Stern, H. S., Dunson, D. B., Vehtari, A., & Rubin, D. B. 






Future Energy Scenarios with Distributed Technology Options for 
Representative Residential City Blocks in Three Climate Regions of the United 





The electricity sector is one of the main contributors of greenhouse gas (GHG) emissions. 
In recent years, the sector emits more than 25% of the GHG in the United States [1]. To reduce 
these emissions, the electric power grid is integrating variable renewable generation, such as wind 
and solar. In addition, energy demand in buildings for space heating and cooling accounts for 
roughly 40% of world’s total annual building energy consumption and has led to increasing GHG 
emissions [2]. Severe environmental impacts caused by emissions related to growing building 
energy use have urged governments, since the approval of Montreal Protocol in 1997, to reduce 
energy consumption from fossil fuels and promote energy efficient technologies and renewable 
energy [3]. Shifting from natural gas-based heating to distributed electric heating and cooling 
systems in buildings, namely heat pumps, has been identified as an effective means to improve 
energy efficiency and reduce emissions in the residential sector [4, 5, 6, 7, 8, 9].  
As the electric grid transitions to more renewable based and the building heating systems 
transition from natural gas-based to electric heat pumps, an important question is posed as what 
the implications of these transitions are on the residential sector. As heat pump penetration 
increases, a significant rise in electricity demand is observed [10]. To ensure overall reduction in 
greenhouse gas emissions as the electricity demand increases, increased supply must come from 
renewable generation rather than carbon-intensive generation such as coal or natural gas. 
Renewable generation sources such as wind and solar on a distributed level are thoroughly 
investigated for residential use [11]. However, both renewable resources as well as demand for 
heating and cooling vary significantly based on geographical climate patterns. Thus, these 
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electricity sector transitions have different implications for residential sector in cities in different 
climate regions.  
In addition to wind and solar, other distributed technology options such as storage are also 
projected to be commonly implemented in residential buildings or communities. Energy autonomy 
in residential buildings with distributed energy systems such as battery storage, thermal storage, 
and solar photovoltaics is examined with a techno-economic based analysis [12]. Another study 
examined the joint effort of battery energy storage and solar photovoltaics in a residential 
community [13]. Though the residential buildings included in [12, 13] represents a comprehensive 
load diversity at a community scale, the shift to electric heating is not considered. At high 
penetration levels of renewable resources, storage is needed to address the increasing uncertainty 
and variability on the power system [14]. Large amount of storage is needed to mitigate the 
variability fully, which can be high cost. However, if battery storage is used as distributed storage 
systems, they can provide benefits to both the residential consumers as well as the operation and 
planning of the distribution systems [15, 16]. The distributed storage systems are multi-hour since 
seasonal storage is not economically justifiable when considering the overall cost of deep 
decarbonization [17]. In addition to distributed energy storage at a community level, demand load 
management and control of the residential energy systems are also desired to optimally utilize the 
energy storage at high levels of solar photovoltaic penetration [18, 19]. Though these studies allow 
deeper penetration of renewable generation and subsequently greater emissions reductions while 
providing benefits to the consumers and power distribution systems, none explored the effect of 
different renewable generation mix. A recent study found that optimal renewable generation mixes 
for different sized areas with and without storage can vary spatially and temporally due to the 
varying electricity demand and availability of wind and solar resources [20]. As area of resource 
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aggregation and demand both increase, the optimal resource mix consistently moved toward 
heavier wind generation. This work also showed that adding storage shifts the optimal wind and 
solar generation mix toward more solar generation, away from a wind dominant mix without 
storage. Renewable resources depend on climate. Some studies evaluated the performance of 
distributed technologies under different climate regions. In [21], the socio-economic performance 
of solar photovoltaic and heat pump are examined in three different climate regions, but wind 
energy and storage were not considered. Another study examined distributed energy systems with 
renewables for communities in different climate zones in China [22] but wind and solar energy 
were not included.  
This chapter provides a comparative analysis investigating the energy implications of the 
electricity sector transitions on a distributed level for representative residential blocks in cities in 
various climate regions. This study uses real consumption data for groups of residential buildings 
to represent city blocks with load diversity and a diverse portfolio of building characteristics. 
Distributed technologies including heat pumps, wind, solar, battery storage, and thermal storage 
are studied and compared for these city blocks. The cities in this study are: New York City, New 
York; Minneapolis, Minnesota; Tallahassee, Florida; and Fort Collins, Colorado. These four cities 
are located in three different climate regions shown in Figure 4.1. Minneapolis and For Collins are 
located in the “Cold/Very Cold” region; New York City is located in the “Mixed” region but near 
the border of the “Cold/Very Cold” region; and Tallahassee is located in the “Hot/Humid” region 
of the United States [23]. These cities are chosen due to data availability. The goal of this chapter 
is to study the cross-city comparisons as cities in different climate regions have 1) different weather 
patterns which results in different demand profiles; and 2) different local renewable resources. 
This chapter inspects the demand profiles, renewables resources’ availabilities, and various storage 
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capacities, and finds the optimal wind and solar generation mixes for each city. Additionally, cost 
comparisons of additional technology options including batteries and thermal storage are examined. 
In policy making, the efficiency of policy is defined as the ratio of the policy output obtained for 
a given level of resources [24, 25, 26]. This chapter investigates for similar amount of investments 
the best solution that yields the most renewable energy penetration and the lowest GHG emission 
in future scenarios.  
 
 
Figure: 4.1: Mixed-Humid region: New York City (NYC), New York; Cold region: Minneapolis 
(MSP), Minnesota and Fort Collins (FC), Colorado; Hot-Humid region: Tallahassee (TAL), 
Florida. 
 
This chapter is organized as follows: Section 4.2 summarizes the historical electricity 
consumption time series data used in the study. Section 4.3 estimates future demand scenarios with 
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100% penetration of air source heat pumps (ASHPs) or ground source heat pumps (GSHPs) for 
heating and cooling in the four cities based on the current demand and temperature data. Section 
4.4 analyzes the energy penetration by wind and solar under high distributed local wind and solar 
generation for the future demand scenario with ASHP for various wind and solar generation mix 
with and without storage. Section 4.5 provides a comparative analysis among the four cities on the 
cost comparisons of additional technology options including overbuilt local wind and solar 
generation, battery storage, thermal storage, and GSHP.  
 
4.2 Demand Data  
 
This study utilizes fine spatial and temporal scale real time series electricity consumption 
data from Fort Collins, Colorado and Tallahassee, Florida. From the Fort Collins Utilities service 
area, electricity consumption data was obtained from a random selection of 100 single family 
residential homes. This data from Fort Collins is consisted of 15-minute interval advanced 
metering infrastructure (AMI) electricity consumption data from these selected buildings for 2015 
and 2016. From Tallahassee, Florida, 123 random residential homes with 30-minute interval 
electricity consumption data from 2011 to 2014 were selected. The size of the homes selected in 
Fort Collins ranges from 1,060 to 2,000 square feet (average size of 1539 square feet per home), 
with an average current total annual electricity demand of 8,304 kilowatt-hour (kWh) per home 
(average demand of 0.95 kWh per hour per home). The size of the homes in Tallahassee ranges 
from 572 to 2,539 square feet (average size of 1091 square feet per home), with an average total 
annual electricity demand of 9,380 KWh per home (average demand of 1.07 kWh per hour per 
home). These homes represent real-life load diversity as well as a diverse portfolio of building 
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thermal characteristics. Different time periods of the historical data might generate uncertainty of 
the year-to-year energy consumption in the future. There are two types of year-to-year effects: 1) 
non-weather related which when limiting to residential loads, would arise from the number, type, 
efficiency and age of household energy appliances. On the time scale considered, one would not 
expect systemic changes here. Individual residence level variability would exist but this is 
addressed through premise level data for 100 or more residences. There would indeed be weather 
change and those changes are accounted for through the methodology presented in the chapter. On 
a longer-term, e.g. decadal basis, changes on the demand side would occur but are not modeled in 
this chapter.  
 
4.3 Future Demand Scenarios  
 
In this section, the thermal response of the homes in Tallahassee and Fort Collins are 
estimated by examining the relationship between demand and temperature. Using the thermal 
response portfolios of the homes, future demand scenarios with 100% penetration of ASHP and 
GSHP for heating and cooling are estimated. Comparisons against current demand are provided.  
 
4.3.1 Temperature Driven Demand 
 
The demand time series for the selected homes in Fort Collins and Tallahassee were 
aggregated and normalized by square-footage to create an hourly time series in kWh/sqft-hr. 
Historical hourly dry-bulb temperature and dew-point temperature time series data were gathered 
for each city for their individually analyzed time periods from the Integrated Surface Hourly Data 
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Base from the National Oceanic and Atmospheric Association (NOAA) [27]. The normalized 
demand time series data were then plotted against temperature to find the relationship between 
temperature and demand. Figure 4.2 shows an example of such relationship in Tallahassee using 
peak aggregated demand in each day and the wet-bulb temperature at the time of peak demand. 
Because Tallahassee is located in the Hot/Humid climate region, a large portion of the thermal 
load is the dehumidification of moist air. Therefore, wet-bulb temperature is used in this example 
because it accounts for both the dry-bulb temperature and the moisture content in the air. In 
contrast, peak daily demand is used in this example such that behavioral effects such as occupancy 
at different times of the day is eliminated.  
 
 
Figure 4.2: Example plot showing the relationship between temperature and demand: daily peak 





By applying break-point regression [28], the temperature driven demand can be de-coupled 
from the overall demand. As shown in Figure 4.2, by fitting a break-point regression, the threshold 
temperature (break-point temperature), non-temperature driven demand (demand at the break-
point), as well as the temperature driven heating and cooling demand per heating or cooling degree 
(slopes on the left and right side, respectively) can be estimated. Since the demand is normalized 
by square foot, the thermal response of the buildings, or the heating and cooling consumption 
slopes has the unit of kWh/sqft-hr-°C, which can be directly used to estimate the heating and 
cooling electricity demand per floor area given the ambient temperature.   
 
4.3.2 Existing Heating and Cooling in Individual Homes  
 
For each home in Tallahassee and Fort Collins, break-point regression is applied on hourly 
electricity demand vs dry-bulb temperature and the heating and cooling consumption slopes are 
collected. Figure 4.3 and Figure 4.4 show the distribution of the heating and cooling consumption 
slopes for the homes in Tallahassee and Fort Collins, respectively (after excluding outliers with 
negative slopes). In Tallahassee, many homes are observed to have positive non-zero cooling 
consumption slopes shown in Figure 4.3, indicating large penetration of air conditioners. However, 
during periods of heating, only a small number of homes are observed consuming electricity. These 
electric heating loads may include resistance heating boards or electric components in the gas 
furnace heating systems or existing heat pumps. Alternatively, different results are observed in 
Fort Collins, as shown in Figure 4.4. During the cooling season, although many homes are 
observed to have positive consumption slopes indicating that air conditioners are equipped, the 
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magnitudes of these slopes are much smaller than those in Tallahassee due to less need for 
dehumidification of air. During the heating season, home property data indicate that the Fort 
Collins’ homes included in this analysis primarily use gas furnace forced air heating systems as 
their heating mechanism. The positive electric heating consumptions are due to the electric 
components such as fans and blowers in the primary gas heating systems or secondary resistance 
electric heating. In both cities, slopes that are less than 0.01 kWh/h-1000sqft-°C are considered as 
having no primary electric equipment for heating or cooling.   
 
 
Figure 4.3: Distributions of heating and cooling consumption slopes for the group of homes in 





Figure 4.4: Distributions of heating and cooling consumption slopes for the group of homes in 
Fort Collins in kWh/h-1000sqft-°C. 
 
4.3.3  Estimating Future Demand with Air Source and Ground Source Heat Pumps 
 
For the homes in Tallahassee and Fort Collins that are currently equipped with air 
conditioners, the thermal cooling load are calculated from the electric load and a coefficient of 
performance (COP) curve given the ambient temperatures and the threshold temperatures of the 
homes. To estimate the electric heating load for when all homes are equipped with heat pumps, 
the thermal load per heating degree is assumed to be the same as the thermal load per cooling 
degree away from the threshold temperatures of the homes. Given ambient temperatures and the 
threshold temperatures, the electric heating load is calculated by dividing the thermal heating load 
by the heating COP. The cooling COP and heating COP curves as a function of ambient 
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temperatures used in these calculations are based on typical industrial air source heat pump 
manufacturer’s specifications [29]. For GSHP, the same COP curves are used but the COP is a 
function of the ground temperatures in each location rather than the ambient air temperatures [30]. 
For the homes in Tallahassee and Fort Collins that are not currently equipped with electric cooling, 
their thermal response cooling consumption slopes are assumed to be the 50th percentile of the 
slope distribution for the homes currently have electric cooling. Their future all electric heating 
and cooling demand are estimated the same way. In Fort Collins, all homes considered in this 
chapter currently have gas furnace forced air systems, so all future electric heating are considered 
as demand due to new heat pump installations. In Tallahassee, primary heating mechanisms are 
not available in the data and it is assumed that 20% of the homes are currently equipped with 
natural gas-based heating according to the Residential Energy Consumption Survey (RECS) from 
the U.S Energy Information Administration [31]. 
Current natural gas consumptions are estimated using the thermal heating load in heating 
seasons and an assumed gas furnace efficiency of 80%. The estimated results per home agree with 
the annual average gas consumptions for heating published in RECS. The natural gas 
consumptions are then converted to have the unit of kWh.  
For New York City and Minneapolis, the group of homes are assumed to have the same 
thermal response characteristics (current heating and cooling consumption slopes) and non-
temperature driven consumption as those in Fort Collins. Their current gas consumption and future 





Figure 4.5: Column A for each city shows the breakdown of existing demand for gas heating, 
electric heating, electric cooling and all other demand. Columns B and C show future annual 
electricity demand scenarios with 100% penetration of air source and ground source heat pumps 
respectively with breakdown by end-use. All demands are site consumption values in kWh per 





Figure 4.6: Monthly average heating degree days (HDD) and cooling degree days (CDD) 
from 2010 to 2016 for New York City, Minneapolis, Fort Collins and Tallahassee. 
 
Figure 4.5 summarizes the annual total electricity demand of two future scenarios with 
ASHP and GSHP compared to the current annual demand in four cities, with breakdowns of the 
total demand by gas heating, electric heating, electric cooling, and other. In New York City, 
Minneapolis and Fort Collins, overall energy demand decreases due to shifting from gas to more 
efficient electric heating, but electricity demand in both future scenarios are higher than current 
demand. In Tallahassee, due to lack of gas heating causing many homes to already have electric 
heating and cooling, the overall demand grows in future scenarios. “Other” demand, which is the 
demand due to non-heating/cooling appliances, is much higher in Tallahassee, which is likely due 
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to high constant dehumidification load due to high humidity, which is not able to be disaggregated. 
“Other” demand in future scenarios is considered to be identical to current “Other” demand. 
Therefore, factors including demand growth due to social-economic reasons and appliances’ 
efficiency improvements are not modeled. Energy demand for domestic hot water is also not 
included in this model.  
While Figure 4.5 shows annual demand, for meeting such demand with renewables, the 
temporal variation of demand is just as important. In Figure 4.6, monthly average heating and 
cooling degree days for the four cities are shown. Tallahassee has the highest cooling degree days 
throughout the year and Minneapolis has the highest heating degree days throughout the year. In 
Figure 4.7, the monthly demand fraction with electric cooling and heating with ASHP is shown in 
red for the four cities considered. Note that this demand fraction curve adds up to one for the whole 
year. If the ASHP is replaced with GSHP then the electric heating demand is reduced and the new 
lower demands are shown as fractions of the earlier demands with ASHP. Observe that the peak 
winter demands are now dramatically reduced, especially in the coldest climates due to increased 
COPs for GSHP compared to ASHP. The reduction is steep in Minneapolis but not significant in 
Tallahassee. For comparison, monthly demands, without the use of electricity for heating or 
cooling, are also shown, again as fractions of the demand with electric cooling and heating with 





Figure 4.7: Monthly demand with and without heating/cooling as a fraction of total annual 
demand for the future demand scenario with 100% penetration of air source heat pumps for the 
group of homes in New York, Minneapolis, Tallahassee, and Fort Collins. 
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4.4 Future Energy Supply and Storage Scenarios  
 
To ensure deep de-carbonization with the demand scenarios already discussed, the impact 
of high renewable penetration is now considered. In this section, a future grid scenario with high 
local distributed renewable generation is modeled. The penetration of renewables is evaluated 
under the demand scenario with ASHP modeled in Section 4.3, and shown in Figure 4.7. Battery 
storage and thermal storage are considered as well, both within practical limits to examine their 
impact on meeting loads through renewable generation. 
 
4.4.1 Wind Generation Model 
 
Hourly mean wind speed time series data for each city for their individually analyzed time 
periods were collected from the Integrated Surface Hourly Data Base from NOAA [27]. The sites 
selected are located at the nearest airport in each city. The hub height of the data measurements is 
at 10 meters. To account for the hub height of a typical industrial wind turbine, a power law wind 
speed correction is applied using equation (1). 
 




where 𝑢ℎ𝑢𝑏 is the wind speed at 𝑧ℎ𝑢𝑏, the hub height of the turbine (assumed to be 100 meters) 
and 𝑢𝑟𝑒𝑓 is the measured wind speed at 𝑧𝑟𝑒𝑓, the measurement height for NOAA data, which is 10 
meters. Here 𝛼 is assumed to be 0.11 for hub height corrections [32]. Using the corrected wind 
speed at turbine hub height, the hourly wind power potential output time series is estimated using 
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the manufacturer’s power curve for a typical industrial wind turbine with a cut-in wind speed of 3 
m/s and a cut-out wind speed of 25 m/s [33]. The time series is then divided by the capacity of the 
turbine to obtain a normalized wind power generation time series in MWh-per-hour/MW-
nameplate-capacity. 
 
4.4.2 Solar Generation Model 
 
Hourly solar irradiation data for each city for their individually analyzed time periods were 
collected from National Solar Radiation Data Base from the National Renewable Energy 
Laboratory [34]. Using the manufacturer’s specification sheet for a typical industrial solar 
photovoltaic panel [35], the hourly solar power potential output time series is estimated using 
equation (2) and equation (3). 
 
 𝑇𝑐𝑒𝑙𝑙 = 𝑇𝑎 + (𝑁𝑂𝐶𝑇 − 20) ∙ 𝐺𝐻𝐼/800 (2) 
 
 𝑃/𝑃𝑝𝑒𝑎𝑘 = (1 − 𝐶𝑝𝑜𝑤𝑒𝑟 ∙ (𝑇𝑐𝑒𝑙𝑙 − 25)) ∙ 𝐺𝐻𝐼/1000 (3) 
 
where 𝑇𝑐𝑒𝑙𝑙  is the photovoltaic cell temperature, 𝑇𝑎  is the ambient temperature,  𝑁𝑂𝐶𝑇  is the 
normal operating cell temperature of the panel, 𝐺𝐻𝐼 is the global horizontal irradiance, 𝑃 is the 
actual output of the solar panel, 𝑃𝑝𝑒𝑎𝑘 is the rated capacity of the solar panel, and 𝐶𝑝𝑜𝑤𝑒𝑟 is the 
temperature coefficient of rated power. 𝑁𝑂𝐶𝑇  = 44 °C and 𝐶𝑝𝑜𝑤𝑒𝑟  = -0.39%/°C are used to 




4.4.3 Battery and Thermal Storage Model 
 
A simple linear model for battery storage is used in this study. The battery is modeled with 
a round trip efficiency of 90% and a minimum charge/discharge rate of C/5, corresponding to the 
ability to fully charge or discharge in 5 hours. The battery depth of discharge is assumed to be 100% 
and chemical degradation as a function of age and operating patterns is not modeled. In this linear 
model, the battery is allowed to charge only using excess renewable generation and discharge 
during the hours when renewable generation is insufficient to meet the demand. Note that battery 
is allowed to meet all end-uses.   
A similar linear model for thermal storage is used in this study. The thermal storage is 
modeled with a round trip efficiency of 90% and a charge/discharge rate limit of 5 hours. However, 
thermal storage is modeled such that it is only able to meet the heating demand. In this linear model, 
thermal storage is modeled to be charging using excess renewable generation and discharging 
during the hours when there is unmet heating demand. During charging, the thermal storage is 
modeled to have a maximum COP of 3 and it declines to one by the time the ambient temperature 
reaches 7.2 °C [29]. If both battery and thermal storage are present, the system is modeled such 
that the battery gets utilized first and thermal storage serves as a secondary storage if there is 
additional excess renewable generation or additional unmet heating demand.  
 
4.4.4 High Local Renewable Generation Scenario with and without Storage 
 
As in [20], renewable supply either from all solar, all wind, or an optimal (highest 
utilization) mix of sources are considered in the scenario where the total generation is sized such 
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that annual energy from generation equals annual demand (1X Gen). Unlike [20], the demand 
profile considered in this chapter is purely residential and with a complete shift from any form of 
existing space heating to purely electric heating using ASHPs. Adding battery storage is 
considered next, where the amount of battery capacity is measured in the form of “Hours of Storage” 
where each hour of storage represents one hour of electric demand (including heating, cooling and 
all other demands) averaged over the entire year. Thermal storage (without battery) is also 
evaluated, again measured in the form of “Hours of Storage” where each hour of storage is equal 
to the average heating demand, where the averaging is carried out only over the hours when there 
is heating demand. In all of the above cases, the performance metric is the percentage of demand 
met. The results of these computations are shown in Figure 4.8, using a group of heat maps, with 
percentage demand met with no battery storage, 12 hour and 36 hour battery storage at the optimal 





Figure 4.8: Percentage of demand met by wind and solar for different combinations of wind and 
solar generation for increasing battery or thermal storage for the group of homes in New York, 
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Minneapolis, Tallahassee, and Fort Collins. Total generation is sized such that annual energy 
from generation equals annual future demand with air source heat pumps (1X Gen). 
 
City 100S At Optimal Mix 100W 
New York City 310 -> 243 
        267 -> 148  
(30S70W) -> (40S60W) 
214 -> 124 
Minneapolis 294 -> 201 
        230 -> 113  
(30S70W) -> (30S70W) 
209 -> 125 
Tallahassee 344 -> 290 
        343 -> 246  
(60S40W) -> (80S20W) 
222 -> 137 
Fort Collins 315 -> 225 
        305 -> 167  
(60S40W) -> (70S30W) 
238 -> 146 
Table 4.1: Battery equivalent cycles per year for 3 hours and 12 hours of battery for New 
York City, Minneapolis, Tallahassee and Fort Collins for three generation mixes: 1) 100S, 2) 
Optimal mix; and 3) 100W 
 
City 100S At Optimal Mix 100W 
New York City 42 -> 64 71 -> 81 64 -> 74 
Minneapolis 41 -> 58 62 -> 70 56 -> 66 
Tallahassee 53 -> 81 65 -> 84 42 -> 54 
Fort Collins 45 -> 65 59 -> 70 42 -> 54 
Table 4.2: Percentage of demand met for 0 hours, 3 hours and 12 hours of battery for New 
York City, Minneapolis, Tallahassee and Fort Collins for three generation mixes: 1) 100S, 2) 
Optimal mix; and 3) 100W 
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 Table 4.1 and Table 4.2 summarize the battery equivalent cycles per year and the 
percentage of demand met for 3 hours and 12 hours of battery storage for the four cities at three 
different generation mixes: 1) 100S; 2) optimal mix in terms of highest renewable penetration; and 
3) 100W. For all cities, the battery equivalent cycles are the highest at 100S generation mix and 
the cycles become much lower for 100W generation mix. For a 3-hour battery, all cities display 
near daily cycle operation of the battery at 100S, suggesting the diurnal pattern of the solar 
generation can be well captured.  In Tallahassee and Fort Collins where the optimal mix are solar 
dominant (60S40W), the battery equivalent cycles per year for a 3-hour battery is more than 300, 
almost the same as daily cycle operation throughout the year. In Tallahassee, where for 12 hours 
of battery storage the optimal mix shifts towards even more solar dominant (80S20W), the battery 
equivalent cycle is still high at 246 per year. In Fort Collins, the equivalent cycles for a 12 hour 
battery significantly drop from 305 to 167 per year. In New York City and Minneapolis where the 
optimal mix are wind dominant (30S70W), the battery equivalent cycles per year for a 3-hour 
battery is much lower than that in Tallahassee. The cycles per year further drop to 148 and 113 at 
optimal mix for a 12-hour battery in New York City and Minneapolis respectively. This will result 
in higher levelized cost of energy from batteries in New York City and Minneapolis.   
 
4.4.4.1 Without Storage 
 
The results without storage for the case of all solar, all wind and an optimal mix, for each 
of the four cities in 1X Gen scenario are summarized in Table 4.3. If only solar generation is 
present, Tallahassee shows the highest percentage of demand met at 41%. If only wind generation 
is present, New York City shows the highest percentage of demand met at 57%. In all four cities, 
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the joint capacity factor of wind and solar at the optimal mix is approximately identical at 25%. 
Although in each of the four cities the total annual generation of wind and solar is equal to the total 
annual demand, large amounts of renewable generation is curtailed without storage due to real 
time misalignment of generation and demand shown later in Figure 4.9. Without storage, New 
York City and Minneapolis demonstrate wind dominant optimal mixes, whereas Tallahassee and 
Fort Collins demonstrate even mixes in wind and solar.  
 
City 100S At Optimal Mix 100W 
















Table 4.3: Percentage of demand met at wind and solar generation mix: 1) 100S; 2) Optimal mix; 
and 3) 100W; for the group of homes in New York, Minneapolis, Tallahassee, and Fort Collins 
without storage. The generation is 1X in all columns. 
 
4.4.4.2 With Storage vs. Without Storage 
 
When interpreting the battery or thermal storage capacity, it is important to recognize the 
physical kWh of battery storage or the physical thermal kWh of storage will be different in each 
city. For cost comparison purposes in Section 4.5, 12 hours of battery and 36 hours of thermal 
storage at a community level are evaluated. Their sizes in kWh in each city are summarized in 
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Table 4.4. For reference, 10 kWh of thermal storage corresponds to approximately a 200-gallon 
hot water tank at 140 °F. 
 
City 
12 Hours of  
Battery in kWh 
(electric) 
36 Hours of  
Thermal Storage in 
kWh (thermal) 
New York City 14.3 114.6 
Minneapolis 17.6 121.2 
Tallahassee 15.7 115.0 
Fort Collins 17.0 138.4 
Table 4.4: Storage sizes in kWh for 12 hours of battery and 36 hours of thermal storage for 
the group of homes in New York, Minneapolis, Tallahassee, and Fort Collins. 
 
With battery implemented, significant additional renewable energy penetration is observed, 
as shown in Figure 4.8. 12 hours of battery raises the renewable penetration from: 62% to 80% in 
New York City; 54% to 70% in Minneapolis; 54% to 83% in Tallahassee; and 49% to 69% in Fort 
Collins. The optimal wind and solar generation mix with 12 hours of storage shifts towards more 
even in New York City but towards more solar in Tallahassee and Fort Collins. With three days 
of battery storage (36 hours), the renewable energy penetration in all four cities reaches at least 
74% (87% in New York City and 88% in Tallahassee). However, implementing thermal storage 
has less impact on additional renewable penetration even at large capacity.  
Figure 4.9 shows monthly generated and utilized wind and solar energy as a fraction of 
total annual demand with ASHP with and without 12 hours of battery under: 1) 100S; 2) optimal 
mix; and 3) 100W generation mix in four cities. In New York City and Minneapolis, wind is shown 
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to have much better alignment on a monthly scale with the demand than solar. Thus the optimal 
mixes with and without storage are wind dominant. Solar, on the other hand, only shows alignment 
on a monthly scale in Tallahassee. Installing 12 hours of battery achieves the most percentage of 
demand met at 83% as well as the most percentage increase of 29% (54% to 83%) in Tallahassee. 
The second highest percentage increase is 20% (49% to 69%) in Fort Collins. Both Tallahassee 
and Fort Collins have solar dominant generation portfolios with battery indicating that 12 hours of 
battery greatly mitigates the diurnal variability of solar generation, resulting in high percentage 
increase. At the optimal generation mix, the percentage of demand met in New York City and 
Tallahassee is able to reach over 80% because the monthly alignment of renewable generation and 
demand shown in Figure 4.9. In Minneapolis and Fort Collins, however, the percentage of demand 
met at the optimal mix is around 70% due to the poor monthly alignment of renewable generation 





Figure 4.9: Monthly generated and utilized wind and solar energy as a fraction of total annual 
demand with air source heat pumps with and without 12 hours of battery under: 1) 100S; 2) 
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optimal mix; and 3) 100W generation mix for the group of homes in New York, Minneapolis, 
Tallahassee, and Fort Collins. The generation is 1X in all columns. 
 
 
Figure 4.10: Left: monthly generated and utilized wind and solar energy as a fraction of total 
annual demand with air source heat pumps with and without 12 hours of battery under the 
108 
 
optimal mix for the group of homes in New York, Minneapolis, Tallahassee, and Fort Collins. 
Right: monthly stored energy from solar and wind.  
 
Figure 4.10 shows the monthly breakdown of wind and solar energy stored as a fraction of 
the total annual demand with air source heat pumps. In Tallahassee, solar contributes to the 
majority of the energy stored, with the highest amount in the summer. The case is similar in Fort 
Collins where the optimal mix is also towards solar. However, the total energy stored from solar 
is much less than that in Tallahassee. This again shows the abundance of solar resources in 
Tallahassee.  In New York City, even though the optimal mix is towards more wind generation, 
the amount of total solar energy stored is actually higher than wind. This can be explained that 
wind energy is well aligned with the demand such that a high percentage of wind generation 
directly meets the demand without the need to be stored. In Minneapolis, the percentage of 
demand met is poor even with 12 hours of storage. Hence, the amount of energy stored from 
either wind or solar is low. Also, it can be observed that wind energy peaks in March and April 
in Minneapolis and since the demand is decreased significantly compared to January and 










4.5 Cost Comparisons for Distributed Technology Options 
4.5.1 Cost Assumptions for Distributed Technology Options 
 
In addition to battery or thermal storage, other options may also be viable to achieve higher 
renewable penetration, such as overbuilt local wind and solar generation capacity or installing 
GSHPs at a higher cost but more efficient than ASHPs. However, each of these options incurs a 
different unit cost. Thus, this section aims to provide a comparison of these technology options at 
approximately the same annual costs.  
Installed capital costs are taken to be $2,346/kW-capacity for wind turbines and a fixed 
O&M cost of $33/kW-year with a life span of 20 years; similar figures for solar photovoltaic panels 
are taken to be $2,025/kW-capacity and a fixed O&M cost of $16/kW-year with a life span of 33 
years [36]. The installation costs are those at 1 to 10 MW size at the distributed level.  
Electric battery storage is considered here with a cost of $250/kWh with a life span of 10 
years [37] and the cost of thermal storage is considered to be $40/kWh-capacity with a life span 
of 15 years [38]. Investment costs for ASHP are assumed to be $4,050 – $5,625 per unit [39], 
including installation, equipment, labor, overhead and profit. GSHP is assumed to be $12,878 – 
$13,978 per unit [40]. Both ASHP and GSHP are considered to have a life span of 15 years.  
 
4.5.2 Cost Comparisons 
 
The above options are compared at a similar annualized investment level assuming the 1X 
Gen scenario and a 100% penetration of ASHP are already in place. The annualized investment is 
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the sum of fixed O%M cost per year and the annualized installation cost. A discount rate of 5% is 
used in this analysis.  
 
ASHP +  






12 Hours of 
Battery 




12 Hours of 
Battery +  
36 Hours of 
Thermal 
Storage  
GSHP +  




431 463 468 448 931 911 
Table 4.5: Additional annualized investment [average $/year per home] compared to the base 
case (1X Gen with 100% penetration of air source heat pumps). Except for the second column, 
where generation is 1.5X, the generation is 1X in all other columns. 
 
“1.5X Gen” is analyzed in this section in order have a common cost comparison with other 
technology options. Using the definition described in Section 4.5, “1.5X Gen” means the local 
wind and solar uncurtailed total annual generation is equal to 150% of the total annual electricity 
demand in each of the four cities. The annualized investments per home for overbuilt wind and 
solar generation (1.5X Gen), 12 hours of battery, 36 hours of thermal storage, and GSHP rather 
ASHP are summarized in Table 4.5. Notice that these four options have very similar additional 
annualized investment per home. The additional annualized investments are also shown for 
selected combinations of technology options: 1) 12 hours of battery combined with 36 hours of 
thermal storage and 2) GSHP combined with 12 hours of battery. When GSHP is installed rather 
than ASHP, the annual total electricity demand as well as peak weather driven demand are both 
less due to high efficiency. Thus the investments involving GSHPs are adjusted for less wind and 
































Similar additional annualized investments: 
 ~ $450/year per home 
Approximately 
Doubling Investment to 
$900/home 




























































Table 4.6: Energy penetration by wind and solar (percentage of demand met) with the optimal 
wind and solar mix for various technology options. Except for the second column, where 
generation is 1.5X, the generation is 1X in all other columns. 
 
As shown in Table 4.6, for similar annualized investment per home, implementing 12 hours 
of battery stands out as the most cost effective in terms of increasing the percentage of demand 
met from the base case. Approximately doubling the investment brings an additional 2-4% increase 
in percentage of demand met by renewables. However, the additional renewable energy 
penetration of doubling the investment is much smaller compared to installing battery alone from 





4.6 Discussions  
 
Under a future scenario with all electric demand with air source heat pumps and high renewable 
energy penetration (1 X Gen), this study shows that the optimal wind and solar generation mix 
varies with location and amount of battery storage. For New York City, located in the “Mixed” 
region, the optimal generation mix shifts from 20S80W without battery to 40S60W with 12 hours 
of battery. For Minneapolis, located in the “Cold” region, the optimal mix remains at 30S70W 
with no battery and 12 hours of battery. For both New York City and Minneapolis, the optimal 
generation mixes with or without battery storage are wind dominant. For Tallahassee and Fort 
Collins, even though they are located in different climate regions with Tallahassee being in the 
“Hot-Humid” region and Fort Collins being in the “Cold” region, they both display even 
generation mix of 50S50W with no battery storage. With 12 hours of battery, however, the optimal 
generation mixes for both Tallahassee and For Collins shift toward solar dominant (80S20W in 
Tallahassee and 70S30W in Fort Collins), as opposed to wind dominant mixes in New York City 
and Minneapolis.  
Using demand with ASHP under 1X Gen supply scenario as a base case, it is shown that 
installing 12 hours of battery system is the most cost-beneficial option compared to other 
technology options including thermal storage, GSHP, and overbuilt local wind and solar 
generation. There are three main reasons that battery is the most cost-beneficial choice. First, the 
misalignment of local renewable generation and demand can be largely absorbed and utilized by 
12 hours of battery shown in Figure 4.8. This can also be explained by comparing the base case 
(1X Gen) to 1.5X Gen case: by increasing 50% of generation across all four cities, the renewable 
energy penetration only increases 6-9%, translating to 82% -88% of the extra generation being 
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curtailed. Second, battery can be used to meet all types of demand including heating, cooling, and 
other demand since all demands would have been shifted to electric. Third, the costs of battery is 
already low enough that the cost-effectiveness exceeds overbuilt wind and solar generation as well 
as high efficiency equipment such as GSHPs. As the costs of battery keep decreasing as technology 
evolves, the choice of installing battery would become even more intuitive.  
ASHP implementation scenarios display very low efficiencies in cities in colder climate 
regions during the winter such as in Minneapolis and Fort Collins. When ambient temperature is 
very low, ASHP performs much like resistance heater with COP nearly goes to one, resulting in 
peaky demand in the winter as shown in Figure 4.6. In Minneapolis and Fort Collins, wind and 
solar generation are not aligned with the demand in the winter as shown in Figure 4.8. Thus, 
dispatchable fossil generators will be needed to meet demand, resulting in higher emissions. Even 
though GSHP is not the most cost competitive of the technology options investigated in this study, 
it is much more efficient during the winter, reducing the use of high-emitting generation 
requirements during the winter peaks. As many local governments provide incentives for 
purchasing such energy efficient appliance, the policies should be better customized regarding on 
local climate characteristics. For home owners who reside in colder regions that wish to 
decarbonize their energy consumption, installing heat pumps should be prioritized since it directly 
avoids burning fuel on site for heating. Though according to Database of State Incentives for 
Renewables & Efficiency several federal or local financial incentives for installing ASHP and 
GSHP are already in place in New York, Minneapolis, and Fort Collins, these policies currently 
do not provide enough incentives for home to shift to electric heating since the natural gas retail 
price is low in cold regions. For cities such as New York in which the current grid already has 
large amount of renewable generation, more aggressive incentives should be prioritized for home 
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heat pump installations. On the other hand, expansion in renewable generation should be 
emphasized and prioritized by policy makers in other cities since the increased electricity 
consumption from installing heat pumps is still served by generation with high emissions. Though 
GSHP is not as cost competitive as ASHPs, they have much higher efficiency which will result in 
both energy savings and emissions reduction. Policy makers should put more emphasis on 
incentives that is related to energy efficiency of the heat pump. 
This study implies that the trending renewable energy is not an ultimate solution by itself. 
In recent years, “Net-Zero Carbon Building by 2030” has been a buzzing concept for city 
administrators. The idea is that either that a building does not create carbon emission, or the 
additional renewable energy generated will offset the non-renewable energy consumed by this 
building. This study shows that it is neither cost-effective nor realistic to purely rely on renewable 
energy to generate electricity. Although fossil fuel will not be heavily replied upon, it will still 
play an important role in energy supply. Ambitious administrators should understand that using 
fossil fuel is inevitable, the point is not to absolutely get rid of fossil fuel, but to find a balance 
between fossil fuel and renewable energy. As shown in Section 4.5, even at high levels of 
uncurtailed renewable generation, energy demand cannot be met 100% with either solar or wind 
due to the dynamics of consumption and natural resource availability. Although battery or thermal 
storage partially meet the deficit, they would not be the final solution to cover all residential 
electricity need. This indicates that distributed generation infrastructure is highly unlikely to 
operate by itself, without connecting to a centralized power grid. When cities continue to sprawl, 







In this chapter, fine spatial and temporal scale electricity consumption time series data 
coupled with temperature data are used to develop an estimation for future demand scenarios in 
four cities in three climate regions for residential blocks where heating and cooling demands are 
met by using air source or ground source heat pumps. A high renewable based supply scenario is 
constructed for all four cities. Local wind and solar resources and demands are compared across 
the four cities. Additional technology options including battery and thermal storage are examined 
based on their costs and abilities to further increase renewable penetration. Among the various 
technology options analyzed in this chapter, installing 12 hours of battery storage is the most cost 
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Pathways of Deep Decarbonization for Representative Residential City Blocks in 






 Deep decarbonization approaches in the residential building sector can be summarized in 
the following three main categories [1]. First, the building energy supply could increase the 
reliance on less carbon-intensive generation, such as wind and solar studied in Chapter 2, 3, and 4. 
Second, traditional energy service systems could be upgraded or replaced by more energy efficient 
appliances, such as shifting natural gas based heating mechanisms to heat pumps as analyzed in 
Chapter 3 and 4. Third, the residential buildings could improve their building envelope thermal 
properties such as air tightness and insulation such that the demand due to heating and cooling are 
reduced. This issue is investigated in Chapter 3. These approaches if applied together amplify the 
effect in emissions reductions. In the previous chapter, future energy scenarios with all electric 
heating and high renewable penetration levels are studied and compared for four representative 
residential city blocks in three climate regions. The aim of this chapter is to study the optimal 
pathways of deep decarbonization incorporating the first two approaches for these residential city 
blocks in different climate regions. 
 The traditional way of studying the deep decarbonization pathways in the electricity sector 
is solely through decarbonizing the power supply system [2]. Several recent studies made further 
progress in proposing decarbonization pathways by incorporating demand side energy service 
mitigation approaches in additional to the supply side focus. Measures to address energy 
consumption and associated emissions from the buildings sector are carefully address for buildings 
in China to study the future implications in terms of rapid electrification of the building sector as 
well as carbon emission mitigation strategies and policies [3]. A study for the long term building 
energy demand development and decarbonization paths are proposed in [4] with disaggregation of 
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end-uses in an integrated technological assessment framework. A multi-scenario analysis in [5] 
presented the implications of continued growth in building energy services, the ability of efficiency 
measures to reduce emissions, and the strong link between decarbonization of electricity 
generation and emissions related to building energy demands. Another study on China combined 
both building energy service efficiency improvements and renewable energy generation to 
investigate the pathways to reach low-carbon future by various prolific measures [6]. A multi-
reginal and integrated energy model was used in deriving minimum cost solutions for achieving 
progressive emission reductions up to 2050 for Canada [7]. This chapter adds to the literature by 
identifying the least-cost decarbonization pathways and practical application ideas for the homes 
in representative residential city blocks in three climate regions through 1) disaggregating real time 
historical consumption data at fine spatial and temporal scale by end-uses; 2) incorporating local 
natural resources and current cost structure for electricity and natural gas; and 3) comparing the 
benefits of installing various combinations of energy service interventions including roof-top solar, 
heat pumps, and battery storage.  
 The framework to analyze the deep decarbonization pathways for residential buildings is 
applied in New York City, Tallahassee, Fort Collins and Minneapolis. The aim of this Chapter is 
to identify actions for the homes along the pathways of deep decarbonization and to provide 
insights for home owners and policy makers to make economic assessments in emission reduction 
strategies.  
 This chapter is organized as follows. Section 5.2 describes the demand, weather, heat pump 
efficiency, and costs data. Section 5.3 presents the methodology for finding the optimal pathways 
of deep decarbonization for the homes. Section 5.4 presents the current consumptions and costs 
for the homes in the four cities. Section 5.5 shows results of a multi-scenario analysis for the homes 
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in New York City in detail. Section 5.6 consists of a large compilation of results of the pathways 
of deep decarbonization for Tallahassee, Fort Collins, and Minneapolis. Section 5.7 provide key 




5.2.1 Demand Data 
 
 In this chapter, multiple years of hourly real time electricity consumption data are used and 
they are identical to that in Chapter 4. For the representative residential city blocks in Fort Collins 
and Tallahassee, the real time consumption data used are described in Section 4.2.  The demand 
time series data for the representative residential city blocks in New York City and Minneapolis 
are simulated based on the data from Fort Collins using the method described in Section 4.3. The 
average floor area per home in New York City, Minneapolis, and Fort Collins is 1,539 square-foot 
and the average floor area per home in Tallahassee is 1,091 square-foot. The hourly demand data 
for each representative city block is decomposed into four end-use categories: 1) natural gas 
demand for heating; 2) electricity demand for cooling; 3) electricity demand for heating; and 4) 
electricity demand for other appliances. In this chapter, domestic hot water demand, natural gas 
demand for cooking, and potential demand due to charging of the electric vehicles are not 
considered. Also, the base electricity demand due to other appliances is assumed to be constant for 





5.2.2 Weather Data 
 
Historical hourly dry-bulb temperature, dew-point temperature, and wind speed time series 
data were gathered for each city for their individually analyzed time periods from the Integrated 
Surface Hourly Data Base from the National Oceanic and Atmospheric Association (NOAA) [8]. 
Hourly solar irradiation data for each city for their individually analyzed time periods were 
collected from National Solar Radiation Data Base from the National Renewable Energy 
Laboratory [9]. Hourly off-shore wind speeds measurements from six buoys along the coast line 
near New York State from the National Data Buoy Center of NOAA is also used in this chapter 
for the case in New York City with off-shore wind replacing on-shore wind [10].   
 
5.2.3 Heat Pump Coefficient of Performance Data 
 
The heat pump cooling COP and heating COP curves as a function of ambient temperatures 
used in these calculations are based on typical industrial air source heat pump manufacturer’s 
specifications [11]. The heating and cooling COP values at various ambient temperatures are 
shown in Table 5.1 and 5.2. Based on the ambient temperature in the weather data, the COP value 
at each hour is determined through linear interpolation of these values.  
 















Table 5.2: Heat pump coefficient of performance for cooling. 
 
5.2.4 Cost Data 
 
 In this chapter, two categories of costs are considered for the homes in the representative 
city blocks: 1) capital costs of installing new energy service equipment including air source heat 
pumps, battery storage, and roof-top solar for deep decarbonization; and 2) fuel costs including 
purchasing electricity from the grid as well as natural gas for heating.  Capital costs for heat pumps, 
battery storage, and roof-top solar are assumed to be the same in all four locations on a per unit 
basis. Natural gas and electricity retail costs are location dependent. Table 5.3 summarizes the 
capital costs of installing new energy service equipment and Table 5.4 summarizes the natural gas 
and electricity costs in each location. The capital costs in Table 5.3 are taken from [12, 13, 14] and 
they are considered to be constant throughout the analyzed time periods in this chapter. The 
electricity and natural gas costs are the averaged costs in each state in [15, 16] and they are also 
considered to be constant throughout the analyzed time periods. A discount rate of 5% is 
considered in this chapter. 
 For battery storage, two cost scenarios are considered in this chapter. The first scenario is 
identical to that in Chapter 4, where the battery costs $200/kWh. The second scenario represents a 
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lower future cost of $150/kWh. In this Chapter, battery degradation is modeled based on the battery 
charge/discharge cycles. As a result, the life and the annualized cost of the batteries vary depending 
on the battery operations. The degradation model is described later in Section 5.3.3. 
 
 Unit Cost Lifetime [years] Annualized Cost 
Heat Pumps (2 Ton) $4,050  20 $324.0 
Heat Pumps (4 Ton) $5,625 20 $451.4 
Battery Storage  $200/kWh  
Varies due to 
operation 
Varies due to 
operation 
Roof-top Solar $3,000/kW 20 $240.7/kW 
Table 5.3: Capital costs for heat pumps, battery storage, and roof-top solar. Discount rate of 5%. 
[12, 13, 14] 
 
 Electricity [c/kWh] Natural Gas [$/MMBTU] 
New York City 20.10 10.90 
Minneapolis 11.05 8.49 
Fort Collins 12.17 7.09 
Tallahassee 10.87 19.54 
Table 5.4: Retail natural gas and electricity costs in New York City, Minneapolis, Fort Collins 
and Tallahassee [15, 16] 
 
 Capital costs of on-shore wind installation is considered to be 2,300 $/kW and with a 
lifetime of 20 years the annualized cost is 184.6 $/kW. In New York City, the option of installing 
off-shore wind is also considered due to the abundant potential [17]. The capital costs of off-
shore wind installation is considered to be 4,000 $/kW, averaged from [18, 19]. The annualized 
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cost is 321.0 $/kW with a lifetime of 20 years. The grid scale wind related costs on the homes are 
described in Section 5.3.3. 
 The constraints and costs with regard to transmission lines are not considered in this 
chapter because costs due transmission infrastructure upgrades are proven to be negligible even 
at high percentage of renewable energy penetration [20].  
 
5.3 Methodology 
5.3.1 Future Demand with Air Source Heat Pumps 
 
 For each representative residential city blocks, the future demand with heat pumps are 
estimated using the methodology described in Section 4.3.1 to 4.3.3. Both air source and ground 
source heat pumps are considered. However, even though ground source heat pumps have much 
higher efficiency during extreme cold hours than air source heat pumps, their costs are too high 
compared to other options presented in later sections of this chapter. Hence, the choice of installing 
ground source heat pumps is not considered in later sections of this chapter.  
 In this chapter, one important future scenario modeled is that the heat pump penetration 
increases gradually with time and it is assumed that the penetration percentage increases with 
uncurtailed wind and solar generation as percentages of the total annual electricity demand (X 
Gen). For example, if the uncurtailed renewable generation increases 10%, the heat pump 






5.3.2 Wind and Solar Generation and Storage Model 
 
 The wind and solar generation time series are generated using the same methodology 
described in the previous chapter in Section 4.4.1 and 4.4.2. Both wind and solar power generation 
time series in kWh-per-hour/kW-nameplate-capacity. In this chapter, wind power is considered to 
be at grid scale and solar is considered to be roof-top installed at the homes in the representative 
residential city blocks. In the case for New York City where a scenario with off-shore wind is also 
studied, the off-shore wind power time series is generated using the same methodology described 
in Section 4.4.1 using wind speed off-shore buoy measurements.  
A simple linear model for battery storage is used in this chapter. The battery is modeled 
with a round trip efficiency of 90% and a minimum charge/discharge rate of C/4, corresponding 
to the ability to fully charge or discharge in 4 hours. The battery depth of discharge is assumed to 
be 100%. In this linear model, the battery is allowed to charge only using excess renewable 
generation and discharge during the hours when renewable generation is insufficient to meet the 
demand. Note that battery is allowed to meet all end-uses.   
In Chapter 4, it is concluded that thermal storage is not a cost-effective option in terms of 
allowing deeper penetration of renewable generation. Hence, the choice of installing thermal 
storage for the homes are not considered in this chapter.  
 
5.3.3 Battery Storage Degradation Model 
 
 In this chapter, lithium-ion batteries are considered the top candidate for home storage 
systems. The life of the lithium-ion batteries are strongly dependent on the charge/discharge 
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operations. This chapter adopts a lithium-ion battery degradation model from Xu. Et al. [21] and 
models the battery degradation based on the operation cycles. In this chapter, other factors that 
affect the battery life such as calendar time and cell temperature are not considered. The loss of 
life of the battery is represented in the following equation: 
 
 𝐿 = 1 − 𝛼𝑒−𝑁𝛽𝑓𝑑 − (1 − 𝛼)𝑒−𝛽𝑓𝑑 (1) 
 
where L (has a value between 0 and 1) represents the battery loss of life with L=0 indicating a new 
battery and L=0.2 indicating battery end-of-life since battery end-of-life is typically defined as the 
point at which the battery only provides 80% of its rated capacity. 𝛼 and 𝛽 are empirically fitted 
parameters from degradation experiments (values are shown in Table 5.5).  𝑓𝑑 is the stress function 
due to cycle depth d and cycle average state of charge SoC. N is the number of cycles with the 
same cycle depth and cycle average state of charge. Over the course of the battery life, the battery 
might undergo a number of different cycles. For each unique cycles, L is calculated and the total 
loss of life is the sum of L’s for all the cycles.  
 The stress function 𝑓𝑑 is defined as follows: 
 
 𝑓𝑑 = 𝑆(𝑆𝑜𝐶)𝑆(𝑑) (2) 
 
 𝑆(𝑆𝑜𝐶) = 𝑒𝑘𝑆𝑜𝐶(𝑆𝑜𝐶−𝑆𝑜𝐶𝑟𝑒𝑓) (3) 
 






where 𝑆(𝑆𝑜𝐶) is the stress function related to cycle average state of charge with SoCref = 0.5. 𝑆(𝑑) 
is the stress function associated with cycle depth. 𝑘𝑆𝑜𝐶 , 𝑘𝑑.1, 𝑘𝑑.2, and 𝑘𝑑.3 are empirically fitted 
parameters from degradation experiments shown in Table 5.5.  
 
𝛼 𝛽 𝑘𝑆𝑜𝐶 𝑘𝑑.1 𝑘𝑑.1 𝑘𝑑.1 
5.75e-2 121 1.04 1.4e5 -5.01e-1 -1.23e5 
Table 5.5: Parameters in lithium-ion battery degradation model [21]. 
 
Figure 5.1 shows the battery loss of life for several examples. The examples show that 
higher depth of discharge and higher cycles average state of charge result in higher loss of life. In 
this chapter, the battery charge/discharge cycles are not as simple as the examples shown in Figure 
5.1. To count the cycles, the rainflow counting algorithm is used in this Chapter. This algorithm is 
widely used in material stress analysis to count cycles and quantify their cumulative impact. This 
has also been applied to battery degradation [21, 22]. The procedure for identifying the cycles is 
described as follows [23]: 
1. Reduce the time series of battery energy level to a series of local extrema, s0, s1, s2, s3 
and so on.  
2. Start from the beginning of the series and calculate Δs1 = |s0-s1|, Δs2 = |s1-s2|… 
3. If Δs2 ≤ Δs1 and Δs2 ≤ Δs3, then a full cycle of depth Δs2 associated with s1 and s2 has 
been identified. Remove s1 and s2 from the profile, and repeat the identification using 
points, s0, s3, s4, s5… 
4. If a cycle has not been identified, shift the identification forward and repeat the 
identification using points s1, s2, s3, s4… 
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5. The identification is repeated until no more full cycles can be identified throughout the 
remaining series.  
The remainder of the profile contains only half cycles. A half cycle links each pair of adjoining 
local extrema. A half cycle with decreasing SoC is a discharging half cycle, while a half cycle with 
increasing SoC is a charging half cycle. The rainflow algorithm does not have an analytical 
mathematical expression [24]. In this chapter, given a battery energy level time series after 
applying the storage model in Section 5.3.2. The cycles are counted and the battery life is 
calculated (how many years would L reach 0.2), and then the annualized battery cost is calculated. 
For example, if after one year with certain number of different cycles L accumulates to 0.04, then 





Figure 5.1: Battery loss of life from example charge/discharge cycles. 
 
5.3.4 Pathways of Deep Decarbonization  
 
 For the homes in each representative residential city block, the current heat pump 
penetration levels are almost zero according to the Residential Energy Consumption Survey Data 
[25]. In addition, the wind and solar penetration levels for these homes are also very low according 
to local utilities and independent system operators [26, 27, 28, 29]. Therefore, it is assumed that 
the current heat pump penetration and renewable energy penetration are zero for the homes in each 
representative residential city block. Also, the current roof-top solar and battery storage 
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installations are both considered to be zero. Nuclear and hydro power are not included in the 
analysis in this chapter. 
 Three scenarios of heat pump penetration levels are modeled in this chapter. First, the heat 
pump penetration stays at zero, which means that the homes do not shift to electric heating and 
consume natural gas to meet all heating demand throughout the pathway. Second, the heat pump 
penetration starts at 100%, which means that the homes install heat pumps from the beginning and 
natural gas burning on site for heating is completely replaced. Third, as described in Section 5.3.1, 
the heat pump penetration increases with uncurtailed renewable generation as percentages of the 
total annual electricity demand, which in this case grows due to increasing penetration of electric 
heating.  
Ascending wind and solar energy penetration levels are set as targets along the pathways 
for deep decarbonization. At each target renewable penetration level, the least cost option for the 
homes in each representative residential city block as well as the capacities of roof-top solar, grid 
scale wind, battery storage, and heat pumps are calculated and presented in Section 5.4. As 
described in Section 5.2.4, there are two categories of costs considered in the pathway calculations. 
First, the consumers or the home owners are required to pay for the annualized capital investment 
on roof-top solar, battery storage, and heat pumps. For the homes in each location, the required 
capacity of the heat pumps are different due to different weather patterns. Hence, the cost of the 
heat pump installation is a function of the installed capacity (on a dollars per ton of capacity basis) 
and it is linearly interpolated using the cost parameters in Table 5.3. Therefore, in the 0% heat 
pump penetration scenario, the heat pump costs are zero at each target along the pathway. In the 
100% heat pump penetration scenario, the full heat pump costs are included at all targets along the 
pathway. In the scenario where the heat pump penetration increases with uncurtailed renewable 
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generation, the heat pump costs are included at each target along the pathway based on the required 
capacity in tons. Second, the consumers are required to pay for the fuel costs for electricity and 
natural gas for heating shown in Table 5.4. Depending the level of heat pump penetration and the 
capacities of roof-top solar and battery storage, the total annual amount the consumers have to pay 
for electricity and natural gas can change. Although the grid scale wind installation does not 
directly incur costs on the consumers, it is assumed that the consumers are required to pay the 
levelized costs of energy of the curtailed wind generation. In New York City where off-shore wind 
is considered, it is also assumed that in addition to the levelized costs of energy of the curtailed 
wind generation, the consumers are required to pay for the additional costs in the capital 
investments compared to on-shore grid scale wind.  
As discussed in the previous chapter, it is neither cost-effective nor realistic to purely rely 
on renewable generation to meet the electricity demand. Small percentage of fossil fuel generation 
is still needed in a deep decarbonized energy system. In this chapter, for all cities in all scenarios 
the renewable energy penetration targets are considered up to 85%.  
 
5.3.5 CO2 Emissions  
 
 In this chapter, two sources for CO2 emissions are considered: 1) direct natural gas burning 
on site for heating; and 2) grid electricity from natural gas. The emission factors of these are 
summarized in Table 5.6. Roof-top solar generation and grid scale wind generation are considered 
to have zero emissions. Upstream emissions from natural gas distribution as well as embedded 





 Emission Factor Units 
Natural gas for heating 53 kgCO2e/MMBTU 
Natural gas for electricity 0.40 kgCO2e/kWh 
Table 5.6: Emission factors from 1) natural gas burning on site for heating and 2) grid electricity 
from natural gas [30] 
 
5.4 Current Case 
 
 Based on the current electricity and natural gas consumptions (for different end-uses) 
shown in the previous chapter and the current retail prices shown in Table 5.4, the current annual 
spending for the homes in each representative residential city block are summarized in Table 5.7. 
Since the current heat pump penetration, battery storage, and roof-top solar are assumed to be zero, 
the costs for the homes only include the costs of purchasing grid electricity and natural gas. The 















New York City 1,019.3 269.0 569.5 1,857.7 
Minneapolis 560.6 95.0 567.2 1,222.8 
Fort Collins 611.6 153.5 506.0 1,271.0 
Tallahassee 626.9 384.6 650.0 1,661.6 
Table 5.7: Current annual spending per home by end-use in the representative residential city 





















New York City 2.04 0.54 2.74 5.32 
Minneapolis 2.04 0.35 3.54 5.92 
Fort Collins 2.04 0.51 3.31 5.86 
Tallahassee 2.28 1.40 1.72 5.40 
Table 5.8: Current annual emissions per home by end-use in the representative residential city 
blocks in New York City, Minneapolis, Fort Collins, and Tallahassee. 
 
 In New York City, annual spending on electricity is the highest due to high retail electricity 
price. In Tallahassee, even though annual heating demand is significantly less than that in other 
three locations, the annual spending on natural gas for heating is the highest due to high retail 
natural gas price. Though the annual spending per home in the four cities are much different with 
the cheapest in Minneapolis of $1,222.8/home and the highest in New York City of $1,857.7/home, 
the annual emissions per home are similar.    
 
5.5 Pathways – New York City 
  
 In this section, the focus is on New York City. The pathways of deep decarbonization for 
the homes in New York City are presented in detail for all three heat pump penetration scenarios. 
For the scenario of heat pump penetration increases with uncurtailed renewable generation, off-
shore wind case is compared against on-shore wind.  
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A large compilation of results for Tallahassee, Fort Collins and Minneapolis is presented 
in Appendix A.  Key discussions are made in Section 5.6.  
 
5.5.1 Annual Cost and Emissions 
 
 For the representative homes in New York City, the annual costs and emissions per home 
in the representative residential city block along the pathways of deep decarbonization for the three 
heat pump penetration scenarios are presented in Figure 5.2. The current case is shown as the 0% 
heat pump penetration scenario (solid black line) at 0% demand met by wind and solar. As the 
renewable energy penetration increases up to 30%, annual savings are observed. This can be 
explained by the fact that when roof-top solar is installed at early stages the reduction in grid 
purchased electricity, which is the most expensive in New York City, outweighs the annualized 
capital investment of solar photovoltaics. For the 100% heat pump penetration scenario (solid 
green line), at 0% renewable energy penetration, even though natural gas purchase is no longer 
needed for heating, the annual cost per home is approximately $700 higher because the consumers 
not only have to pay for installing the heat pumps but they also have to purchase for the additional 
electricity demand shown in Figure 4.5. If the heat pump capital installation cost is not considered 
(green dashed line), indicating that the homes already have heat pump installed which might be 
the case for some homes in New York City, the annual cost is still approximately $200 higher 
because the cost due to additional electricity consumption is higher than the savings from replacing 
natural gas heating. This means that for the homes in New York City, installing heat pumps without 
installing any roof-top solar and/or batteries is equivalent as paying a premium for electricity. Also 
for the 100% heat pump penetration scenario, annual costs are reduced up to 30% renewable 
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energy penetration due to net savings from installed roof-top solar. For the scenario where the heat 
pump penetration increases with uncurtailed renewable generation (solid blue line), the rate of 
increase in annual cost becomes steeper because 1) heat pump penetration percentage meets the 
percentage of heating demand in the order of descending hourly COP values and 2) at deeper 
penetration of renewables the required generation capacity and battery storage become much 
higher to due misalignments of generation and demand. The uncurtailed renewable generation and 
battery storage capacities along the pathways are shown later in this section.  
 
Figure 5.2: Annual costs and emissions per home in the representative residential city block in 





For the 0% heat pump penetration scenario, deep decarbonization is not achieved, starting 
from 5.32 tCO2e/home-year at 0% renewable penetration to 3.05 tCO2e/home-year at 85% 
renewable penetration (42% reduction). Even though high percentage of electricity is supplied by 
non-emitting wind and solar generation, natural gas burning on site for heating is not replaced. 
Deep decarbonization is achieved only with heat pumps installed, with 0.58 tCO2e/home-year at 
85% renewable penetration (89% reduction).  The marginal costs of decarbonization for the three 
heat pump penetration scenarios are shown in Figure 5.3. 
 
Figure 5.3: Marginal costs of decarbonization for three heat pump penetration scenarios along 





 Up to 0.8 tCO2e reduced, the marginal cost of decarbonization is negative in the 0% heat 
pump penetration scenario due to net savings compared to the current case. In the 100% heat pump 
penetration scenario, the marginal cost of decarbonization is high at lower renewable penetration 
levels because 1) large amount of additional annual spending only result in replacing natural gas 
burning on site for heating and 2) additional electricity consumption is still supplied by non-wind 
and/or solar. As renewable penetration increases, the marginal costs of decarbonization decreases 
but rises back up at high renewable penetration because of the higher capacity requirements of 
renewable generation and battery storage.  
 
5.5.2 Renewable Generation and Battery Storage 
 
At each renewable penetration target, the least cost option for the homes are selected. The 
uncurtailed renewable generation as a fraction of the total annual electricity demand (X Gen), over 
generation (fraction of curtailed to utilized renewable generation), hours of battery storage, and 
solar energy as percentage of total renewable generation are presented in Figure 5.4, 5.5 and 5.6 
for the three heat pump penetration scenarios 1) 0% penetration; 2) 100% penetration; and 3) 
penetration percentages increases with X Gen, respectively. In all three scenarios, the homes in 
New York City are suggested to start out by installing roof-top solar due to the amount of savings 
directly from reduction in grid electricity purchase. Up to 40% renewable penetration in all three 





Figure 5.4: Solar generation mix, hours of battery storage, and uncurtailed renewable generation 
(X Gen) along the pathway of deep decarbonization for the representative residential city block 
in New York City. Scenario of 0% heat pump penetration. 
 
In the 0% heat pump penetration scenario, the solar energy percentage decreases from 100% 
to 40% after renewable energy penetration passes 30%. This can be explained by the fact that roof-
top solar will start to have curtailment with no battery storage and grid scale wind becomes more 
cost effective. After 40% renewable penetration, battery storage is needed to further increase 
renewable penetration. Even though the solar energy percentage stays around 30-40%. Due to the 
increasing uncurtailed generation, the absolute capacity of solar is increasing. From 75% 
renewable penetration, increasing roof-top solar capacity and battery storage capacity would be 
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able to achieve 85% renewable penetration but this combination would be much more expensive 
than keeping battery capacity the same and increasing wind generation.  
 
Figure 5.5: Solar generation mix, hours of battery storage, and uncurtailed renewable generation 
(X Gen) along the pathway of deep decarbonization for the representative residential city block 
in New York City. Scenario of 100% heat pump penetration. 
 
In the 100% heat pump penetration scenario, the pathway of decarbonization up to 40% 
renewable penetration is near identical to that in the previous scenario. However, after 40% 
renewable penetration, the uncurtailed renewable generation required is higher than in the previous 





Figure 5.6: Solar generation mix, hours of battery storage, and uncurtailed renewable generation 
(X Gen) along the pathway of deep decarbonization for the representative residential city block 
in New York City. Scenario of heat pump penetration increases with X Gen. 
 
 In the scenario of heat pump penetration increases with X Gen, similar pathway is observed 
up to 40% renewable penetration. When heat pump penetration hits roughly 40% (same as X Gen), 
the peak demand starts to shift from summer to winter. Solar generation mix percentage remains 
at 30%-40% and battery capacity requirements is 9 hours. The uncurtailed generation is 
significantly higher. After 70% renewable penetration, the uncurtailed generation and the battery 





5.5.3 Monthly Cost Breakdown  
 
 In this section, the monthly breakdown of consumer costs are presented with 
decomposition by end-use for several selected renewable penetration levels in two scenarios: 1) 
0% heat pump penetration; and 2) heat pump penetration increases with X Gen.  
 
 
Figure 5.8: Monthly cost breakdown for the current case for the homes in New York City. 
 
 For the current case where the homes in New York City are not equipped with roof-top 
solar, battery storage, or heat pumps, the monthly cost breakdown with decomposition by end-use 
is shown in Figure 5.8. Only three categories of costs occur in this case: 1) electricity for base 
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consumption; 2) electricity for cooling; and 3) natural gas for heating. The highest monthly costs 
occur in the heating season which is around $200/home. 
 
Figure 5.9: Monthly cost breakdown at 50% renewable penetration for the homes in New York 




Figure 5.10: Monthly cost breakdown at 75% renewable penetration for the homes in New York 
City. Scenario with 0% heat pump penetration.  
 
For the scenario of 0% heat pump penetration, the monthly cost breakdowns at 50% and 
75% renewable penetration are shown in Figure 5.9 and 5.10, respectively. At 50% renewable 
penetration, the generation mix is 60% wind and 40% solar as shown in Figure 5.4. The consumer 
cost for the curtailed wind generation shown in purple is small due to low curtailment. At 75% 
renewable penetration, the solar generation mix is 70% shown in Figure 5.4. The cost for the 
curtailed wind generation is now negligible. The battery storage and roof-top solar costs are much 
higher due to large capacities installed. The cost for natural gas for heating stays constant since 
heating is not shifted to electric at all. The cost for grid electricity is now less due to roof-top solar 




Figure 5.11: Monthly cost breakdown at 50% renewable penetration for the homes in New York 





Figure 5.12: Monthly cost breakdown at 75% renewable penetration for the homes in New York 
City. Scenario of heat pump penetration increases with X Gen. 
 
For the scenario of heat pump penetration increases with X Gen, the monthly cost 
breakdowns at 50% and 75% renewable penetration are shown in Figure 5.11 and 5.12, 
respectively. At 50% renewable penetration, 0.6 X Gen is needed and the total annual cost per 
home is $2,328 compared to $1,858. The annual CO2 emissions per home is 2.8 tons compared to 
5.3 tons. The reduction in emissions is 47% and the marginal cost of decarbonization is $188 per 
ton. The roof-top solar capacity per home is 1.1 kW and the grid scale wind capacity per home is 
1.5 kW. The battery capacity per home is 1 kWh. Cost for wind curtailed generation occurs mainly 
in the summer because in the winter the demand is well aligned with wind generation. At 75% 
renewable penetration, 0.9 X Gen is needed and the total annual cost per home is $2,969 compared 
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to $1,858. The annual CO2 emissions per home is 1.3 tons compared to 5.3 tons. The reduction in 
emissions is 75% and the marginal cost of decarbonization is $278 per ton. The roof-top solar 
capacity per home is 2.5 kW and the grid scale wind capacity per home is 2.1 kW. The battery 
capacity per home is 10.4 kWh. The cost for wind curtailed generation is slightly higher due to 
higher over generation and the cost of natural gas is close to zero due to heating being largely 
replaced with heat pumps.  
 
5.5.4 Pathway of Decarbonization for a Home in New York City 
 
 As an individual home, a potential pathway of deep decarbonization is shown in Figure 
5.13 and Figure 5.14. The current case is used as a benchmark where the emissions reduction is 
zero and thus the cost of decarbonization is zero. The first ton of CO2 is reduced by installing roof-
top solar at 0.7 kW per home and grid scale wind and 0.9 kW per home. To get to 2.5 tCO2e 
reduction, along with further expansion in roof-top solar and grid scale wind, the home would start 
installing battery storage and heat pumps. At 4.5 tCO2e reduction (85% reduction), the home would 
install 2.6 kW roof-top solar, 7 kWh of battery, and a 4-ton heat pump for 100% penetration of 
electric heating. The grid scale wind at this stage is 3.5 kW per home. At this stage, the marginal 




Figure 5.13: Potential pathway of decarbonization for a home in New York City for $200/kWh 
battery cost.   
 
 
Figure 5.14: Potential pathway of decarbonization for a home in New York City for $150/kWh 
battery cost.  
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This potential pathway of decarbonization is summarized in Table 5.9. The battery life at 
each stage is also summarized.  
 









Emissions reduction  
[%] 
19% 47% 85% 85% 
Roof-top solar  
[kW per home] 
0.7 1.1 2.6 2.8 
Grid scale wind  
[kW per home] 
0.9 1.5 3.5 2.5 
Heat pump size  
[ton] 
0 2.2 4 4 
Solar/Wind Energy 
Mix 
30S70W 30S70W 30S70W 40S60W 
Battery  
[kWh per home] 
0 1 7.2 14 
Battery full 
equivalent cycles per 
year 
0 258 220 146 
Battery life  
[years] 
NA 4 5 6 
Table 5.9: Potential pathway of decarbonization for a home in New York City. 
 
Based on the lithium-lion battery degradation model, the battery at 85% emissions 
reduction reaches end-of-life after five years of operation. The distribution of the cycles in the 




Figure 5.15: Distribution of battery cycles in two years for a home battery of 7.2 kWh in New 
York City at 85% emissions reduction.  
 
5.6 Discussions  
 
 In this chapter, the homes in the four cities are considered to have the choices to install the 
followings for decarbonizing their energy services 1) roof-top solar; 2) battery storage; and 3) air 
source heat pumps. The homes would also purchase electricity from the grid, which has certain 
penetration of wind generation, and purchase natural gas for heating if needed. Based on the 
findings in Chapter 4, the choices of installing ground source heat pumps and thermal storage for 
heating for the homes are not considered due to their low cost-effectiveness.  
 Without Heat Pumps. In the current case where the homes in the four cities do not have 
roof-top solar, battery storage, or heat pumps, the homes in New York City have the most annual 
costs mainly due to high electricity price. Based on the results, the homes in New York City, 
Tallahassee, and Fort Collins would install roof-top solar without battery storage as their first 
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action for decarbonization. New York City is unique in that installing roof-top solar without battery 
storage at low renewable penetration levels would result in net annual savings. The annualized 
roof-top solar capital cost is $240/kW. The solar capacity factor for the homes in New York City 
is approximately 17%. As a result, if the homes install 1 kW of roof-top solar alone, the levelized 
cost of electricity from solar is 16 c/kWh, roughly 4 cents lower than the current retail electricity 
price from the grid. In Tallahassee, though the solar capacity factor is higher at 19%, the grid 
electricity price is much lower at around 11 c/kWh. Thus, installing roof-top solar as first action 
would not yield any net savings. In Minneapolis, installing roof-top solar alone as first action is 
not economical due to low solar capacity factors and low electricity price. In fact, the homes in 
Minneapolis would purchase grid electricity with wind generation as first action for 
decarbonization. 
 Without installing heat pumps in New York City, at 50% renewable penetration target, 
battery storage is now needed but the capacity requirement is rather small at around 1 kWh per 
home. At this stage, the battery equivalent cycles per year is around 250 and with annualized cost 
of $56/kWh, the levelized cost of energy from the batteries is around 22 c/kWh.  The overall 
levelized cost of energy from roof-top solar and battery combined is now around 33 c/kWh, 13 
cents higher than the retail grid electricity price.  
Again, without heat pumps in New York City, to reach deeper renewable penetration levels 
(75% or more), large battery storage capacities (4 kWh per home) and roof-top solar capacities 
(1.5 kW per home) are now needed. As a result, the homes now would have a net cost of more 
than $300 per year and the reduction in emissions is around 2 tCO2e/home-year (currently 5.8 
tCO2e/home-year). It is discussed later that this added cost could be simply seen by the household 
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as an investment they would be making anyway for resiliency. Note that batteries alone would 
have cost $234/year but they leverage the larger rooftop solar to contribute to savings.    
A common feature of these cases is that emission reductions are limited but significant 
resiliency benefits accrue, even though they are not monetized here in the accounting. Finally, in 
this chapter it is assumed that there is no net metering (in the conventional sense where at the end 
of the billing cycle the consumer only pays for the net kWh of electricity purchased from the grid), 
thus not allowing surplus to be sold to the grid. If conventional net metering was available then 
the consumer would not need investments in storage at home except for resiliency. With the new 
flavors of net metering where some credit is given to the consumer for the kWh sent back to the 
grid, and the credit is closer to the wholesale electricity prices and hence much lower than the tariff 
the consumer pays from the grid, the situation is closer to the scenario modeled in this chapter and 
the advantages of owning home battery storage reemerge.  
 With Heat Pumps. For all four cities, deep emissions reductions (down to 1 tCO2e/home-
year or below) are only achieved with heat pumps since heating is a significant contributor to 
emissions. With heat pumps alone the emissions reduce by 1.1 tCO2e/home-year in New York 
City.  If one were to make the argument that heat pump installations are nearly cost neutral to the 
home owner (as a replacement to air-conditioning), then the savings in emissions are indeed 
significant.   
At higher penetrations of renewables, the home owners’ expenses rise and are roughly 
$1,300 higher per year per home in New York City at 85% renewable penetration.  Of this $1,400, 
about $450 is for heat pumps and the remaining $850 is for rooftop solar (2.6 kW) and battery 
storage (7.2 kWh). Note that these rooftop solar and battery combination are generally achievable 
for most single and two family residential premises.   
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If one assigns no resiliency value or air-conditioning replacement benefits, then the 
marginal cost of decarbonization to a New York home is about $280/tCO2e.  On the other hand, 
the home owner may see significant benefits of having a 2.6 kW, 7.2 kWh solar-storage solution 
that is ideal for resiliency (meeting most critical loads at the home in case of grid disruption); 
perhaps some or all of the battery storage is potentially from an electric vehicle battery, the solar-
battery combination can potentially provide grid peak shaving or load shifting flexibility services 
to the utilities which in turn would compensate the home owner for such services. Furthermore, 
operating the heat pumps in conjunction with existing boiler/furnace could reduce the size of the 
heat pump that needs to be installed. Also, operating the heat pumps interactively with the grid can 
also provide short term flexibility (enabled by building thermal inertia studied in Chapter 3). The 
values of these services are not quantified in this chapter. For the homes that are otherwise 
replacing their air conditioners anyway and would replace them with heat pumps, the added 
annualized cost of the heat pump would be about $50/year as opposed to full installed cost of a 
new heat pump which is $450/year. Hence if one sees $200/year as the resiliency value of the 
rooftop solar/battery combination and $400/year (the difference of $450/year and $50/year) as the 
value replacement of the heat pump, the new annual cost for a home is now $700/year and the 
marginal cost of decarbonization is now $156/tCO2e. These costs would be further reduced if 
policy makers provide more aggressive financial incentives for the homes to install roof-top solar, 
batteries, and heat pumps since the combination of these technologies not only greatly reduce the 








 In this chapter, the pathways of deep decarbonization for home energy services in 
representative residential city blocks in New York City, Tallahassee, Fort Collins and Minneapolis 
are investigated through the combination of electrification of heating and decarbonization of 
electricity supply. This combination would reduce the current emissions of 5.3-5.9 tons of CO2 per 
year per home from the homes in these cities to 0.6-1 tons of CO2 per year per home at 80% or 
higher renewable penetration and 100% heat pump penetration. The marginal costs of 
decarbonization at this level range from $200-300/tCO2e for the homes in New York City and 
Tallahassee at deep renewable penetration levels. In Fort Collins and Minneapolis, the marginal 
costs of decarbonization far exceed $400/tCO2e due to high renewable capacity requirement at 
deep renewable penetration levels. These costs could be greatly reduced if the value of resiliency 
and flexibility are considered. Due to different climate patterns, demand patterns, and local 
electricity and natural gas retail prices, homes in different cities would take on different path to 
achieve deep decarbonization, as shown in Section 5.4.  
 In all four cities, having 100% heat pump penetration unanimously results in the deepest 
reductions in emissions at high level of renewable penetration. Even though many residential 
financial incentives are already in place for installing heat pumps, the current heat pump 
penetration in all cities are still very low. Local authorities and policy makers should further 
incentivize home owner for deeper penetration of electric heating, as discussed in Chapter 4. For 
cities such as Tallahassee and Fort Collins where root-top solar are shown to be the cheaper option 
for the homes to decarbonize, local authorities and policy makers should prioritize in incentivizing 
roof-top solar installations. For cities such as New York City and Minneapolis where wind is 
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dominant in the optimal generation mix, local authorities and policy makers should prioritize in 
grid scale wind capacity expansions. With additional financial incentives for home energy system 
upgrades, the marginal costs of decarbonization for the homes in all cities would be greatly reduced.  
In this chapter, since multiple years of fine spatial and temporal scale real time historical 
residential consumption data and weather data in multiple cities in three different climate regions 
are used, the results shown are indeed viable for real life applications in residential home energy 
services. Nevertheless, several aspects of improvements can be made to further enhance the 
viability in implementing the findings in this chapter.  
First, the results of this study are sensitive to cost assumptions. Variabilities in capital costs 
of roof-top solar, grid scale on-shore or off-shore wind, and battery storage as well as fuel costs of 
retail electricity and natural gas prices could change the optimal pathways of deep decarbonization 
for these homes in this study. Scenarios with different cost structures can be included for a 
sensitivity study. For example, the cost of battery storage per kWh is anticipated to decrease in the 
near future. This could shift the pathways towards having larger roof-top solar and battery storage 
systems. 
Second, although the choice of decarbonization strategies in some areas are relatively 
straightforward, some technologies present ambiguous scenarios due to the uncertainty of future 
advancements. For example, for cities that require large amount of energy storage at deeper 
renewable penetration levels, other forms of storage, such as bulk storage with pumped hydro or 
compressed air or hydrogen storage, might be better suited and more cost effective for this 
application with future technological breakthroughs.  
Third, the end-uses included in this study are limited. Including demand for domestic hot 
water, more efficient appliance upgrades, potential electric transportation would present a more 
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realistic demand profile. Also, the demand is heavily affected not only by end-used but also 
consumer behavior. Consumer consumption behavior might change with the aforementioned 
demands included. Therefore, having a comprehensive portfolio of end-uses would further 
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Main Conclusions  
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 The aim of this dissertation is to analyze the methods and pathways for electricity sector 
transitions.  
 One of the main electricity sector transitions is that the electricity supply is increasing its 
reliance on renewable generations such as wind. A major challenge associated with this transition 
is the variability of renewable generation. Chapter 2 of this dissertation performed a case study for 
Sao Vicente, an isolated island power grid with large wind energy penetration and heavy 
dependence on diesel based generation, to investigate the benefits of coupling wind speed 
forecasting and energy storage on further increasing renewable penetration and reducing diesel 
consumption. A rolling horizon Autoregressive Integrated Moving Average model, a time series 
based forecasting technique with high forecasting accuracy and low computation costs, is proposed. 
Through simulation based on real time historical consumption and wind speed and power data, 
this chapter demonstrated that coupling forecasting and energy storage provides significant 
improvement in grid reliability, wind energy penetration, and fuel savings. As the supply side of 
the electricity sector is transitioning to less emission intensive generations such as wind and solar, 
the methodology presented in this chapter is indeed viable for implementation for power systems 
with large renewable penetration.  
 On the other hand, the transition on the demand side of the electricity sector of heating 
systems shifting from fossil fuel based boiler/furnaces to heat pumps is anticipated. A major 
challenge associated with this transition is the peaky electric demand during extreme cold events 
where wind generation is often highly fluctuating and unable to consistently supply electricity. 
Chapter 3 of this dissertation studies the aggregate flexibility through demand side management 
using heat pumps during extreme cold events in supporting wind power integration. A residential 
building thermal model is developed in this chapter to carefully incorporate both the thermal 
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storage enabled by building envelope and infiltration. Through sequential control of the heat 
pumps in a diverse group of residential buildings, this chapter shows that using passive thermal 
storage enabled by the building envelope is a viable option to provide short term flexibility during 
extreme cold events.  
 There is consensus that the above transitions are necessary in order to meet deep 
decarbonization targets for a sustainable future. Chapter 4 of this dissertation analyzes future 
energy scenarios after these transitions for residential sector in different climate regions and 
provides visions for big picture future energy planning. Representative residential city blocks in 
three different climate regions for New York City, Minneapolis, Fort Collins, and Tallahassee are 
analyzed and compared in high renewable energy penetration scenarios with all electric heating 
and cooling demands. This chapter presents the optimal wind and solar generation mix for cities 
in different climate regions and shows that for similar costs installing home size battery storage is 
the most cost effective option for deeper penetration of renewables.  
 Chapter 4 presents future energy scenarios at deep renewable penetration levels. The aim 
of Chapter 5 is to propose the optimal pathways for the homes in these representative residential 
city blocks for deep decarbonization. A detailed cost model incorporating the capital costs of 
installing various energy systems as well as the retail electricity and natural gas costs is developed. 
Least cost solutions for the home owners/consumers are proposed and compared for the homes in 
these cities along the pathways. Three scenarios of heat pump penetration levels are analyzed and 
compared: 1) 0% heat pump penetration; 2) 100% heat pump penetration and 3) heat pump 
penetration increases over time. In addition, for New York City where the opportunity of 
implementing off-shore wind is present, comparisons are made against on-shore wind generation. 
The marginal costs of decarbonization at this level range from $200-400/tCO2e for the homes in 
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New York City and Tallahassee at deep renewable penetration levels. In Fort Collins and 
Minneapolis, the marginal costs of decarbonization exceed $400/tCO2e due to high renewable 
capacity requirement at deep renewable penetration levels. This chapter through its analysis 
enables homes owners and policy makers to make cost assessments in achieving the deep 
decarbonization goals.  
 The results presented in this dissertation provide viability for real life applications in energy 
systems since real time historical consumption and weather data at fine spatial and temporal scale 
and realistic assumptions are used in all chapters of this dissertation. However, the viability for 
implementation could be future extended in the following ways.  
 Technologies such as li-ion battery storage, hydrogen storage, cold climate heat pumps, 
and high performance building materials are being actively researched by many institutions. 
Technology breakthroughs and policy changes in any of these interventions could cause 
revolutionary changes in the cost structures for the interventions studied in this dissertation. 
Sustainable future energy solutions are sensitive to these potential cost structure changes. A multi-
scenario comparative study with various cost levels could be performed to provide more potential 
solutions for the future.  
 Bulk storage systems such as pumped hydro and compressed air as well as distributed 
energy storage systems such as hydrogen are not included in this dissertation. These forms of 
storage systems might also be viable and cost competitive in some scenarios.  
 Transmission constraints and developments could have significant effects on the cost 
structures at deep renewable penetration levels. These are not considered in this dissertation. 
Incorporating realistic transmission cost and technical constraints would further enhance the 
viability of the results.  
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 Consumer behavior in this dissertation is solely captured through the real time historical 
electricity consumption data. However, as many types of demands are anticipated to transition in 
the end-use sector, the residential demand profiles would change and affect the results presented 
in this dissertation. Incorporating various scenarios, such as electrification of transportation and/or 
upgrades in non-heating and cooling home appliances, would again provide more potential 









Appendix A: Percentage of Demand Met by Wind and Solar for Different Demand Shapes in 
New York City 
 
 This sections compares how different demand profile shapes affect the optimal wind and 
solar energy generation mix with and without battery storage. The demand profiles shapes are the 
following: 1) and 2) original data for New York City from Chapter 4 with and without storage; 3) 
and 4) same data but non heating and cooling demand shifted to have peaks at midnight to better 
represent consumer behavior in New York City; 5) constant demand; and 6) total demand in New 
York City including residential, commercial, and industrial demands from New York Independent 





Figure A1: Percentage of demand met with 1X Gen for four demand scenarios in New York 
City. Top: original demand data from Chapter 4 with and without heat pumps for heating. 
Bottom: non-heating and cooling demand shifted to midnight. 
 
 
Figure A2: Percentage of demand met with 1X Gen for top: constant demand; and bottom: total 
demand in New York City including residential, commercial, and industrial demands from New 




Appendix B: Life-cycle Assessment of Wind, Solar, and Batteries 
 
At deeper penetrations of renewables for the homes. The sizes of wind turbine, root-top 
solar and battery storage are large. The embodied emissions from upstream processes of wind 
turbine, solar photovoltaic, and batteries are no longer insignificant. This can be calculated by 
considering the life-cycle emissions of these interventions. Table B1 summarizes the life-cycle 
emissions factors for these interventions. This can be applied to all scenarios described in Chapter 
5.  
 
 Emission Factor 
Wind Turbine 11 gCO2/kWh-electricity [1] 
Solar Photovoltaic 46 gCO2/kWh-electricity [2] 
Lithium-lion Battery 10.3 kgCO2/kWh-capacity [3] 




Figure B1: Annual costs and emissions per home (considering life-cycle assessment for wind, 
solar, and emissions) in the representative residential city block in New York City for three heat 




[1] Dolan SL, Heath GA. Life cycle greenhouse gas emissions of utility-scale wind power. 
Journal of Industrial Ecology 2012; 16. 
 
[2] Kim H, Fthenakis V, Choi J, Turney D. Life Cycle Greenhouse Gas Emissions of Thin-film 
Photovoltaic Electricity Generation: Systematic Review and Harmonization. Journal of Industrial 
Ecology 2012;16. 
 
[3] Hao H, Mu Z, Jiang S, Liu Z, Zhao F. GHG emissions from the production of lithium-ion 
batteries for electric vehicles in China. Sustainability 2017; 9:504. 
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 Appendix C: Off-shore wind case in New York City 
 
 In this section, the case where the wind is supplied by off-shore in New York City is 
presented. 
Figure C1: Same as Figure 5.5 but with off-shore wind generation. Dashed lines indicate that the 
consumers are also required to pay for the additional capital cost of off-shore wind to on-shore. 
Scenario of heat pump penetration increases with X Gen. 
 
 The capacity factor of on-shore wind in New York City used in this chapter is 26%, 
compared to 47% for off-shore wind. Even though the capital cost for off-shore wind is assumed 
to be almost twice as high as described in section 5.2.4, off-shore wind might still be cost 
competitive due to high capacity factor. Figure C1 shows the results if on-shore wind in New York 
City is replaced with off-shore wind. Solid lines show the results for the case where the consumers 
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only have to pay for the curtailed wind generation, same as previous scenarios. On the other hand, 
dashed lines show the results for the case where the consumers also have to pay for the additional 
capital cost of off-shore wind compared to on-shore. In this case, the pathway of deep 
decarbonization is similar to the on-shore wind case (Figure 5.6) expect that after 40% renewable 
penetration the generation mix is more wind dominant even if the consumers are required to pay 
for the additional capital costs of off-shore wind generation, indicating that installing more root-
top solar and battery storage would not be lower cost than off-shore wind at this stage compared 
to the on-shore case shown in Figure 5.6. After 70% renewable penetration, with additional capital 
cost of off-shore wind included, the cheapest option is to further install off-shore wind without 
installing more battery storage, even though both uncurtailed renewable generation and over 





Appendix D:  Pathways – Tallahassee, Fort Collins, and Minneapolis 
 
 In this section, a large compilation of results for residential deep decarbonization pathways 
in Tallahassee, Fort Collins, and Minneapolis is presented.  
 
D.1 Pathways - Tallahassee  
D.1.1 Annual Cost and Emissions 
 
For the representative homes in Tallahassee, the annual costs and emissions per home in 
the representative residential city block along the pathways of deep decarbonization for the three 




Figure D1: Annual costs and emissions per home in the representative residential city block in 
Tallahassee for three heat pump penetration scenarios along the pathways of deep 
decarbonization. 
 
 In Tallahassee, the annual costs along the pathways of deep decarbonization is much closer 
for all three heat pump penetration scenarios than in New York City. These following reasons are 
able to explain this observation. First, the electricity price is much lower in Tallahassee, the 
additional electricity consumption due to increasing heat pump penetration does not incur high 
cost. Second, the electricity consumption for heating is Tallahassee is significantly less than that 
in New York City, as shown in Figure 4.7. Third, natural gas price is the most expensive in 
Tallahassee. Fourth, the base electricity consumption is the highest among the homes in the four 
locations. Additional electricity consumption for heating are less significant than homes in other 
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locations. If heating using natural gas is replaced, the savings due to natural gas consumption is 
significant. If the homes are already equipped with heat pumps, the annual cost along the pathway 
is further lowered. Unlike in New York City, savings are not observed when initially install roof-
top solar (the curves monotonically increase). This can be explained by the cheap electricity price 
in Tallahassee such that reduction in grid purchased electricity does not outweigh the capital 
installation cost of roof-top solar.  
 The decarbonization levels are similar as in New York City, with 100% heat pump 
penetration having the highest level of emissions reduction. With 0% heat pump penetration, the 
emissions reduction at high level of renewable penetration is larger than that in New York City 




Figure D2: Marginal costs of decarbonization for three heat pump penetration scenarios along 
the pathways of deep decarbonization for the representative residential city block in Tallahassee. 
 
 The marginal costs of decarbonization at lower levels of renewable penetration are much 
lower in Tallahassee due to the reasons described for the observations made in Figure D1. If the 
homes are already equipped with heat pumps, the marginal costs decarbonization are negative until 
50% renewable penetration. At deep penetration of renewables, the marginal costs of 
decarbonization are similar to those in New York City with one exception: with 100% heat pump 
penetration the marginal costs of decarbonization are the lowest among the three heat pump 
penetration scenarios because of the low heating demand, the high natural gas price, and the low 




D.1.2 Renewable Generation and Battery Storage 
 
 In this section, only the result for the scenario of heat pump penetration increases with X 
Gen is shown because of the similarities to the other scenarios.  
Figure D3: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 
representative residential city block in Tallahassee. Scenario of heat pump penetration increases 
with X Gen. 
 
 The pathway of deep decarbonization for the scenarios of heat pump penetration increases 
with X Gen for the homes in Tallahassee is shown in Figure D3. A few major differences than in 
New York City are immediately observed. First, at low renewable penetration, the renewable 
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generation mix is wind dominant. This is again due to the low electricity retail price. The homes 
would not be cost effective if large capacity of roof-top solar is installed because the savings from 
reduction in grid purchased electricity is less than the capital installation cost of roof-top solar. 
Second, as the renewable penetration becomes deeper, the renewable generation mix shifts towards 
much more solar due to the abundance of solar resources in Tallahassee with the lowest latitude 
among the four cities. Uncurtailed renewable generation required is less along the pathway and 
over generation is much lower as well, indicating the solar generation is well aligned with the 
demand which does not increase much during the winter even with high heat pump penetration 
shown in Figure 4.7. The battery storage capacity in terms of hours of storage required is similar 
to that in New York City, but the actual capacity of the storage is higher due to higher average 





Figure D4: Battery size per home, maximum charge and discharge energy to power ratio with 
and without the operational limit, and battery equivalent cycles per year for the scenario of heat 
pump penetration increases with X Gen in Tallahassee. 
 
 For the scenario of heat pump penetration increases with X Gen, several metrics regarding 
battery storage are shown in Figure B4. The battery capacities in terms of kWh along the pathway 
is slightly higher than those in New York City due to higher average demand. With the operational 
charging and discharging limit of C/4, the maximum energy to power ratio for charging and 
discharging both reach the limit, indicating that surplus renewable generation and deficit demand 
are always present even at high battery capacity. The battery equivalent cycles per year remain 
high and even increase at high levels of renewable penetration due to solar dominant generation 
mix. The levelized cost of electricity is approximately 10 c/kWh throughout the pathway.  
 
D.2 Pathways – Fort Collins 
D.2.1 Annual Cost and Emissions 
 
For the representative homes in Fort Collins, the annual costs and emissions per home in 
the representative residential city block along the pathways of deep decarbonization for the three 





Figure D5: Annual costs and emissions per home in the representative residential city block in 
Fort Collins for three heat pump penetration scenarios along the pathways of deep 
decarbonization. 
 
 In Fort Collins, the annual costs per homes for the three heat pump penetration scenarios 
display similar shapes along the pathways as those in New York City. However, to achieve deeper 
penetration of renewable above 50%, the costs are much higher. This is largely due to the fact the 
renewable generation is poorly aligned with the demand with heat pumps and thus large generation 
and battery capacities are needed. To meet 85% renewable penetration, the annual costs with heat 
pumps for the homes would exceed $5,000 per year (not shown in Figure D5). Similar to the case 
in Tallahassee, with 0% heat pump penetration, there is no savings when first install roof-top solar 
due to low electricity price. 
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 With 0% heat pump penetration, the decarbonization level is low due to high natural gas 
consumption for heating (from 5.8 tCO2e/home-year to 3.7 tCO2e/home-year). With heat pumps, 
deep decarbonization is achieved at high renewable penetration (1 tCO2e/home-year at 85% 
renewable penetration).  
 
Figure D6: Marginal costs of decarbonization for three heat pump penetration scenarios along 
the pathways of deep decarbonization for the representative residential city block in Fort Collins. 
 
 The marginal costs of decarbonization for the homes in Fort Collins shown in Figure D6 
display similar shapes as in New York City, except that with 0% heat pump penetration the 
marginal costs are never negative and at high levels of renewable penetration the marginal costs 




D.2.2 Renewable Generation and Battery Storage 
 
 In this section, only the result for the scenario of heat pump penetration increases with X 
Gen is shown.  
 
 
Figure D7: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 
representative residential city block in Fort Collins. Scenario of heat pump penetration increases 




The pathway of deep decarbonization for the scenarios of heat pump penetration increases 
with X Gen for the homes in Fort Collins is shown in Figure 5.19. Similar to the case in Tallahassee, 
the generation mix shifts from wind dominant to solar dominant as renewable penetration increases. 
However, the battery capacities are much higher at deeper penetration of renewables due to poor 
alignments between supply and demand. Also, the uncurtailed generation as well as over 
generation are both significantly higher at deeper renewable penetration, resulting in high annual 
costs shown in Figure 5.17. 
 
 
Figure D8: Battery size per home, maximum charge and discharge energy to power ratio with 
and without the operational limit, and battery equivalent cycles per year for the scenario of heat 




 For the scenario of heat pump penetration increases with X Gen, several metrics regarding 
battery storage are shown in Figure D8. The battery capacities along the pathway is exceeds 30 
kWh after 70% renewable penetration. As a result, the maximum discharge energy to power ratio 
is far from reaching the operational limit of C/4. The charging energy to power ratio with or 
without the C/4 limit, however, both reach the limit even at high battery capacity, because of the 
high uncurtailed renewable generation. The battery equivalent cycles per year drop significantly 
due to large battery capacity. The levelized cost of energy from battery storage at 80% renewable 
penetration is 28 c/kWh.  
 
D.3 Pathways – Minneapolis 
D.3.1 Annual Cost and Emissions 
 
For the representative homes in Minneapolis, the annual costs and emissions per home in 
the representative residential city block along the pathways of deep decarbonization for the three 
heat pump penetration scenarios are presented in Figure D9. The marginal costs of decarbonization 





Figure D9: Annual costs and emissions per home in the representative residential city block in 






Figure D10: Marginal costs of decarbonization for three heat pump penetration scenarios along 
the pathways of deep decarbonization for the representative residential city block in 
Minneapolis. 
  
 In Minneapolis, the annual costs per home and the marginal costs of decarbonization are 
very similar to those in Fort Collins. The natural gas consumption per home in Minneapolis is the 
highest due to the highest heating demand among the four cities. Thus, with 0% heat pump 
penetration, the decarbonization level is the least (from 5.9 tCO2e/home-year to 3.9 tCO2e/home-
year). Also, similar to the case in Fort Collins, to achieve higher than 80% renewable penetration, 
the annual cost per home is extremely high.  
 




In this section, only the result for the scenario of heat pump penetration increases with X 
Gen is shown.  
 
 
Figure D11: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 
representative residential city block in Minneapolis. Scenario of heat pump penetration increases 
with X Gen. 
 
 The pathway of deep decarbonization for the scenarios of heat pump penetration increases 
with X Gen for the homes in Minneapolis is shown in Figure D11. Unlike in Fort Collins and 
Tallahassee, the solar resource in Minneapolis is poor and thus the generation mix is mostly wind 
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dominant throughout the pathway. The generation mix shifts back to 100% wind at 80% renewable 
penetration from 70% wind at 60% renewable penetration due to large increase in battery capacity 
and peak demand in the winter which aligns with wind generation at high capacity. After 60% 
renewable penetration, both uncurtailed renewable generation and battery storage rapidly increase, 
resulting in high annual cost per home. Over generation reaches 50% at 80% renewable penetration.  
 
Figure D12: Battery size per home, maximum charge and discharge energy to power ratio with 
and without the operational limit, and battery equivalent cycles per year for the scenario of heat 
pump penetration increases with X Gen in Minneapolis. 
 
 For the scenario of heat pump penetration increases with X Gen, several metrics regarding 
battery storage are shown in Figure D12. The battery capacities and equivalent cycles per year are 
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similar as those in Fort Collins. At 60% renewable penetration which solar has the highest 
generation mix, the charging and discharging energy to power ratio without the operational C/4 




 Annual costs per home, annual emissions per home, and marginal costs of decarbonization 
along the pathways of deep decarbonization for the homes in the representative residential city 
blocks in New York City, Tallahassee, Fort Collins, and Minneapolis are proposed and compared 
for three heat pump penetration scenarios: 1) 0% 2) 100% and 3) penetration increases with X Gen. 
For New York City, all three heat pump penetration scenarios are presented and compared. For 
the scenario of penetration increases with X Gen, off-shore wind case is also studied. Monthly cost 
breakdowns at 50% and 75% renewable penetration for 0% heat pump penetration and penetration 
increases with X Gen scenarios are compared to the current case. For Tallahassee, Fort Collins, 
and Minneapolis, the scenario of heat pump penetration increases with X Gen is presented and 
discussed. Battery behaviors for this scenario are presented and discussed for the homes in all four 





Appendix E:  Additional Scenarios for Minneapolis, Fort Collins, and Tallahassee 
E.1 Minneapolis 
   
 
Figure E1: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 
representative residential city block in Minneapolis. Scenario of 0% heat pump penetration. 
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Figure E2: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 












E.1.2 Fort Collins 
 
Figure E3: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 




Figure E4: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 





Figure E5: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 




Figure E6: Solar generation mix, hours of battery storage, over generation (curtailed/utilized), 
and uncurtailed renewable generation (X Gen) along the pathway of deep decarbonization for the 




E.2 Monthly Cost Breakdowns - Minneapolis, Fort Collins, and Tallahassee  
E.2.1 Minneapolis 
 
Figure E7: Monthly cost breakdown for the current case for the homes in Minneapolis. 
 
 
Figure E8: Monthly cost breakdown at 50% renewable penetration for the homes in Minneapolis. 





Figure E9: Monthly cost breakdown at 75% renewable penetration for the homes in Minneapolis. 
Scenario with 0% heat pump penetration. 
 
 
Figure E10: Monthly cost breakdown at 50% renewable penetration for the homes in 





Figure E11: Monthly cost breakdown at 75% renewable penetration for the homes in 




E.2.1 Fort Collins 
 
 
Figure E12: Monthly cost breakdown for the current case for the homes in Fort Collins. 
 
 
Figure E13: Monthly cost breakdown at 50% renewable penetration for the homes in Fort 





Figure E14: Monthly cost breakdown at 75% renewable penetration for the homes in Fort 
Collins. Scenario with 0% heat pump penetration. 
 
 
Figure E15: Monthly cost breakdown at 50% renewable penetration for the homes in Fort 





Figure E16: Monthly cost breakdown at 75% renewable penetration for the homes in Fort 







Figure E17: Monthly cost breakdown for the current case for the homes in Tallahassee. 
 
 
Figure E18: Monthly cost breakdown at 50% renewable penetration for the homes in 





Figure E19: Monthly cost breakdown at 75% renewable penetration for the homes in 
Tallahassee. Scenario with 0% heat pump penetration. 
 
 
Figure E20: Monthly cost breakdown at 50% renewable penetration for the homes in 





Figure E21: Monthly cost breakdown at 75% renewable penetration for the homes Tallahassee. 
Scenario of heat pump penetration increases with X Gen. 
 
 
 
  
  
 
