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O	 processo	 atual	 de	 desenvolvimento	 de	 software	 na	 Glintt	 –	 HealthCare	 Solutions	 tem	
diversas	 fases,	 sendo	 uma	 delas	 a	 elaboração	 de	 protótipos	 visuais	 por	 parte	 da	 equipa	 de	
design.	 Estes	 protótipos	 visuais	 são	 posteriormente	 transformados	 em	 código	 fonte	
HTML/CSS/Javascript	 pela	 equipa	 de	 desenvolvimento.	 Este	 processo	 pode	 demorar	 entre	
dois	dias	a	oito	dias	dependendo	da	complexidade	do	ecrã.	
No	presente	documento	será	apresentada	uma	solução	para	gerar	o	código	fonte	a	partir	de	
uma	 maquete	 de	 forma	 automática	 tendo	 como	 input	 uma	 imagem	 correspondente	 ao	





























The	automation	of	tasks	 is	 increasingly	a	current	practice	 in	the	organizational	environment,	






In	 the	 present	 document	 a	 solution	 will	 be	 presented	 to	 generate	 the	 source	 code	 of	 a	
mockup	 automatically,	 having	 as	 input	 an	 image	 corresponding	 to	 the	 prototype.	 In	 the	
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Nos	 ecrãs	 definidos	 para	 as	 novas	 aplicações	 são	muitas	 vezes	 usados	 componentes	 que	 já	
foram	 implementados	 diversas	 vezes,	 o	 que	 leva	 a	 que	 exista	 um	 trabalho	 repetitivo,	 ou	
reutilização	de	código	que	pode	conduzir	à	propagação	de	erros	por	diversas	aplicações.	
Também	é	necessário	que	exista	um	conjunto	de	pessoas	especializadas	na	tradução	de	ecrãs	
para	 código,	 e	 que	 conheçam	muito	 bem	a	 framework	 interna	 de	 controlos	 da	Glintt-HS,	 o	
“Glinttology”.	 Existe	 também	 um	 custo	 muito	 grande	 associado	 à	 formação	 de	 um	 novo	
colaborador	para	aprender	a	trabalhar	com	esta	framework.		




pretendidas	pelo	cliente.	Por	 isso	é	 importante	automatizar	ou	reduzir	o	 tempo	despendido	
nas	 tarefas	 acessórias	 e	 focar	 em	 resolver	 realmente	 o	 problema	 dos	 clientes,	 dando	mais	
importância	à	implementação	das	regras	de	negócio.	
1.3 Objetivo	
Este	projeto	 tem	 como	objetivo	 reduzir	 os	 custos	 associados	 à	 transformação	de	maquetes	




simples	 com	 apenas	 um	 desenvolvedor,	 demora	 aproximadamente	 dois	 dias,	 sendo	
expectável	 que	 o	 novo	 sistema	 não	 demore	 mais	 do	 que	 um	 minuto	 a	 gerar	 o	 código	
correspondente,	 no	 entanto	 este	 código	 gerado	 pode	 eventualmente	 necessitar	 de	 algum	
desenvolvimento.	 No	 caso	 de	 um	 ecrã	 mais	 complexo	 o	 tempo	 de	 implementação	 pode	
chegar	 a	 ser	 de	 oito	 dias,	 no	 entanto,	 com	 o	 novo	 sistema,	 o	 tempo	 de	 realização	 será	 o	
mesmo	independentemente	da	complexidade	da	maquete.	
1.4 Resultados	Esperados	
Com	 a	 implementação	 desta	 solução	 é	 expectável	 que	 se	 automatize	 o	 processo	 de	
desenvolvimento	de	software	na	Glintt-HS,	e	 também	que	esta	solução	cumpra	os	objetivos	
de	 realizar	 esta	 automação	 com	 a	 taxa	 de	 erros	 abaixo	 dos	 20%	 e	 com	 o	 tempo	 de	
implementação	abaixo	de	um	minuto.		
Através	desta	implementação	também	é	pretendido	que	a	Glintt-HS	reconheça	o	potencial	da	
área	 de	Machine	 Learning	 e	 que	 comece	 a	 apostar	 mais	 nesta	 área,	 que	 aliás	 tem	 muita	
aplicabilidade	na	área	da	saúde	onde	tem	uma	forte	presença	no	mercado.	
Também	é	esperado	que	este	projeto	demonstre	à	comunidade	de	Machine	Learning	que	a	





processo	 de	 desenvolvimento	 que	 este	 projeto	 trará	 à	 Glintt-HS.	 Este	 projeto	 permite	 a	






à	 formação,	uma	vez	que	deixa	de	 ser	necessário	 instruir	uma	quantidade	muito	grande	de	
colaboradores	a	aprender	os	processos	de	implementação	do	código	associado	à	maquete.	
Por	 último	 a	 introdução	 desta	 solução	 no	 processo	 atual	 da	Glintt-HS	 irá	 fazer	 com	 que	 as	




Para	 construir	 a	 solução	 que	 irá	 resolver	 o	 problema	 e	 atingir	 os	 objetivos	 apresentados	
anteriormente,	 será	 seguido	 um	 processo	 desenvolvimento	 próprio	 da	 área	 de	 Machine	
Learning.		
Num	 processo	 de	 desenvolvimento	 de	 software,	 como	 por	 exemplo	 no	 SCRUM,	 existe	 um	
conjunto	de	requisitos	a	resolver	durante	um	certo	período	de	tempo.	Durante	este	tempo	a	
equipa	comunica	entre	si	e	resolve	as	tarefas	planeadas,	testa	devidamente	o	seu	código	e	é	
entregue	 ao	 cliente	 o	 trabalho	 relativo	 a	 esse	 período	 de	 tempo.	 Este	 tipo	 de	 projeto	 é	
iterativo	e	incremental	e	acaba	quando	não	existem	mais	casos	de	uso	no	backlog.	





qualquer	 domínio	 e	 à	 compatibilidade	 com	 qualquer	 ferramenta	 de	 Data	 Mining.	 Esta	
metodologia	envolve	os	seguintes	passos:	








adequado	 ao	 tipo	 de	 dados.	 Para	 imagens,	 normalmente,	 escolhe-se	 entre	 vários	
tipos	 de	 Convolutional	 Neural	 Networks	 existentes	 atualmente.	 Depois	 serão	
separados	os	dados	em	duas	partes,	a	parte	treino	e	a	parte	de	testes.	Para	a	parte	





modelo	 gerado,	 segundo	 a	 precisão	 que	 o	 modelo	 obteve	 ao	 processar	 a	 parte	
destinada	 como	 teste.	 No	 caso	 do	 modelo	 não	 ter	 um	 desempenho	 satisfatório		
pode-se	escolher	outros	algoritmos,	ou	modificar	o	algoritmo	usado,	aplicando	novas	
camadas	 ou	 modificando	 os	 parâmetros	 e	 voltamos	 a	 treinar	 e	 avaliar,	 até	 que	 o	
modelo	gerado	tenha	um	nível	de	desempenho	satisfatório.	











No	 estado	 da	 arte,	 são	 apresentadas	 as	 tecnologias	 inerentes	 ao	 problema	 em	 questão,	
começando	 pela	 apresentação	 do	 tema	 de	Deep	 Learning	 seguido	 de	 alguns	 algoritmos	 de	
deteção	de	objetos	em	imagens	e	de	processamento	de	linguagem.	Ainda	neste	capítulo	são	













Engineers	 (SAVE)	 descreve	 valor	 como	 uma	 abordagem	 sistemática	 e	 estruturada	 para	




𝑉𝑎𝑙𝑜𝑟	 = 𝐹𝑢𝑛çã𝑜𝐶𝑢𝑠𝑡𝑜 	,	
sendo	que	a	função	são	as	funcionalidades	do	produto	e	custo,	os	recursos	necessários	para	
criar	o	produto.	
A	 Institute	of	Value	Management	 (IVM),	define	 valor	 como	a	 relação	entre	a	 satisfação	das	
necessidades	e	expectativas	e	os	recursos	necessários	para	alcançá-los.		








serviços	 têm	 antes	 de	 o	 cliente	 usufruir	 de	 todas	 as	 funcionalidades	 e	 de	 conhecer	 os	
benefícios	que	traz	para	si.	É	comum	as	organizações	usarem	marketing	não	só	para	divulgar	




de	 alterar	 uma	 linha	 de	 código	 daquele	 que	 é	 gerado	 pela	 plataforma,	mas	 após	 utilizar	 o	
serviço	podem	notar	que	aquilo	que	estavam	à	espera,	não	está	de	acordo	com	a	realidade,	
uma	vez	que	a	plataforma	pode	ter	erros	de	deteção.	
O	 valor	 para	 o	 cliente	 é	 normalmente	 explicado	 como	 a	 diferença	 entre	 os	 benefícios	 e	 os	
custos	associados	a	um	produto	ou	serviços.	Quando	os	benefícios	são	superiores	aos	custos,	
o	 valor	 para	 o	 cliente	 é	 positivo	 e	 traduz-se	 num	 bom	 investimento,	 por	 outro	 lado,	 se	 os	




do	seguinte	cálculo,		 𝑉𝑎𝑙𝑜𝑟	𝑝𝑎𝑟𝑎	𝑜	𝑐𝑙𝑖𝑒𝑛𝑡𝑒 = 𝐵𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜 − 𝐶𝑢𝑠𝑡𝑜	





Na	 fase	 de	 pré-compra	 é	 tentado	 perceber	 qual	 é	 a	 perceção	 que	 o	 público-alvo	 tem	 dos	












Transaction	VC	 • Confiança	 • Tempo	













O	 desenvolvimento	 de	 técnicas	 automáticas	 de	 geração	 de	 código	 a	 partir	 de	 imagens	 são	
uma	prática	muito	recente,	sendo	poucas	as	soluções	existentes	no	mercado	atualmente	e	a	
popularidade	destes	serviços	ainda	é	muito	baixa.	
	A	 implementação	 desta	 solução	 permite	 reduzir	 o	 número	 de	 colaboradores	 a	 fazer	 o	
trabalho	 repetitivo	de	 transformar	maquetes	em	código	e	alocar	estes	mesmos	 recursos	no	
desenvolvimento	das	áreas	core	do	negócio,	ou	então,	usar	este	 recursos	para	 implementar	
boas	 práticas	 nos	 projetos	 em	 que	 estão	 inseridos	 para	 garantir	 a	 eficácia	 e	 eficiência	 da	


























área	 identificada	 e	 perceber	 de	 que	 modo	 a	 oportunidade	 pode	 ser	 aproveitada	 e	
consequentemente	 se	 tem	 um	 valor	 de	 negócio	 que	 compense	 a	 empresa	 fazer	 o	
investimento.	
De	 modo	 a	 saber	 se	 a	 utilização	 das	 tecnologias	 de	 Deep	 Learning	 para	 automatizar	 os	
processos	na	Glintt,	 representam	uma	real	oportunidade	para	a	empresa	é	necessário	saber	
que	tipo	de	recursos	são	necessários	e	o	investimento	necessário.	Apesar	da	organização	não	
possuir	 mão	 de	 obra	 qualificada	 na	 área,	 o	 investimento	 neste	 projeto	 é	 uma	 boa	
oportunidade	 uma	 vez	 que	 com	 a	 redução	 de	 tempo	 em	 formação	 e	 codificação,	 a	 longo	
prazo	trará	valor	para	a	organização.	
2.2.3 Ideia	
Durante	 esta	 fase	 nasce	 a	 ideia	 concretamente,	 sendo	 normalmente	 discutida	 dentro	 da	













de	 várias	 formas	 e	 usando	 diversas	 tecnologias,	 no	 entanto,	 é	 necessário	 escolher	 entre	 as	
opções	qual	irá	trazer	mais	benefícios	e	terá	o	menor	custo.	
2.2.5 Conceito	e	desenvolvimento	tecnológico		
O	 passo	 final	 do	 modelo	 NCD	 “(…)	 envolve	 o	 desenvolvimento	 de	 um	 caso	 de	 negócios	
baseado	 em	 estimativas	 de	 potencial	 de	 mercado,	 necessidades	 de	 clientes,	 requisitos	 de	


































“Proposta	 de	 valor	 descreve	 o	 pacote	 de	 produtos	 e	 serviços	 que	 criam	 valor	 para	 um	
segmento	de	clientes	específico”	(Osterwalder	&	Pigneur,	2010).		
Apesar	de	 já	existirem	soluções	semelhantes	no	mercado,	este	projeto	pretende	trazer	uma	














O	 principal	 canal	 de	 comunicação	 entre	 os	 clientes	 e	 o	 produto	 é	 a	 plataforma	 interna	 da	
Glintt,	que	será	o	 local	onde	os	desenvolvedores	 irão	visitar	usufruir	das	 funcionalidades	do	
produto.	
2.3.7 Segmentos	de	clientes	
“Segmentos	 de	 clientes	 define	 os	 diferentes	 grupos	 de	 pessoas	 ou	 organizações	 que	 uma	
empresa	busca	alcançar	e	servir”	(Osterwalder	&	Pigneur,	2010).	
Os	 clientes	 são	 os	 desenvolvedores	 que	 pretendem	 usar	 a	 plataforma	 para	 obter	 o	 código	
correspondente	à	maquete.	
2.3.8 Estrutura	de	custos	
“A	 estrutura	 de	 custo	 descreve	 todos	 os	 custos	 envolvidos	 na	 operação	 de	 um	modelo	 de	
negócios”	(Osterwalder	&	Pigneur,	2010).	







por	 parte	 da	 Glintt-HS	 na	 disponibilização	 das	 aplicações	 ao	 cliente,	 pois	 esta	 solução	 irá	
contribuir	 para	 a	 diminuição	 do	 tempo	 de	 desenvolvimento	 e	 maior	 disponibilidade	 dos	
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por	 Thomas	 Saaty.	 Este	 método	 permite	 ajudar	 a	 tomar	 uma	 decisão	 fundamentada	
recorrendo	a	calculo	matemáticos.	
Para	 tomar	uma	decisão	é	necessário	conhecer	o	problema,	a	necessidade	e	o	propósito	da	










No	 contexto	 deste	 projeto,	 poderá	 ser	 aplicado	 por	 exemplo	 a	 escolha	 do	 algoritmo	 de	
deteção	e	 classificação	de	objetos	numa	 imagem.	Começando	então	por	definir	 a	decisão	a	
ser	 tomada	 que	 é	 como	 foi	 dito	 anteriormente	 “Qual	 o	 melhor	 algoritmo	 de	 deteção	 e	
classificação	de	objetos	numa	 imagem?”.	 	Os	critérios	para	classificar	 seriam	por	exemplo	a	
média	 de	 tempo	 de	 deteção	 de	 objetos	 e	 a	 taxa	 de	 erros	 na	 classificação,	 como	 se	 pode	
verificar	 na	 Tabela	 2.	 Depois	 de	 classificar	 segundo	 estes	 critérios	 as	 alternativas,	 como	
representado	na	Tabela	3	e	na	Tabela	4,	são	construídas	as	matrizes	e	obtidos	os	valores	de	
prioridades.	
Para	 realizar	 os	 cálculos	 já	 existem	 diversas	 ferramentas	 online	 que	 permitem	 obter	 as	
prioridades.	 A	 ferramenta	 utilizada	 para	 efetuar	 os	 cálculos	 neste	 caso	 foi	 a	 calculadora	 do	

















classificação	 e	 0.666	 para	 a	 média	 de	 deteção	 de	 objetos.	 Com	 esta	 informação	 pode-se	
afirmar	 que	 o	 critério	 de	 taxa	 de	 erros	 na	 classificação	 é	 preferível	 à	 média	 de	 tempo	 de	
deteção	de	objetos.	
As	 alternativas	 de	 algoritmos	 a	 usar	 seriam	 por	 exemplo	 CNN,	 Faster	 R-CNN	 e	 YOLO.	 Estes	
algoritmos	serão	abordados	com	mais	detalhe	na	seção	3.5.1,	3.5.2	e	3.5.3	respetivamente.	
	 CNN	 Faster	R-CNN	 YOLO	
CNN	 1	 4	 7	
Faster	R-CNN	 1/4		 1	 4	
YOLO	 1/7		 1/4	 1	
Tabela	3	-	Matriz	relação	de	taxa	de	erros	de	classificação	entre	as	alternativas	existentes.	
Inserindo	os	valores	na	calculadora,	pode-se	verificar	que	a	prioridade	atribuída	ao	algoritmo	
CNN	 é	 de	 0.696,	 ao	 Faster	 R-CNN	 0.229	 e	 ao	 YOLO	 0.075	 no	 que	 toca	 à	 taxa	 de	 erros	 de	
classificação.	
	 CNN	 Faster	R-CNN	 YOLO	
CNN	 1	 1/3	 1/9	
Faster	R-CNN	 3	 1	 1/5	
YOLO	 9	 5	 1	
Tabela	4	-	Matriz	relação	da	média	de	tempo	de	deteção	de	objetos	numa	imagem.	
Inserido	os	valores	na	calculadora,	verificamos	que	o	YOLO	se	destaca	no	critério	de	média	de	
tempo	 de	 deteção	 de	 objetos	 numa	 imagem	 com	 a	 prioridade	 de	 0.751,	 o	 segundo	 com	
melhor	média	é	o	Faster	R-CNN	com	0.178	e	por	último	o	CNN	com	0.071.	
	 Taxa	de	erros	de	classificação	 Média	de	tempo	 Prioridade	
CNN	 0.2318	 0.0473	 0.2791	
Faster	R-CNN	 0.0763	 0.1186	 0.1949	
YOLO	 0.0249	 0.5001	 0.525	















As	 técnicas	 de	 transformação	 de	 imagens	 ou	mockups	 em	 código-fonte	 são	 uma	 área	 de	
pesquisa	 muito	 recente,	 sendo	 que	 os	 primeiros	 resultados	 práticos	 foram	 demonstrados	
durante	 o	 ano	 de	 2017.	 Tony	 Beltramelli,	 o	 fundador	 da	 empresa	 UIzard	 especializada	 em	
geração	de	código	através	de	 técnicas	de	Machine	Learning,	 escreveu	num	dos	 seus	artigos	



























A	 Figura	 5,	 representa	 a	 arquitetura	 de	 uma	 rede	 neural.	 Este	 sistema	 foi	 baseado	 no	
comportamento	 do	 cérebro	 humano,	 sendo	 que	 os	 círculos	 representados	 na	 figura	
representam	os	neurónios	na	rede,	as	setas	são	ligações	entre	os	neurónios,	uma	analogia	às	
sinapses	do	cérebro	humano	e	cada	conjunto	de	neurónios	horizontal	é	apelidado	de	camada.		






são	 ajustados	 durante	 o	 processo	 de	 treino,	 este	 comportamento	 é	 o	 que	 faz	 a	 rede	
realmente	aprender	a	classificar	corretamente	os	dados	de	input.	O	processo	de	ajustamento	
é	feito	através	de	um	algoritmo	chamado	backpropagation.	Este	processo	é	descrito	como	um	




não	 supervisionado	 e	 aprendizagem	 reforçada.	 No	 processo	 de	 treino	 supervisionado	 é	
fornecido	à	rede	um	conjunto	de	treino	acompanhado	da	correta	previsão,	que	é	suposto	a	
rede	aprender	através	da	adaptação	dos	pesos	nas	ligações	entre	os	neurónios.	No	processo	
não	 supervisionado	 é	 a	 rede	 que	 agrupa	 os	 dados	 em	 categorias	 segundo	 o	 calculo	 das	
distâncias	do	conjunto	de	características	dos	dados	fornecidos.	Também	é	possível	ajustar	os	







imagem	 de	 22	 pixéis	 de	 altura	 e	 22	 pixéis	 de	 largura	 irá	 ter	 22x22x3	 valores.	 Durante	 o	
















tendo	surgido	outras	 redes	baseadas	nesta	 inicial	e	 com	o	objetivo	de	diminuir	o	 tempo	de	






A	 Regional	 Proposal	 Network	 (RPN)	 distingue-se	 das	 outras	 redes	 CNN	 uma	 vez	 que	
compartilha	recursos	convolucionais	da	imagem	com	a	rede	de	deteção,	permitindo	propostas	














temporal,	 sendo	 capaz	 de	 detetar	 objetos	 em	 tempo	 real,	 como	 por	 exemplo	 identificar	
objetos	durante	a	visualização	de	um	vídeo.		





classificada	 numa	matriz	 SxS,	 como	 se	 pode	 verificar	 na	 Figura	 8.	 No	 caso	 de	 o	 centro	 do	








Este	 algoritmo	 apesar	 de	 ser	 muito	 rápido	 na	 classificação	 dos	 objetos,	 não	 consegue	




Ao	 contrário	 das	 outras	 redes	 neuronais,	 as	 Recurrent	 Neural	 Networks,	 não	 se	 limitam	 a	































Este	 projeto	 foi	 realizado	 por	 Tony	 Beltramelli	 no	 ano	 de	 2017,	 e	 foi	 pioneiro	 na	 área	 de	
automação	 da	 transformação	 de	mockups	 em	 código	 HTML/CSS.	 O	modelo	 treinado	 gerou	
código	para	várias	plataformas	como	por	exemplo,	iOS,	Android	e	Web	com	eficácia	de	77%.	
O	modelo	desenvolvido	por	Beltramelli,	 e	publicado	no	artigo	 científico	que	descreve	o	 seu	
projeto,	 é	 assente	 em	 dois	 principais	 componentes.	 O	 primeiro	 componente	 é	 uma	
Convolution	Neural	Network	(CNN)	responsável	por	mapear	a	imagem	de	input	em	elementos	
reconhecidos	pelo	modelo,	o	 segundo	componente	é	uma	Recurrent	Neural	Network	 (RNN)	







No	 ano	 de	 2017,	 também	 a	 empresa	 norte-americana	 Airbnb,	 decidiu	modificar	 a	maneira	
como	o	design	é	transformado	em	código	fonte.	No	entanto	não	foi	publicado	nenhum	artigo	
ou	outro	tipo	de	comunicação	sobre	a	arquitetura	e	implementação	desta	tecnologia.	
Esta	 aplicação	 é	 capaz	 de	 interpretar	 os	 componentes	 desenhados	 à	mão	 (sketch),	 ou	 seja,	
sem	um	nível	de	detalhe	muito	elevado.	Quando	esta	solução	recebe	um	retângulo	com	um	
“X”	no	meio	como	input,	sabe	que	tem	de	usar	um	componente	de	imagem.	






Algumas	 das	 tecnologias	 aqui	 apresentadas	 foram	 usadas	 para	 implementar	 as	 soluções	
apresentadas	no	capítulo	anterior.	
3.3.1 R	
A	 linguagem	de	programação	R,	 foi	 inicialmente	escrita	por	Ross	 Ihaka	e	Robert	Gentleman	
em	 1993	 e	 foi	 projeta	 para	 trabalhar	 com	 dados	 estatísticos	 e	 elaboração	 de	 gráficos.	 Esta	
linguagem	tem	uma	grande	influência	das	linguagens	S	e	a	Scheme	(Hornik,	2017).		









A	 linguagem	 de	 programação	 Python,	 foi	 criada	 em	 1991	 por	 Guido	 Van	 Rossum.	 É	 uma	
linguagem	de	alto	nível	e	de	propósito	geral	e	que	 foi	 criada	 com	o	objetivo	de	melhorar	a	
interpretação	do	código	pelos	programadores	e	com	uma	sintaxe	mais	compacta.	




Nos	últimos	 anos	 tem	vindo	 a	 surgir	 cada	 vez	mais	 bibliotecas	 de	Machine	 Learning,	 sendo	













Theano	 é	 uma	 biblioteca	 open-source	 desenvolvida	 pela	 Universidade	 de	 Montreal,	 no	
Canada,	 e	 foi	 uma	 das	 primeiras	 bibliotecas	 de	 machine	 learning,	 sendo	 primeira	 versão	
lançada	no	ano	de	2010.		
No	entanto,	no	final	do	ano	de	2017	os	responsáveis	pelo	projeto	anunciaram	que	não	seriam	





Keras	 é	 uma	 biblioteca	 de	 alto	 nível	 e	 também	 é	 open-source.	 Foi	 desenvolvida	 pelo	
engenheiro	 da	 Google,	 François	 Chollet,	 e	 foi	 publicada	 pela	 primeira	 vez	 no	 inicio	 do	 ano	
2015.		
No	 entanto,	 esta	 biblioteca	 tem	 como	 principal	 objetivo	 abstrair	 pormenores	 de	
implementação	de	outras	bibliotecas	em	que	esta	se	pode	basear.	É	possível	usar	o	Keras	sob	








O	 Glinttology	 é	 uma	 framework	 interna	 da	 Glintt	 que	 consiste	 numa	 palete	 com	 todos	 os	
componentes	existentes	nas	aplicações.	Esta	solução	nasceu	da	necessidade	de	criar	um	guia	















que	 aspetos	 das	 suas	 arquiteturas	 podem	 ser	 adaptados	 ao	 projeto	 a	 ser	 desenvolvido	 e	
também	que	características	destas	soluções	gostaríamos	que	colocar	neste	projeto.	
Também	 iremos	 comparar	 as	 tecnologias	 apresentadas	 na	 secção	 3.3	 do	 capítulo	 anterior	
classificando	 segundo	a	adequação	ao	projeto	a	 ser	desenvolvido	e	 segundo	a	 facilidade	de	
implementação	 e	 pesquisa	 de	 informação,	 definido	 assim	 a	 nossa	 stack	 tecnológica	 para	 o	
desenvolvimento	do	projeto.		
4.1 Avaliação	das	soluções	existentes	
Na	 secção	 3.2	 deste	 documento	 será	 apresentada	 uma	 breve	 introdução	 das	 soluções	
existentes	no	mercado	que	se	propõe	a	resolver	problemas	semelhantes	ao	do	projeto.		
O	 projeto	 pix2code	 está	 muito	 bem	 documentado	 tendo	 inclusive	 descritos	 muitos	
pormenores	de	implementação	como	por	exemplo	os	tipos	de	redes	neuronais	utilizadas	e	a	
forma	como	é	gerado	código	após	a	interpretação	da	maquete.	
No	 entanto,	 o	 projeto	 sketch2code	 da	 Airbnb	 não	 tem	 nenhuma	 documentação	 relativa	 à	


















Para	 treinar	a	 rede	neuronal	é	dado	como	 input	uma	 imagem	da	maquete	 representada	na	
Figura	12	como	“GUI”	e	um	ficheiro	com	a	descrição	dos	componentes	que	estão	presentes	na	



















De	modo	a	 facilitar	 a	 implementação	desta	 solução	procuramos	por	algumas	 características	
que	nos	permitam	fazer	um	desenvolvimento	rápido	e	adequado,	tais	como:	
• Familiarização	 com	 a	 tecnologia:	 é	 importante	 que	 haja	 experiência	 prévia	 com	 a	
tecnologia,	 para	 ser	 mais	 rápido	 começar	 a	 desenvolver	 e	 reduzir	 o	 tempo	 de	
aprendizagem.	
• Suporte,	 Comunidade	 e	 Documentação:	 este	 fator	 é	 um	 dos	 mais	 importantes	 na	




• Adequação	da	 tecnologia	 ao	 trabalho	em	questão:	A	tecnologia	deve	 responder	às	





a	 azul	 e	 “R	 machine	 learning”,	 a	 vermelho,	 na	 pesquisa	 do	 Google	 no	 período	 de	 19	 de	
fevereiro	de	2017	até	19	de	fevereiro	de	2018.	Como	se	pode	verificar	a	linguagem	Python	é	


































Na	 Tabela	 6	 pode-se	 observar	 a	 comparação	 entre	 as	 linguagens	 R	 e	 Python	 mediante	 os	
parâmetros	 definidos	 na	 introdução	 da	 secção	 4.2.	 Em	 termos	 de	 licenciamento	 as	 duas	
linguagens	têm	o	mesmo	tipo	de	 licença	e	no	fator	de	suporte	e	documentação	as	duas	são	
muito	bem	documentadas	e	com	várias	comunidades	dedicadas	a	estas	linguagens.		




linguagem	 R,	 o	 que	 quer	 dizer	 que	 a	 longo	 prazo,	 a	 aprendizagem	 de	 Python	 irá	 por	
compensar	relativamente	à	experiência	prévia	com	a	linguagem	R.		




em	 conta	 que	 se	 irá	 usar	 Python	 é	 necessário	 usar	 uma	 biblioteca	 de	 machine	 learning	
compatível	com	esta	linguagem.		












	 Keras	 Tensorflow	 Theano	










































foi	abandonada	pelos	 fundadores	e	o	 interesse	em	desenvolver	nesta	 ferramenta	tem	caído	
ao	longo	do	tempo.		
O	Keras	é	diferente	do	Tensorflow,	sendo	que	o	objetivo	do	Keras	é	diminuir	a	complexidade	
da	 implementação	 de	 estruturas	 complexas	 como	 redes	 neuronais.	 O	 Keras	 não	 suporta	
nativamente	as	operações	necessárias	à	manipulação	das	estruturas	de	deep	 learning	 e	por	






Na	 secção	 3.1	 apresentamos	 dois	 algoritmos	 de	 deteção	 de	 imagem	 baseados	 em	

























Neste	 capítulo	 serão	 apresentadas	 duas	 arquiteturas,	 sendo	 que	 apenas	 uma	 delas	 será	
adotada	para	o	desenvolvimento	da	plataforma,	explicando	a	razão	pela	qual	uma	delas	será	a	
escolhida.		




do	 projeto,	 sendo	 elas	 a	 arquitetura	 Cliente-Servidor	 e	 Console	 Application.	 Serão	





Este	 tipo	 de	 arquitetura	 é	 ideal	 para	 o	 desenvolvimento	 de	 protótipos,	 uma	 vez	 que	 o	
desenvolvimento	da	aplicação	é	mais	rápido.	No	entanto	como	solução	final	não	é	adequado	
uma	 vez	 que	 seria	 necessário	 instalar	 novas	 versões	 em	 todos	 os	 computadores	 que	 iriam	
usar	a	aplicação	sempre	que	houvesse	uma	atualização.		





Este	 tipo	 de	 arquitetura	 permite	 um	 acesso	 mais	 fácil,	 sendo	 que	 pode	 ser	 acedido	 em	








também	 deve	 ser	 acessível	 por	 todos	 os	 colaboradores	 da	 Glintt-HS	 para	 que	 possam	
converter	as	maquetes	que	lhes	são	entregues	com	a	última	versão	existente	do	projeto.	
Primeiro	 será	 implementada	uma	console	application	 de	modo	a	 ter	o	projeto	 funcional	 no	
menor	espaço	de	tempo	possível.	Após	a	avaliação	da	solução	implementada	será	colocado	o	
projeto	 em	produção	 através	 de	uma	arquitetura	 cliente-servidor	 para	que	 fique	disponível	
para	todos	os	utilizadores	na	Glintt-HS.	







componentes	 principais,	 o	 “Image	 Model”,	 o	 “Language	 Model”	 e	 o	 “Decoder”.	 O	 “Image	
Model”	 tem	 como	 responsabilidade	 receber	 como	 input	 uma	 imagem	 e	 enviar	 as	
características	 dessa	 imagem	 como	 input	 para	 o	 “Decoder”.	 Sendo	 assim,	 o	 componente	
“Image	Model”	é	uma	CNN	dentro	da	arquitetura	pix2code.	O	“Language	Model”	tem	como	
responsabilidade	 receber	 a	 descrição	 textual	 da	 imagem	no	momento	 e	 prever	 qual	 será	 o	
próximo	 token	 na	 sequência.	 O	 “Decoder”	 depois	 relaciona	 as	 features	 provenientes	 do	















































Nesta	 secção	 será	 descrito	 como	 a	 solução	 proposta	 foi	 desenhada	 de	 forma	 a	 conseguir	
retirar	o	melhor	de	cada	uma	das	soluções	apresentadas	nas	secções	5.2	e	5.3.	Primeiro	será	
apresentado	 um	 diagrama	 de	 alta	 granularidade	 para	 descrever	 as	 partes	 constituintes	 do	
modelo	 desenvolvido,	 tal	 como	 foi	 apresentado	 anteriormente,	 depois	 serão	 apresentados	
mais	aprofundadamente	cada	um	dos	componentes	e	justificadas	cada	uma	das	decisões.	




Tal	 como	 na	 versão	 bootstrap	 da	 arquitetura	 de	 screenshot2code,	 será	 usada	 uma	 CNN	 já	





arquiteturas	 anteriores,	 no	 entanto,	 com	 o	 aperfeiçoamento	 dos	 hyperparameters	 é	









Nesta	 secção	 serão	 apresentados	 os	 passos	 que	 envolveram	 a	 realização	 desta	 solução.	





modelo	 usando	 uma	 outra	 parte	 dos	 dados.	 Finalmente	 será	 avaliada	 a	 performance	 do	






que	envolve	 várias	operações,	 como	por	exemplo	multiplicação	de	matrizes.	Assim	 sendo	o	
hardware	utilizado	influencia	diretamente	tanto	a	precisão	dos	resultados	como	o	tempo	em	
que	esses	resultados	são	alcançados.	












plataforma	 tem	 limitações	 como	por	exemplo,	 apenas	é	possível	usar	a	GPU	no	máximo	12	




























DSL,	 que	 posteriormente	 irá	 ser	 utilizada	 para	 compilar	 as	 descrições	 textuais	 geradas	 pelo	









Um	dos	 passos	mais	 importantes	 na	 construção	 de	modelos	 de	machine	 learning,	 é	 o	 pré-
processamento	 dos	 dados,	 uma	 vez	 que	 o	 formato	 como	 estes	 são	 lidos	 pelo	 modelo	
influencia	diretamente	os	resultados	obtidos	no	treino.	
Durante	 esta	 etapa,	 foi	 necessário	processar	 tanto	 as	 imagens,	 como	as	descrições	 textuais	









Como	 se	 pode	 verificar	 na	 Figura	 25,	 o	 aspeto	 da	 maquete	 é	 preservado	 sendo	 possível	
identificar	facilmente	os	componentes.	A	imagem	original	tem	em	média	a	dimensão	de	1300	






cores	 dos	 componentes	 desempenham	 um	 papel	 importante	 na	 identificação	 de	 alguns	
componentes,	como	é	o	caso	dos	botões.	
Relativamente	às	descrições,	foi	necessário	reduzir	a	complexidade	das	descrições,	como	por	
exemplo,	 eliminando	 as	 indentações	 e	 quebras	 de	 linha.	 Para	 quem	 está	 a	 escrever	 a	
descrição	 textual	 é	muito	mais	 fácil	 quando	 existem	 quebras	 de	 linhas	 e	 indentações	 para	
perceber	a	hierarquia	dos	componentes	e	de	que	 forma	se	relacionam	entre	si,	no	entanto,	
para	 a	 interpretação	 do	modelo,	 isso	 é	 apenas	 ruído,	 uma	 vez	 que	 esta	mesma	 hierarquia	
pode	ser	traduzida	através	de	parenteses,	“{“	e	“}”.		Para	além	disso	é	necessário	adicionar	à	
descrição	 os	 tokens	 especiais	 “<START>”	 e	 “<END>”.	 Esta	 abordagem	 também	 foi	 feita	 por	








Após	 a	 construção	 de	 uma	 arquitetura	 é	 necessário	 alimentá-la	 com	 dados	 para	 que	 esta	
possa	 começar	 a	 ajustar	 os	 seus	 pesos,	 e	 assim	 aprender	 a	 partir	 dos	 dados	 e	 gerar	 um	














que	 a	 performance	 neste	 conjunto	 de	 dados	 de	 teste	 não	 garante	 a	 qualidade	 do	modelo	
quando	apresentado	a	um	conjunto	de	dados	novos.	Para	resolver	este	problema	é	usado	o	
método	de	Cross	Validation	(Kohavi,	1995).	Cross	Validation	é	um	método	que	divide	os	dados	









Quando	 é	 necessário	 fazer	 uma	 pesquisa	 de	 hyperparameters	 ou	 obter	 uma	 noção	 de	
performance	de	forma	mais	rápida	é	usado	o	método	Holdout.	O	método	de	Cross	Validation	
é	 essencialmente	 usado	 para	 determinar	 a	 performance	 do	 modelo	 final	 de	 forma	 mais	
precisa.	
6.5 Avaliação	












































Hyperpameteres	 são	 parâmetros	 que	 permitem	 mudar	 a	 forma	 como	 a	 rede	 neuronal	 se	
comporta.	Existem	dois	tipos	de	hyperparameters,	do	tipo	estrutural,	ou	seja,	que	permitem	






Os	hyperparameters	do	 tipo	estrutural,	 tal	 como	o	nome	 indica,	determinam	a	estrutura	da	







teste.	 Por	 outro	 lado,	 um	número	 reduzido	de	 nós	 e	 camadas	 pode	 causar	underfitting,	 ou	
seja,	não	se	consegue	obter	um	modelo.	
6.6.1.2 Dropout	
É	 uma	 técnica	 para	 combater	 o	 overfitting.	 O	 dropout	 indica	 a	 probabilidade	 de	 os	 nós	
existentes	na	camada	 serem	desativados	e	assim	 fazer	 com	que	alguns	dos	nós	não	 fiquem	







A	 função	 de	 ativação	 calcula	 se	 o	 sinal	 será	 transmitido	 na	 rede	 e	 com	 que	 valor	 ele	 será	








Este	 tipo	de	hyperparameters	 determina	de	que	modo	o	modelo	 será	 treinado,	 ou	 seja,	 de	






















passos	 mais	 importantes	 na	 construção	 de	 um	 modelo	 de	 Deep	 Learning.	 No	 entanto,	
encontrar	os	hyperparameters	para	o	modelo	é	uma	tarefa	difícil,	uma	vez	que	é	necessário	
ter	alguma	experiência	para	saber	quais	os	hyperparameters	que	devem	ser	alterados.		
Durante	 o	 processo	 de	 construção	 do	 modelo	 desenvolvido	 foi	 adotado	 essencialmente	 a	





Para	 além	 dos	 métodos	 mencionados	 anteriormente,	 serão	 apresentados	 nas	 seções	
seguintes	outros	métodos	de	pesquisa	de	hyperparameters.	
6.6.3.1 Grid	Search	
Um	 dos	 métodos	 para	 encontrar	 os	 hyperparameters	 que	 melhor	 se	 ajustam	 aos	 dados	 é	
denominado	 por	Grid	 Search.	 Quando	 se	 utiliza	 um	Grid	 Search,	 basicamente	 reúne-se	 um	
conjunto	 de	 hipóteses	 que	 voltem	 a	melhorar	 o	modelo	 e	 geram-se	 todas	 as	 combinações	
possíveis	dessas	hipóteses	para	depois	verificar	qual	delas	teve	melhor	performance.	
Por	exemplo,	assumindo	que	se	pretende	testar	o	número	de	camadas	1,	2,	3	e	4	e	testar	o	






Com	 o	método	 de	Grid	 Search,	 existem	 casos	 que	 não	 são	 explorados	 e	 pode	 ser	 que	 um	
desses	casos	seja	a	solução	ótima	para	o	problema.	Para	resolver	este	problema	foi	criado	o	











de	 outros	 procedimentos	 é	 que	 este	 constrói	 um	modelo	 probabilístico	 f(x)	 e,	 em	 seguida,	
explora	esse	modelo	para	tomar	decisões	para	que	valor	de	x	deve	avaliar	a	função,	enquanto	
integra	a	incerteza.	Com	isto	à	medida	que	o	algoritmo	vai	explorando	o	espaço	vai	reduzindo	




















A	 Figura	 33	 apresenta	 a	 relação	 entre	 o	 modelo	 e	 a	 configuração	 do	 optimizer	 RMSprop	














parâmetro	 de	 learning	 rate	 está	 muito	 próximo	 de	 zero	 é	 quando	 se	 obtém	 os	 melhores	






Como	 ponto	 de	 partida	 será	 adotada	 a	 arquitetura	 de	 Wallner,	 que	 posteriormente	 será	







Como	 se	 pode	 verificar	 através	 da	 Figura	 35,	 a	 performance	 do	 modelo	 baseado	 na	
arquitetura	 de	Wallner	 não	 é	 satisfatória,	 uma	 vez	 que	 a	 accuracy	 com	 os	 dados	 de	 teste	





Relativamente	 à	 função	 de	 erro	 do	modelo,	 que	 pode	 ser	 observada	 através	 da	 Figura	 36,	
pode-se	 confirmar	 a	 análise	 que	 fizemos	 para	 o	 gráfico	 anterior.	 A	 partir	 de	 50	 epochs	 os	




Como	 referido	 anteriormente	 o	modelo	 está	 em	overfitting.	 Isto	 pode	 acontecer	 quando	 o	
número	 de	 nós	 existente	 na	 rede	 é	muito	 grande	 relativamente	 ao	 número	 de	 dados	 que	
existem	 a	 circular	 na	 rede.	 Para	 combater	 este	 problema	 é	 necessário	 diminuir	 a	
complexidade	da	rede.	Mas	para	além	deste	problema	o	modelo	está	a	demorar	demasiado	
tempo	 a	 aumentar	 a	 sua	 performance,	 por	 isso	 será	 também	 pertinente	 testar	 outros	
algoritmos	de	otimização.	
Optimizer	 Accuracy	 Loss	 Validation	Accuracy	 Validation	Loss	 Acc	–	Val.	Acc	
SGD	 0.3600	 2.0567	 0.3655	 2.1646	 -0.0055	
Adam	 0.9975	 0.0119	 0.7809	 1.5462	 0.2166	
Rmsprop	 0.9972	 0.0076	 0.7632	 2.0924	 0.2340	
Adagrad	 0.9938	 0.0610	 0.8687	 0.6616	 0.1251	
Adadelta	 0.5287	 1.2087	 0.4627	 2.0007	 0.0660	
Adamax	 0.7092	 0.7842	 0.6507	 1.6392	 0.0585	





Como	 se	 pode	 verificar	 os	 algoritmos	 Adam,	 Rmsprop	 e	 Adagrad	 foram	 os	 que	 tiveram	 a	
melhor	performance	no	conjunto	de	dados	de	treino,	no	entanto	este	indicador	apesar	de	ser	
importante	 não	 desempenha	 um	 papel	 crucial,	 uma	 vez	 que	 o	 modelo	 pode	 estar	 em	
overfitting.	Os	melhores	indicadores	são	o	Validation	Accuracy	e	Validation	Loss,	uma	vez	que	






de	não	 ter	o	melhor	 indicador	de	diferença	entre	Accuracy	e	Validation	Accuracy,	 foi	o	que	


























1	 3	 84	 1	 200	 2	 449	
2	 2	 116	 2	 426	 3	 177	
3	 1	 127	 2	 354	 1	 168	
4	 2	 66	 1	 208	 2	 315	
5	 2	 116	 2	 194	 3	 211	
6	 1	 67	 2	 468	 2	 218	
7	 2	 125	 2	 175	 2	 466	
8	 3	 78	 2	 183	 2	 333	
9	 2	 69	 2	 189	 2	 481	
10	 2	 102	 3	 284	 2	 265	
11	 2	 118	 1	 330	 1	 136	




testar	 estes	 12	 exemplos	 demorou	 cerca	 de	 19	 horas,	 para	 o	 mesmo	 conjunto	 de	 testes	
usando	o	computador	pessoal,	em	que	demora	em	média	300	segundos	por	cada	epoch,	este	
valor	iria	ascender	a	cerca	de	5	dias	e	5	horas.	
Identifier	 Accuracy	 Loss	 Validation	Accuracy	 Validation	Loss	 Acc	–	Val.	Acc	
1	 0.9626	 0.1368	 0.7883	 0.9092	 0.1743	
2	 0.4094	 1.8340	 0.3903	 2.0883	 0.0191	
3	 0.3381	 2.2004	 0.3300	 2.3214	 0.0081	
4	 0.9046	 0.3078	 0.7874	 0.9345	 0.1172	
5	 0.4120	 1.8986	 0.3893	 2.0850	 0.0227	
6	 0.4263	 1.6540	 0.4199	 2.0576	 0.0064	
7	 0.4455	 1.7403	 0.4336	 1.9733	 0.0119	
8	 0.5011	 1.4996	 0.5068	 1.6360	 -0.0057	
9	 0.4811	 1.5033	 0.4561	 1.6622	 0.0250	
10	 0.4895	 1.5701	 0.5000	 1.6463	 0.0105	
11	 0.3220	 2.3443	 0.3232	 2.2775	 -0.0012	
12	 0.9584	 0.1609	 0.8592	 0.5397	 0.0992	
Tabela	12	–	Resultados	obtidos	para	cada	uma	das	estruturas	testadas	
Na	Tabela	12,	pode-se	observar	a	performance	para	cada	uma	das	arquiteturas	referidas	na	
Tabela	 11.	 Deste	 conjunto	 de	 arquiteturas	 será	 escolhido	 o	 conjunto	 com	 a	 melhor	
performance,	idealmente	com	o	maior	Validation	Accuracy,	para	ser	posteriormente	analisada	


















Na	 Figura	38	é	possível	 observar	 a	accuracy	 para	os	dados	de	 treino	e	dados	de	 teste	para	













Analisando	 todas	 as	 arquiteturas	 candidatas	 à	 arquitetura	 final	 para	 a	 solução	 a	 ser	







































e	 coloca	 o	 modelo	 em	 produção	 através	 do	 Heroku	 Cloud.	 Cada	 uma	 destas	 etapas	 serão	
descritas	nas	secções	seguintes.	
6.8.1 Heroku	
Heroku	é	um	 serviço	de	Cloud,	 fundado	em	2007,	 e	que	 foi	 posteriormente	 comprada	pela	
empresa	Salesforce.	Atualmente	o	Heroku	permite	receber	aplicações	em	Ruby,	Java,	Clojure,	
Python,	 Scala	 e	 Node.	 O	 Heroku	 tem	 várias	modalidades	 de	 preço	 sendo	 que	 uma	 delas	 é	
grátis	 que	 foi	 a	 modalidade	 usada	 para	 a	 execução	 deste	 trabalho.	 No	 entanto,	 o	 serviço	




Gitlab	 é	 um	 gestor	 de	 repositórios	 Git	 criado	 em	 2011.	 Atualmente	 é	 um	 dos	 gestores	 de	









https://developerai.herokuapp.com.	 Como	 se	 pode	 verificar	 na	 Figura	 42,	 é	 um	 portal	
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Para	 converter	 a	maquete	para	 código	primeiro	 é	necessário	 aceder	 ao	portal	DeveloperAI,	



























pasta	 e	 um	 ficheiro	 HTML,	 como	 representado	 na	 Figura	 47.	 A	 pasta	 “assets”	 contém	 as	
dependências	para	conferir	a	aparência	e	comportamento	semelhante	à	maquete.	Entre	estas	

























Para	 realizar	 a	 avaliação	 à	 solução	 é	 necessário	 definir	 o	 que	 irá	 ser	 avaliado,	 recolher	
informação	 relevante	 que	 permita	 avaliar	 cada	 parâmetro	 de	 avaliação,	 após	 este	 passo	 é	
necessário	fazer	os	testes	estatísticos	com	os	dados	recolhidos	e	finalmente	tirar	conclusões	e	
salientar	pontos	de	melhoria.	




Para	 avaliar	 a	 solução	é	 necessário	 recolher	 dados	que	nos	permitam	 tirar	 conclusões	 após	
uma	 análise	 cuidada	 desses	mesmos	 dados.	 De	modo	 a	 saber	 se	 os	 desenvolvedores	 estão	
mais	satisfeitos	com	o	novo	sistema,	será	necessário	primeiro	elaborar	inquéritos.	
O	 inquérito	 será	 constituído	 essencialmente	 por	 três	 perguntas	 que	 comparam	 o	 processo	
atual	com	o	novo	processo,	o	questionário	pode	ser	observado	na	secção	Anexos.	
As	 respostas	 a	 estas	 questões	 são	 de	 escolha	múltipla,	 sendo	 as	 possibilidades	 totalmente	
desadequado,	desadequado,	normal,	adequado	e	totalmente	adequado.	
Para	 avaliar	 a	 taxa	 de	 erros	 é	 necessário	 recolher	 informação	 sobre	 os	 objetos	 totais	
identificados	 e	 os	 objetos	 detetados	 incorretamente	 para	 cada	 maquete	 inserida	 na	
plataforma.	A	taxa	de	erros	é	dada	pela	fórmula	seguinte	
𝑇𝑎𝑥𝑎	𝑑𝑒	𝑒𝑟𝑟𝑜𝑠 = 𝑁º	𝑑𝑒	𝑜𝑏𝑗𝑒𝑡𝑜𝑠	𝑑𝑒𝑡𝑒𝑡𝑎𝑑𝑜𝑠	𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑡𝑎𝑚𝑒𝑛𝑡𝑒𝑁º	𝑑𝑒	𝑜𝑏𝑗𝑒𝑡𝑜𝑠	𝑑𝑒𝑡𝑒𝑡𝑎𝑑𝑜𝑠 ×100%	











Teste	 de	 hipóteses	 é	 um	 procedimento	 estatístico	 que	 permite	 rejeitar	 ou	 aceitar	 uma	
hipótese	 sobre	 uma	 população	 com	 base	 numa	 amostra	 com	 um	 certo	 grau	 de	 confiança.	






















ou	 o	 teste	 de	 Wilcoxon.	 No	 entanto,	 para	 comparar	 a	 média	 de	 satisfação	 do	 processo	
transformação	 de	 maquetes	 em	 código	 que	 existe	 atualmente	 com	 o	 novo	 processo,	 será	













































Nesta	 secção	 será	 verificado	 se	 realmente	 a	 solução	 implementada	 cumpre	 os	 objetivos	
propostos	recorrendo	a	testes	de	hipóteses	para	comprovar.		
7.4.1 Taxa	de	erros	















A	 média	 da	 taxa	 de	 erros	 para	 os	 dados	 recolhidos	 é	 de	 15.85%,	 ao	 que	 indica	 a	 solução	
























16.17	 16.76	 18.23	 16.73	 15.20	 21.87	 11.73	 18.41	 15.88	 16.70	
Tabela	18	–	Tempos	da	codificação	automática	de	maquetes	
Analisando	 os	 tempos	 recolhidos,	 parece	 que	 o	 resultado	 foi	 substancialmente	 abaixo	 do	
objetivo	de	60	segundos	uma	vez	que	a	média	dos	tempos	recolhidos	foi	de	16.77	segundos.	
De	modo	a	confirmar	a	suspeita	anterior,	será	feito	um	teste	de	hipótese.	





Aplicando	 o	 teste	 de	 Shapiro	 pode-se	 verificar	 que	 o	 p-value	 é	 0.4235.	 Como	 o	 p-value	 é	
superior	ao	nível	de	significância	de	0.05,	p-value	>	0.05,	não	se	rejeita	a	hipótese	nula,	H0	,	













dos	 desenvolvedores	 com	 o	 processo	 existente	 atualmente	 na	 Glintt-HS	 de	 codificação	 a	
partir	 de	 maquete	 e	 o	 processo	 desenvolvido	 de	 conversão	 automática	 de	 maquetes	 para	
código.	
De	modo	 a	 recolher	 esta	 informação	 foi	 elaborado	 um	 questionário	 através	 da	 ferramenta	
Google	Forms	e	enviado	para	16	colaboradores	através	de	email,	que	durante	a	resposta	ao	
questionário	 foram	 acompanhados	 para	 que	 pudessem	 pedir	 explicações	 sobre	 algum	 dos	














maquetes	 para	 código	 atualmente	 existente	 na	 Glintt-HS	 é	 indiferente	 em	 termos	 de	
adequação.	 No	 que	 diz	 respeito	 à	 suscetibilidade	 a	 erros	 do	 processo	 atual,	 Figura	 50,	 os	
inquiridos	parecem	estar	de	acordo	que	este	processo	é	mais	suscetível	a	erros	que	o	normal.	
Ainda	 relativamente	 ao	 processo	 implementado	 atualmente,	 os	 inquiridos	 revelam	 que	 a	













Relativamente	 ao	 novo	 processo	 de	 conversão	 automática	 de	 maquetes	 para	 código,	 a	
maioria	 dos	 inquiridos	 revela	 que	 acha	 este	 processo	 é	 muito	 adequado,	 como	 se	 pode	
observar	pela	Figura	52.	Segundo	a	opinião	dos	inquiridos	relativamente	à	suscetibilidade	de	
erros	deste	novo	processo,	a	maioria	parece	concordar	que	é	menos	suscetível	a	erros	do	que	





Para	 além	 das	 questões	 que	 permitem	 avaliar	 os	 processos	 em	 termos	 de	 dificuldade	 de	
aprendizagem,	 suscetibilidade	 a	 erros	 e	 adequação	 ao	 trabalho	 que	 está	 a	 ser	 realizado,	
também	foi	questionado	se	os	inquiridos	gostariam	de	ver	este	novo	processo	implementado	
na	 Glintt-HS.	 Como	 se	 pode	 verificar	 pela	 Figura	 55,	 é	 quase	 unânime	 que	 os	 inquiridos	













Para	 as	 respostas	 sobre	 a	 adequação	 do	 processo	 atual,	 o	 p-value	 do	 teste	 de	 Shapiro	 foi	
0.001421.	Usando	o	nível	de	significância	de	0.05,	como	p-value	<	0.05,	rejeita-se	a	hipótese	
nula,	 pelo	 que	 se	 pode	 afirmar	 com	 95%	 de	 confiança	 que	 a	 população	 não	 segue	 uma	
distribuição	normal.		
Como	uma	das	amostras	já	não	segue	uma	distribuição	normal,	invalida	a	utilização	do	t-test.	
Como	 as	 populações	 são	 dependentes,	 uma	 vez	 que	 foram	 respondidas	 pelas	 mesmas	






Recorrendo	 ao	 teste	 de	 Wilcoxon,	 foi	 obtido	 o	 p-value	 de	 6.271e-07,	 para	 o	 nível	 de	
significância	de	0.05,	verifica-se	que	p-value	<	0.05,	pelo	se	rejeita	a	hipótese	nula,	H0,	e	por	























Recorrendo	 ao	 teste	 de	 Wilcoxon,	 foi	 obtido	 o	 p-value	 de	 0.000115,	 para	 o	 nível	 de	
significância	de	0.05,	verifica-se	que	p-value	<	0.05,	pelo	se	rejeita	a	hipótese	nula,	H0,	e	por	
isso	 pode-se	 afirmar	 com	 95%	 de	 confiança	 que	 os	 inquiridos	 consideram	 o	 processo	 de	













p-value	do	 teste	de	Shapiro	 foi	 1.213e-05.	Usando	o	nível	de	 significância	de	0.05,	 como	p-
value	<	0.05,	rejeita-se	a	hipótese	nula,	pelo	que	se	pode	afirmar	com	95%	de	confiança	que	a	
população	não	segue	uma	distribuição	normal.	
Como	 a	 amostra	 sobre	 o	 processo	 de	 conversão	 automática	 não	 segue	 uma	 distribuição	









Recorrendo	 ao	 teste	 de	 Wilcoxon,	 foi	 obtido	 o	 p-value	 de	 1.326e-05,	 para	 o	 nível	 de	
significância	de	0.05,	verifica-se	que	p-value	<	0.05,	pelo	se	rejeita	a	hipótese	nula,	H0,	e	por	









o	 Deep	 Learning.	 O	 estudo	 realizado	 em	 Deep	 Learning	 permitiu-me	 aumentar	 o	 grau	 de	
competências	e	despertar	ainda	mais	o	meu	interesse	nesta	área.	
Também	 foram	 adquiridos	 conhecimentos	 em	 novas	 metodologias	 de	 análise	 de	 valor	 e	
processo	 de	 inovação	 que	 serão	 certamente	 úteis	 para	 o	 processo	 de	 desenvolvimento	 de	
novos	projetos.		
Os	 resultados	da	avaliação	mostram	que	os	desenvolvedores	 gostariam	de	 ver	esta	 solução	
aplicada	 à	 Glintt-HS	 e	 consideram-na	 melhor	 em	 termos	 de	 aprendizagem,	 adequação	 e	
fiabilidade.	 A	 solução	 permite	 ao	 desenvolvedor	 ter	 o	 código	 base	 de	 uma	 maquete	
implementada	em	menos	de	60	segundos,	o	que	reduzirá	muito	o	tempo	de	desenvolvimento,	
apesar	 de	 ser	 sempre	 necessário	 fazer	 alterações	 no	 código,	 como	 por	 exemplo,	mudar	 as	
descrições	textuais.	A	taxa	de	erros	não	é	significativamente	inferior	a	20%,	no	entanto,	com	
mais	maquetes	 recolhidas,	com	mais	estruturas	 testadas	e	mais	 tempo	de	 treino,	é	possível	
atingir	este	objetivo.	
A	falta	de	hardware	adequado	acabou	por	ser	um	fator	determinante	para	o	desenvolvimento	
do	 projeto,	 uma	 vez	 que	 os	 recursos	 limitados	 acabaram	 por	 atrasar	 a	 obtenção	 dos	




adquirido	 anteriormente	 teria	 sido	 possível	 alocar	 mais	 tempo	 a	 outras	 áreas.	 Todo	 o	
conhecimento	 foi	 adquirido	 de	 forma	 autónoma,	 através	 da	 leitura	 de	 artigos	 científicos,	
cursos	online	e	também	com	ajuda	dos	orientadores.	
Apesar	 do	 trabalho	 desenvolvido	 apresentar	 um	 desempenho	 razoável,	 seria	 interessante,	
após	o	investimento	de	hardware	adequado,	experimentar	outras	arquiteturas,	continuando	a	
testar	novos	hyperparameters	através	do	método	Bayesian	Optimization	como	no	exemplo	da	
secção	 6.6.3.4.	 De	 forma	 a	 conseguir	 ter	 melhor	 resultados	 no	 futuro	 seria,	 também,	
fundamental	a	recolha	de	mais	maquetes.	









e	 mais	 recentemente	 a	 Microsoft,	 por	 isso	 a	 Glintt-HS	 com	 a	 adoção	 desta	 solução	 está	
também	a	ser	pioneira	nesta	área	não	só	a	nível	nacional	como	internacional.		
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Anexos	
Inquérito	de	satisfação	
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