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Abstract
Pseudoanalytic function theory is considered to study a two-dimensional
supersymmetric quantum mechanics system. Hamiltonian components of
the superhamiltonian are factorized in terms of one Vekua and one Bers
derivative operators. We show that imaginary and real solutions of a
Vekua equation and its Bers derivative are ground state solutions for the
superhamiltonian. The two-dimensional Darboux and pseudo-Darboux
transformations correspond to Bers derivatives in the complex plane. Re-
sults on the completeness of the ground states are obtained. Finally,
superpotential is studied in the separable case in terms of transmutation
operators. We show how Hamiltonian components of the superhamil-
tonian are related to the Laplacian operator using these transmutation
operators.
Keywords: supersymetric quantum mechanics, pseudoanalytic func-
tions, generalized analytic functions, transmutation operators, Schro¨dinger
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1 Introduction
Supersymmetric quantum mechanics (SUSY QM) [18, 34] provides an inter-
esting framework to investigate the problem of spectral equivalence of Hamil-
tonians, which, historically, has been constructed as a factorization method
in quantum mechanics [12] and as Darboux transformations in mathematical
physics [11, 26, 30]. The SUSY QM formalism with an arbitrary (d > 1) di-
mensionality of space were constructed and investigated in and, in the last ten
years, more attention has been given in the literature to the study of the two-
dimensional SUSY QM [13, 14, 16, 29] and the Darboux transformation for
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the Dirac equation [28]. Such multidimensional models contain matrix poten-
tials [31] which are not particularly exotic in quantum mechanics. For instance,
the two-dimensional generalization of SUSY QM considered in this paper was
successfully used by Ioffe et al. to describe the spectrum of the Pauli opera-
tor describing spin 1/2 fermion in the external electrostatic and magnetic field
[3, 15, 17].
On the other hand, theory of pseudoanalytic functions [5, 6, 27, 32, 33] is one
of the classical branches of complex analysis extending the concepts and ideas
from analytic function theory onto a much more general situation and involving
linear elliptic equations and systems with variables coefficients. Its development
in forties-fifties of the last century was fast and deep and historically represented
an important impulse to the progress in the general theory of elliptic systems.
Nevertheless the important obstacles for a further development of pseudoana-
lytic function theory were its limited practical applications together with the
fact that many important results remained in the level of existence without a
possibility to make them really applicable for solving problems of mathemati-
cal physics. Recent progress in pseudoanalytic function theory reported in [20]
shows its deep relation to the stationary Schro¨dinger equation and more general
linear second order elliptic equations and includes new results which allow one
to make the basic objects of the theory and their applications fully explicit.
Among other results it is worth mentioning the possibility to obtain complete
systems of solutions to second order elliptic equations with variable coefficients
and their use for solving related boundary and eigenvalue problems.
In the present paper, we study known two-dimensional SUSY QM in terms
of pseudoanalytic function theory. In Sections 2 and 3, we introduce preliminary
notions of pseudoanalytic function theory and two-dimensional SUSY QM. We
consider the two-dimensional SUSY QM studied by Ioffe et al [1, 2, 26] which
has been also considered for the Darboux transformation for the matrix Dirac
equation [28]. Then, in Section 4, Vekua equations of a special form, called
main Vekua equations and related to stationary Schro¨dinger equations, will be
considered to study the two-dimensional SUSY QM system. Transmutation
operators are introduced in Section 5 where, using these operators, we study in
details separable superpotentials.
2 Pseudoanalytic function theory
This section is based on some results presented in [5, 6, 20]. Let Ω be a domain
in R2. Throughout the whole paper we suppose that Ω is a simply connected
domain and use the usual notations z = x+ iy, z = x− iy, ∂z = 1
2
( ∂
∂x
− i ∂
∂y
)
and ∂z =
1
2
( ∂
∂x
+ i
∂
∂y
)
.
Definition 1 A pair of complex functions F and G possessing in Ω partial
derivatives with respect to the real variables x and y is said to be a generating
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pair if it satisfies the inequality
Im(FG) 6= 0 in Ω. (1)
The inequality (1) means that F and G are independent in the sense that any
complex-valued function W defined in Ω can be uniquely expressed in the form
W = φF + ψG, ∀z ∈ Ω,
where φ and ψ are two real-valued functions of the variables x and y. In other
words, the pair (F,G) generalizes the pair (1, i) corresponding to the usual
complex analytic function theory. Sometimes it is convenient to associate with
the function W the function ω = φ + iψ. The correspondence between W and
ω is one-to-one.
Definition 2 Let (F,G) be a generating pair in Ω and the function W =
φF + ψG be defined in a neighborhood of z0 ∈ Ω. We say that the function
W possesses the (F,G)-derivative
◦
W at z0 if the (finite) limit
◦
W (z0) =
d(F,G)W
dz
∣∣∣
z=z0
= lim
z→z0
W (z)− φ(z0)F (z)− ψ(z0)G(z)
z − z0
exists, where φ(z0) and ψ(z0) are the unique real constants such that W (z0) =
φ(z0)F (z0) + ψ(z0)G(z0).
Theorem 3 [5] Let (F,G) be a generating pair in some open domain Ω and
W ∈ C1(Ω). The (F,G)-derivative
◦
W exists and has the form
◦
W = (∂zφ)F + (∂zψ)G = ∂zW −AW −BW (2)
if and only if
∂zW = aW + bW, (3)
where a, b, A and B are called the characteristic coefficients associated with the
pair (F,G) in Ω, defined by the formulas
a = a(F,G) =−
F∂zG−G∂zF
FG− FG , b = b(F,G) =
F∂zG−G∂zF
FG− FG
A = A(F,G) =−
F∂zG−G∂zF
FG− FG , B = B(F,G) =
F∂zG−G∂zF
FG− FG .
Notice that FG− FG = −2i Im(FG) 6= 0 from (1).
Equation (3), generalizing the Cauchy-Riemann system, is called the Vekua
equation. A function such that
◦
W exists everywhere on Ω is called (F,G)-
pseudoanalytic function.
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Remark 4 We notice that the Vekua equation (3) can be rewritten in the form
φz¯F+ψz¯G = 0. Also, the functions F and G are (F,G)-pseudoanalytic functions
where
◦
F ≡ 0 ≡
◦
G.
Definition 5 Let (F,G) and (F1, G1) - be two generating pairs in Ω. (F1, G1)
is called successor of (F,G) and (F,G) is called predecessor of (F1, G1) if
a(F1,G1) = a(F,G) and b(F1,G1) = −B(F,G). (4)
This definition arises naturally in relation to the notion of the (F,G)-derivative
due to the following fact.
Theorem 6 Let W be an (F,G)-pseudoanalytic function and let (F1, G1) be a
successor of (F,G). Then
◦
W is an (F1, G1)-pseudoanalytic function, i.e.
∂z
◦
W = a(F1,G1)
◦
W + b(F1,G1)
◦
W = a(F,G)
◦
W −B(F,G)
◦
W.
This process of construction of new Vekua equations associated with the pre-
vious ones via relations (4) can be continued and we arrive at the following
definition.
Definition 7 A sequence of generating pairs {(Fm, Gm)}, for m ∈ Z, is called
a generating sequence if (Fm+1, Gm+1) is a successor of (Fm, Gm). If (F0, G0) =
(F,G), we say that (F,G) is embedded in {(Fm, Gm)}.
We say that two generating pairs, (F,G) and (F˜ , G˜) are called equivalent if
F˜ = a11F + a12G and G˜ = a21F + a22G, the ajk being real constants. A
generating sequence {(Fm, Gm)} is said to have period µ > 0 if (Fm+µ, Gm+µ)
is equivalent to (Fm, Gm), that is their characteristic coefficients coincide.
Let W be an (F,G)-pseudoanalytic function. Using a generating sequence
in which (F,G) is embedded we can define the higher derivatives of W by the
recursion formula
W [0] =W ; W [m+1] =
d(Fm,Gm)W
[m]
dz
, m ∈ Z≥0.
Let (F,G) be a generating pair in Ω. Its adjoint generating pair (F,G)∗ =
(F ∗, G∗) is defined by the following formulas
F ∗ = − 2F
FG− FG, G
∗ =
2G
FG− FG.
The (F,G)-integral is then given by∫
Γ
Wd(F,G)z = F (z1)Re
∫
Γ
G∗Wdz +G(z1)Re
∫
Γ
F ∗Wdz, (5)
where Γ is a rectifiable curve leading from z0 to z1.
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If W = φF + ψG is an (F,G)-pseudoanalytic function where φ and ψ are
real valued functions then∫ z
z0
◦
Wd(F,G)z =W (z)− φ(z0)F (z)− ψ(z0)G(z).
This integral is path-independent and represents the (F,G)-antiderivative of
◦
W .
Definition 7 of generating sequence is the main ingredient for obtaining the
explicit form of formal powers for a certain Vekua equation. Briefly speaking,
formal powers are solutions of a Vekua equation (3) generalizing the usual ana-
lytic powers
{
(z − z0)n
}∞
n=0
in the sense that locally when z → z0 they behave
asymptotically like the usual powers and under some additional conditions on
the coefficients a(F,G) and b(F,G) they form a complete system in the space of
all solutions of the Vekua equation in the same sense as the analytic powers{
(z − z0)n
}∞
n=0
form a complete system in the space of analytic functions.
Definition 8 The formal power Z
(0)
m (a, z0; z) with center at z0 ∈ Ω, coefficient
a and exponent 0 is defined as the linear combination of the generators Fm, Gm
with real constant coefficients λ, µ chosen so that λFm(z0)+µGm(z0) = a. The
formal powers with exponents n ∈ Z>0 are defined by the recursion formula
Z(n+1)m (a, z0; z) = (n+ 1)
∫ z
z0
Z
(n)
m+1(a, z0; ζ)d(Fm,Gm)ζ. (6)
The following properties can be derived from this last definition.
1. Z
(n)
m (a, z0; z) is an (Fm, Gm)-pseudoanalytic function of z.
2. If a1 and a2 are two real constants, then Z
(n)
m (a1+ia2, z0; z) = a1Z
(n)
m (1, z0; z)+
a2Z
(n)
m (i, z0; z).
3. The formal powers satisfy the differential relations
d(Fm,Gm)Z
(n)
m (a, z0; z)
dz
= nZ
(n−1)
m+1 (a, z0; z).
4. The asymptotic formulas
lim
z→z0
Z(n)m (a, z0; z) = a(z − z0)n,
hold.
It follows from (6) that once the generating sequence {(Fm, Gm)} is known, the
formal powers Z
(n)
m (a, z0; z), n ∈ Z>0, can be obtained by successive integra-
5
tions. The scheme of the (Fm, Gm)-derivatives is the following:
...
...
...
...
Z(2) Z
(2)
1 Z
(2)
2 Z
(2)
3 · · ·
ց
d(F,G)
dz ց
d(F1,G1)
dz ց
d(F2,G2)
dz
Z(1) Z
(1)
1 Z
(1)
2 Z
(1)
3 · · ·
ց
d(F,G)
dz ց
d(F1,G1)
dz ց
d(F2,G2)
dz
Z(0) Z
(0)
1 Z
(0)
2 Z
(0)
3 · · ·
Definition 9 Let W (z) be a given (F,G)-pseudoanalytic function defined for
small values of |z − z0|. The series
∞∑
n=0
Z(n)(an, z0; z)
with the coefficients given by
an =
W [n](z0)
n!
is called the Taylor series of W (z) at z0, formed with formal powers.
Definition 10 A generating pair (F,G) is called complete if these functions
are defined and satisfy the Ho¨lder condition for all finite values of z, the limits
F (∞) and G(∞) exist, Im(F(∞)G(∞)) > 0 and the functions F (1/z), G(1/z)
also satisfy the Ho¨lder condition. A complete generating pair is called normalized
if F (∞) = 1 and G(∞) = i.
For now on we assume that (F,G) is a complete normalized generating pair.
Then the following completeness results were obtained. (Following [5], we shall
say that a sequence of functions fn converges normally in a domain Ω if it
converges uniformly on every bounded closed subdomain of Ω.)
Theorem 11 (Expansion theorem [7]) Let W be an (F,G)-pseudoanalytic
function defined for |z − z0| < R. Then it admits a unique expansion of the
form W (z) =
∑∞
n=0 Z
(n)(an, z0; z) which converges normally for |z − z0| < θR,
where θ is a positive constant depending on the generating sequence.
Theorem 12 (Runge’s approximation [7]) A pseudoanalytic function de-
fined in a simply connected domain can be approached by a normally convergent
sequence of formal polynomials (linear combinations of formal powers with pos-
itive exponents).
6
3 Two-dimensional SUSY QM
In [34] Witten proposed the conventional one-dimensional SUSY QM character-
ized by the simplest realization of the supersymmetric algebra
{Qˆ+, Qˆ−} = Hˆ, [Hˆ, Qˆ±] = 0, {Qˆ+, Qˆ+} = {Qˆ−, Qˆ−} = 0, (7)
where {A,B} = AB + BA and [A,B] = AB − BA. The operator Ĥ is the
superhamiltonian represented by the diagonal matrix diag(H(0), H(1)), with
H(0) = q+q− = −∂2 + V (0), H(1) = q−q+ = −∂2 + V (1), q± = ∓∂ + ∂χ
and ∂ ≡ ddx . The supercharge operators Qˆ± are off diagonal matrices with ele-
ments q±. The function χ called the superpotential is a smooth function defined
via the zero-energy wave function ψ0 ≡ exp(−χ) of the Schro¨dinger equation
H(0), i.e. H(0)ψ0 = 0 (possibly after an appropriate choice of the origin for
the energy scale). The (anti)commutation relations of SUSY algebra (7) mean,
respectively, factorization of Hamiltonians, intertwining of H(i) with q± and
nilpotent structure of supercharges.
Let us now consider the two-dimensional case where for convenience we use
the notations (x, y) ≡ (x1, x2), ∂/∂x ≡ ∂1 and ∂/∂y ≡ ∂2. The direct general-
ization of SUSY QM [1, 2, 26] satisfies the conventional Witten’s SUSY algebra
(7). The 4× 4 superhamiltonian is realized by the block diagonal matrix
Hˆ =
 H(0) 0 00 H(1)ij 0
0 0 H(2)
 ,
with the supercharges operators
Qˆ+ =

0 0 0 0
q−1 0 0 0
q−2 0 0 0
0 p+1 p
+
2 0
 and Qˆ− = (Qˆ+)† =

0 q+1 q
+
2 0
0 0 0 p−1
0 0 0 p−2
0 0 0 0
 ,
where
q±i = ∓∂i + ∂iχ, p±i =
2∑
k=1
ǫikq
∓
k , i, j ∈ {1, 2}. (8)
Here χ ∈ C2(Ω,R) is a real-valued function of the variables x = (x1, x2) and
ǫik is the fundamental antisymmetrical tensor. In particular, we observe that
(Qˆ±)2 = 0 from (7) imply that
2∑
k=1
p+k q
−
k = 0 and
2∑
k=1
q+k p
−
k = 0. (9)
Moreover, a direct calculation from (8) shows that
[q−i , q
+
j ] = 2∂i∂jχ.
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From the first equality {Qˆ+, Qˆ−} = Hˆ in (7) the two scalar Schro¨dinger oper-
ators H(0), H(2) and the 2× 2 matrix Schro¨dinger operator H(1)ij are expressed
in terms of the components of supercharges:
H(0) =
2∑
k=1
q+k q
−
k = −△+ U (0) = −△+
2∑
k=1
(∂kχ)
2 − ∂2kχ,
H(2) =
2∑
k=1
p+k p
−
k = −△+ U (2) = −△+
2∑
k=1
(∂kχ)
2 + ∂2kχ,
H
(1)
ij = q
−
i q
+
j + p
−
i p
+
j = δi,jH
(0) + 2∂i∂jχ,
(10)
where δi,j is the Kronecker delta,△ ≡ ∂21+∂22 and the zero-energy wave functions
of the scalar Hamiltonians H(0), H(2) are written as ψ
(0)
0 = e
−χ and ψ
(2)
0 = e
χ,
respectively.
The quasi-factorization in (10) ensures that the commutation relations in
(7) hold, and leads to the following intertwining relations for the components of
the superhamiltonian Ĥ:
H(0)q+i =
2∑
k=1
q+k H
(1)
ki , q
−
i H
(0) =
2∑
k=1
H
(1)
ik q
−
k ,
H(2)p+i =
2∑
k=1
p+kH
(1)
ki , p
−
i H
(2) =
2∑
k=1
H
(1)
ik p
−
k .
(11)
These intertwining relations (11) imply that components of the vector wave
functions of the matrix Hamiltonian H
(1)
ij are connected (up to a constant) with
the wave functions of the scalar Hamiltonians H(0) and H(2):
ψ
(1)
i (x;E) = q
−
i ψ
(0)(x;E), ψ
(1)
i (x;E) = p
−
i ψ
(2)(x;E),
ψ(0)(x;E) =
2∑
k=1
q+k ψ
(1)
k (x;E), ψ
(2)(x;E) =
2∑
k=1
p+k ψ
(1)
k (x;E).
(12)
We remark that H(0) and H(2) are not intertwined with each other and are
not (in general) isospectral, nevertheless relations (12) lead to the connections
between the spectrum of the matrix Hamiltonian H(1) and the spectra of the
two scalar ones H(0), H(2)
HΨ = EΨ, H = diag(H(0), H(2)), Ψ = (ψ(0), ψ(2))⊤ (13)
and
H(1)Φ = EΦ, Φ = (ψ
(1)
1 , ψ
(1)
2 )
⊤. (14)
Here ‘equivalence’ means coincidence of spectra up to zero modes of the opera-
tors q±i , p
±
i . Using relations (12) the two-dimensional Darboux transformations
[26, 30] D and D† are defined by
Φ = DΨ, D =
(
q−1 p
−
1
q−2 p
−
2
)
(15)
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and
Ψ = D†Φ, D† =
(
q+1 q
+
2
p+1 p
+
2
)
, (16)
where
D†D = H, DD† = H(1). (17)
Moreover, pseudo-Darboux transformations D1 and D
†
1 can be defined as
D1 =
(
p−2 p
−
1
q−2 q
−
1
)
and D†1 =
(
p+2 q
+
2
p+1 q
+
1
)
, (18)
where D1D
†
1 = H , D
†
1D1 = H˜
(1) and H˜(1) :=
(
H
(1)
11 −H(1)12
−H(1)21 H(1)22
)
.
4 Pseudoanalytic functions and SUSY QM
Let us define first the following complex operators:
V = ∂z − ∂zχC, V = ∂z − ∂zχC,
V1 = ∂z + ∂zχC, V 1 = ∂z + ∂zχC,
(19)
together with the operators projecting the real and imaginary parts
P+ =
1
2
(I + C), P− =
1
2i
(I − C),
where C represents the complex conjugate operator. Operators (19) are related
by the complex conjugate operator C as
CV = V C and CV1 = V 1C. (20)
Defining now the operator P : C → R2 by Pw = (P−, P+)⊤w, we obtain the
following result.
Theorem 13 The following operator equalities hold:
DP = 2PV , D†P = −2PV1, D1P = 2PV 1, D†1P = −2PV, (21)
for any differentiable complex-valued function in Ω. Moreover, the following
factorization are obtained
HP = −4PV1V H(1)P = −4PV V1, H˜(1)P = −4PV V 1,
= −4PV 1V, (22)
for any twice differentiable complex-valued function in Ω.
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Proof. Let w = w1 + iw2 be differentiable in Ω, then
DPw =
(
q−1 q
+
2
q−2 −q+1
)(
w2
w1
)
=
(
(∂1 + ∂1χ)w2 + (−∂2 + ∂2χ)w1
(∂2 + ∂2χ)w2 − (−∂1 + ∂1χ)w1
)
= P
[
(∂1 − i∂2)(w1 + iw2)− (∂1 − i∂2)χ · (w1 − iw2)
]
= 2PV w.
Other equalities in (21) are shown in a similar way and operator equalities (22)
are the results of (17) and (21).
Remark 14 We note in particular that for any real-valued function in C2(Ω)
we obtain the factorizations
H(0) = 4iV1V i = 4iV 1V i, H
(2) = −4V1V = −4V 1V,
H
(1)
11 + iH
(1)
12 = 4iV V 1i, H
(1)
22 + iH
(1)
21 = −4V V1,
H˜
(1)
11 + iH˜
(1)
12 = 4iV V1i, H˜
(1)
22 + iH˜
(1)
21 = −4V V 1.
Remark 15 Operators H and H(1) can also be written in terms of complex
operators ∂z , ∂z as
H = −△+ 4
( |∂zχ|2 − ∂z∂zχ
|∂zχ|2 + ∂z∂zχ
)
(23)
and
H(1) = −△+ 4
( |∂zχ|2 +Re∂2zχ − Im ∂2zχ
− Im ∂2zχ |∂zχ|2 − Re ∂2zχ
)
. (24)
Remark 16 From equation (23) we see that potentials U (0,2) defined in (10)
can be written in the form
∂zR + |R|2 = 1
4
U (0,2),
where R ≡ −∂zχ for the potential U (0) and R ≡ ∂zχ for the potential U (2). This
equation corresponds to the complex Riccati equation (see [20] for more details
on this equation).
Let us now consider the Vekua equation VW = 0, i.e.
∂zW = ∂zχW in Ω. (25)
We call this equation the main Vekua equation. A generating pair for equa-
tion (25) is given by
(F,G) = (eχ, ie−χ), (26)
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such that a(F,G) = A(F,G) = 0, b(F,G) = ∂zχ and B(F,G) = ∂zχ. In this case, we
note that from (2) the (F,G)-derivative is given by
◦
W =
d(F,G)W
dz
= (∂z − ∂zχC)W = VW = (CV C)W,
where second and last equalities come, respectively, from (2) and (20). Also
from (3) and (4) we observe that for any given successor (F1, G1) of the pair
(F,G) the (F1, G1)-pseudoanalytic functions satisfy Vekua equation
V1w = 0,
where, in particular from theorem 6, we have V1
◦
W = 0 when W satisfies the
main Vekua equation (25).
Theorem 17 Let W ∈ C3(Ω) be a solution of the main Vekua equation (25).
Then Ψ = PW and Φ = P
◦
W are wave function solutions in the kernel of H
and H(1), respectively.
Proof. Since W satisfies the main Vekua equation VW = 0 we know that
◦
W
exists and is given by
◦
W = VW . Moreover, we have that V1
◦
W = 0 such that
0 = V1VW ⇒ 0 = PV1VW = −1
4
HPW,
where the last equality comes from (22). Also, using again (22) we easily find
that
H(1)P
◦
W = −4PV V1
◦
W = 0.
This theorem can be summarized in the following commutative diagram:
W ∈ kerV P−→ Ψ = (ImW, ReW )⊤ ∈ kerH
V =
d(F,G)
dz
↓ ↓ D
◦
W ∈ kerV1 P−→ Φ = (Im
◦
W, Re
◦
W )⊤ ∈ kerH(1).
(27)
Note that the operator ∂z applied to a real-valued function φ can be regarded
as a kind of gradient, and if we know that ∂zφ = Φ in a whole complex plane
or in a convex domain, where Φ = Φ1 + iΦ2 is a given complex valued function
such that its real part Φ1 and imaginary part Φ2 satisfy the equation
∂2Φ1 − ∂1Φ2 = 0, (28)
then we can reconstruct φ up to an arbitrary real constant c in the following
way
φ(x, y) = 2
(∫ x
a
Φ1(ξ, b)dξ +
∫ y
b
Φ2(a, η)dη
)
+ c (29)
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where (a, b) is an arbitrary fixed point in the domain of interest. Note that this
formula can be easily extended to any simply connected domain by considering
the integral along an arbitrary rectifiable curve Γ leading from (a, b) to (x, y)
φ(x, y) = 2
(∫
Γ
Φ1dx+Φ2dy
)
+ c.
By A we denote this integral operator:
A[Φ](x, y) = 2
(∫
Γ
Φ1dx+Φ2dy
)
.
Thus if Φ satisfies (28), there exists a family of real valued functions φ such that
∂zφ = Φ, given by the formula φ = A[Φ].
In a similar way we introduce the integral operator
A[Φ](x, y) = 2
(∫
Γ
Φ1dx− Φ2dy
)
,
corresponding to the operator ∂z and applied to complex functions whose real
and imaginary parts satisfy the condition
∂2Φ1 + ∂1Φ2 = 0.
Theorem 18 [21] Let W1 ∈ kerH(2) in a simply connected domain Ω. Then
the real valued function W2 ∈ kerH(0) such that W =W1+ iW2 is a solution of
(25), is constructed according to the formula
W2 = e
−χA[ie2χ∂z(e
−χW1)]. (30)
Given a function W2 ∈ kerH(0), the corresponding function W1 ∈ kerH(2)
such that W =W1 + iW2 is a solution of (25), is constructed as follows
W1 = −eχA[ie−2χ∂z(eχW2)]. (31)
Remark 19 Note that when χ ≡ 0 equations (30) and (31) are the well-known
formulas in complex analysis for constructing conjugate harmonic functions.
The following statements are direct corollaries of theorems 17, 18 and of
the convergence theorems 11 and 12 from Bers [5, 7]. We suppose that Ω is a
bounded simply connected domain where the generating pair (26) is complete
and normalized.
Theorem 20 Any real-valued continuously differentiable wave function Ψ =
(ψ(0), ψ(2))⊤ ∈ kerH defined for |z − z0| < R admits a unique expansion of the
form
Ψ =
(
ψ(0)
ψ(2)
)
=
∞∑
n=0
(
ImZ(n)(a
(0)
n , z0; z)
ReZ(n)(a
(2)
n , z0; z)
)
, (32)
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(
a
(0)
0
a
(2)
0
)
=
(
W (0)(z0)
W (2)(z0)
)
and
(
a
(0)
n
a
(2)
n
)
=
1
n!
d(Fn−1,Gn−1)
dz
(
W (0)(z0)
W (2)(z0)
)
,
where W (0) = f (0) + iψ(0), f (0) = −eχA[ie−2χ∂z(eχψ(0))] and W (2) = ψ(2) +
if (2), f (2) = e−χA[ie2χ∂z(e
−χψ(2))].
Expansion (32) converges normally for |z − z0| < R.
Proof. Let us first consider the component ψ(0) of Ψ. From a continuously
differentiable function ψ(0) in the kernel of H(0) we construct a continuously
differentiable solution W (0) = f (0) + iψ(0) of the Vekua equation (25), where
f (0) is given according to equation (31) of theorem 18. Then from the expansion
theorem 11 we obtain W (0) =
∑∞
n=0 Z
(n)(a
(0)
n , z0; z) and first component of the
vector in equation (32) follows directly. Note that in theorem 11 we have θ = 1
for the complete and normalized generating pair (26) of the considered domain
Ω (see [7] for details).
The second component ψ(2) of Ψ is calculated in a similar way.
Theorem 21 [22] In a bounded simply connected domain Ω such that χ ∈
C1(Ω) the sets of functions{
ImZ(n)(1, z0; z), ImZ
(n)(i, z0; z)
}∣∣∣∞
n=0
(33)
and {
ReZ(n)(1, z0; z), ReZ
(n)(i, z0; z)
}∣∣∣∞
n=0
(34)
represent complete systems of solutions for the continuously differentiable func-
tions of the kernels of H(0) and H(1), respectively.
Remark 22 This theorem means that any continuously differentiable element
in the kernel of H(0) (H(1)) can be represented by a normally convergent se-
quence of formal polynomials formed by imaginary (real) parts of the functions
Z(n)(1, z0; z) and Z
(n)(i, z0; z) in any bounded simply connected domain Ω.
5 Separation of variables and transmutation
operators
In pseudoanalytic function theory an important problem is to find the generating
sequence (7) such that a generating pair (F,G) of a given Vekua equation be
embedded and then use this generating sequence to explicitly construct formal
powers (8) of the Vekua equation. For Vekua equations in the form of the main
Vekua equation (25) some results have been achieved by Bers [5] and, more
recently, by Kravchenko [20]. In what follows we present some of these results.
Let us first introduce orthogonal coordinate systems in a plane defined (see
[24]) from Cartesian coordinates x, y by means of the relation
u+ iv = Φ,
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where Φ = Φ(x+ iy) is an arbitrary complex analytic function, u = u(x, y) and
v = v(x, y). Quite often a transition to more general coordinates is used
ξ = ξ(u) and η = η(v).
Example 23 Polar coordinates can be defined as
u+ iv = ln(x + iy), u = ln
√
x2 + y2, v = arctan
y
x
.
More frequently polar coordinates are introduced as
r = eu =
√
x2 + y2, ϕ = v = arctan
y
x
.
We can also define parabolic coordinates as
u+ iv =
√
2(x+ iy), u =
√
r + x, v =
√
r − x.
Usually the following new coordinates are introduced:
ξ = u2, η = v2.
Other orthogonal coordinate systems (elliptic, bipolar) can be introduced in
a similar way (see [20, 24]).
Theorem 24 [20, 22] Let F = eχ and G = ie−χ where χ = χ1(u) + χ2(v),
χ1, χ2 are arbitrary differentiable real-valued functions, Φ = u+iv is an analytic
function of the variable z = x1 + ix2 in Ω such that ∂zΦ is bounded and has
no zeros in Ω. Then the generating pair (F, G) is embedded in {(Fm, Gm)}, a
generating sequence in Ω given by
(Fm, Gm) =

(
(∂zΦ)
meχ1+χ2 , (∂zΦ)
mie−(χ1+χ2)
)
, m even,(
(∂zΦ)
me−χ1+χ2 , (∂zΦ)
mieχ1−χ2
)
, m odd,
for all m ∈ Z.
This theorem opens the way for explicit construction of formal powers corre-
sponding to the main Vekua equation (25) when χ is separable in terms of
orthogonal coordinates u(x, y) and v(x, y) in the plane.
For the Cartesian coordinates Bers obtained elegant explicit formulas for the
formal powers [5]. In this case the separable form of χ = χ1(x) + χ2(y) allows
us to write down a generating pair (F,G) = (eχ1+χ2 , ie−(χ1+χ2)) as well as the
generating sequence of period two (except when χ1(x) ≡ 0, then the period is
one) embedding this generating pair
(F,G) =
(
eχ1+χ2 , ie−(χ1+χ2)
)
, (F1, G1) =
(
e−χ1+χ2 , ieχ1−χ2
)
,
(F2, G2) = (F,G), (F3, G3) = (F1, G1), . . .
(35)
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For simplicity we assume that χ1(0) = χ2(0) = 0. In this case the formal
powers are constructed in an elegant manner as follows. We define the auxiliary
functions
X(0)(x) ≡ X˜(0)(x) ≡ Y (0)(y) ≡ Y˜ (0)(y) ≡ 1, (36)
with
X(n)(x) = n
x∫
x0
X(n−1)(s) exp
[
(−1)n2χ1(s)
]
ds, (37)
X˜(n)(x) = n
x∫
x0
X˜(n−1)(s) exp
[
(−1)n+12χ1(s)
]
ds, (38)
Y (n)(y) = n
y∫
y0
Y (n−1)(s) exp
[
(−1)n2χ2(s)
]
ds, (39)
Y˜ (n)(y) = n
y∫
y0
Y˜ (n−1)(s) exp
[
(−1)n+12χ2(s)
]
ds, (40)
where z0 = (x0, y0) is an arbitrary fixed point in Ω. Then for a = a1 + ia2 we
have
Z(n)(a, z0; z) = e
χ1+χ2 Re ∗Z
(n)(a, z0; z) + ie
−(χ1+χ2) Im ∗Z
(n)(a, z0; z), (41)
where
∗Z
(n)(a, z0; z) =

a1
n∑
k=0
(
n
k
)
X(n−k)ikY˜ (k) + ia2
n∑
k=0
(
n
k
)
X˜(n−k)ikY (k), odd n
a1
n∑
k=0
(
n
k
)
X˜(n−k)ikY˜ (k) + ia2
n∑
k=0
(
n
k
)
X(n−k)ikY (k), even n.
We introduce the infinite systems of functions
ϕk(x) =
e
χ1(x)X(k)(x), k odd
eχ1(x)X˜(k)(x), k even
, ϕ˜k(x) =
e
−χ1(x)X˜(k)(x), k odd
e−χ1(x)X(k)(x), k even
(42)
and
ψk(y) =
e
χ2(y)Y (k)(y), k odd
eχ2(y)Y˜ (k)(y), k even
, ψ˜k(y) =
e
−χ2(y)Y˜ (k)(y), k odd
e−χ2(y)Y (k)(y), k even,
(43)
where k ∈ Z≥0.
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Example 25 Consider the case when the superpotential is identically zero, i.e.
χ ≡ 0. Then it is easy to see that we have ϕk(x) = ϕ˜k(x) = (x − x0)k and
ψk(y) = ψ˜k(y) = (y − y0)k for k ∈ Z≥0.
Using property 2, following definition 8, every formal power Z(n)(a, z0; z) can
be expressed in terms of a linear combination of the formal powers Z(n)(1, z0; z)
and Z(n)(i, z0; z) which can be explicitly written in terms of the infinite systems
of functions (42) and (43) as
Z(0)(1, z0; z) = F = ϕ0ψ0 = e
χ1+χ2 , Z(0)(i, z0; z) = G = iϕ˜0ψ˜0 = ie
−(χ1+χ2),
and, for n > 0,
Z
(n)(1, z0; z) =

1
2
(n−1)∑
k=0
(−1)k
(
n
2k
)
ϕn−2kψ2k + i
1
2
(n−1)∑
k=0
(−1)k
(
n
2k + 1
)
ϕ˜n−2k−1ψ˜2k+1, n odd
n/2∑
k=0
(−1)k
(
n
2k
)
ϕn−2kψ2k + i
1
2
(n−2)∑
k=0
(−1)k
(
n
2k + 1
)
ϕ˜n−2k−1ψ˜2k+1, n even
(44)
Z
(n)(i, z0; z) =

1
2
(n−1)∑
k=0
(−1)k+1
(
n
2k + 1
)
ϕn−2k−1ψ2k+1 + i
1
2
(n−1)∑
k=0
(−1)k
(
n
2k
)
ϕ˜n−2kψ˜2k, n odd
1
2
(n−2)∑
k=0
(−1)k+1
(
n
2k + 1
)
ϕn−2k−1ψ2k+1 + i
n/2∑
k=0
(−1)k
(
n
2k
)
ϕ˜n−2kψ˜2k, n even.
(45)
The (F,G)-derivative of formal powers Z(n)(a, z0; z) can be obtained using
theorem 3, i.e.
◦
Z
(n)
(a, z0; z) = ∂zZ
(n)(a, z0; z)− (∂zχ)Z(n)(a, z0; z). However, it
is more efficient to remark that
◦
Z
(n)
(a, z0; z) =
d(F,G)
dz
Z(n)(a, z0; z) = nZ
(n−1)
1 (a, z0; z)
is an (F1, G1)-pseudoanalytic functions satisfying the Vekua equation (25) for
χ = −χ1+χ2 from the generating pairs (35). Then formal powers Z(n)1 (a, z0; z)
can be constructed by considering transformations
±χ1 −→ ∓χ1 and ± χ2 −→ ±χ2 (χ2 invariant)
in the formal powers Z(n)(a, z0; z). These transformations imply that
ϕk −→ ϕ˜k, ϕ˜k −→ ϕk, ψk −→ ψk, ψ˜k −→ ψ˜k (ψk, ψ˜k invariants)
such that
Z
(0)
1 (1, z0; z) = F1 = ϕ˜0ψ0 = e
−χ1+χ2 , Z
(0)
1 (i, z0; z) = G1 = iϕ0ψ˜0 = ie
χ1−χ2 ,
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and for n > 0 we have
Z
(n)
1 (1, z0; z) =

1
2
(n−1)∑
k=0
(−1)k
(
n
2k
)
ϕ˜n−2kψ2k + i
1
2
(n−1)∑
k=0
(−1)k
(
n
2k + 1
)
ϕn−2k−1ψ˜2k+1, n odd
n/2∑
k=0
(−1)k
(
n
2k
)
ϕ˜n−2kψ2k + i
1
2
(n−2)∑
k=0
(−1)k
(
n
2k + 1
)
ϕn−2k−1ψ˜2k+1, n even
(46)
Z
(n)
1 (i, z0; z) =

1
2
(n−1)∑
k=0
(−1)k+1
(
n
2k + 1
)
ϕ˜n−2k−1ψ2k+1 + i
1
2
(n−1)∑
k=0
(−1)k
(
n
2k
)
ϕn−2kψ˜2k, n odd
1
2
(n−2)∑
k=0
(−1)k+1
(
n
2k + 1
)
ϕ˜n−2k−1ψ2k+1 + i
n/2∑
k=0
(−1)k
(
n
2k
)
ϕn−2kψ˜2k, n even,
(47)
where Z
(n)
1 (a, z0; z) =
1
n+1
◦
Z
(n+1)
(a, z0; z).
In [10] it was shown that if the functions χj ∈ C2(−aj, aj)∩C1[−aj, aj ] are
such that χj(0) = 0 and χj is bounded on [−aj , aj], where j ∈ {1, 2}, there
exist the transmutation operators T1, T2 defined as follows
Tj[f(xj)] = f(xj) +
∫ xj
−xj
Kj(xj , t;hj) · f(t)dt, j ∈ {1, 2},
where hj = ∂je
χj
∣∣
xj=0
, the kernel Kj(xj , s;hj) is given by
Kj(xj , t;hj) =
hj
2
+Kj(xj , t) +
hj
2
∫ xj
t
[Kj(xj , s)−Kj(xj ,−s)]ds
and the function Kj(xj , t) is the unique solution of the Goursat problem [19,
23, 25] (
∂2j − qj(xj)
)
Kj(xj , t) =
∂2
∂t2
Kj(xj , t), qj = ∂
2
jχj + (∂jχj)
2,
Kj(xj , xj) =
1
2
∫ xj
0
qj(s)ds, Kj(xj ,−xj) = 0.
Moreover, T1 and T2 satisfy the relations
T1[x
k] = ϕk and T2[y
k] = ψk, k ∈ Z≥0. (48)
Another pair of transmutations T˜1 and T˜2 is constructed, one of the repre-
sentations of which can be given by the equalities
T˜j[f(xj)] = e
−χj(xj)
(∫ xj
0
eχj(s)Tj[∂jf(s)]ds+ f(0)
)
, j ∈ {1, 2}.
These operators satisfy the equalities
T˜1[x
k] = ϕ˜k and T˜2[y
k] = ψ˜k, k ∈ Z≥0. (49)
17
The operators T˜1 and T˜2 admit the representations as Volterra integral op-
erators
T˜j [f(xj)] = f(xj) +
∫ xj
−xj
K˜j(xj , t;−hj) · f(t)dt,
where the kernel K˜j(xj , t;−hj) has the form
K˜j(xj , t;−hj) = −e−χj(xj)
(∫ xj
−t
∂
∂t
Kj(s, t;hj) · eχj(s)ds+ hj
2
eχj(−t)
)
.
Corollary 26 [23] The following four operator equalities hold on C1[−aj, aj ]-
functions of the respective variable
∂je
χj T˜j = e
χjTj∂j and ∂je
−χjTj = e
−χj T˜j∂j , (50)
for j ∈ {1, 2}.
The integral counterpart of this corollary can be considered. Indeed, by applying
the operator equality (50) on the antiderivative Fj =
∫
f(x1, x2) dxj for j ∈
{1, 2} and then integrating on xj , we obtain
eχj T˜jFj =
∫
eχjTj∂jFj dxj and e
−χjTjFj =
∫
e−χj T˜j∂jFj dxj ,
i.e.
eχj T˜j
∫
f dxj =
∫
eχjTjf dxj (51)
and
e−χjTj
∫
f dxj =
∫
e−χj T˜jf dxj , (52)
for any continuous real-valued function f on [−aj , aj] for the variable xj .
We introduce the following operators
T0 = T1T2P
+ + iT˜1T˜2P
−
and
T1 = T˜1T2P
+ + iT1T˜2P
−.
From now on let Ω ⊂ R = [−a1, a1] × [−a2, a2] be a simply connected domain
such that together with any point (x, y) belonging to Ω the rectangle with the
vertices (x, y), (−x, y), (x,−y) and (−x,−y) also belongs to Ω. In such a domain
application of operators T0 and T1 is meaningful.
Let us now consider two results obtained in a recent paper [9].
Theorem 27 [9] For any z0, z ∈ Ω and a = a1+ia2 ∈ Z the following equalities
hold
T0[az
n] = Z(n)(a, z0; z) and T1[az
n] = Z
(n)
1 (a, z0; z),
where
Z(n)(a, z0; z) = a1Z
(n)(1, z0; z) + a2Z
(n)(i, z0; z)
18
Z
(n)
1 (a, z0; z) = a1Z
(n)
1 (1, z0; z) + a2Z
(n)
1 (i, z0; z)
for Z(n)(1, z0; z), Z
(n)(i, z0; z), Z
(n)
1 (1, z0; z) and Z
(n)
1 (i, z0; z) given, respec-
tively, by equations (44), (45), (46) and (47).
Theorem 28 [9] For any complex-valued continuously differentiable function
w defined in Ω the following operator equalities hold:
VT0 = T1∂z, V1T1 = T0∂z, (53)
d(F,G)
dz
T0 = T1∂z,
d(F1,G1)
dz
T1 = T0∂z. (54)
From equalities (53), we observe that operator T0 maps complex analytic
function into (eχ1+χ2 , ie−(χ1+χ2))-pseudoanalytic function, i.e. into solutions of
the Vekua equation (25). In the same way, operator T1 maps complex analytic
function into (e−χ1+χ2 , ieχ1−χ2)-pseudoanalytic function, i.e. into solution of
the Vekua equation V1W = 0.
The integral counterpart is given in the following.
Theorem 29 For any continuous complex-valued function w defined in Ω the
following equalities hold:∫
Γ
T0[w] d(F1,G1)ζ = T1
[ ∫
Γ
w dζ
]
(55)
∫
Γ
T1[w] d(F,G)ζ = T0
[ ∫
Γ
w dζ
]
, (56)
where Γ is a rectifiable curve in Ω.
Proof. Let us consider equation (55) with w = w1 + iw2 and ζ = ξ + iη. We
have (F1, G1) = (e
−χ1+χ2 , ieχ1−χ2) and (F ∗1 , G
∗
1) = (−ie−χ1+χ2 , eχ1−χ2) such
that from (5)∫
Γ
T0[w] d(F1,G1)ζ = e
−χ1(x)+χ2(y)Re
∫
Γ
eχ1−χ2T0[w]dζ
+ ieχ1(x)−χ2(y) Im
∫
Γ
e−χ1+χ2T0[w]dζ,
where Γ is a rectifiable curve leading from z0 to z = x+ iy in Ω. We obtain∫
Γ
T0[w] d(F1,G1)ζ = e
−χ1(x)+χ2(y)
∫
Γ
eχ1−χ2
(
T1T2w1dξ − T˜1T˜2w2dη
)
+ ieχ1(x)−χ2(y)
∫
Γ
e−χ1+χ2
(
T1T2w1dη + T˜1T˜2w2dξ
)
.
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Now since operators T1, T2 commute, as well as T˜1, T˜2, we find∫
Γ
T0[w] d(F1,G1)ζ = e
−χ1(x)+χ2(y)
∫
Γ
(
e−χ2T2e
χ1T1w1dξ − eχ1 T˜1e−χ2 T˜2w2dη
)
+ieχ1(x)−χ2(y)
∫
Γ
(
e−χ1T1e
χ2T2w1dη + e
χ2 T˜2e
−χ1 T˜1w2dξ
)
= e−χ1(x)+χ2(y)
(
e−χ2T2
∫
Γ
eχ1T1w1dξ − eχ1 T˜1
∫
Γ
e−χ2 T˜2w2dη
)
+ieχ1(x)−χ2(y)
(
e−χ1T1
∫
Γ
eχ2T2w1dη + e
χ2 T˜2
∫
Γ
e−χ1 T˜1w2dξ
)
= e−χ1(x)+χ2(y)
(
e−χ2T2e
χ1 T˜1
∫
Γ
w1dξ − eχ1 T˜1e−χ2T2
∫
Γ
w2dη
)
+ieχ1(x)−χ2(y)
(
e−χ1T1e
χ2 T˜2
∫
Γ
w1dη + e
χ2 T˜2e
−χ1T1
∫
Γ
w2dξ
)
,
where relations (51), (52) have been used in the last equality. Hence we obtain∫
Γ
T0[w] d(F1,G1)ζ = T˜1T2Re
∫
Γ
wdζ + iT1T˜2 Im
∫
Γ
wdζ = T1
[ ∫
Γ
wdζ
]
.
The other relation (56) is shown in a similar way.
Theorems 28, 29 and 17 can be summarized up in the following commutative
diagrams. Let w be a continuously differentiable complex-valued function in Ω
and χ separable, i.e. χ = χ1(x) + χ2(y):
T1[w]
T1←− w T0−→ T0[w]
V1 ↓ ∂z ↓ ↓ V
T0[∂zw]
T0←− ∂zw T1−→ T1[∂zw].
Moreover, when w is analytic in Ω we obtain the following results:
PT0[
∫
w dζ] ∈ kerH
P
←− T0[
∫
w dζ]
T0
←−
∫
w dζ
T1
−→ T1[
∫
w dζ]
P
−→ PT1[
∫
w dζ] ∈ kerH(1)
↓ 1
2
D (F,G)-
∫
↑
∫
↑ ↑ (F1, G1)-
∫
↓ 1
2
D1
PT1[w] ∈ kerH
(1) P←− T1[w]
T1
←− w
T0
−→ T0[w]
P
−→ PT0[w] ∈ kerH
↓ 1
2
D1
d(F1,G1)
dz
↓ ∂z ↓ ↓
d(F,G)
dz
↓ 1
2
D
PT0[∂zw] ∈ kerH
P
←− T0[∂zw]
T0
←− ∂zw
T1
−→ T1[∂zw]
P
−→ PT1[∂zw] ∈ kerH
(1),
where D, D1 are the Darboux and pseudo-Darboux transformations defined by
(15) and (18), respectively.
Corollary 30 For any complex-valued function in C2(Ω) the following operator
equalities hold:
HPT0 = −PT0∆ and H(1)PT1 = −PT1∆.
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Proof. Using (22), (53) and (54) we find
HPT0 = −4PV1VT0 = −4PV1T1∂z = −4PT0∂z∂z = −PT0∆.
The other relation is obtained in a similar way.
6 Conclusion
Relations between Vekua and Bers derivatives operators were obtained in terms
of two-dimensional Darboux and pseudo-Darboux transformations. These re-
lations enable us to factorize hamiltonians H(0) and H(1) of the superhamilto-
nian Ĥ considered in this work in terms of one Vekua operator and one Bers
derivative operator. An infinite system of solutions of the ground state for the
two-dimensional SUSY QM system was given in terms of the formal powers.
Under certain additional assumptions, completeness results for the system of
formal powers, analogous to the expansion theorem and Runge’s approximation
theorem from classical analysis, were established. For the specific case where
the superpotential is separable, formal powers were explicitly constructed. That
specific case allowed us to use transmutation operators to transform complex
analytic powers to the constructed formal powers. Moreover, we have shown
how transmutation operators are related to Vekua, Bers derivative, Bers inte-
gral operators and hamiltonian components of the superhamiltonian.
Our approach can also be applied to the two-dimensional SUSY QM system
considered in this work with the superpotential χ being a complex function,
though in this case complex numbers become insufficient, and one should con-
sider the bicomplex pseudoanalytic function theory [8].
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