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Abstract
We present initial work on a timed process algebra that models sharing of processor
resources allowing preemption at arbitrary points in time. This enables us to model
both the functional and the timely behaviour of concurrent processes executed on
a single processor. We give a renement relation that describes that one process is
more deterministic than another. Applications of the model for process scheduling,
programming language semantics, and kernel development are outlined.
1 Introduction
To argue about correctness of a real-time system both the functional and the
timely behaviour of the system have to be taken into account. One abstraction
of a system is to view it as a number of concurrent processes. In many real
systems this abstraction will be realised by executing the processes on a shared
processor where execution is switched among the processes. For such a system,
the fact that processes have to share the processor cannot be ignored, since it
may inuence both the timely and the functional behaviour of the system.
Systems of processes sharing a common processor is well described in the
theory of scheduling, see e.g. [13]. However, scheduling theory generally ab-
stracts from the actual behaviour of processes and hence cannot be used to
analyse functional properties of a system.
On the other hand, operational models such as automata and processes
algebras may describe the functional behaviour of a system in detail. Today,
extension of these models with a notion of time is well-established, but is
usually based upon an assumption of indenite computational resources being
available.
Recently, some authors have studied process scheduling in the context of
timed automata [8,1]. These approaches, however, seem focused on modelling
c
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scheduling and they have no direct way to combine their model of the process
scheduling with a system model where the behaviour of processes is described
in detail.
An alternative is to take a process algebraic approach in which systems,
from a modelling point of view, can be specied by writing programs in a
programming language. However, timed process algebras typically assume
maximal parallelism, which may be interpreted as if each process had its own
dedicated processor. Therefore, they cannot adequately model real-time sys-
tems where processes share a processor. Under the assumption of maximal
parallelism, you may say that the processor will always be available to a pro-
cess. This means that the passing of time may be described without consid-
ering whether the processor is available or not. In many process algebras this
leads to modelling time as transitions like P
t
! P
0
, stating that the process
P changes into P
0
while t units of time pass.
To remedy the problem that this model of time cannot be used as a model
of systems with a shared processor, we propose a new model. Our simple idea
is to say that a process may let time pass in two dierent ways, which gives
rise to transitions of the following two types

P
Æ(t)
 ! P
0
stating that t units of time pass, without the process using the
processor.

P
(t)
 ! P
0
stating that t units of time pass, while the process does use the
processor.
In this model we are able to express that one process preempts another process
currently using the processor. Thus, we are able to describe scheduling of
processes in accordance with standard scheduling theory.
In this paper we present work-in-progress on a process algebra which uses
the above model as the underlying model of time. We focus on processes
sharing a single processor scheduled according to some scheduling strategy.
The algebra allows modelling of multi-level scheduling as found in modern
operating systems. Multi-processor systems can be described but only with
static allocation of processes to processors. Extending this setup to a more
general setting is left for future work.
This paper is organised as follows: First, we present the process algebra,
giving its syntax and semantics. Second, we describe how dierent scheduling
policies may be implemented. Third, we describe a number of properties,
which the process algebra full and we give a renement relation between
processes. Fourth, we give some examples of applications in which the process
algebra has been used, followed by brief comments on related works. As this
paper presents work-in-progress, we conclude by outlining future work.
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2 Syntax and Semantics
In this section we present the process algebra. First, we give the syntax and
a short informal semantics. Second, we give a formal operational semantics of
the algebra.
The process algebra denes processes from the syntactic category Proc
with P ranging over it. In general, when we dene a variable to range over
some set we also let any primed or indexed versions of the variables range over
the same set. The syntax of a process is given by the grammar
P ::= P
1
k P
2
j P
1
+ P
2
j 0 j rec X : P j X j
e:P j P n C j id :: P j hhP ii
S
j [P ]
Processes may be combined in parallel compositions denoted by P
1
k P
2
.
P
1
+ P
2
is non-deterministic choice between P
1
and P
2
. 0 is the terminated
process. Standard recursion is written rec X : P where X is a process variable
from some set PVar . We dene the set Proc to be the subset of Proc where all
process variables are bound i.e. only appear inside a recursive process, where
they have been dened.
e:P is prex of an event e to the process P . Events belong to the set
E = UTE [ TE of untimed events and timed events. Untimed events, with
u ranging over them, take no time and may either be the internal action  or
synchronisation events c 2 C [ C belonging to a set of names and co-names.
We have that c = c for any c 2 C [ C and c 2 C if and only if c 2 C.
Two processes may synchronise by performing the matching events c and c,
respectively. P n C with C  (C [ C) is used ensure that synchronisation of
all events in C is restricted to the process P .
We use the real numbers, R, to model time and let t range over this set.
Timed events belong to the set TE
def
= fÆ(t
l
; t
u
); (t
l
; t
u
) j t
l
2 R ^ t
u
2 R
>0
^
t
l
 t
u
g. The timed event Æ(t
l
; t
u
) means that the process delays i.e. does not
request processor time for a period between a lower bound of t
l
time units
and an upper bound of t
u
time units. (t
l
; t
u
) means that the process requests
between t
l
and t
u
units of processor time in order to continue.
In order to distinguish and schedule processor requests, we use a scheme of
nested names. A name p 2 Name is a sequence of identiers determining one
or more sub-processes within a process. Initially, all processes implicitly have
the anonymous, empty name  associated with them. The naming construct
id :: P declares the identier id 2 ID to be an explicit name for the process P .
Thereby, any sub-processes of P will get id prexed to their names. Names
are typically used to designate concurrent sub-processes as in the process
a :: P
1
k b :: :(x :: P
2
k y :: P
3
). For this process, the name a refers to P
1
and
the names b:x and b:y refer to P
2
and P
3
, respectively.
Names are used when access to the processor is scheduled. This is done
by the construct hhP ii
S
, where S 2 Sch is a scheduler. Dierent scheduling
policies may be enforced by changing the scheduler component S.
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The nal construct is the closing operator [P ] which connes the sharing
of processor time to the process P . Thus, [P ] may be seen as assigning a
dedicated processor to the process P .
We give the semantics for the processes by dening a labelled transition
system hProc; L; !i. The labels are given as the set L
def
= UTL [ TL of un-
timed labels and timed labels; l ranges over L. We take UTL
def
= UTE . All
transitions describing internal actions or completed synchronisations will be
labelled by  . We ensure that internal actions as well as all possible synchroni-
sation between processes is urgent, i.e. takes place before time passes. We refer
to this property as  -urgency. Uncompleted synchronisation is labelled by the
name of the synchronisation event. The set TL contains timed labels and is
dened as TL
def
= fÆ(t); 
p
(t) j t 2 R
>0
^ p 2 Nameg. Transitions labelled Æ(t)
denote that t time units passes without using the processor while a label 
p
(t)
denote that the (sub-)process named p uses the processor for t time units.
Note that these timed labels always describe that a positive amount of time
passes.
The transition relation is dened as the smallest relation satisfying the
inference rules given in the following. As it is standard, premises and the
conclusion of the rules matches all occurrences of transitions on the form
P
l
! P
0
, thus, making quantisation of the variable P; P
0
, and l implicit. In
addition, we use the following shorthand notation:
P
l
!
def
= 9P
0
 P
l
! P
0
P
l
=!
def
= :(P
l
!)
P
Æ
!
def
= 9t  P
Æ(t)
 !
P

p
!
def
= 9t  P

p
(t)
  !
These conventions are used throughout this paper.
Prex:
:P

! P
c:P
c
! P c:P
Æ(t)
 ! c:P
Æ(t
l
; t
u
):P
Æ(t)
 ! P if t
l
 t  t
u
Æ(t
l
; t
u
):P
Æ(t)
 ! Æ(t
l
  t; t
u
  t):P if t < t
u
(t
l
; t
u
):P


(t)
  ! P if t
l
 t  t
u
(t
l
; t
u
):P


(t)
  ! (t
l
  t; t
u
  t):P if t < t
u
(t
l
; t
u
):P
Æ(t)
 ! (t
l
; t
u
):P
 events take no time. Synchronisation may either be performed instanta-
neously or postponed without using the processor. When processes are joined
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by parallel composition, as we will see shortly, the synchronisation is made
urgent. Remember that t > 0 in labels Æ(t). Thus, A delay event Æ(t
l
; t
u
) is
required to use time but will never use the processor. All the time may pass
in one transition, or it may be divided into several transitions. The request
for processor time behaves in the same way, but uses the processor when time
passes. Furthermore, if the process is preempted it will let time pass, but its
request for processor time remains.
Choice:
P
1
u
! P
0
1
P
1
+ P
2
u
! P
0
1
P
2
u
! P
0
2
P
1
+ P
2
u
! P
0
2
P
1

p
(t)
  ! P
0
1
P
2
Æ
!
P
1
+ P
2

p
(t)
  ! P
0
1
P
1
Æ
! P
2

p
(t)
  ! P
0
2
P
1
+ P
2

p
(t)
  ! P
0
2
P
1
Æ(t)
 ! P
0
1
P
2
Æ(t)
 ! P
0
2
P
1
+ P
2
Æ(t)
 ! P
0
1
+ P
0
2
If either one of the processes in the choice can perform an untimed event, u,
the whole construct proceeds as that process. If one of the processes can use
processor time this branch is chosen but only if the other process can let time
pass. Thus, we make sure that if the second process can perform a  -transition
then the rst process cannot let time pass. Finally, if both processes are be
able to delay, the choice will be postponed.
Recursion:
P [X  [ rec X : P ]
l
! P
0
rec X : P
l
! P
0
Recursion is done by standard unfolding, where P [X  [ Q] denotes the process
P with any free occurrences of the process variable X substituted with the
process Q.
Stop:
0
Æ(t)
 ! 0
Even a terminated process cannot prevent time from passing.
Restriction:
P
l
! P
0
P n C
l
! P
0
n C
if l 2 (C [ C)) (l 62 C ^ l 62 C)
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Naming:
P

p
(t)
  ! P
0
id :: P

id:p
(t)
   ! id :: P
0
P
l
! P
0
id :: P
l
! id :: P
0
if l 2 Lnf
p
(t) j t 2 R
>0
^ p 2 Nameg
Names are only used for scheduling of processor time, so only -transitions
contain information of process names. In the naming construct, id is prexed
to the name of the process P .
Parallel composition:
P
1
u
! P
0
1
P
1
k P
2
u
! P
0
1
k P
2
P
2
u
! P
0
2
P
1
k P
2
u
! P
1
k P
0
2
P
1
c
! P
0
1
P
2
c
! P
0
2
P
1
k P
2

! P
0
1
k P
0
2
P
1

p
(t)
  ! P
0
1
P
2
Æ(t)
 ! P
0
2
P
1
k P
2

=!
P
1
k P
2

p
(t)
  ! P
0
1
k P
0
2
P
1
Æ(t)
 ! P
0
1
P
2

p
(t)
  ! P
0
2
P
1
k P
2

=!
P
1
k P
2

p
(t)
  ! P
0
1
k P
0
2
P
1
Æ(t)
 ! P
0
1
P
2
Æ(t)
 ! P
0
2
P
1
k P
2

=!
P
1
k P
2
Æ(t)
 ! P
0
1
k P
0
2
An untimed events may be performed in the parallel composition if either of
the constituents can perform it. For time to pass in the parallel composition it
is required that both of its constituents are able to let it do so. Furthermore,
the rules ensure  -urgency. The rules for parallel composition also ensure that
at most one process is allowed to use the processor at a time.
Closure:
T
u
! T
0
[T ]
u
! [T
0
]
T

p
(t)
  ! T
0
[T ]
Æ(t)
 ! [T
0
]
T
Æ(t)
 ! T
0
8p  T

p
=!
[T ]
Æ(t)
 ! [T
0
]
When a process is closed under processor time consumption no further pro-
cessor time is needed. Additionally, the process may only delay if it cannot
use processor time.
Scheduling:
The scheduling operator is elaborated in the next section.
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3 Scheduling
We would like our approach to scheduling to reect two main characteristics
of scheduling in modern operating systems: (i) That the scheduling strategy
can be dened in a way independent from the rest of the kernel, and (ii) that
scheduling is often done at several levels of the system.
We have tried to achieve these goals by making scheduling a general op-
erator hhii
S
indexed by a scheduler implementing a particular strategy. This
way, the scheduler becomes a plug-in component and dierent schedulers may
be used at dierent levels.
A scheduler normally schedules a set of processes composed in parallel.
In order to identify the various processes, the scheduler uses process names.
Usually each process is assumed to be given a unique name, but this needs
not be the case. If several processes share a name (e.g. the empty name ),
they become a process group, which is internally unscheduled. Also, when a
process forks into sub-processes, these may be given sub-names enabling the
scheduler to treat them in a special way, e.g. as threads within a process.
The scheduler is given by a transition system that must satisfy a few be-
havioural properties. The transition rules for the scheduling operator, conveys
the interaction between the scheduler and the scheduled process. Mainly, the
scheduler determines which process should be allowed to use the processor by
engaging in events of the form 
p
(t) indicating that the process named p uses
the processor for t time units. However, in order to know which processes
to schedule, the scheduler must be informed about processes becoming ready
to execute as well as processes blocking execution. This is here accomplished
through special scheduling events 
+
p
and 
 
p
that indicate that the process
named p becomes ready to run (i.e. use processor time) or blocks (i.e. cannot
use processor time), respectively. Furthermore, the scheduler may perform
internal events denoted by  and use processor time itself denoted by (t).
Finally, the scheduler may idle denoted by Æ(t)-events.
3.1 Scheduler
Denition 3.1 A scheduler S is an (initialised) labelled transition system
h; L
Sch
; !; s
0
i where
 Is a set of scheduler states
L
Sch
= fg [ fÆ(t); (t); 
p
(t); 
+
p
; 
 
p
j p 2 Name ^ t 2 R
>0
g
 !   L
Sch
 
s
0
2  is the initial state.
The transition relation has to full two scheduler requirements for all s; s
0
2 
sr1) s

! _ s

p
 ! ) s
Æ
!
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sr2) s
Æ(t)
 ! s
0
) 8t
0
2]0; t[ 9s
00
 s
Æ(t
0
)
  ! s
00
^ s
00
Æ(t t
0
)
   ! s
0
s
(t)
 ! s
0
) 8t
0
2]0; t[ 9s
00
 s
(t
0
)
  ! s
00
^ s
00
(t t
0
)
   ! s
0
s

p
(t)
  ! s
0
) 8t
0
2]0; t[ 9s
00
 s

p
(t
0
)
  ! s
00
^ s
00

p
(t t
0
)
    ! s
0
If S = h; L
Sch
; !; si and S
0
= h; L
Sch
; !; s
0
i we write S
l
! S
0
i s
l
! s
0
.
The set of schedulers is denoted Sch.
The scheduler requirement sr1) ensures that the scheduler itself is preemtable.
Requirement sr2) ensures interpolation of any timed event, which is needed
for compositionality.
Given the notion of a scheduler, we can now dene the transition relation
for the scheduling operator:
P
u
! P
0
hhP ii
S
u
! hhP
0
ii
S
S

! S
0
hhP ii
S

! hhP ii
S
0
P

p
! S

+
p
 ! S
0
hhP ii
S

! hhP ii
S
0
P

p
=! P
Æ
! S

 
p
 ! S
0
hhP ii
S

! hhP ii
S
0
P

p
(t)
  ! P
0
S

p
(t)
  ! S
0
hhP ii
S

=!
hhP ii
S


(t)
  ! hhP
0
ii
S
0
P
Æ(t)
 ! P
0
S
(t)
 ! S
0
hhP ii
S

=!
hhP ii
S


(t)
  ! hhP
0
ii
S
0
P
Æ(t)
 ! P
0
S
Æ(t)
 ! S
0
hhP ii
S

=!
hhP ii
S
Æ(t)
 ! hhP
0
ii
S
0
Note that any  -event caused either by the process, by the scheduler, or by
scheduling events is made urgent. Note also that the scheduling operator hides
the process names of the scheduled processes.
3.2 Fixed Priority Scheduling
Fixed priorities is a widely used scheduling strategy for which a well-developed
body of scheduling theory is available. We assume that we are given a mapping
of process names to numbers:
prio : Name ! N
Now, a xed priority scheduler is given by S
FP
def
= hP(Name); L
Sch
; !; ;i
where a scheduler state R is a set of names of processes that are ready and
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where the transition relation is given by:
R
Æ(t)
 ! R
R

p
(t)
  ! R
0
if p 2 R ^ 8 p
0
2 R  prio(p
0
)  prio(p)
R

+
p
 ! R [ fpg if p 62 R
R

 
p
 ! Rnfpg if p 2 R
The transition relation is readily seen to full the two scheduler requirements.
The -rule together with the 
+
-rule ensure that a process that becomes ready
to run is scheduled immediately if it has the highest priority. Note that the 
+
-
rule dynamically \recognises" nested sub-processes when they become ready
to run if they are uniquely named. The side conditions of the -rules prevent
innite sequences of scheduling events to be performed.
3.3 Round-Robin Scheduling
Another classic scheduling strategy is round-robin in which the processes are
executed cyclically giving each process a bounded time-slot of size T . A round-
robin scheduler can be dened as S
RR
def
= hName

 R
0
; L
Sch
; !; h[ ]; 0ii
with states of the form hQ; ri where Q is a list of ready processes and r is
the remainder of the current time-slot. We use [ ] as the empty list and^as
concatenation of lists and elements and dene the transition relation by:
h[ ]; 0i

! h[ ]; T i
hp^Q
0
; 0i

! hQ
0
^p; T i
hQ; ri
Æ(t)
 ! hQ; r   ti if 0 < t  r
hp^Q
0
; ri

p
(t)
  ! hp^Q
0
; r   ti if 0 < t  r
hp^Q
0
; ri

 
p
 ! hQ
0
; ri
hQ; ri

+
p
 ! hQ^p; ri if p 62 Q
Again the transition relation fulls the two scheduling requirements. Note
that in case of at process blocking before its time-slot has ended (
 
-rule),
the next process on the queue just gets the remaining part of the slot. Other
strategies can be described by variations of the rules.
3.4 Example: A Transputer-like Architecture
The Occam language was developed together with the transputer computer
architecture [6]. The transputer had a built-in scheduler with two levels of
priorities. The transputer had autonomous external links that could support
synchronous communication. A model of an Occam program with a number
of processes mapped to various transputers can be expressed as:
9
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[hhhigh :: P
1
k high :: P
2
k : : : k low :: P
n
ii
S
FP
] k : : : k [hh: : :ii
S
FP
]
It may be noted that our model uses a notion of arbitrary preemption and
thus does not allow for modelling the rened preemption scheme used by the
real transputer in which a process can be preempted only at a few scheduling
points such as communications and backward jumps.
3.5 Example: Multi-level Scheduling
The result of applying the scheduling operator is a process, which is itself sub-
ject to scheduling. This may be used to model multi-level scheduling systems.
We illustrate this by an example that resembles the scheduling in Real-Time
Linux [3]. Here, a standard operating system (Linux) is run as a low priority
process in a system scheduled by xed priorities. The operating system uses
its own scheduler to schedule the processor time it obtains.
Here, we consider the case of scheduling a number of hard real-time pro-
cesses P
1
; P
2
; : : : ; P
n
together with a number of \user processes" U
1
; U
2
; : : : U
m
scheduled by round-robin. This can be described by the system:
[hhp
1
:: P
1
k : : : k p
n
:: P
n
k os :: hhu
1
:: U
1
k : : : k u
m
:: U
m
ii
S
RR
ii
S
FP
]
Here, S
FP
is using a priority such that prio(p
n
) > prio(os) for all n, such that
os gets the lowest priority.
4 A Renement Notion
A main goal of our approach is to be able to describe and verify the implemen-
tation of a real-time language by means of translation into code executed by
an operating system kernel. A characteristic of this development path is that
the timing of the program operations becomes more and more determined.
Not only in the sense that timing parameters become more precise as code
for an actual machine is generated, but also in the sense that a particular
scheduling strategy will enable schedulability to be analysed.
For these reasons, we look for a process renement notion rather than
an equivalence notion. It is well-known that there is a wide spectrum of
renement notions for processes, see e.g. [16]. In this section we try to adopt
one of these, the notion of
2
3
bisimulation, and show that it is compositional
and adequate for simple renements. To pave the way for this, we start by
stating a number of properties of our model.
4.1 Model Properties
The rst main characteristic of processes of the algebra is that they enjoy the
natural property of allowing time interpolation:
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Denition 4.1 A process P is time interpolant if
P
Æ(t)
 ! P
0
) 8t
0
2]0; t[ 9P
00
 P
Æ(t
0
)
  ! P
00
^ P
00
Æ(t t
0
)
   ! P
0
and P

p
(t)
  ! P
0
) 8t
0
2]0; t[ 9P
00
 P

p
(t
0
)
  ! P
00
^ P
00

p
(t t
0
)
    ! P
0
Lemma 4.2 All processes in Proc are time interpolant.
Proof. Straightforward using structural induction on the processes in Proc.
The case of the scheduling operation uses the fact that the scheduler itself is
required to be time interpolant by scheduling requirement sr2). 2
Thus, any timed transition may be broken into smaller steps as required for
proper parallel composition. We note that the inverse property of time in-
terpolation, which is sometimes called time additivity, does not hold. This
is a design choice in the semantics, motivated by the fact that many mean-
ingful renements of processes can readily be expressed without the use of a
time additivity property. We also note that processes in Proc are not time-
deterministic in the sense that a process will always develop deterministically
as a result of (a sequence of) timed transitions. This is due to the nature of
the events Æ(t
l
; t
u
) and (t
l
; t
u
), which by denition describes non-deterministic
behaviour as a result of letting time pass.
The next characteristic of processes is that any process needing processor
time may be preempted. Thus, a process also has to let time pass without
using the processor. This is formalised as
Denition 4.3 A process P is preemptable if
P

p
! ) P
Æ
!
Lemma 4.4 All processes in Proc are preemptable.
Proof. By structural induction using Lemma 4.2. In particular, the case
involving the scheduling construct hhP ii
S
relies on S fullling scheduler re-
quirement sr1). 2
Some eort in the semantics of the process algebra has gone into ensuring
 -urgency. This property can be formalised as
Denition 4.5 A process P is  -urgent if
P

! ) P
Æ
=! ^ P

p
=!
We state without proof
Lemma 4.6 All processes in Proc are  -urgent.
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By combining Lemma 4.4 and Lemma 4.6 we get that a process in Proc cannot
do both Æ and  :
:(P

! ^ P
Æ
! )
4.2 Renement
Our renement relation is tentatively based on
2
3
bisimulation presented e.g. in
[12] (also known as ready simulation or GSOS trace congruence cf. [16]). In our
denition of the renement relation we use a sort function, which for untimed
labels is the identity function. For Æ(t) and 
p
(t) labels, the sort function gives
the set of all events of the same 'sort', but with arbitrary timing periods.
sort : L ! P(L)
sort(u)
def
= fug
sort(Æ(t))
def
= fÆ(t
0
) j t
0
2 R
>0
g
sort(
p
(t))
def
= f
p
(t
0
) j t
0
2 R
>0
g
Denition 4.7 A binary relation R  Proc  Proc is a label abstracted
2
3
bisimulation if whenever (P;Q) 2 R then
(i) 8P
0
; l  P
l
! P
0
) 9Q
0
 Q
l
! Q
0
^ (P
0
; Q
0
) 2 R
(ii) 8Q
0
; l  Q
l
! Q
0
) 9P
0
; l
0
2 sort(l)  P
l
0
! P
0
Denition 4.8 A process P renes Q or P w Q if and only if there exists a
(label abstracted)
2
3
bisimulation R so that (P;Q) 2 R.
We also say that process Q is rened by process P , written Q v P when
P renes Q.
Lemma 4.9 If P w Q the processes can do the same sorts of transitions:
P
u
! , Q
u
!
P
Æ
! , Q
Æ
!
P

p
! , Q

p
!
Proof. Follows from Denitions 4.7 and 4.8 2
Theorem 4.10 All process operators are monotone with respect to w. That
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is, for all P w Q, P
1
w Q
1
,P
2
w P
2
, and schedulers S, the following holds:
e:P w e:Q
id :: P w id :: Q
P
1
+ P
2
w Q
1
+Q
2
P
1
k P
2
w Q
1
k Q
2
P n C w Q n C
hhP ii
S
w hhQii
S
[P ] w [Q]
Proof (sketch) The proof for each operator is done by dening a candidate
for a
2
3
bisimulation and then checking conditions (i) and (ii) of Denition 4.7
using transition induction. Here, we only show central parts of the proofs for
parallel composition and for the scheduling operator.
Parallel composition Let R
i
be the
2
3
bisimulation justifying P
i
w Q
i
for i 2
f1; 2g. Let
b
R = f(P
1
k P
2
; Q
2
k Q
2
) j (P
1
; Q
1
) 2 R
1
^(P
2
; Q
2
) 2 R
2
g[R
1
[R
2
.
We obviously have that (P
1
k P
2
; Q
1
k Q
2
) 2
b
R. We now check that
b
R is a
2
3
bisimulation.
Condition (i): Assume that P
1
k P
2

! P
0
1
k P
2
due to P
1

! P
1
. Since
P
1
w Q
1
, we know that Q
1

! Q
0
1
such that (P
0
1
; Q
0
1
) 2 R
1
. Therefore Q
1
k
Q
2

! Q
0
1
k Q
2
where (P
0
1
k P
2
; Q
0
1
k Q
2
) 2
b
R. Similar arguments apply for all
other transitions of P
1
k P
2
.
Condition (ii): Assume that Q
1
k Q
2
Æ
!. This can only be the case if Q
1
Æ
!
and Q
2
Æ
!. From P
i
w Q
i
it follows by applying condition (ii) that P
1
Æ
! and
P
2
Æ
!. Since all processes enjoy  -urgency we then also have P
1

=! and P
2

=!.
Applying the Æ-rule for parallel composition, we conclude P
1
k P
2
Æ
!. Similar
arguments apply for all other transitions of Q
1
k Q
2
.
Scheduling Let R be the
2
3
bisimulation justifying P w Q. Let
b
R =
f(hhP ii
S
; hhQii
S
) j S 2 Sch ^ (P;Q) 2 Rg [ R. We obviously have that
(hhP ii
S
; hhQii
S
) 2
b
R. We check that
b
R is a
2
3
bisimulation:
Condition (i): Assume that hhP ii
S
Æ(t)
 ! hhP
0
ii
S
0
. Then we know that P
Æ(t)
 !
P
0
, S
Æ(t)
 ! S
0
, and hhP ii
S

=!. From the  -rules we then further have S

=!.
By P w Q we get that Q
Æ(t)
 ! Q
0
such that (P
0
; Q
0
) 2 R. Thus, Q

=! by
 -urgency. Now assume hhQii
S

!. Since we know Q

=! and S

=!, this could
then only be the case if (a) Q

p
! ^ S

+
p
 ! or (b) Q

p
=! ^ S

 
p
 !. However,
due to P w Q condition (ii), in case (a) this would imply P

p
! and together
with S

+
p
 ! we would be able to conclude hhP ii
S

! contradicting the above.
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Similarly for case (b). Thus, hhQii
S

=!. Now we can nally use Q
Æ(t)
 ! Q
0
and S
Æ(t)
 ! S
0
to conclude hhQii
S
Æ(t)
 ! hhQ
0
ii
S
0
where (hhP
0
ii
S
0
; hhQ
0
ii
S
0
). Similar
extensive case analyses apply to all the other transitions of hhP ii
S
.
Condition (ii): Suppose that hhQii
S

! due to S

 
p
 !, Q

p
=!, and Q
Æ
!.
Then by P w Q and Lemma 4.9 we know that P

p
=! and P
Æ
!. Together with
S

 
p
 ! we can conclude hhP ii
S

!. Again similar arguments can be given for
all other transitions of hhQii
S
. 2
Thus, the renement notion chosen allows for compositional renement of
processes. The following simple example indicates that the renement is weak
enough to allow for some desired renements.
Example 4.11 We would like to show that a process Q
0
= (1; 5):R is
rened by a process with a more constrained initial processor requirement
P
0
= (2; 3):R (for any R 2 Proc). This is accomplished by the relation
R
def
= f(P
t
; Q
t
) j 0  t < 3g[f(T; T ) j T 2 Procg
where P
t
def
= (2   t; 3   t):R and Q
t
def
= (1   t; 5   t):R. We see that P
t
is
the derivative of P
0
after having used t units of processor time and not yet
committed to R (likewise for Q
t
). We obviously have that (P
0
; Q
0
) belongs to
R. Further, the relation can be shown to be a
2
3
bisimulation. For instance,
take (P
t
; Q
t
) 2 R and assume P
t
(t
0
)
  ! P
0
. Then P
0
must be either R or P
t+t
0
.
In the rst case, 2  t+ t
0
 3 and therefore also 1  t + t
0
 5. Thus we
also have Q
t
(t
0
)
  ! R. In the second case, we know that t+ t
0
< 3 and thus
also t + t
0
< 5 such that Q
t
(t
0
)
  ! Q
t+t
0
. Similarly for the other cases.
This and other simple examples such as (1; 3):(2; 3):R w (2; 8):R indicate
that we are on the right track. There are, however, other natural renements
that cannot be shown. For instance (2; 3):R should rene (1; 2):(1; 2):R
but this is not the case using the renement of Denition 4.8. Thus, a weaker
relation is still needed and will be sought in our future work.
5 Applications
The process algebra has been developed while working on formal development
of a real-time kernel for a shared processor [2]. In this section we give examples
of applications for which our time model and the process algebra have been
used during this work.
5.1 Semantics of a Programming Language
We have used the process algebra to give semantics to a small programming
language, which resembles Hoare's CSP [10] or Occam [6]. Programs of the
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Buchholtz, Andersen, and Lvengreen
language are from the syntactic category RProg with R ranging over it and
consist of a xed number of sequential processes in parallel. Each process
contains one statement Q from the syntactic category Stm. Programs are
built from the grammar
R ::= R
1
||R
2
j Q
Q ::= delay t j c? j c! j Q
1
;Q
2
j
[ c
1
?! Q
1
[] c
2
?! Q
2
]
j
[ c?! Q
1
[] timeout t! Q
2
]
Statements are (possibly a sequential composition of) delay, synchronous com-
munication, guarded alternative, or communication with time-out.
Communications takes place on channels that in order to simplify the trans-
lation are names from C. The function Chan : RProg ! P(C) returns the set
of channels that the program may communicate on and can be dened on the
structure of a program.
The language is a \real" programming language, so it does not explicitly
describe how processor time is required to execute dierent language con-
structs. The semantics of the language is given as a translation from pro-
grams of the language into processes in the process algebra. This translation
is done on the structure of the programs, translating each language construct
separately.
To translate an entire program we use the function T : RProg ! Proc
while the function T R : RProg ! Proc is used to translate parallel composi-
tion. The rst function makes communication urgent by restricting synchroni-
sation on the channels, which the program may use for communication. The
second function is a straight forward mapping between corresponding con-
structs. More interesting is the translation of statements where we use the
continuation style function T S : Stm ! Proc ! Proc. For the translation of
statements below the terminating process 0 is passed as continuation of an
entire statement to describe that the statement terminates at the end.
T [[R]]
def
= (T R[[R]]) n Chan[[R]]
T R[[R
1
||R
2
]]
def
= T R[[R
1
]] k T R[[R
2
]]
T R[[Q]]
def
= T S[[Q]]0
Now, a program R scheduled by a specic scheduler S
0
will the be described
by the process [hhT [[R]]ii
S
0
].
As the rst example of the translation of statements, regard the construct
delay t, which delays for at least t time units. In the denition of the trans-
lation function the argument P is the process, which describes what happens
after the execution of delay t.
T S[[delay t]]P
def
= (T
delay
; T
delay
):Æ(t  T
delay
; t  T
delay
):P
The translation gives that the construct rst T
delay
units of processor time to
execute the statement and gure out for how long it has to delay. Afterwards
the statement delays for the remaining time units.
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Communication in the language is a synchronisation just as it is in the
process algebra. Thus, the translation becomes quite simple.
T S[[c?]]P
def
= (T
lrc
; T
urc
):c:P
T S[[c!]]P
def
= (T
lrc
; T
urc
):c:P
Here, we imagine that we only have a lower bound, T
lrc
, and an upper bound,
T
urc
, of the time it takes to get ready to perform communication. Second,
communication itself is performed by synchronising on events in the process
algebra. Sequential composition is done in the standard way for continuation
style semantics
T S[[Q
1
;Q
2
]]P
def
= T S[[S
1
]]T S[[S
2
]]P
The (binary) alternative statement using communication guards should
proceed as the statement following the guard if communication is possible.
T S

[ c
1
?! Q
1
[] c
2
?! Q
2
]

P
def
= (2  T
lrc
; 2  T
urc
):

c
1
:T S[[Q
1
]]P
+ c
2
:T S[[Q
2
]]P

First, the processor is used for between 2  T
lrc
and 2  T
urc
units of time.
This processor time is used to decide between which channels the choice will
be performed. Afterwards the actual choice can take place. The translation
becomes relatively simple, since the choice operator of the process algebra
has exactly the semantics we desire for the selection between communication
guards.
As a nal example, we look at communication with time-out. The state-
ment proceeds as Q
1
if communication is possible within t time units. Other-
wise, a time-out occurs and the statement proceeds as Q
2
.
T S

[ c?! Q
1
[] timeout t! Q
2
]

P
def
= (T
lto
; T
uto
):

c?:T S[[Q
1
]]P
+ Æ(t; t)::T S[[Q
2
]]P

Note that if communication on the channel c is not ready, the choice may be
postponed for up to t time units before a  -event can occur. Since  -events
are urgent, the choice will be made after at most t time units.
We see from the examples of the translation that it provides a clear overview
of timings of the dierent statements. For example, use of processor time may
easily be added as the timed event (t
l
; t
u
). In [2] we have used the tech-
nique described here for a larger language, which contains among other things
recursion and alternative with multiple branches. The translations required
for these new language construct follow the ideas described above closely and
introduces no substantial novelties.
5.2 Development of a Real-Time Kernel
In [2] we have used the ideas for kernel development from the ProCoS project
[15] to develop a real-time kernel for use in small embedded mono processor
systems. In this, we have used the model of time presented in this paper to
describe how processes share the processor.
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As depicted in Figure 1, the development of the kernel comprises three
development levels, each of which describes the embedded system at a cer-
tain level of abstraction. At the topmost level, the Programming Language
Level, the system is regarded as a number of concurrent processes described
by a program in a CSP-like language. At the middle level, the Machine Lan-
guage Level, the system is still regarded as a number of concurrent processes.
However, each process is given in an assembler-like language with instructions
consisting of an op-code and arguments. Each processes is executed at its own
virtual machine so management of e.g. a program counter, stack, and store
can be described in detail. At the lowest level, the Kernel Level, the system is
described as one virtual machine which executes all the processes, explicitly
switching execution among them. In this description there is a clear distinc-
tion of which parts of the virtual machine that describe process behaviour and
which parts that are not relate directly to a process i.e. the parts that must
be handled by the kernel.
pc
store
stack
pc
store
stack
pc
store
stack
pc
store
stack
pc
store
stack
pc
store
stack
Kernel Level
queues
Machine Language Level
Programming Language Level
p
2
p
3
p
1
p
2
p
3
p
1
v
v
Fig. 1. Overview of kernel development levels for a system with three processes.
The behaviour of the system at each level is described by a labelled tran-
sition system. For the topmost level this transition system is given by an op-
erational semantics of the CSP-like language according to the ideas described
in section 5.1. At the other levels the transition systems are also dened by a
number of inference rules. At all levels, we use the same model of time, thus
having transition systems with actions and timed labels as described for the
process algebra. In the development of the kernel we have dealt with at great
number of aspects, which are outside the scope of this paper. These include:
assignment of variables with evaluation of expressions, communication with
value passing, an external interface using shared memory, kernel overhead,
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and timer interrupts.
Correctness of the system is based on a renement relation, w, between
the transition systems describing two consecutive development levels. The
renement relation allows for a lower level to remove any non-determinism of
an upper level. Except for this dierence between their behaviours, the lower
level must behave in the same way as the upper level.
6 Related Work
Related work is to be found in concurrency models that simultaneously address
the issues of time, resource sharing, and priorities. Within process algebra,
a number of approaches deal with time and priorities (see e.g. [7]). However,
the only process algebraic approach that addresses all three issues seems to
be [5]. In this algebra, the usage of a set A of resources for a period of t time
units is denoted by a timed event A
t
and its behaviour given by the rule
A
t
:P
A
t
0
 ! A
t t
0
:P if 0 < t
0
 t
similar to one of our (t) rules. However, they do not provide any means for
allowing a partially completed resource usage to be temporarily preempted by
another process.
In [4], process scheduling is studied within this framework, though a dis-
crete time domain is used. Here, preemption of a process must be made explic-
itly so, whenever a process requests processor time a non-deterministic choice
between processor use and idling is made and this is closed under processor
sharing. Our approach is less general than the process algebra of [5], since we
focus on processes executed under preemptive scheduling. On the other hand,
we have been able to trade generality for simplicity when modelling parallel
systems with processor sharing.
A novelty of our approach over the one of [5] very basically lies in the rule
(t):P
Æ(t
0
)
  ! (t):P
allowing for the arbitrary preemption found in real-time operating systems.
A similar rule is found in [9]. Here a xed number of sequential processes
may be composed in parallel and scheduled under some scheduling policy.
Specications of the schedulers is given as a function, which for a given set of
processes will choose the processes that should run.
Our work has been inspired by the approach of [17] that distinguishes
between time passing and (processor) time consumption. Their underlying
behaviour model, however, does not have a notion of instantaneous events and
they use logical characterisation of models rather than taking a constructive
approach. The wealth of results and techniques developed for models based
on transition systems, therefore, cannot immediately be related to this work.
An approach that is similar in spirit to ours, although in a totally dier-
ent setting, is presented in [14]. There, transitions systems are represented
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in the logical formalism of TLA allowing for renement by logical implica-
tion. Also scheduling may expressed compositionally by conjoining scheduling
constraints. Each action is assumed to have a pre-execution phase where is
requires a certain amount of processor time, before it can be executed. During
the pre-execution phase, the action may be arbitrarily preempted as in our
approach. They do not, however, consider multi-level scheduling.
7 Future Work
In section 3.1 we have described how a specic scheduling policies may be ex-
pressed by dening a new scheduler transition systems for each policy. How-
ever, the interface between the scheduler and the processes is xed by the
semantics of the scheduling construct and in its present form it is e.g. not
possible to let processes dynamically change their priority. While this could
easily be mended for any particular problem by altering the semantics of our
scheduling construct, we need further studies on how to generalise interaction
between processes and the scheduler.
Also, the model should be generalised to handle multi-processors and per-
haps other preemptable resources. For the latter part, ideas from [5] could be
applied.
A task lies in further studies of the theoretical implications of the process
algebra. Some of this ground has already been covered and the results are
satisfactory for \natural" processes arising from program semantics but further
studies are needed e.g. on divergence, non-zenoness, time-stop, and recursion.
Traditional bisimulation equivalence has shown to be too strong for our
kernel development application. Instead we have focused on renement rela-
tions and have here presented one such relation, which is compositional, i.e.
distribute over parallel composition (as well as over other operators). It has
proven to be a non-trivial task to achieve compositionality due to the non-
monotonic nature of resource sharing and urgency. We have successfully tried
to adopt the relatively strong renement relation:
2
3
bisimulation. Further work
could be done on nding a weaker relation still fullling our requirements.
One of the goals of our work is to link resource-aware models like the one
presented here, with standard timed models (e.g. timed automata) making
them amenable for analysis by tools such as Uppaal [11] and others. One
way to accomplish this would be to derive a timed automaton from a processor
constrained transition system expressed in our model.
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