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Abstract
In this paper we describe all group gradings by a finite Abelian group G of several types of simple
Jordan and Lie algebras over an algebraically closed field F of characteristic zero.
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1. Introduction and notation
Let F be an algebraically closed field of characteristic zero, R a finite-dimensional
associative algebra over F and G a group. We say that R is a G-graded algebra, if there is
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R =
⊕
g∈G
Rg,
such that
RgRh ⊆ Rgh for all g,h ∈ G.
A subspace V ⊆ R is called graded (or homogeneous) if V =⊕g∈GV ∩Rg . An element
a ∈ R is called homogeneous of degree g if a ∈ Rg . The support of the G-grading is a
subset
SuppR = {g ∈G | Rg = 0}.
An involution ∗ of a ring R is an antiautomorphism of R whose order is 2, that is,
(ab)∗ = b∗a∗ and (a∗)∗ = a for any a, b ∈ R. An algebra is called involution simple if
it has no two-sided ideal different from R and {0}. An element a ∈ R is called symmetric
if a∗ = a and skew-symmetric if a∗ = −a. The set of H(R,∗) of symmetric elements is a
Jordan algebra under the circle product a ◦ b = ab + ba (more often a ◦ b = 12 (ab + ba)
and the 12 must be defined in R). The set K(R,∗) of skew-symmetric elements is a Lie
algebra under the bracket operations [a, b] = ab − ba. Any classical finite-dimensional
simple Lie algebra over an algebraically closed field F is isomorphic to a Lie algebra
K(R,∗) of skew symmetric elements of a finite-dimensional involution simple algebra R,
except sl(n), which is of the form [K(R,∗),K(R,∗)]. Similarly, any special simple finite-
dimensional Jordan algebra over an algebraically closed field of F characteristic different
from 2, except of the algebra of non-degenerate symmetric bilinear form, is isomorphic to
the set H(R,∗) of symmetric elements of an involution simple algebra R. We use these
facts in this paper in order to apply our previous results [3] and [2] on the gradings of
the full matrix algebras Mn over an algebraically closed field F of characteristic zero to
the classification of the gradings by finite Abelian groups for those simple Lie and Jordan
algebras which can be obtained as just above from R = Mn and an appropriate involu-
tion.
An involution ∗ of a G-graded ring R is called graded if, for any g ∈ G we have
R∗g = Rg . We notice that the spaces H(R,∗) and K(R,∗) are G-graded if and only if
the involution is graded and we prove (Theorem 1) that if a grading on Mn admits a graded
involution then the same grading can be performed by a finite Abelian group. In the case of
Abelian gradings we determine (Theorem 3) all gradings for which H(R,∗) and K(R,∗),
for an appropriate involution, are G-graded. Then we use the connection between gradings
and actions by a finite Abelian group (described just below) to derive the gradings of Lie
algebras of the types Bl , l  2, Cl , l  3, Dl , l > 4, and of the Jordan algebras H(Fn)
and H(Qn) (Theorems 4, 5, 6, 7). A key observation here is that any Abelian group of
automorphisms of an algebra in this list extends to an Abelian group of automorphisms of
the full matrix algebra of an appropriate order [7,8].
It should be noted that V. Kac [9] has essentially determined all gradings of simple
Lie algebras by finite cyclic groups by previously determining the automorphisms of fi-
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closely related to our topic are published by J. Patera and coauthors (among the latest see
[4,11,12]). All gradings on the simple Jordan algebras of the bilinear form have been de-
scribed in [1]. A good survey of gradings on simple Lie algebras is given in [10, Chapter 3,
Section 3].
2. Abelian gradings and dual group actions
Here we recall a very important connection between the gradings and the actions, in the
case of finite Abelian groups over an algebraically closed field of characteristic zero. Let R
be an arbitrary, i.e., not necessarily associative, algebra graded by an Abelian group G, R =⊕
g∈GRg . Denote by Ĝ the dual group for G. Thus the elements of Ĝ are all irreducible
characters χ :G→ F ∗, where F ∗ is the multiplicative group of the field F . Note that if G
is finite then Ĝ  G. If R is finitely generated then it is natural to always restrict oneself to
the case where G is finitely generated.
We briefly recall the relation between the G-gradings and Ĝ-actions in the case where
G is finite (see, e.g., [3]). Any element a in R =⊕g∈GRg can be uniquely decomposed
into the sum of homogeneous components, a =∑g∈G ag , ag ∈ Rg . Given χ ∈ Ĝ we can
define
χ ∗ a =
∑
g∈G
χ(g)ag. (1)
It is easy to observe that the relation (1) defines a Ĝ-action on R by automorphisms and
a subspace V ⊆ R is a graded subspace if and only if V is invariant under this action,
i.e., Ĝ ∗ V = V . In particular, a ∈ R is a homogeneous element if and only if a is a com-
mon eigenvector for all χ ∈ Ĝ. The elements of the identity component Re , e the identity
elements of G, are precisely the fixed point of the above action.
3. General remarks about graded algebras with involution
Let R =⊕g∈GRg be a G-graded associative algebra and ∗ :R → R an involution on R.
The following result is very useful.
Proposition 1. If R is a G-graded algebra, G a semigroup, then the spaces H(R,∗) of
symmetric and K(R,∗) of skew-symmetric elements are G-graded if and only if ∗ is a
graded involution.
Proof. For any g ∈ G, with Rg = {0}, pick x ∈ Rg . Then x = y + z where y ∈ H(R,∗)
and z ∈ K(R,∗). If these two subspaces are G-graded, we can write each of y and z as the
sum of graded symmetric and skew-symmetric components, respectively. If yg is the gth
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the involution, we obtain
x∗ = (yg)∗ + (zg)∗ = yg − zg ∈Rg.
Therefore, (Rg)∗ = Rg , as required.
Conversely, assume that the involution ∗ is G-graded. Obviously, only one of two cases
need to be considered, say, K(R,∗). We write an arbitrary element x ∈ K(R,∗) in the
form x = x1 + x2 + · · ·+ xs where xi ∈ Rgi , gj = gj , for i = j . If we apply the involution,
then, x being skew-symmetric and ∗ being G-graded, we can write
x∗ = −x = −x1 − x2 − · · · − xs = x∗1 + x∗2 + · · · + x∗s .
Since each x∗i has the same grading as xi , it follows that x∗i = −xi for any i = 1,2, . . . , s,
proving that indeed K(R,∗) is a graded subspace. 
As a simple corollary of Proposition 1 we get
Proposition 2. Let R =⊕g∈GRg be a G-graded algebra with involution ∗ :R → R such
that H(R,∗) and K(R,∗) are graded subspaces. Let also S ⊆ SuppR be a subset of the
support of G-grading such that P = ∑s∈S Rs is a subalgebra of R. Then P is stable
under ∗, P ∗ = P , and H(P,∗),K(P,∗) are graded subspaces of P .
4. Grading on matrix algebras and involutions
In this section we restrict ourselves to the gradings on matrix algebras with involution.
Recall (see [3]) that the grading R =⊕g∈GRg on the matrix algebra R = Mn(F) is
called elementary if there exists an n-tuple (g1, . . . , gn) ∈Gn such that the matrix units Eij ,
1 i, j  n are homogeneous and Eij ∈ Rg ⇔ g = g−1i gj .
A grading is called fine if dimRg = 1 for any g ∈ SuppR. A particular case of fine
grading is so-called ε-grading where ε is nth primitive root of 1. Let G = 〈a〉n × 〈b〉n be
the direct product of two cyclic groups of order n and
Xa =

εn−1 0 . . . 0
0 εn−2 . . . 0
. . .
0 0 . . . 1
 , Yb =

0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
1 0 0 . . . 0
 .
Then
XaYbX
−1
a = εYb, Xna = Yn = E (2)b
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j
b , 1  i, j  n, are linearly independent. Clearly, the elements XiaY
j
b , i, j =
1, . . . , n, form a basis of R and all products of these basic elements are uniquely defined
by (2).
Now for any g ∈ G, g = aibj , we denote by Rg a one-dimensional subspace
Rg =
〈
XiaY
j
b
〉
. (3)
Then from (2) it follows that R =⊕g∈GRg is a G-grading on Mn(F) which is called an
ε-grading.
Theorem 1. Let R = Mn be a G-graded algebra, G a finite group. Suppose that R has a
G-graded involution, that is, (Rg)∗ = Rg for all g ∈ G. Then the support of the grading is
a subset in an Abelian subgroup in G.
Proof. According to [2], we can decompose R as the tensor product R = A ⊗ B where
A ∼= Mp, B ∼= Mq , pq = n. The grading on A is fine, with SuppA = H , where H is
a subgroup of G. The grading on B is elementary, induced by a q-tuple g1, . . . , gq of
elements of G, that is, under a choice of base, degEij = g−1i gj , for every elementary
matrix Eij . The degree of a tensor of the form X⊗Eij , there X is homogeneous of degree
h ∈ H is given by deg(X ⊗Eij ) = g−1i hgj .
So we want to prove that the subgroup of G generated by all elements of the form
g−1i hgj is commutative, where 1  i, j  q and h ∈ H . Actually, it is sufficient to prove
that the elements of the form g−1i hg1 commute, since they generate the same subgroup.
Indeed, we can always write
g−1i hgj =
(
g−1i hg1
)(
g−1j eg1
)−1
, where e is the identity element of G.
We choose a basis {Xh} in each Ah, h ∈ H . By [2], we then have XhXk = α(h, k)Xhk
where α is a 2-cocycle on H with values in the multiplicative group F ∗ of the base field F .
Now we can compute(
(Xh ⊗Ei1)(Xk ⊗E1j )
)∗ = (α(h, k)Xhk ⊗Eij )∗, (4)
which is a non-zero element of degree g−1i hkgj = (g−1i hg1)(g−11 kgj ). Therefore the fol-
lowing element, which is equal to (4), is also non-zero:
(Xk ⊗E1j )∗(Xh ⊗Ei1)∗, (5)
but its degree is now (g−11 kgj )(g
−1
i hg1). So we must conclude that(
g−1i hg1
)(
g−11 kgj
)= (g−11 kgj )(g−1i hg1),
which implies (
g−1k−1g1
)(
g−1hg1
)= (g−1hg1)(g−1k−1g1).j i i j
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elements of the form g−1i hg1, hence by all elements of the form g
−1
i hgj , is Abelian. 
In what follows we will determine all gradings of Mn, which possess a graded involu-
tion.
We start by recalling some facts from [3].
Let R = Mn(F) be the full matrix algebra over F graded by an Abelian group G. Recall
that as a G-graded algebra R is isomorphic to the tensor product
R0 ⊗R1 ⊗ · · · ⊗Rk,
where R0 = Mn0(F ) has an elementary G-grading, SuppR0 = S is a finite subset of G,
Ri = Mni (F ) has the εi grading, εi being a primitive ni th root of 1, SuppRi = Hi 
Zni × Zni , i = 1, . . . , k. Also H = H1 · · ·Hk  H1 × · · · ×Hk and S ∩H = {e} in G. The
following statement is a straightforward consequence of the description of G-gradings on
matrix algebras and Proposition 2.
Proposition 3. Let Mn(F) = R =⊕g∈GRg be a G-graded full matrix algebra equipped
with an involution ∗ :R → R such that H(R,∗) and K(R,∗) are graded subspaces.
Then R as a G-graded algebra is isomorphic to the tensor product of G-graded matrix
algebras R0 ⊗ R1 ⊗ · · · ⊗ Rk where R0 = Mn0(F ) has an elementary G-grading and
R1 = Mn1(F ), . . . ,Rk = Mnk (F ) have fine ε1, . . . , εk-gradings, respectively. Moreover,
all R0, . . . ,Rk are ∗-stable and H(Ri,∗), K(Ri,∗), i = 0, . . . , k, are graded subspaces.
5. Involutions on matrix algebras and bilinear forms
We will use the duality between the involutions on the matrix algebra Mn(F) and the
bilinear forms on the vector space V = Fn. We identify R = Mn(F) with End V . If ϕ :V ⊗
V → F is a non-degenerate bilinear form then the relation
ϕ(Xa,b)= ϕ(a,X∗b), X ∈ EndV, a, b ∈ V,
defines an antiautomorphism ∗ : EndV → EndV . If we fix a basis B in V then, in the
matrix form, ∗ can be written as
X∗ = (Φ−1) tXΦ, (6)
where Φ is the matrix of ϕ with respect to B and t stands for the transpose involution on
Mn(F). This antiautomorphism is of order two if and only if tΦ = ±Φ , i.e., ϕ is symmetric
or skew-symmetric. Conversely, since by Noether–Skolem Theorem [5] all automorphisms
of R = Mn(F) are inner and Aut R is a normal subgroup of index 2 in the group of all
automorphisms and antiautomorphisms of R, any involution ∗ of R is of the form (6) with
tΦ = ±Φ and Φ is uniquely defined by ∗ up to a scalar factor.
Now let R = Mn(F) be a matrix algebra with involution ∗ :R → R written as a ten-
sor product R = R1 ⊗ R2, R1 = Mk(F),R2 = Ml(F ) and R∗ = R1, R∗ = R2. Then1 2
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Mk(F),B ∈ Ml(F ), R1 can be identified with the subalgebra of all elements of the type
A ⊗ Il , A ∈ Mk(F), Il is the identity matrix in Ml(F ) and R2 can be identified with
{Ik ⊗ B | B ∈ Ml(F )}. As it was mentioned above there exist non-degenerate matrices
Φ ∈ Mk(F), Ψ ∈Ml(F ), symmetric or skew-symmetric, such that
X∗ = Φ−1 tXΦ, Y ∗ = Ψ−1 tYΨ
for all X ∈Mk(F),Y ∈Ml(F ). Hence
(A⊗B)∗ = ((A⊗ Il)(Ik ⊗B))∗ = A∗ ⊗B∗ = (Φ−1 tAΦ)⊗ (Ψ−1 tBΨ )
= (Φ ⊗Ψ )−1(tA⊗ tB)(Φ ⊗Ψ )= (Φ ⊗Ψ )−1 t(A⊗B)(Φ ⊗Ψ )
for all A ∈ Mk(F), B ∈ Ml(F ). It follows that the involution ∗ :R → R corresponds to the
bilinear form ϕ¯ on Fn with the matrix Φ ⊗Ψ and ϕ¯ is the tensor product of bilinear forms
ϕ and ψ , ϕ¯ = ϕ ⊗ψ . Combining these remarks we obtain
Lemma 1. Let R = Mn(F) be a matrix algebra with an involution ∗ :R → R. Let R =
R0 ⊗ R1 ⊗ · · · ⊗ Rk where Ri = Mni (F ) and R∗i = Ri , i = 0, . . . , k. Then there exist
non-degenerate symmetric or skew-symmetric bilinear forms ϕ0, . . . , ϕk on Fn0 , . . . ,F nk ,
respectively, such that, for each i = 0,1, . . . , k, the restriction of ∗ to Ri corresponds to
ϕi , i = 0, . . . , k, and the involution ∗ on R corresponds to the form ϕ = ϕ0 ⊗ · · · ⊗ ϕk .
6. Fine gradings on matrix algebras and involutions
Let R = Mn(F), n  2, be a matrix algebra with an involution ∗ :R → R. Let also
G = 〈a〉n ×〈b〉n be the direct product of two cyclic groups of order n and ε ∈ F a primitive
nth root of 1.
Lemma 2. Let R = ⊕g∈GRg be an ε-grading on Mn(F) such that H(R,∗) and/or
K(R,∗) are graded subspaces. Then n= 2.
Proof. Assume, by contradiction, that n 3. Let the involution ∗ correspond to the bilin-
ear form ϕ with the matrix Φ . Then X∗ = (Φ−1) tXΦ by (6) and
K(R,∗) = {X ∈Mn(F) | (Φ−1) tXΦ = −X}. (7)
Set
Ta =

εn−1 0 . . . 0
0 εn−2 . . . 0
. . .
0 0 . . . 1
 , Tb =

0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
1 0 0 . . . 0
 .
856 Y.A. Bahturin et al. / Journal of Algebra 283 (2005) 849–868Let χ1, χ2 be two irreducible G-characters defined by the equalities
χ1(a)= 1, χ1(b)= ε, χ2(a)= ε−1, χ2(b)= 1.
Then Ĝ is generated by χ1, χ2 and hence Ĝ ∗W = W for a subspace W ⊆ R if and only if
χ1 ∗W = χ2 ∗W = W . On the other hand
χ1 ∗
(
T iaT
j
b
)= εjT ia T jb = Ta(T iaT jb )T −1a ,
χ2 ∗
(
T iaT
j
b
)= ε−iT ia T jb = Tb(T iaT jb )T −1b
that is χ1, χ2-actions on all homogeneous subspaces of R coincide with the conjugations
by Ta , Tb , respectively. Hence a subspace W ⊆ R is graded in the G-grading if and only if
TWT −1 = W for T = Ta and T = Tb .
Now let X ∈ K(R,∗). Then X = −(Φ−1) tXΦ by (7) and TXT −1 ∈ K(R,∗) by the
hypothesis of the lemma. Therefore
TXT −1 = −(Φ−1) t(TXT −1)Φ = −(Φ−1) tT −1 tX tT Φ
and
X = −T −1(Φ−1) tT −1 tX tT ΦT = T −1(Φ−1) tT −1 tΦX(tΦ−1) tT ΦT
= ((tΦ−1) tT ΦT )−1X((tΦ−1) tT ΦT )
since tX = − tΦX(tΦ−1). It follows that (tΦ−1) tT ΦT commutes with any X ∈ K(R,∗)
where T = Ta or Tb . Since K(R,∗) generates R = Mn(F) for any n  3 we have that
(tΦ−1) tT ΦT is a scalar matrix.
The same argument works if H(R,∗) is a graded subspace.
Recall that tΦ = ±Φ . Hence
t T ΦT = λ(T )Φ, (8)
where λ= λ(T ) is a scalar depending on T and T = Ta or Tb . Denote by Eij , 1 i , j  n,
the matrix units of R and write Φ =∑i,j ΦijEij . First let T = Ta . Then tT = T and
TΦT =
∑
ε−(i+j)ΦijEij .
Hence (8) implies that Φ is a linear combination of Eij ’s with the fixed sum i+j modulo n,
say i + j ≡ k (modn). Now let T = Tb. Then tT = T −1, the left multiplication by T −1
rotates the rows of Φ and the right multiplication by T rotates the columns of Φ increasing
by 1 (modn) all numbers of rows and columns. Hence T −1ΦT is a linear combination of
Eij with i + j ≡ k + 2 (modn) and by (8) we have k + 2 ≡ k (modn). Therefore n = 2
and thus the proof is complete. 
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product of two cyclic groups of order two and R = M2(F ) has the grading
Re = Span
〈(
1 0
0 1
)〉
, Ra = Span
〈(
1 0
0 −1
)〉
, (9)
Rb = Span
〈(
0 1
1 0
)〉
, Rab = Span
〈(
0 1
−1 0
)〉
. (10)
Lemma 3. Let R = M2(F ) be 2 × 2 matrix algebra with the fine (−1)-grading and the
involution ∗ :R → R corresponding to a symmetric or skew-symmetric non-degenerate
bilinear form with the matrix Φ . Then K(R,∗) and H(R,∗) are graded subspaces if and
only if one of the following conditions hold
(1) Φ is skew-symmetric,
Φ =
(
0 1
−1 0
)
, K(R,∗) =
{(
a b
c −a
)}
, H(R,∗)=
{(
a 0
0 a
)}
;
and (
x y
z t
)∗
=
(
t −y
−z x
)
;
(2) Φ is symmetric,
Φ =
(
0 1
1 0
)
, K(R,∗) =
{(
a 0
0 −a
)}
, H(R,∗) =
{(
a b
c a
)}
;
and (
x y
z t
)∗
=
(
t y
z x
)
;
(3) Φ is symmetric,
Φ =
(
1 0
0 1
)
, K(R,∗) =
{(
0 b
−b 0
)}
, H(R,∗) =
{(
a b
b c
)}
;
and (
x y
z t
)∗
=
(
x z
y t
)
;
(4) Φ is symmetric,
Φ =
(
1 0
0 −1
)
, K(R,∗) =
{(
0 b
b 0
)}
, H(R,∗)=
{(
a b
−b c
)}
;
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x y
z t
)∗
=
(
x −z
−y t
)
.
Proof. We will use the notation of (9) and (10). Since H(R,∗), respectively, K(R,∗)
are defined by the relations X = (Φ−1) tXΦ , respectively, X = −(Φ−1) tXΦ , it is easy to
check that they have the form as required in all cases (1), (2), (3) and (4). Obviously, in all
cases (1), (2), (3), (4) both K(R,∗) and H(R,∗) are graded subspaces of R.
Conversely, if Φ is skew-symmetric non-degenerate bilinear form on F 2 then its ma-
trix Φ is equal to
( 0 1−1 0 ) up to a scalar factor. Hence, for a skew-symmetric bilinear form
the proof is complete. Let now Φ be a symmetric matrix,
Φ =
(
a b
b c
)
.
As in Lemma 2, Φ should satisfy (8) for T = ( 1 00 −1 ) and T = ( 0 11 0 ). So we have two
equalities
(
1 0
0 −1
)(
a b
b c
)(
1 0
0 −1
)
=
(
a −b
−b c
)
= λ1
(
a b
b c
)
,(
0 1
1 0
)(
a b
b c
)(
0 1
1 0
)
=
(
c b
b a
)
= λ2
(
a b
b c
)
.
If b = 0 then a = c = 0 and Φ = ( 0 11 0 ) up to a scalar factor and we have case (2). If b = 0
then a = ±c and we have case (3) or case (4). 
7. Elementary gradings and involutions on matrix algebras
In this section we investigate the case where R = Mn(F) is a matrix algebra with an ele-
mentary G-grading and involution ∗ such that H(R,∗) and K(R,∗) are graded subspaces.
Let (g1, . . . , gn) ∈ Gn be an n-tuple defining the grading on R, i.e., Eij ∈ Rg−1i gj for all
matrix units Eij ∈ R, 1 i, j  n. Given an irreducible G-character χ ∈ Ĝ, we denote by
T (χ) the diagonal matrix
T (χ)=

χ(g1) 0 . . . 0
0 χ(g2) . . . 0
. . .
0 0 . . . χ(gn)
 .
Then the subspace W ⊆ Mn(F) is homogeneous in G-grading if and only if T (χ)×
WT (χ)−1 ⊆ W for all χ ∈ Ĝ. Let ϕ be a non-degenerate bilinear form corresponding
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in Lemma 2, both H(R,∗) and K(R,∗) are graded subspaces if and only if
T (χ)ΦT (χ)= λ(χ)Φ, λ(χ) ∈ F ∗, (11)
since tT (χ)= T (χ) (see (8)). For the matrix elements Φij of Φ this implies
λ(χ)Φij = χ(gi)χ(gj )Φij = χ(gigj )Φij . (12)
In particular, for any two pairs (i, j), (i ′, j ′) such that Φij = 0, Φi′j ′ = 0 we have
χ(gigj ) = χ(gi′gj ′) for any irreducible G-character χ . Hence there exists an element
g0 ∈ G such that gigj = g0 as soon as Φij = 0.
Recall that the elementary G-grading defined by the n-tuple (g1, . . . , gn) can be viewed
as an induced grading on the algebra of all linear transformations of a G-graded vector
space. Namely, let V =⊕g∈GVg be a G-graded vector space with degVg = g. Then the
linear transformation f :V → V is called homogeneous of degree h if f (Vg) ⊆ Vhg for
all g ∈ G. If dimV = n < ∞ and πg is a canonical projection V → Vg then πgf πh is a
homogeneous transformation of degree gh−1 for any f ∈ EndV and f =∑g,h∈G πgf πh
is the decomposition into homogeneous components. Fixing any homogeneous basis of V
we get an isomorphism EndV → Mn(F) of graded algebras. Choosing distinct homoge-
neous bases in V we get graded automorphisms Mn(F) → Mn(F). In order to construct
an elementary G-grading on Mn(F) defined by an n-tuple (g1, . . . , gn) it is enough to take
V = V1 ⊕ · · · ⊕ Vn with degVi = g−1i , i = 1, . . . , n.
Using this duality we will choose now the most convenient isomorphic copy of Mn(F)
with the given (g1, . . . , gn)-grading. Let h1, . . . , hk be all distinct elements of the group G
among g1, . . . , gn. Permuting g1, . . . , gn (i.e., changing a basis of V ) we can assume that
(g1, . . . , gn)= (h1, . . . , h1︸ ︷︷ ︸
m1
, . . . , hk, . . . , hk︸ ︷︷ ︸
mk
)
and
V = V
h−11
⊕ · · · ⊕ V
h−1k
with degV
h−1i
= h−1i , dimVh−1i = mi , i = 1, . . . , k. Fixing any bases in Vh−11 , . . . , Vh−1k we
obtain an elementary grading on Mn(F) isomorphic to the initial one such that any matrix
M is decomposed into k2 blocks
M =
M11 . . . M1k. . .
Mk1 . . . Mkk
 ,
where Mij is of order mi × mj and all matrix units of this block are of degree h−1i hj in
G-grading.
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Mn(F) in the same form
Φ =
Φ11 . . . Φ1k. . .
Φk1 . . . Φkk
 .
As it was mentioned above, it follows from (12) that there exists g0 ∈ G such that hihj =
g0 as soon as at least one of coefficients of Φij is non-zero. If Φij = 0, Φil = 0 for j = l
then hihj = hihl and hj = hl , a contradiction. Hence in any column and in any row of Φ
there exists exactly one non-zero block. If Φii = 0 then changing the basis of Vh−1i we can
assume that Φii = I , the identity matrix of the size mi ×mi or
Φii =
(
0 I
−I 0
)
since ϕ is non-degenerate. If Φii = 0 then permuting h1, . . . , hk we can assume that
mi = mi+1 and also Φi,i+1 = I , the matrix identity of order mi × mi since ϕ is non-
degenerate. Moreover, Φi+1,i = I if ϕ is symmetric and Φi+1,i = −I if ϕ is skew-
symmetric. Choosing an appropriate homogeneous basis of Fn we obtain the following
result
Lemma 4. Let R = Mn(F) be a matrix algebra with an elementary G-grading and an
involution ∗ :R → R defined by a non-degenerate bilinear form ϕ such that K(R,∗) and
H(R,∗) are graded subspaces. Then R, as a graded algebra with involution, is isomorphic
to Mn(F) with an elementary G-grading defined by an n-tuple (g1, . . . , gn) and with the
involution X →X∗ = (Φ−1) tXΦ where
Φ =
(
0 Il
−Il 0
)
, 2l = n (13)
and g1gl+1 = · · · = glg2l if ϕ is skew-symmetric and
Φ =
 Im 0 00 0 Il
0 Il 0
 , 0 l  n
2
, m+ 2l = n, (14)
and g21 = · · · = g2m = gm+1gm+l+1 = · · · = gm+lgm+2l if ϕ is symmetric.
A combination of the results of this section gives the main result on the structure of
graded matrix algebras with involution. Since its statement needs some more notations, we
postpone its derivation until the end of the next section (Theorem 2).
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We start with an explicit description of elementary gradings on matrix algebras with
involutions induced first by a symmetric bilinear form (Lemma 5) below and then by a
symplectic involution (Lemma 6).
Lemma 5. Let R = Mn(F), n a natural number, be a matrix algebra with involution ∗
defined by a symmetric non-degenerate bilinear form. Let G be an Abelian group and
let R be equipped with an elementary G-grading defined by an n-tuple (g1, . . . , gn). If
K(R,∗) is a graded subspace of R then g21 = · · · = g2m = gm+1gm+l+1 = · · · = gm+lgm+2l
for some 0 l  n2 and m+ 2l = n. The involution ∗ acts as X∗ = (Φ−1) tXΦ where
Φ =
(
Im 0 0
0 0 Il
0 Il 0
)
,
where Is is the s × s identity matrix. Moreover, K(R,∗) consists of all matrices of the type(
P S T
− tT A B
− tS C − tA
)
, (15)
where tP = −P , tB = −B , tC = −C and
P ∈ Mm(F), A,B,C,D ∈ Ml(F ), S,T ∈ Mm×l (F )
and H(R,∗) consists of all matrices of the type(
P S T
tT A B
tS C tA
)
, (16)
where tP = P , tB = B , tC = C and
P ∈Mm(F), A,B,C,D ∈ Ml(F ), S,T ∈Mm×l (F ).
Proof. The result immediately follows from Lemma 4 since the skew-symmetric and
symmetric matrices with respect to the bilinear form with matrix (14) are exactly of the
form (15) and (16), respectively. 
Lemma 6. Let R = Mn(F), n = 2k, be the matrix algebra with involution ∗ defined by a
skew-symmetric non-degenerate bilinear form. Let G be an Abelian group and R equipped
with an elementary G-grading defined by an n-tuple (g1, . . . , gn). If K(R,∗) is a graded
subspace of R then g1gk+1 = · · · = gkg2k , the involution ∗ acts as X∗ = (Φ−1) tXΦ where
Φ =
(
0 I
−I 0
)
,
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A B
C − tA
)
, A,B,C,∈Mk(F), tB = B, tC = C (17)
and H(R,∗) consists of all matrices of the type(
A B
C tA
)
, A,B,C,∈Mk(F), tB = −B, tC = −C. (18)
Proof. The result immediately follows from Lemma 4 since the skew-symmetric and
symmetric matrices with respect to the bilinear form with matrix (13) are exactly of the
form (17) and (18), respectively. 
We can now explicitly describe gradings on matrix algebra with involution. Recall that
in the case of an algebraically closed field any involution ∗ on a matrix algebra is, up to
isomorphism, either the transpose or the symplectic involution. We say for shortness that ∗
is symmetric in the first case and skew-symmetric in the second case.
Theorem 2. Let R = Mn(F) =⊕g∈G be a matrix algebra over an algebraically closed
field of characteristic zero graded by the group G and SuppR generates G. Suppose that
∗ :R → R is a graded involution. Then G is Abelian, n = 2km and R as a G-graded
algebra with involution is isomorphic to the tensor product R0 ⊗R1 ⊗ · · · ⊗Rk where
(1) R0, . . . ,Rk are graded subalgebras stable under the involution ∗;
(2) R0 = Mm(F) is as in Lemma 6 if ∗ is skew-symmetric on R0 or as in Lemma 5 if ∗ is
symmetric on R0;
(3) R1 ⊗ · · · ⊗ Rk is an H1 × · · · × Hk-graded algebra and any Ri , 1  i  k, is Hi 
Z2 × Z2-graded algebra as in Lemma 3.
9. Gradings on simple Lie algebras
Now we are ready to describe all Abelian gradings on classical simple finite-
dimensional Lie algebras of the types Bk , k  2, Ck , k  3 and Dk , k > 4 (see [6]).
We view Bk and Dk as the sets of all skew-symmetric matrices of order 2k + 1 and 2k,
respectively, Ck as the set of all (2k × 2k)-matrices, which are skew-symmetric under
the symplectic involution. In particular, any algebra Bk , Ck , Dk is isomorphic to K(R,∗)
where R = Mn(F) equipped with some involution.
Theorem 3. Let L be a simple Lie algebra of type Bk , k  2, over an algebraically
closed field F of characteristic zero graded by Abelian group G. Then L as a graded
algebra is isomorphic to K(R,∗) where R = Mn(F) with the elementary G-grading de-
fined by n-tuple (g1, . . . , gn), n = 2k + 1, such that g2 = · · · = g2m = gm+1gm+l+1 = · · · =1
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of the type (
P S T
− tT A B
− tS C − tA
)
, (19)
where tP = −P , tB = −B , tC = −C and
P ∈Mm(F), A,B,C,D ∈ Ml(F ), S,T ∈Mm×l (F ).
Proof. First we note that the set of matrices (19) is the set of all matrices which are skew-
symmetric under a non-degenerate bilinear form defined by the matrix (14). So (19) is a re-
alization of Bk . Further, all matrices (19) are compatible with the elementary (g1, . . . , gn)-
grading since g21 = · · · = g2m = gm+1gm+l+1 = · · · = gm+lgm+2l . For example, g21 =
gm+1gm+l+1 and therefore g−11 gm+1 = g−1m+l+1g1 = degE1,m+1 = degEm+l+1,1. Hence,
E1,m+1 −Em+l+1,1 is a homogeneous element. It follows that K(R,∗) defined in (19) is a
graded Lie algebra isomorphic to Bk .
Now let L =⊕g∈GLg be a G-grading on L ∼= Bk . As it was mentioned in Section 2
there is a duality between the G-gradings and Ĝ-actions on L by automorphisms. It is
known that any automorphism of Bk is inner [8], i.e., induced by an automorphism of the
matrix algebra Mn(F) where n = 2k + 1 and L = Bk is a Lie subalgebra of all matrices X
such that
ϕ(Xu,v) = −ϕ(u,Xv)
for all u,v ∈ Fn and ϕ is a symmetric non-degenerate bilinear form on Fn. It is also
easy to observe that any Abelian group of automorphisms is induced by an Abelian group
of automorphisms of Mn(F), because this latter algebra for n  3 is generated by its
skew-symmetric elements. Also, if Ĝ leaves invariant the set K(R,∗) of skew-symmetric
elements of R = Mn(F) it also leaves invariant the set of symmetric elements since, for
the same values of n we have H(R,∗) = K(R,∗) ◦ K(R,∗). It follows then by Proposi-
tion 1 that there exists a G-grading on R = Mn(F) =⊕g∈GRg such that L = K(R,∗)
and Lg = L ∩ Rg for all g ∈ G. Since n = 2k + 1, by Theorem 2, any G-grading on R
is elementary. Now we apply Lemma 4 and note that the skew-symmetric for the bilinear
form with the matrix Φ of type (14), as in Lemma 4 are exactly of the type (19). 
Now let L be a Lie algebra of the type Ck or Dk , with k as above. Since in this case all
automorphisms of Ck , Dk are also induced by the inner automorphisms of the respective
Mn, as in Theorem 3, we can assume that all gradings on Ck , Dk are induced from the
gradings on associative matrix algebras under certain embeddings Ck ⊂ Mn(F), Dk ⊂
Mn(F), n= 2k.
Note that (17) is the canonical form of the symplectic Lie algebra Ck = sp(k) and so
Lemma 6 describes all elementary gradings on Ck . Similarly, Lemma 5 arguments give us
the description of all elementary gradings on Dk .
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ings by a finite Abelian group on simple Lie algebras of the types Cl and Dl .
Theorem 4. Let L be a simple Lie algebra of type Cl , l  3, over an algebraically closed
field F of characteristic zero graded by Abelian group G. Then there exists a decompo-
sition n = 2l = 2kq such that L as a G-graded algebra is isomorphic to the subalgebra
K(R,∗)⊗H(T ,∗)+H(R,∗)⊗K(T ,∗) of R⊗T where R = M2k (F ) is a matrix algebra
graded by a subgroup G1 × · · ·×Gk , Gi  Z2 ×Z2, i = 1, . . . , k, T = Mq(F) is a matrix
algebra with an elementary G-grading with SuppT = S, S ∩ G1 × · · · × Gk = {e}, and
one of the following conditions holds
(1) K(T ,∗) and H(T ,∗) are as in Lemma 5, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗ Φk is a skew-symmetric form, i.e., the total number of skew-
symmetric factors among Φ1, . . . ,Φk is odd;
(2) K(T ,∗) and H(T ,∗) are as in Lemma 6, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗Φk is a symmetric form, i.e., the total number of skew-symmetric
factors among Φ1, . . . ,Φk is even.
Proof. A Lie algebra L = Cl is isomorphic to K(A,∗) where A = Mn(F),n = 2l, is the
matrix algebra with symplectic involution, i.e., L consists of all X ∈ Mn(F) such that
ψ(Xu,v) = −ψ(u,Xv) where ψ :Fn ⊗ Fn → F is a non-degenerate skew-symmetric
bilinear form. Since all automorphisms of Cl are inner, any grading on L is induced
from A, i.e., there exists a grading A = ⊕g∈GAg such that K(A,∗) is a graded sub-
space. Hence, the necessity of conditions (1) or (2) follows from Proposition 3, Lem-
mas 1, 2, 3, 4, 5, and 6. On the other hand, for any non-degenerate skew-symmetric
bilinear form ψ on Fn, the Lie subalgebra K(A,∗) of A = Mn(F), n = 2l, is iso-
morphic to Cl . Now direct computations show that in both cases (1) and (2) the sub-
space K(A,∗) = K(R,∗) ⊗ H(T ,∗) + H(R,∗) ⊗ K(T ,∗) is a graded Lie subalgebra
of A = R ⊗ T where R = M2k (F ), T = Mq(F),2kq = n. 
Using the same arguments we obtain the description of all gradings on Dn.
Theorem 5. Let L be a simple Lie algebra of type Dl , l > 4, over an algebraically closed
field F of characteristic zero graded by Abelian group G. Then there exists a decomposition
n = 2l = 2kq and L as a graded algebra is isomorphic to the subalgebra K(R,∗) ⊗
H(T ,∗)+H(R,∗)⊗K(T ,∗) of R⊗T where R = M2k (F ) is a matrix algebra graded by
a subgroup G1 × · · · × Gk , Gi  Z2 × Z2, i = 1, . . . , k, T = Mq(F) is a matrix algebra
with an elementary G-grading with SuppT = S, S ∩G1 × · · · ×Gk = {e}, and one of the
following conditions holds
(1) K(T ,∗) and H(T ,∗) are as in Lemma 5, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
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factors among Φ1, . . . ,Φk is even;
(2) K(T ,∗) and H(T ,∗) are as in Lemma 6, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗ Φk is a skew-symmetric form, i.e., the total number of skew-
symmetric factors among Φ1, . . . ,Φk is odd.
10. Gradings on simple Jordan algebras
In this section we formulate the results we have obtained in the language of Jordan alge-
bras. But first we recall that any special simple Jordan algebra is either the Jordan algebra of
a non-degenerate symmetric bilinear form or is a Jordan algebra H(Dn) of symmetric ele-
ments in the matrix algebra Dn, n > 2, over one of the composition algebras D = F,R,Q,
under an appropriate involution. The canonical realizations of H(Fn) is the set of symmet-
ric elements H(R,∗) of R = Mn under the transpose involution and the circle operation
a ◦ b = 12 (ab + ba). Now H(Rn) is canonically realized as the whole of Mn, under the
circle operation. Finally, H(Qn) is isomorphic the set of symmetric elements H(R,∗) of
R = M2n under the symplectic involution and the circle operation. Our first remark is that
for the simple algebras of the types H(Fn) and H(Qn), n > 2, their universal enveloping
algebras [7] are nothing but the matrix algebras Mn with the canonical embedding as the
set of symmetric matrices and M2n with the canonical embedding as symplectic matrices.
Again, as in the Lie case, every automorphism of a Jordan algebra J as above, extends to
an automorphism of the matrix algebra. Since J generates this matrix algebra as an asso-
ciative algebra, the Abelian group of automorphisms of J extends to an Abelian group of
automorphisms of the matrix algebra. Since all we proved so far was equally true for the
symmetric and skew-symmetric elements, we simply have to rephrase our Theorems 4, 5,
in the language of Jordan algebras.
The following are the analogues of Theorem 4 or Lemma 5.
Theorem 6. Let J be a simple Jordan algebra of type H(Ql) over an algebraically closed
field F of characteristic zero graded by Abelian group G. Then there exists a decomposition
n = 2kq such that J as a G-graded algebra is isomorphic to the subalgebra K(R,∗) ⊗
K(T ,∗)+H(R,∗)⊗H(T ,∗) of R⊗ T where R = M2k (F )is a matrix algebra graded by
a subgroup G1 × · · · × Gk , Gi  Z2 × Z2, i = 1, . . . , k, T = Mq(F) is a matrix algebra
with an elementary G-grading with SuppT = S, S ∩G1 × · · · ×Gk = {e}, and one of the
following conditions holds
(1) K(T ,∗) and H(T ,∗) are as in Lemma 6, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗Φk is a symmetric form, i.e., the total number of skew-symmetric
factors among Φ1, . . . ,Φk is odd;
(2) K(T ,∗) and H(T ,∗) are as in Lemma 5, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
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symmetric factors among Φ1, . . . ,Φk is even.
Theorem 7. Let J be a simple Jordan algebra of type H(Fn) over an algebraically
closed field F of characteristic zero graded by Abelian group G. Then there exists a
decomposition n = 2kq and J as a graded algebra is isomorphic to the subalgebra
K(R,∗) ⊗ K(T ,∗) + H(R,∗) ⊗ H(T ,∗) of R ⊗ T where R = M2k (F ) is a matrix al-
gebra graded by a subgroup G1 × · · · ×Gk , Gi  Z2 × Z2, i = 1, . . . , k, T = Mq(F) is a
matrix algebra with an elementary G-grading with SuppT = S, S∩(G1 ×· · ·×Gk)= {e},
and one of the following conditions holds
(1) K(T ,∗) and H(T ,∗) are as in Lemma 5, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗Φk is a symmetric form, i.e., the total number of skew-symmetric
factors among Φ1, . . . ,Φk is even;
(2) K(T ,∗) and H(T ,∗) are as in Lemma 6, R = R1 ⊗· · ·⊗Rk , all R1, . . . ,Rk are 2 × 2
matrix algebras with bilinear forms Φ1, . . . ,Φk , respectively, described in Lemma 3
and Φ = Φ1 ⊗ · · · ⊗ Φk is a skew-symmetric form, i.e., the total number of skew-
symmetric factors among Φ1, . . . ,Φk is odd.
11. Torsion free gradings on simple Lie and Jordan algebras
We say that a classical simple Lie algebra of rank l is canonically embedded in a matrix
algebra R if
• R = Ml+1, L is the set sl(n+ 1) of all matrices of trace zero in R, in the case of Al ;
• R = M2l+1, L is the set K(R,∗) of skew-symmetric elements in R, with respect to a
symmetric involution given by X∗ = (Φ−1) tXΦ where Φ is as in (14), in the case of
Bl ;
• R = M2l , L is the set sp(2l)= K(R,∗) of skew-symmetric elements in R with respect
to the symplectic involution, given by X∗ = (Φ−1) tXΦ where Φ is as in (13), in the
case of Cl ;
• R = M2l , L is the set K(R,∗) of skew-symmetric elements in R, with respect to a
symmetric involution given by X∗ = (Φ−1) tXΦ where Φ is as in (14), in the case
of Dl .
Lemma 7. Let a classical simple Lie algebra L over an algebraically closed field F of
characteristic zero be graded by a finite Abelian group G without elements of order 2 or 3
and such that |G| is square free. Then this grading is induced from an elementary grading
of the matrix algebra R where L is embedded in a canonical way.
Proof. This is true since in all cases, except Al and D4, our grading is induced from the
respective matrix algebra. Since the order |G| is square free no fine gradings on R are
allowed. So everything works fine in these cases. Now let L = Al . It is known that inner
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inner automorphisms of index at most 2. Since |Ĝ| = |G| is odd, all automorphisms χ ∈ Ĝ
are inner and our grading on Al is induced from R.
Since we have no elements of order 2 in G, our grading is induced from R. Again, since
|G| is square-free, the grading must be elementary. Similarly, in the case of D4 where any
finite subgroup, for instance Ĝ, of AutD4 has a subgroup of index dividing 6 (= |S3|)
consisting of inner automorphisms. Thanks to our hypothesis, then Ĝ consists of inner
automorphisms and the same argument as just above for other types applies. 
Similar definitions and results take place also in the case of special simple Jordan alge-
bras H(Fn), H(Rn), and H(Qn), for the composition algebras F , R, Q.
We say that a special simple Jordan algebra J of rank n is canonically embedded in a
matrix algebra R if
• R = Mn, J is the set of all matrices in R, in the case of H(Rn);
• R = Mn, J is the set H(R,∗) of all symmetric elements in S, with respect to a sym-
metric involution given by X∗ = (Φ−1) tXΦ , where Φ is as in (14), in the case of
H(Fn);
• R = M2n, J is the set H(S,∗) of symmetric elements in R with respect to the sym-
plectic involution, given by X∗ = (Φ−1) tXΦ , where Φ is as in (13), in the case of
H(Qn).
Lemma 8. Let a special simple Jordan algebra J over an algebraically closed field F of
characteristic zero be graded by a finite Abelian group G without elements of order 2 and
such that |G| is square free. Then this grading is induced from an elementary grading of
the matrix algebra R where J is embedded in a canonical way.
These lemmas allow us to describe gradings by Abelian torsion-free groups.
Theorem 8. Let a classical simple Lie or Jordan algebra be graded by a torsion-free
Abelian group G. Then this grading is induced from an elementary grading of a matrix
algebra R where our Lie or Jordan algebra is embedded canonically, as above.
Proof. Let S ⊂ G be the support of the grading. We choose a finitely generated sub-
group H containing S. Inside H we choose a subgroup K of finite index so that the
following conditions are satisfied
• G = H/K has no elements of order 2,3 and |G| is square-free;
• Denote by s¯ the coset of K in H containing s ∈ S. Then for any s, t, u, v ∈ S any of
conditions s¯ = e¯, s¯ = t¯ , s¯−1 t¯ = u¯−1v¯ in G if and only if the respective condition s = e,
s = t , or s−1t = u−1v holds in G.
Let us view L as a G-graded algebra by setting Lg¯ =∑h¯=g¯ Lh. Using Lemma 7, we
derive that this latter grading is induced from an elementary grading of R = Mn(F) by G.
In this case there is a non-singular matrix T and a set of elements s¯1 = e¯, s¯2, . . . , s¯n in G
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have
Lg¯ = Span
〈
T Eij T
−1 | g¯ = s¯−1i s¯j
〉
.
It should be noted that it follows by our definition of the G-grading that we can take all
elements s1 = e, s2, . . . , sn from S because for any j = 1,2, . . . , n, the component Ls¯j
contains E1j . By our hypotheses, we can now recover the G-grading of L in the form:
Lg = Span
〈
T Eij T
−1 | g = s−1i sj
〉
.
Thus our grading is indeed elementary, as stated. 
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