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Abstract: A generic out-of-sample error estimate is proposed for robust
M -estimators regularized with a convex penalty in high-dimensional linear
regression where (X,y) is observed and p, n are of the same order. If ψ is
the derivative of the robust data-fitting loss ρ, the estimate depends on the
observed data only through the quantities ψ̂ = ψ(y−Xβ̂), X⊤ψ̂ and the
derivatives (∂/∂y)ψ̂ and (∂/∂y)Xβ̂ for fixed X.
The out-of-sample error estimate enjoys a relative error of order n−1/2 in
a linear model with Gaussian covariates and independent noise, either non-
asymptotically when p/n ≤ γ or asymptotically in the high-dimensional
asymptotic regime p/n→ γ′ ∈ (0,∞). General differentiable loss functions
ρ are allowed provided that ψ = ρ′ is 1-Lipschitz. The validity of the out-
of-sample error estimate holds either under a strong convexity assumption,
or for the ℓ1-penalized Huber M-estimator if the number of corrupted
observations and sparsity of the true β are bounded from above by s∗n
for some small enough constant s∗ ∈ (0, 1) independent of n, p.
For the square loss and in the absence of corruption in the response, the
results additionally yield n−1/2-consistent estimates of the noise variance
and of the generalization error. This generalizes, to arbitrary convex
penalty, estimates that were previously known for the Lasso.
1. Introduction
Consider a linear model
y =Xβ + ε (1.1)
whereX ∈ Rn×p has iid N(0,Σ) rows and ε ∈ Rn is a noise vector independent
of X. The entries of ε may be heavy-tailed, for instance with infinite second
moment, or follow Huber’s gross-errors contamination model with ǫi iid with
cumulative distribution function (cdf) F (u) = (1 − q)P(N(0, σ2) ≤ u) + qG(u)
where q ∈ [0, 1] is the proportion of corrupted entries and G is an arbitrary cdf
chosen by an adversary. Since the seminal work of Huber in [H+64], a popular
means to handle heavily-tailedness or corruption of certain entries of ε is based
on robust loss functions ρ : R → [0,+∞) to construct M -estimators β̂ by
minimization of optimization problems of the form
β̂ ∈ argmin
b∈Rp
1
n
n∑
i=1
ρ(yi − x⊤i b) (1.2)
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where (xi)i=1,...,n are the rows ofX. Robustness against corruption of the above
estimator typically requires the convex loss ρ to grow linearly at ±∞ and a well-
studied example is the Huber loss ρH(u) = min(u
2/2, |u| − 1/2).
As we are interested in the high-dimensional regime where p is potentially
larger than n, we also allow for convex penalty functions to leverage possible
structure in the signal β and fight the curse of dimensionality. The central object
of the present paper is thus a penalized robust M -estimator of the form
β̂(y,X) ∈ argmin
b∈Rp
( 1
n
n∑
i=1
ρ(yi − x⊤i b) + g(b)
)
(1.3)
where ρ : R → R is a convex differentiable loss function, and g : Rp → R is a
convex penalty. We may write simply β̂ for β̂(y,X) if the context is clear.
The main contribution of the present paper is the introduction of a generic
out-of-sample error estimate for penalizedM -estimators of the form (1.3). Here,
the out-of-sample error refers to the random quantity
‖Σ 12 (β̂ − β)‖2 = E[((β̂ − β)⊤xnew)2 | (X ,y)] (1.4)
where xnew is independent of the data (X ,y) with the same distribution as any
row ofX. Our goal is to develop such out-of-sample error estimate for β̂ in (1.3)
with little or no assumption on the robust loss ρ and the convex penalty g, in
order to allow broad choices by practitioners for (ρ, g). Our goal is also to allow
for non-isotropic design with Σ 6= Ip.
We consider the high-dimensional regime where p and n are of the same
order. The results of the present paper are non-asymptotic and assume that
p/n ≤ γ ∈ (0,∞) for some fixed constant γ independent of n, p. Although non-
asymptotic, these results are applicable in the regime where n and p diverge
such that
p/n→ γ′, (1.5)
simply by considering a constant γ > γ′. The analysis of the performance of
convex estimators in the asymptotic regime (1.5) has received considerable
attention in the last few years in the statistics, machine learning, electrical
engineering and statistical physics communities. Most results available in the
p/n → γ′ literature regarding M -estimators are either based on Approximate
Message Passing (AMP) [BM12, DM16, Bra15, WWM17, CM19, GAK20]
following the pioneering work [DMM09] in compressed sensing problems,
on leave-one-out methods [EKBB+13, BBEKY13, Kar13, EK18], or on the
Gordon’s Gaussian min-max theorem (GMT) [Sto13, TAH15, TAH18, MM18].
The goal of these techniques is to summarize the performance and behavior of
the M -estimator β̂ by a system of nonlinear equations with up to six unknown
scalars (e.g., the system of [EKBB+13] with unknowns (r, c) for unregularized
robust M -estimators, the system with unknowns (τ, β) of [MM18, Proposition
3.1] for the Lasso which dates back to [BM12], the system with unknowns (τ, λ)
of [CM19, Section 4] for permutation-invariant penalties, or recently the system
with six unknowns (α, σ, γ, θ, τ, r) of [SAH19] in regularized logistic regression).
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Solving these nonlinear equations typically provide information about the risk
‖β̂ − β‖, and in certain cases asymptotic normality results for the coefficients
of β̂ after a bias correction [CM19, e.g., Proposition 4.3(iii)]. These systems
of nonlinear equations depend on a prior on the true coefficient vector β and
the knowledge of the prior is required to compute the solutions. For Ridge
regression, results can be obtained using random matrix theory tools such as the
Stieljes transform and limiting spectral distributions of certain random matrices
[D+16, DW+18]. Our results are of a different nature, as they do not involve
solving systems of nonlinear equations or their solutions. Instead, our results
relate fully data-driven quantities to the out-of-sample error (1.4). Bypassing
the nonlinear equations of previous approaches let us get around any prior
assumption on β.
Additionally, these aforementioned works typically require isotropic design
(Σ = Ip), although there are notable exceptions for specific examples: the
isotropy can be relaxed for Ridge regularization [DW+18], in unregularized
logistic regression [ZSC20] and for the Lasso in sparse linear regression
[CMW20]. The techniques developed in the present paper do not rely on isotropy
and general Σ 6= Ip is allowed.
Contributions
We assume throughout the paper that ρ is differentiable and denote by ψ :
R→ R the derivative of ρ. We also assume that ψ is absolutely continuous and
denote by ψ′ its derivative. The functions ψ, ψ′ act componentwise when applied
to vectors, for instance ψ(y −Xβ̂) = (ψ(yi − x⊤i β̂))i=1,...,n. Our contributions
are summarized below.
• A novel data-driven estimate of the out-of-sample error (1.4) is introduced.
The estimate depends on the data only through ψ̂
def
= ψ(y −Xβ̂), the
vector Σ−
1
2X⊤ψ̂ and the derivatives of y 7→ β̂ and y 7→ ψ(y −Xβ̂) for
fixed X. For certain choices of (ρ, g) these derivatives have closed forms,
for instance in the case of the ℓ1-penalized Huber M -estimator when ρ is
the Huber loss, the estimator Rˆ of the out-of-sample error (1.4) is
Rˆ =
(|Iˆ| − |Sˆ|)−2{‖ψ(y −Xβ̂)‖2(2|Sˆ| − p)+ ‖Σ− 12X⊤ψ(y −Xβ̂)‖2}
where Sˆ = {j ∈ [p] : β̂j 6= 0} and Iˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) > 0}
is the set of inliers. For general choices of (ρ, g), the derivatives can be
approximated by a Monte Carlo scheme.
• The estimate is valid under mild assumptions, namely: ψ is 1-Lipschitz,
p/n ≤ γ for some constant γ independent of n, p and that either (i) the
penalty function g is µ-strongly convex, (ii) the loss ρ is strongly convex
and γ < 1, or (iii) β̂ is the ℓ1 penalized Huber M -estimator together
with an additional assumption on the fraction of corrupted observations
and sparsity of β. No isotropy assumption is required on Σ, and no prior
distribution is required on β.
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• The proof arguments provide new avenues to study M -estimators in the
regime p/n → γ′. The results rely on novel moment inequalities that
let us directly bound the quantities of interest. These new techniques do
not overlap with arguments typically used to analyse M -estimators when
p/n→ γ′ such as or leave-one-out approaches [EKBB+13, Kar13, EK18],
Approximate Message Passing (AMP) [BM12, DM16, Bra15, WWM17,
CM19, GAK20], the Gordon’s GaussianMin-Max Theorem (GMT) [Sto13,
TAH15, TAH18, MM18].
• In the special case of the square loss, our estimate of the out-of-sample
error coincides with previous estimates for the Ordinary Least-Squares
[L+08], for the Lasso [BM12, BEM13, MM18] and for β̂ = 0 [Dic14].
Our results can be seen as a broad generalization of these estimates
to (a) arbitrary covariance, (b) general loss function, including robust
losses, and (c) general convex penalty. For the square loss, our results
also yield generic estimates for the noise level and the generalization error
E[(x⊤newβ̂ − Ynew)2|(X ,y)].
2. Main result
Throughout, β̂ is the estimator (1.3) with loss ρ : R→ R and penalty g : Rp →
R.
2.1. Assumptions
Our main result holds under the following assumptions.
Assumption 2.1 (Loss function). The loss ρ is convex and differentiable, and
ψ = ρ′ is 1-Lipschitz with derivative ψ′.
This allows for a large class of robust loss functions, including the Huber
loss ρH(u) = min(u
2/2, |u| − 1/2) and smoothed versions ρH , cf. Tables 1
and 2 below for some concrete examples. Since ψ is 1-Lipschitz, ψ′ exist almost
everywhere thanks to Rademacher’s theorem. Loss functions typically require
a scaling parameter that depends on the noise level to obtain satisfactory risk
bounds, see [DT19] and the references therein. For instance we consider in the
main result below the loss
ρ(u) = nλ2∗ρH
(
(
√
nλ∗)−1u
)
(2.1)
where ρH is the Huber loss and λ∗ > 0 is a scaling parameter. Since for the
Huber loss ψH = ρ
′
H is 1-Lipschitz, ψ(u) = ρ
′(u) =
√
nλ∗ψH((
√
nλ∗)−1u) is
also 1-Lipschitz. In short, scaling a given loss with a tuning parameter λ∗ as in
(2.1) does not change the Lipschitz constant of the first derivative of ρ, and the
above assumption does not prevent using a scaling parameter λ∗. Additionally,
if the desired loss is such that ψ is L-Lipschitz for some constant L 6= 1, one
may replace (ρ.g) by (L−1ρ, L−1g) to obtain a 1-Lipschitz loss without changing
the value of β̂ in (1.3).
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Assumption 2.2 (Probability distribution). The rows of X are iid N(0,Σ)
with Σ invertible, ε is independent ofX, and (X ,y) has continuous distribution.
The Gaussian assumption is admittedly the strongest assumption required
in this work. However arbitrary covariance Σ is allowed, while a large body
of related literature requires Σ proportional to identity, see for instance
[BEM13, Bra15, CM19, SAH19]. Allowing arbitrary Σ together with general
penalty functions is made possible by developing new techniques that are of a
different nature than this previous literature; see the proof sketch in Section 2.8
for an overview. We require that (X,y) has continuous distribution in order
to ensure that derivatives of certain Lipschitz functions of (y,X) exist with
probability one, again by Rademacher’s theorem. If (X,y) does not have
continuous distribution, one can always replace y with y˜ = y + az˜ where a
is very small and z˜ ∼ N(0, In) is sampled independently of (ε,X). Hence the
continuous distribution assumption is a mild technicality.
Assumption 2.3 (Penalty). Assume either one of the following:
(i) p/n ≤ γ ∈ (0,+∞) and the penalty g is µ > 0 strongly convex with respect
to Σ, in the sense that for any b, b′ ∈ Rp, d ∈ ∂g(b) and d′ ∈ ∂g(b′),
inequality (d− d′)⊤(b− b′) ≥ µ‖Σ 12 (b− b′)‖2 holds.
(ii) The penalty g is only assumed convex, p/n ≤ γ < 1 and ρ is µρ > 0
strongly convex in the sense that (u− s)(ψ(u)−ψ(s)) ≥ µρ(u− s)2 for all
u, s ∈ R.
(iii) For any constants ϕ ≥ 1, γ > 0, η ∈ (0, 1) independent of n, p, assume
diag(Σ) = Ip, p/n ≤ γ ∈ (0,∞) and φmax(Σ)/φmin(Σ) ≤ ϕ. The
loss is ρ(u) = nλ2∗ρH((
√
nλ∗)−1u) for ρH the Huber loss ρH(u) =
min(u2/2, |u| − 1/2) and the penalty is g(b) = λ‖b‖1 where λ∗, λ > 0
are tuning parameters. Furthermore s∗ > 0 is a small enough constant
depending on {ϕ, γ, η} only such that at least ⌈n(1−s∗)+‖β‖0⌉ coordinates
of ε are iid N(0, σ2). The tuning parameters are set as λ∗ = λ =
ση−1(1 + (2 log 1+γs∗ )
1
2 )n−
1
2 .
Here and throughout the paper γ, µ, µg, ϕ, η ≥ 0 are constants independent of
n, p.
Strong convexity on the penalty (i.e., (i) above) or strong convexity of the
loss (i.e., (ii) above) can be found in numerous other works on regularized
M -estimators [DM16, CM19, XMRH19, among others]. In our setting, strong
convexity simplifies the analysis as it grants existence of the derivatives of β̂ with
respect to (y,X) “for free” as we will see in Section 5.1. Assumption (iii) above
relaxes strong convexity entirely, by instead assuming a specific choice for (ρ, g),
the Huber loss and ℓ1 penalty together with an upper bound on the sparsity of β
and the number of corrupted components of ε. Indeed, at least ⌈n(1−s∗)+‖β‖0⌉
components of ε being iid N(0, 1) is equivalent to the existence of a set O∗ ⊂ [n]
with |O∗|+‖β‖0 ≤ s∗n and (ǫi)i∈[n]\O∗ being iid N(0, 1). Here, the uncorrupted
observations are indexed in [n] \ O∗ and the corrupted ones are those indexed
in O∗. Assumption 2.3(iii) provides a non-trivial example for which our result
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holds without strong convexity on either the loss or the penalty, provided that
the corruption is not too strong and the penalty g (here the ℓ1 norm) is well
suited to the structure of β (here, the sparsity).
2.2. Jacobians of ψ̂, β̂ at the observed data
Throughout the paper, we view the functions
(y,X) 7→ β̂ = β̂(y,X), (y,X) 7→ ψ̂ = ψ(y −Xβ̂(y,X)) (2.2)
as functions of (y,X), though we may drop the dependence in (y,X) if the
context is clear. Here, recall that ψ acts componentwise on the residuals y−Xβ̂,
so that ψ(y −Xβ̂) ∈ Rn has components ψ(yi − x⊤i β̂)i=1,...,n. The hat in the
functions β̂ and ψ̂ above emphasize that they are data-driven quantities, and
since they are functions of (y,X), the directional derivatives of β̂ and ψ̂ at the
observed data (y,X) are also data-driven quantities, for instance
∂
∂yi
β̂(y,X) =
d
dt
β̂(y + tei,X)
∣∣∣
t=0
.
Provided that they exist, the derivatives can be computed approximately by
finite-difference or other numerical methods; a Monte Carlo scheme to compute
the required derivatives is given in Section 2.7. We thus assume that the
Jacobians
∂ψ̂
∂y
(y,X) =
(∂ψ̂i
∂yl
(y,X)
)
i,l∈[n]×[n]
,
∂β̂
∂y
(y,X) =
(∂β̂j
∂yl
(y,X)
)
(j,l)∈[p]×[n]
(2.3)
are available. Section 5.1 will make clear that the existence of such partial
derivatives is granted, under our assumptions, for almost every (y,X) ∈
Rn × Rn×p by Rademacher’s theorem. For brevity and if it is clear from
context, we will drop the dependence in (y,X) from the notation, so that the
above Jacobians (∂/∂y)ψ̂ ∈ Rn×n, (∂/∂y)β̂ ∈ Rp×n as well as their entries
(∂/∂yl)ψ̂i and (∂/∂yl)β̂j are implicitly taken at the currently observed data
(y,X). Throughout the paper we denote by
h = β̂ − β ∈ Rp (2.4)
the error vector, so that the out-of-sample error that we wish to estimate is
‖Σ 12h‖2. Finally, we define by D and P the n× n square matrices
D = diag({ψ′(yi − x⊤i β̂)}i∈[n]), (2.5)
P = diag({I{ψ′(yi − x⊤i β̂) > 0}}i∈[n]), (2.6)
where I{u > 0} = 1 if u > 0 and 0 otherwise. For robust losses such as the
Huber loss that are such that ψ′(u) = 0 for u /∈ (−a, a), multiplication by the
diagonal matrix P selects the inliers Iˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) > 0} and
removes the outliers Oˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) = 0}.
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2.3. Main result
Equipped with the above notation for the n×nmatricesD,P and the Jacobians
(∂/∂y)ψ̂ and (∂/∂y)β̂ at the observed data (y,X), we are ready to state the
main result of the paper.
Theorem 2.1. Let β̂ be the M -estimator (1.3) and assume that
Assumptions 2.1 to 2.3 hold for all n, p as n, p→ +∞. Then almost surely
∣∣∣( 1
n
Tr
∂ψ̂
∂y
)2
‖Σ 12h‖2 − 1
n2
{
‖ψ̂‖2
(
2Tr
[
PX
∂β̂
∂y
]− p)+ ‖Σ− 12X⊤ψ̂‖2}∣∣∣
= |V ∗|(‖ψ̂‖2/n+ ‖Σ 12h‖2)n− 12 ,
for some random variable V ∗ with E[I{Ω}|V ∗|] ≤ C1(γ, µ, µg, η, ϕ) for a
constant depending on {γ, µ, µg, ϕ, η} only and an event Ω with P(Ω)→ 1.
Additionally, under Assumption 2.3(ii) we have µρ(1−γ) ≤ 1n Tr[(∂/∂y)ψ̂] ≤
1 almost surely, and under Assumption 2.3(iii) we have 1 − d∗ ≤
1
n Tr[(∂/∂y)ψ̂] ≤ 1 in Ω for some constant d∗ ∈ (0, 1) independent of n, p.
The proof is given in Section 8. Recall that the target of estimation is the
out-of-sample error ‖Σ 12h‖2 which appears on the left of the first line, multiplied
by the observable multiplicative factor ( 1nTr[(∂/∂y)ψ̂])
2. Thus, when the right
hand side is negligible and ( 1nTr[(∂/∂y)ψ̂])
2 is bounded away from 0, this
suggests to use the quantity
Rˆ =
(
Tr
∂ψ̂
∂y
)−2{
‖ψ̂‖2
(
2Tr
[
PX
∂β̂
∂y
]− p)+ ‖Σ− 12X⊤ψ̂‖2} (2.7)
to estimate ‖Σ 12h‖2. In the regime of interest here with p/n → γ′, the risk
‖Σ 12h‖2 is typically of the order of a constant, see [EKBB+13, EK18, DM16,
BM12, TAH18, CM19] among others. When ‖ψ̂‖2/n is also of order of a
constant, the right hand side in Theorem 2.1 is of order O(n−
1
2 ) which is
negligible compared to ( 1nTr[(∂/∂y)ψ̂])
2‖Σ 12h‖2 when the multiplicative factor
( 1nTr[(∂/∂y)ψ̂])
2 is bounded away from 0.
2.4. On the range of the multiplicative factors in Rˆ
Our results involve the multiplicative factors Tr[(∂/∂y)ψ̂] and Tr[P (∂/∂y)Xβ̂].
The following result provides the possible range for these quantities.
Proposition 2.2. Assume that ρ is convex differentiable and that ψ = ρ′ is
1-Lipschitz. For every fixed X ∈ Rn×p the following holds.
• For almost every y, the map y 7→ ψ̂ = ψ(y−Xβ̂) is Frechet differentiable
at y, and the Jacobian (∂/∂y)ψ̂ ∈ Rn×n is symmetric positive semi-
definite with operator norm at most one so that Tr[(∂/∂y)ψ̂] ∈ [0, n].
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• If additionally y 7→ Xβ̂(y,X) is Lipschitz in an open set U ⊂ Rn then
Tr[P (∂/∂y)Xβ̂] ≤ |Iˆ | almost everywhere in U where Iˆ = {i ∈ [n] :
ψ′(yi − x⊤i β̂) > 0} is the set of inliers.
The proof of Proposition 2.2 is given in Section 11.1. Proposition 2.2 provides
information about the nature of the matrices (∂/∂y)ψ̂ and P (∂/∂y)Xβ̂ and
their traces, but the proof of Theorem 2.1 does not depend on it.
2.5. On Rˆ for certain examples of loss functions
As a first illustration of the above result, consider the square loss ρ(u) = u2/2.
As we will detail in Section 3 devoted to the square loss, we have P = In (so
that all observations are inliers) as well as (∂/∂y)ψ̂ = In−X(∂/∂y)β̂ and the
inequality of Theorem 2.1 becomes(
1− dˆf/n)2∣∣‖Σ 12h‖2 − Rˆ∣∣ ≤ |V ∗|n− 12 (‖ψ̂‖2/n+ ‖Σ 12h‖2),
where ψ̂ = y −Xβ̂ denotes the residuals, dˆf = Tr[(∂/∂y)Xβ̂] is the effective
number of parameters or effective degrees-of-freedom of β̂ that dates back to
[Ste81], and Rˆ becomes
Rˆ = (n− dˆf)−2
{
‖ψ̂‖2
(
2dˆf − p
)
+ ‖Σ− 12X⊤ψ̂‖2
}
.
This estimator of the out-of-sample error for the square loss was known only
for two specific penalty functions g. The first is g = 0 [L+08] in which case
β̂ is the Ordinary Least-Squares and dˆf = p. The second is g(b) = λ‖b‖1
[BEM13, MM18], in which case β̂ is the Lasso and dˆf = |{j ∈ [p] : β̂j 6= 0}.
For g not proportional to the ℓ1-norm, the above result is to our knowledge
novel, even restricted to the square loss. As we detail in Section 3, the algebraic
nature of the square loss leads to additional results for noise level estimation and
adaptive estimation of the generalization error (here, adaptive means without
knowledge of Σ).
To our knowledge, the estimate Rˆ for general loss functions (ρ different
than the square loss) is novel and has not appeared in previous works. The
above result is also of a different nature than most results of the literature
concerning the performance of M -estimators in the regime p/n → γ′. These
works characterize the asymptotic limit in probability of the out-of-sample error
‖Σ 12h‖2 by solving systems of nonlinear equations of several scalar unknowns
and these equations depend on a prior on the distribution of β (cf. the discussion
after (1.5) and the references therein). Here, the out-of-sample error is estimated
with data-driven quantities satisfying a non-asymptotic error bound, and no
prior distribution is assumed on β.
As a second illustration of the above result, consider the Huber loss
ρH(u) = u
2/2 for |u| ≤ 1 and ρH(u) = (|u| − 1/2) for |u| > 1. (2.8)
Bellec/Out-of-sample error estimate for robust M-estimators with convex penalty 9
Then the non-zero diagonal elements of P are exactly the observations i ∈ [n]
such that yi−x⊤i β̂ falls in the range where ρ is quadratic. If Iˆ denotes the set of
inliers, then d˜f = Tr[P (∂/∂y)Xβ̂] is the divergence of the vector field RIˆ → RIˆ
given by (yi)i∈Iˆ 7→ (yi − x⊤i β̂)i∈Iˆ , i.e.,
d˜f =
∑
i∈Iˆ x
⊤
i (∂/∂yi)β̂.
This can be interpreted as the effective degrees-of-freedom of β̂ restricted to the
inliers. Similarly, Tr[(∂/∂y)ψ̂] = |Iˆ|− d˜f by the chain rule and the out-of-sample
estimate Rˆ becomes
Rˆ =
(|Iˆ| − d˜f)−2{‖ψ̂‖2(2d˜f − p)+ ‖Σ− 12X⊤ψ̂‖2}.
This mimics the estimate available for the square loss, with dˆf replaced by d˜f
and the sample size n replaced by the number of inliers |Iˆ|. If a scaled version
of the Huber loss is used, i.e., with loss ρ(y) = nλ2∗ρ)H
(
(
√
nλ∗)−1u
)
, then the
previous display still holds.
For loss functions such that ψ′ is not valued in {0, 1}, the estimate Rˆ departs
significantly from the above simpler estimates available for the square and Huber
losses. For instance, consider the symmetric loss ρ0 defined in Table 1 or the
symmetric loss ρ1 in Table 2, both of which can be seen as smooth versions
of the Huber loss also displayed in Table 1. For the Huber loss, ψ′H is the
discontinuous step function and ψ′0, ψ
′
1 are smooth approximations, sometimes
referred to and implemented as the smoothstep functions [Wik20]. The labels 0
and 1 correspond to the degree of smoothness of the smoothstep function, and
smoother piecewise polynomial approximations can be obtained [Wik20]. For
ρ = ρ0 or ρ = ρ1,
d˜f = Tr[P (∂/∂y)Xβ̂] =
∑
i∈Iˆ x
⊤
i (∂/∂yi)β̂
still holds, where Iˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) > 0} is again the set of inliers.
However, the multiplicative factor ( 1n Tr[(∂/∂y)ψ̂])
2 satisfies by the chain rule
(
1
n Tr[
∂ψ̂
∂y
]
)2
= Tr
[
D
(
In −X ∂β̂
∂y
)]2
=
( 1
n
∑
i∈Iˆ
ψ′(yi − x⊤i β̂)
{
1− x⊤i
∂β̂
∂yi
})2
.
Unlike the case of the Huber loss, here Tr[∂ψ̂∂y ] does not depend only on |Iˆ| and
d˜f, due to the weights ψ′(yi−x⊤i β̂) that continuously vary in [0, 1] among inliers
for ψ′ = ψ′0 or ψ
′ = ψ′1 in Tables 1 and 2.
Other smooth robust loss functions include ρ√·(u) =
√
1 + u2 with derivative
ψ√·(u) = u/
√
1 + u2, although in this case P = In as all observations satisfy
ψ′√·(yi − x⊤i β̂) > 0.
We emphasize that the above result does not provide guarantees against all
forms of corruption in the data, and Rˆ may produce incorrect inferences (or be
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u ∈ [0, 1] [1,∞)
ψ′H(u) 1 0
ψH(u) u 1
ρH(u)
u2
2
u− 1
2
u ∈ [0, 1] [1, 2] [2,+∞)
ψ′0(u) 1 2− u 0
ψ0(u) u −
1
2
+ 2u− u
2
2
3
2
ρ0(u)
u2
2
1
6
−
u
2
+ u2 − u
3
6
−7
6
+ 3u
2
0 1 2 3
0
1
2
0 1 2 3
0
1
2
3
Table 1
Huber loss ρH (u) and its derivatives, as well as its smoothed version ρ0(u) and its
derivatives. In the plots, the loss ρ is shown in brown, ψ = ρ′ in red and ψ′ in blue.
undefined) in certain cases where the multiplicative factor ( 1n Tr[(∂/∂y)ψ̂])
2
is too small or equal to 0. First, recall that 1n Tr[(∂/∂y)ψ̂] ∈ [0, 1] by
Proposition 2.2. To exhibit situations for which 1n Tr[(∂/∂y)ψ̂] is too close to 0,
by the chain rule we have
1
n Tr[(∂/∂y)ψ̂] =
1
n Tr[D
1
2 (In −X(∂/∂y)β̂)D 12 ].
Hence the above multiplicative factor is equal to 0 when D = 0, i.e., ψ′(yi −
x⊤i β̂) = 0 for all observations i = 1, ..., n: If all observations are classified as
outliers by the minimization problem (1.3) then Rˆ is undefined and cannot be
used. On the other hand, the relationship( 1
n
Tr[(∂/∂y)ψ̂]
)2∣∣∣‖Σ 12h‖2 − Rˆ∣∣∣ ≤ |V ∗|n− 12 (‖Σ 12h‖2 + ‖ψ̂‖2/n) (2.9)
always holds, which suggests that
(
1
n Tr[(∂/∂y)ψ̂]
)2
must be bounded away
from 0 in order to obtain reasonable upper bounds on
∣∣‖Σ 12h‖2 − Rˆ∣∣. If
the loss is strongly convex and γ < 1 as in Assumption 2.3(ii), or under
Assumption 2.3(iii) for the Huber M-estimator with ℓ1 penalty, the factor(
1
n Tr[(∂/∂y)ψ̂]
)2
is bounded away from 0 as noted in the last claim of
Theorem 2.1. However,
(
1
n Tr[(∂/∂y)ψ̂]
)2
is not necessarily bounded away from
0 under Assumption 2.3(i): Indeed it is easy to construct an example where
ψ′(yi−x⊤i β̂) = 0 for all i ∈ [n] with high probability, for instance for the Huber
loss ρ = ρH defined in (2.8) with penalty g(b) = K‖b − a‖2 for some large
K and some vector a ∈ Rp with large distance ‖a − β‖. This highlights the
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u ∈ [0, 1] [1, 2] [2,+∞)
ψ′1(u) 1 2x
3
− 9x2 + 12x− 4 0
ψ1(u) u
3
2
+ (x−2)
3x
2
3
2
ρ1(u)
u2
2
x5
10
−
3x4
4
+ 2x3 − 2x2 + 3x
2
−
7
20
37
20
+ 3(u−2)
2
0 1 2 3
0
1
2
3
Table 2
Smooth robust loss ρ1(u) and its derivatives for u ≥ 0.
fact that the above result does not provide estimation guarantees against all
forms of corruption under Assumption 2.3(i) without further assumption: If the
corruption is so strong that all observations are outliers and Tr[(∂/∂y)ψ̂] = 0
then the inequality of Theorem 2.1 is unusable to estimate or bound from above
the out-of-sample error. Finally, to obtain a confidence interval for ‖Σ 12h‖2, the
previous display (2.9) implies
∣∣∣‖Σ 12h‖2 − Rˆ∣∣∣ ≤ |V ∗|n− 12 (Rˆ+ ‖ψ̂‖2/n)[
( 1n Tr[(∂/∂y)ψ̂])
2 − |V ∗|n− 12 ]
+
almost surely, where u+ = max(0, u) for any u is used in the denominator. Since
the expectation of I{Ω}|V ∗| is bounded from above by a constant depending on
γ, µ, µg, ϕ, η only, Markov’s inequality applied to I{Ω}|V ∗| combined with the
previous display and P(Ω)→ 1 yields a confidence interval for the out-of-sample
error ‖Σ 12h‖2.
2.6. Closed form expression for specific choices of (ρ, g)
The multiplicative factors Tr[(∂/∂y)ψ̂] and Tr[P (∂/∂y)Xβ̂] have explicit
closed form expressions for particular choices of (ρ, g). We now provide such
examples, while the next section provides a general method to approximate
these quantities for arbitrary (ρ, g).
Proposition 2.3. Assume that ψ is 1-Lipschitz and consider an Elastic-Net
penalty of the form g(b) = µ‖b‖2/2+λ‖u‖1 for µ > 0, λ ≥ 0. For almost every
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(y,X), the map y 7→Xβ̂ is differentiable at y and
∂Xβ̂
∂y
=X Sˆ(X
⊤
Sˆ
DX Sˆ + µI |Sˆ|)
−1X⊤
Sˆ
D
where Sˆ = {j ∈ [p] : β̂j 6= 0} and X Sˆ is the submatrix of X obtained by keeping
only the columns indexed in Sˆ, as well as
∂ψ̂
∂y
= D
1
2
(
In −D 12X Sˆ(X⊤SˆDX Sˆ + µI |Sˆ|)−1X⊤SˆD
1
2
)
D
1
2 .
The proof is given in Section 11.2 and our main result Theorem 2.1 is not
dependent on the above proposition. For the Elastic-Net penalty, the factors
Tr[P (∂/∂y)Xβ̂] and Tr[(∂/∂y)ψ̂] appearing in the out-of-sample estimate
Rˆ have thus reasonably tractable forms and can be computed efficiently by
inverting a matrix of size Sˆ once the robust elastic-net estimate β̂ has been
computed. The above estimates for general robust loss functions are closely
related to the formula for (∂/∂y)Xβ̂ known for the Elastic-Net with square loss
[TT12, Equation (28)] [BZ18b, Section 3.5.3], the only difference being several
multiplications by the diagonal matrix D defined in (2.5).
For the Huber loss with ℓ1-penalty, these multiplicative factors are even
simpler, as shown in the following proposition. We keep using the notation
Iˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) > 0} for the set of inliers (the set of outliers being
[n] \ Iˆ), and Sˆ = {j ∈ [p] : β̂j 6= 0} for the set of active covariates.
Proposition 2.4. Let ρ(u) = nλ2∗ρH((
√
nλ∗)−1u) where ρH is the Huber loss
and let g(b) = λ‖b‖1 be the penalty for λ∗, λ > 0. For almost every (y,X), the
functions y 7→ Iˆ ,y 7→ Sˆ and y 7→ P are constant in a neighborhood of y and
Q̂
def
= P (∂/∂y)Xβ̂ is the orthogonal projection onto the column span of DX Sˆ .
Furthermore (∂/∂y)ψ̂ = D − Q̂ and the multiplicative factors appearing in Rˆ
are given by
Tr[P (∂/∂y)Xβ̂] = |Sˆ|, Tr[(∂/∂y)ψ̂] = |Iˆ| − |Sˆ| ≥ 0.
The proof is given in Section 11.2 and the proof of the main result,
Theorem 2.1, does not depend on the above proposition. Proposition 2.4 implies
that for the Huber loss with ℓ1-penalty, the out-of-sample error estimate Rˆ
becomes simply
Rˆ = (|Iˆ | − |Sˆ|)−2{‖ψ̂‖2(2|Sˆ| − p) + ‖Σ− 12X⊤ψ̂‖2}.
For the square-loss and identity covariance, the above estimate was known
[BEM13, MM18] with |Iˆ | replaced by n. The extension of this estimate to general
loss functions is rather natural: the sample size should be replaced by the number
of observed inliers |Iˆ|.
Propositions 2.3 and 2.4 provide, for specific examples, closed form
expressions for the multiplicative factors Tr[(∂/∂y)ψ̂] and Tr[P (∂/∂y)Xβ̂]
appearing in Rˆ. Closed form expressions can also be obtained for different
penalty functions, such as the Group-Lasso penalty, again by differentiating
the KKT conditions as explained in [BZ19] for the square loss.
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2.7. Approximation of the multiplicative factors in Rˆ for arbitrary
loss and penalty (ρ, g)
For general penalty function, however, no closed form solution is available. Still,
it is possible to approximate the multiplicative factors appearing in Rˆ using the
following Monte Carlo scheme. Since Tr[(∂/∂y)ψ̂] and Tr[P (∂/∂y)Xβ̂] are the
divergence of the vector fields y 7→ ψ̂ and (yi)i∈Iˆ 7→ (x⊤i β̂)i∈Iˆ respectively, we
can use the following Monte Carlo approximation of the divergence of a vector
field, which was suggested at least as early [MMB16], and for which accuracy
guarantees are proved in [BZ18b].
Let F : Rn → Rn be a vector field, and let zk, k = 1, ...,m be iid standard
normal random vector in Rn. Then for some small scale parameter a > 0, we
approximate the divergence of F at a point y ∈ Rn by
dˆiv F (y) =
1
m
m∑
k=1
a−1z⊤k
[
F (y + azk)− F (y)
]
.
Computing the quantities F (y+azk) at the perturbed response vector y+azk
for F (y) = Xβ̂ or F (y) = ψ(y − Xβ̂) require the computation of the M -
estimator β̂(y + azk,X) at the perturbed response. If β̂(y,X) has already
been computed as a solution to (1.3) by an iterative algorithm, one can use
β̂(y,X) as a starting point of the iterative algorithm to compute β̂(y+azk,X)
efficiently, since for small a > 0 and by continuity, β̂(y,X) should provide a
good initialization. We refer to [BZ18b] for an analysis of the accuracy of this
approximation.
Hence, even in situations where no closed form expressions for the Jacobians
(∂/∂y)ψ̂ and (∂/∂y)Xβ̂ are available, the estimate Rˆ of the out-of-sample error
of theM -estimator β̂ can be used by replacing the divergences Tr[(∂/∂y)ψ̂] and
Tr[P (∂/∂y)Xβ̂] by their Monte Carlo approximations.
2.8. Proof sketch
Preliminaries for the proofs are twofold. First several Lipschitz properties are
derived, to make sure that the derivatives used in the proofs exist almost surely.
This is done in Section 5.1. Second, without loss of generality we may assume
that Σ = Ip, replacing if necessary (X ,β, β̂, g) by (X
∗,β∗, β̂∗, g∗) as follows,
X  X∗ =XΣ−
1
2 , g(·) g∗(·) = g(Σ− 12 (·)), β̂  β̂∗ = Σ 12 β̂, β  β∗ = Σ 12β.
(2.10)
This change of variable leaves the quantities
{y,P , ψ̂,Xβ̂, ‖Σ− 12X⊤ψ̂‖2, ‖Σ 12h‖2} invariant, so that Theorem 2.1 holds for
general Σ if it holds for Σ = Ip after the change of variable in (2.10).
Next, throughout the proof we consider the scaled version of ψ̂ given by
r = n−
1
2 ψ̂ = n−
1
2ψ(y −Xβ̂)
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so that ‖r‖2 and ‖h‖2 are of the same order, as well as the quantities
V6
def
=
1
n‖X⊤r‖2 − ‖r‖2 1n (p− Tr[P ∂Xβ̂∂y ]) + Tr[∂ψ̂∂y ]r
⊤Xh
n3/2
(‖h‖2 + ‖r‖2)n− 12 , (2.11)
V8 =
p
n‖r‖2 − 1n‖X⊤r‖2 − ( 1n Tr[∂ψ̂∂y ])2‖h‖2 − 2Tr[∂ψ̂∂y ]r
⊤Xh
n3/2
(‖r‖2 + ‖h‖2)n− 12 . (2.12)
By simple algebra, cancelling the rightmost terms, we find
V ∗ def= 2V6 + V8 =
1
n‖X⊤r‖2 + ‖r‖2n−1
(
2Tr[P ∂Xβ̂∂y ]− p
)− ( 1n Tr[∂ψ̂∂y ])2‖h‖2
(‖r‖2 + ‖h‖2)n− 12 ,
so that Theorem 2.1 follows if we can prove that E[I{Ω}|V6|] + E[I{Ω}|V8|] ≤
C2(γ, µ, µg, ϕ, η) for some constant independent of n, p and some event Ω with
P(Ω)→ 1.
At this point the main ingredients of the proof are threefold. First, the bound
E[I{Ω}|V6|] ≤ C3(γ, µ, µg, ϕ, η) is obtained in Proposition 6.4 essentially by
applying the second moment identity of [BZ18b] to evaluate
E
[{
r˜⊤Xh˜−
n∑
i=1
p∑
j=1
(
r˜i
∂h˜j
∂xij
+ h˜j
∂r˜i
∂xij
)}2]
(2.13)
where X has iid N(0, 1) entries and h˜ : Rn×p → Rp, r˜ : Rn×p → Rn are
functions ofX . Proposition 6.3 explains how to evaluate and bound from above
quantities of the form (2.13). The result of [BZ18b], that concerns the case
p = 1, h˜ = 1, is recalled in Proposition 6.1.
The Second ingredient is the bound E[I{Ω}|V8|] ≤ C4(γ, µ, µg, ϕ, η) which is
obtained by developing a novel probabilistic inequality, of the form
E
∣∣∣p‖r˜‖2 − p∑
j=1
(
r˜⊤Xej −
n∑
i=1
∂r˜i
∂xij
)2∣∣∣
≤ C5
{
1 +
(
E
n∑
i=1
p∑
j=1
‖ ∂r˜
∂xij
‖2
) 1
2
}√
p+ C5E
n∑
i=1
p∑
j=1
‖ ∂r˜
∂xij
‖2. (2.14)
for functions r˜ : Rn×p → Rn with ‖r˜‖ ≤ 1 almost surely, where C5 > 0 is an
absolute constant. This is derived in Section 7, in particular Theorem 7.1. The
upper bound on E[I{Ω}|V8|] is formally proved as a corollary in Proposition 7.3.
To our knowledge, inequality (2.14) is novel. In the simplest case, if r˜ is constant
with ‖r˜‖ = 1 then (2.14) reduces to E|χ2p−p| ≤ C6
√
p and the dependence in
√
p
is optimal. The flexibility of inequality (2.14) is that the left hand side of (2.14)
is provably of order
√
p, as in the case of E|χ2p − p|, as long as the derivatives
of r˜ do not vary too much in the sense that E
∑n
i=1
∑p
j=1 ‖(∂/∂xij)r˜‖2 ≤ C7
for some constant independent of n, p. This inequality holds for instance for all
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(C7/n)
1/2-Lipschitz functions r˜ : Rn×p → Rn. In this case, a right-hand side of
order
√
p in (2.14) would be expected if the p terms
Aj = ‖r˜‖2 −
(
r˜⊤Xej −
n∑
i=1
∂r˜i
∂xij
)2
were mean-zero and independent,thanks to E[(
∑p
j=1 Aj)
2] =
∑p
j=1 E[A
2
j ] by
independence. The surprising feature of (2.14) is that such bound of order
√
p
holds despite the intricate, nonlinear dependence between Aj and the p−1 terms
(Ak)k 6=j through the (C7/n)1/2-Lipschitz functions r˜ and its partial derivatives.
Upper bounds on (2.13) and inequalities of the form (2.14) involve derivatives
with respect to the entries of X. It might thus be surprising at this point that
Theorem 2.1 and the estimate Rˆ in (2.7) involve the derivatives of (ψ̂, β̂) with
respect to y only, and no derivatives with respect to the entries of X. The
third major ingredient of the proof is to provide gradient identities between the
derivatives of β̂, ψ̂ with respect to y and those with respect toX, by identifying
certain perturbations of the data (y,X) that leave β̂ or ψ̂ unchanged. For
instance, Corollary 5.6 shows that ψ̂ stays the same and β̂ is still solution of
the optimization problem (1.3) if the observed data (y,X) is replaced by (y +
β̂jv,X + ve
⊤
j ) for any canonical basis vector ej ∈ Rp and any direction v ∈ Rn
with v⊤ψ̂ = 0. If ψ̂(y,X) and β̂(y,X) are Frechet differentiable with respect
to (y,X), then this provides identities between the partial derivatives with
respect to y and the partial derivatives with respect to to entries of X. Further
relationships between the partial derivatives with respect to y and the partial
derivatives with respect to X are derived in Section 5.3, including equality
ψ(yi−x⊤i β̂) PX
∂β̂
∂yl
(y,X) = PX
[
(x⊤l β̂)
∂β̂
∂yi
(y,X)+
p∑
k=1
xlk
∂β̂
∂xik
(y,X)
]
ψ′(yl−x⊤l β̂)
for all l ∈ [n], i ∈ [n], which is particularity useful for the purpose of
Theorem 2.1. These relationships on the derivatives are non-random in nature:
They hold as long as β̂, ψ̂ are Frechet differentiable at (y,X) and for instance
do not require that X is normally distributed.
3. Square loss
Throughout this section ρ(u) = u2/2 in (1.3) so that β̂ is the solution
β̂(y,X) = argmin
b∈Rp
(
‖Xb− y‖2/(2n) + g(b)
)
. (3.1)
for some convex penalty g : Rp → R. Here ψ(u) = ρ′(u) = u, and ψ̂ = ψ(y−Xβ̂)
is simply
ψ̂ = y −Xβ̂,
the residuals of the estimator β̂.
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For the square loss, the multiplicative factors Tr[(∂/∂y)ψ̂] and
Tr[P (∂/∂y)Xβ̂] of the previous section have simple expressions that only
depend on the effective degrees-of-freedom of β̂ defined by
dˆf = Tr
[
(∂/∂y)Xβ̂(y,X)
]
. (3.2)
For any design matrix X, the Jacobian (∂/∂y)Xβ̂(y,X) is symmetric with
eigenvalues in [0, 1] for almost every y (cf. [BZ19, Proposition J.1]) so that
0 ≤ dˆf ≤ n holds. For the square loss, D = P = In and the multiplicative
factors of the previous section are given by
Tr[(∂/∂y)ψ̂] = n− dˆf, Tr[P (∂/∂y)Xβ̂] = dˆf.
The quantity dˆf in (3.2) was introduced in [Ste81] where Stein’s Unbiased
Estimate (SURE) was developed, showing that
E[‖X(β̂ − β)‖2] = E[ŜURE], where ŜURE = ‖y −Xβ̂‖2 + 2σ2dˆf − σ2n (3.3)
when ε ∼ N(0, σ2In) under mild differentiability and integrability assumptions.
Numerous works followed with the goal to characterize the quantity dˆf for
estimators of interest, see for instance [ZHT07, TT12, Kat09, DKF+13] for
the Lasso and the Elastic-Net, [VDP+12] for the Group-Lasso, [Min20] for
Slope and submodular regularizers, [CLS19] for projection estimators, among
others. Beyond the identity in expectation (3.3), it is possible to control
|‖X(β̂ − β)‖2 − ŜURE| with high probability and an unbiased estimate of
(‖X(β̂ − β)‖2 − ŜURE)2 is also available [BZ18b] .
Estimation targets: Noise level and generalization error
The simple algebraic structure of the square loss allows us to provide generic
estimators of the noise level σ2 and the generalization error σ2 + ‖Σ 12h‖2,
assuming that the components of ε are iid with mean zero and variance σ2.
The quantity σ2 + ‖Σ 12h‖2 can be seen as the generalization error, since
σ2 + ‖Σ 12h‖2 = E[(x⊤newβ̂ − Ynew)2|(y,X)] where (x⊤new , Ynew) is independent
of (X ,y) with the same distribution as any row of (X,y) ∈ Rn×(p+1).
When the components of ε are assumed iid, mean-zero with variance σ2,
‖ε‖2/n → σ2 almost surely by the law of large numbers, and |‖ε‖2/n− σ2| =
OP(n
− 12 ) by the central limit theorem if the fourth moment of the entries of ε is
uniformly bounded as n, p→ +∞. We may thus consider the estimation targets
σ2∗
def
= ‖ε‖2/n and σ2∗ + ‖Σ
1
2h‖2
for the noise level and generalization error, respectively. Results for σ2 and σ2+
‖Σ 12h‖2 can be deduced up to an extra additive error term of order |‖ε‖2/n−σ2|
which converges to 0 almost surely and that satisfies |‖ε‖2/n− σ2| = OP(n− 12 )
under the uniformly bounded fourth moment assumption on the components of
ε.
Bellec/Out-of-sample error estimate for robust M-estimators with convex penalty 17
Assumption 3.1 (Penalty). The loss is ρ(u) = u
2
2 and either one of the
following holds:
(i) p/n ≤ γ ∈ (0,+∞) and the penalty g is µ > 0 strongly convex with respect
to Σ, in the sense that for any b, b′ ∈ Rp, d ∈ ∂g(b) and d′ ∈ ∂g(b′),
inequality (d− d′)⊤(b− b′) ≥ µ‖Σ 12 (b− b′)‖2 holds.
(ii) The penalty g is only assumed convex, p/n ≤ γ < 1.
(iii) For constants γ, ϕ, η independent of n, p, assume that diag(Σ) = Ip, p/n ≤
γ ∈ (0,∞), φmax(Σ)/φmin(Σ) ≤ ϕ. The penalty is g(b) = λ‖b‖1 where
λ > 0 is a tuning parameter. Furthermore, ε ∼ N(0, σ2In) and s∗ > 0 is a
small enough constant depending on {ϕ, γ, η} only such that ‖β‖0 ≤ s∗n.
The tuning parameter is set as λ = ση−1(1 + (2 log 1+γs∗ )
1
2 )n−
1
2 .
Here γ, µ, ϕ, η ≥ 0 are constants independent of n, p.
Theorem 3.1. Let Assumptions 2.2 and 3.1 be fulfilled. Then almost surely∣∣(1− dˆf/n)2{‖Σ 12h‖2 + σ2∗}− ‖ψ̂‖2/n∣∣ ≤ RHS, (3.4)∣∣(1− dˆf/n)2‖Σ 12h‖2 − n−2{‖ψ̂‖2(2dˆf − p) + ‖Σ− 12X⊤ψ̂‖2}∣∣ ≤ RHS,∣∣(1− dˆf/n)2σ2∗ − n−2{‖ψ̂‖2(n− (2dˆf − p))− ‖Σ− 12X⊤ψ̂‖2}∣∣ ≤ RHS
where RHS = V ∗n−
1
2
(‖ψ̂‖2/n+‖Σ12h‖2+σ2∗) and V ∗ is a non-negative random
variable with E[I{Ω}V ∗] ≤ C8(γ, µ, ϕ, η) for some event Ω with P(Ω) → 1.
Furthermore 0 ≤ (1 − dˆf/n)−1 ≤ C9(γ, µ, ϕ, η) holds in Ω.
The proof is given in Section 10. Theorem 3.1 provides consistent estimates
for the out-of-sample error ‖Σ 12h‖2, the generalization error ‖Σ 12h‖2 + σ2∗ ,
and the noise level σ2∗ = ‖ε‖2/n. More precisely, define the estimators of
the generalization error, of the out-of-sample error and of the noise variance
respectively by
RˆGen =
(
n− dˆf)−2‖ψ̂‖2n,
Rˆ =
(
n− dˆf)−2{‖ψ̂‖2(2dˆf − p) + ‖Σ− 12X⊤ψ̂‖2},
σˆ2 =
(
n− dˆf)−2{‖ψ̂‖2(n− (2dˆf − p))− ‖Σ− 12X⊤ψ̂‖2}.
The above estimates have been derived for the unregularized Ordinary Least-
Squares in [L+08], for the Lasso with square loss, in [BM12, BEM13, MM18],
and for β̂ = 0 in [Dic14]. Apart from these works and the specific Lasso penalty,
to our knowledge the above estimates for general convex penalty g are new, so
that Theorem 3.1 considerably extends the scope of applications of the estimates
RˆGen, Rˆ and σˆ
2. The estimate RˆGen of the generalization error is of particular
interest as it does not require the knowledge of Σ, and can be used to choose the
estimator with the smallest estimated generalization error among a collection
of convex regularized least-squares of the form (3.1). Since RˆGen estimates the
risk for the actual sample size n, this provides a favorable alternative to K-fold
cross-validation which provides estimates of the risk corresponding to the biased
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sample size (1− 1/K)n. In defense of cross-validation, the above estimates are
valid when the rows of X are iid N(0,Σ) and it is unclear if the validity would
extend to non-Gaussian correlated designs.
With the above notation, the following asymptotic corollary of Theorem 3.1
holds. The proof is given in Section 10.
Corollary 3.2. For some fixed value of γ > 0, µ ≥ 0, consider a sequence of
regression problems and penalties with n, p → +∞ such that for each n, p, the
setting and assumptions of Theorem 3.1 are fulfilled. Then∣∣{‖Σ 12h‖2 + σ2∗}− RˆGen∣∣ ≤ OP(n− 12 )RˆGen,∣∣‖Σ 12h‖2 − Rˆ∣∣ ≤ OP(n− 12 )RˆGen,∣∣σ2∗ − σˆ2∣∣ ≤ OP(n− 12 )RˆGen.
Consequently, for the generalization error, RˆGen/{‖Σ 12h‖2 + σ2∗} →P 1 where
→P denotes convergence in probability.
4. Notation and conventions for the proofs
4.1. Conventions for derivatives
As defined in (2.2), we consider the functions ψ̂ = ψ̂(y,X) = ψ(y −Xβ̂) and
β̂ = β̂(y,X) as functions of (y,X) ∈ Rn×Rn×p. At a point (y,X) where these
functions are Frechet differentiable, the statistician has access to the Jacobians
and partial derivatives in (2.3). These two functions, ψ̂ and β̂ are the only
functions of (y,X) that we will consider; the hat in ψ̂, β̂ emphasize that these
are functions of (y,X).
In the proof, we will consider functions of X only, such as
ψ = y −Xβ̂, r = n− 12ψ = n− 12 (y −Xβ̂), h = β̂ − β (4.1)
valued in Rn,Rn and Rp respectively. Formally,ψ : Rn×p → Rn, r : Rn×p → Rn,
h : Rn×p → Rp and we view the functions in (4.1) as functions of X only
while the noise ε is fixed. We may write for example r = r(X) to recall that
convention. We will denote their partial derivatives by (∂/∂xij). For instance,
the function ψ = ψ(X) is related to ψ̂ = ψ̂(y,X) by ψ = ψ̂(Xβ + ε,X) and
the chain rule reads
(∂/∂xij)ψ(X) = βj(∂/∂yi)ψ̂(Xβ + ε,X) + (∂/∂xij)ψ̂(Xβ + ε,X).
We will apply some versions of Stein’s formula to the functions of X in (4.1)
conditionally on ε. The derivatives with respect to X of the functions in (4.1)
that appear in these Stein’s formulae bring the derivatives of ψ̂, β̂ by the chain
rule.
For the result on the square loss, we will also consider functions Rn → Rn.
If g : Rn → Rn is a function of z, we denote by ∇g the gradient of g where
Bellec/Out-of-sample error estimate for robust M-estimators with convex penalty 19
g is Frechet differentiable, so that (∇g)ik = ∂gk∂zi and (∇g)⊤ is the Jacobian of
g. The notation ∇ will be used only for vector fields, i.e., functions Rn → Rn
(or Ω → Rn for some Ω ⊂ Rn) for some n. The notation ∇ will be avoided for
functions that take as input matrices in Rn×p such as those in the two previous
paragraphs.
The existence of the above Frechet derivatives are granted almost everywhere
by Rademacher’s theorem thanks to the Lipschitz (or local Lipschitz) properties
derived in Section 5.1.
4.2. Norms and matrices
Let Id be the identity matrix of size d × d. For any p ≥ 1, let [p] be the set
{1, ..., p}. Let ‖ · ‖ be the Euclidean norm and ‖ · ‖q the ℓq norm of vectors. Let
‖ · ‖op be the operator norm (largest singular value), ‖ · ‖F the Frobenius norm.
If M is positive semi-definite we also use the notation φmax(M ) and φmin(M )
for the largest and smallest eigenvalue. For any event Ω, denote by I{Ω} its
indicator function. For a ∈ R, a+ = max(0, a). Throughout the paper, we use
C10, C11, ... to denote positive absolute constants, C12(γ), C13(γ), ... to denote
constants that depend on γ only and for instance C14(γ, µ, µg, ϕ, η) to denote a
constant that depend on {γ, µ, µg, ϕ, η} only.
4.3. Canonical basis vectors and indices
Canonical basis vectors are denoted by (ei)i=1,...,n or (el)l=1,...,n for the
canonical basis in Rn, and by (ej)j=1,...,p or (ek)k=1,...,p for the canonical basis
vectors in Rp. Indices i and l are used to loop or sum over [n] = {1, ..., n} only,
while indices j and k are used to loop or sum over [p] = {1, ..., p} only. This lets
us use the notation ei, el, ej , ek for canonical basis vectors in R
n or Rp as the
index reveals without ambiguity whether the canonical basis vector lies in Rn
or Rp.
5. Derivatives of M-estimators
5.1. Lipschitz properties
Proposition 5.1. Let ρ be a loss function such that ψ is L-Lipschitz, where
ψ = ρ′. Then for any fixed design matrix X ∈ Rn×p, the mapping
y 7→ ψ(y −Xβ̂)
is L-Lipschitz.
Proof. let y, y˜ ∈ Rn be two response vectors, β̂ = β̂(y,X), β˜ = (y˜,X) and
ψ = ψ(y −Xβ̂), ψ˜ = ψ(y˜ −Xβ˜). The KKT conditions read
X⊤ψ ∈ n∂g(β̂), X⊤ψ˜ ∈ n∂g(β˜)
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where ∂g(β̂) denotes the subdifferential of g at β̂. Multiplying by β̂ − β˜ and
taking the difference of the two KKT conditions above, we find
n(∂g(β̂)− ∂g(β˜))⊤(β̂ − β˜) + [{y −Xβ̂} − {y˜ −Xβ˜}]⊤(ψ − ψ˜)
∋ [X(β̂ − β˜)]⊤(ψ − ψ˜) + [{y −Xβ̂} − {y˜ −Xβ˜}]⊤(ψ − ψ˜) (5.1)
= [y − y˜]⊤(ψ − ψ˜).
By the monotonicity of the subdifferential, (∂g(β̂)− ∂g(β˜))⊤(β̂ − β˜) ⊂ [0,∞).
We now lower bound the second term in the first line for each term indexed by
i = 1, ..., n. Since ψ : R → R is nondecreasing and L-Lipschitz, ψ(u) − ψ(v) ≤
L(u− v) holds for any u > v, as well as (ψ(u)−ψ(v))2 ≤ L(u− v)(ψ(u)−ψ(v))
since ψ(u) − ψ(v) ≥ 0 by monotonicity. Applying this inequality for each i to
u = yi − x⊤i β̂ and v = y˜i − x⊤i β˜, we obtain
L−1‖ψ − ψ˜‖2 ≤ [{y −Xβ̂} − {y˜ −Xβ˜}]⊤(ψ − ψ˜) ≤ [y − y˜]⊤(ψ − ψ˜).
The Cauchy-Schwarz inequality completes the proof.
Proposition 5.2. Assume that ψ is L-Lipschitz. Let (y,X) ∈ Rn × Rn×p and
(y˜, X˜) ∈ Rn × Rn×p be fixed. Let β̂ = β̂(y,X) be the estimator in (1.3) with
observed data (y,X) and let β˜ = argminb∈Rp
1
n
∑n
i=1 ρ(y˜i−e⊤i X˜b)+g(b), i.e.,
the same M -estimator as (1.3) with the data (y,X) replaced by (y˜, X˜). Set
ψ = ψ(y −Xβ̂) as well as ψ˜ = ψ(y˜ − X˜β˜). Then
nµ‖Σ 12 (β̂ − β˜)‖2 +max (L−1‖ψ˜ −ψ‖2, µρ‖y −Xβ̂ − {y˜ − X˜β˜}‖2)
≤ (β˜ − β̂)⊤(X˜ −X)⊤ψ + (y˜ + (X − X˜)β̂ − y)⊤(ψ˜ −ψ).
(5.2)
Consequently
(i) The map (y,X) 7→ (β̂(y,X), ψ̂(y,X)) is Lipschitz on every compact
subset of Rn × Rn×p if µ > 0 as in Assumption 2.3(i).
(ii) The map (y,X) 7→ (β̂(y,X), ψ̂(y,X)) is Lipschitz on every compact
subset of {(y,X) ∈ Rn × Rn×p : φmin(Σ− 12X⊤XΣ− 12 ) > 0} if µρ > 0 as
in Assumption 2.3(ii).
(iii) If X˜ = X and y˜ = y, we must have ψ = ψ˜. This means that if β̂
and β˜ are two distinct solutions of the optimization problem (1.3), then
ψ(y −Xβ̂) = ψ(y −Xβ˜) must hold.
Proof. The KKT conditions for β̂ and β˜ read X˜⊤ψ˜ ∈ n∂g(β˜) and X⊤ψ ∈
n∂g(β̂). If Dg = (β̂ − β˜)⊤(∂g(β̂)− ∂g(β˜)) then
nDg + (y˜ − X˜β˜ − y +Xβ̂)⊤(ψ˜ −ψ)
∋ (β˜ − β̂)⊤(X˜⊤ψ˜ −X⊤ψ) + (y˜ − X˜β˜ − y +Xβ̂)⊤(ψ˜ −ψ) (5.3)
= (β˜ − β̂)⊤(X˜ −X)⊤ψ + (y˜ + (X − X˜)β̂ − y)⊤(ψ˜ −ψ).
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Since for any reals u > s inequality (u − s)(ψ(u) − ψ(s)) ≥ L−1(ψ(u) − ψ(s))2
holds when ψ is L-Lipschitz and non-decreasing, the first line is bounded from
below by (n inf Dg + L
−1‖ψ − ψ˜‖2). If Assumption 2.3(ii) is satisfied for some
µρ > 0, we also have (u − s)(ψ(u) − ψ(s)) ≥ µρ(u − s)2 so that the first line
is bounded from below by µρ‖y −Xβ̂ − {y˜ − X˜β˜}‖2. We also have inf Dg ≥
µ‖Σ 12 (β˜ − β̂)‖2 by monotonicity of the subdifferential and strong convexity of
g with respect to Σ. This proves (5.2).
For (i), by bounding from above the right hand side of (5.2) we find
min(µ, L−1)(‖Σ 12 (β̂ − β˜)‖2 + ‖ψ − ψ˜‖2/n) 12
≤ n− 12 ‖y − y˜‖+ n− 12 ‖(X − X˜)Σ− 12 ‖op(n− 12 ‖ψ‖+ ‖Σ1/2β̂‖).
By taking a fixed X, e.g. X = 0n×p, this implies that the supremum
S(K) = sup(y˜,X˜)∈K(‖Σ1/2β˜‖ + n−
1
2 ‖ψ˜‖) is finite for every compact K. If
(y,X), (y˜, X˜) ∈ K the right hand side is bounded from above by n− 12 ‖y −
y˜‖+ n− 12 ‖(X − X˜)Σ− 12 ‖opS(K) which proves that the map is Lipschitz on K.
For (ii), we use that on the left hand side of (5.2),
‖y−Xβ̂−{y˜−X˜β˜}‖2 = ‖X˜(β̂− β˜)‖2+2[X˜(−β̂+ β˜)]⊤[y− y˜+(X˜−X)β̂]
+ ‖y − y˜ + (X˜ −X)β̂‖2.
Combined with (5.2) this implies that
min
{
µρφmin(
1
nΣ
−1/2X˜⊤X˜Σ−1/2), L−1
}
(n‖Σ1/2(β̂ − β˜)‖2 + ‖ψ − ψ˜‖2)
≤ (β˜ − β̂)⊤(X˜ −X)⊤ψ + (y˜ + (X − X˜)⊤β̂ − y)⊤(ψ˜ −ψ).
− 2[X˜(−β̂ + β˜)]⊤[y − y˜ + (X˜ −X)β̂].
The same argument as in (i) applies on every compact where of n−1/2X˜Σ−1/2
are bounded away from 0 and +∞. Finally, (iii) directly follows from (5.2).
5.2. Lipschitz properties for a given, fixed ε
In this subsection, ε is fixed and we consider functions of X ∈ Rn×p as defined
in the following Lemma.
Lemma 5.3. Let ε ∈ Rn be fixed and X, X˜ be two design matrices. Define
β̂ = β̂(Xβ + ε,X) and β˜ = β̂(X˜β + ε, X˜), ψ = ψ(ε + Xβ − Xβ̂) and
ψ˜ = ψ(ε + X˜β − X˜β˜) as well as r = n− 12ψ and r˜ = n− 12 ψ˜, h = β̂ − β and
h˜ = β˜−β. Let also D = (‖r‖2+ ‖Σ 12h‖2) 12 and D˜ = (‖r˜‖2+ ‖Σ 12 h˜‖2) 12 . If for
some constant L∗ and some open set U ⊂ Rn×p, for every {X, X˜} ⊂ U
(‖Σ 12 (h−h˜)‖2+‖r−r˜‖2) 12 ≤ n− 12 ‖(X−X˜)Σ− 12 ‖opL∗(‖r‖2+‖Σ 12h‖2) 12 (5.4)
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holds, then we also have the Lipschitz properties
‖Σ 12 (hD−1 − h˜D˜−1)‖ ≤ n− 12 ‖(X − X˜)Σ− 12 ‖op2L∗, (5.5)
‖rD−1 − r˜D˜−1‖ ≤ n− 12 ‖(X − X˜)Σ− 12 ‖op2L∗, (5.6)
n−
1
2 ‖Σ− 12 (X⊤rD − X˜⊤r˜D˜ )‖ ≤ n
− 12 ‖(X − X˜)Σ− 12 ‖op(1 + 2L∗‖n− 12 X˜Σ− 12 ‖op),
(5.7)
|D−1 − D˜−1| ≤ n− 12 ‖(X − X˜)Σ− 12 ‖opL∗D˜−1. (5.8)
Our proof relies in major ways on the Lipschitz property (5.4). The constant
L∗ and the set U are given for Assumption 2.3(i) in Proposition 5.4 below, and
for Assumption 2.3(ii) in Proposition 5.5.
Proof of Lemma 5.3. Assume that Σ = Ip without loss of generality, by
performing the variable change (2.10) if necessary. By the triangle inequality,
‖hD−1 − h˜D˜−1‖ ≤ ‖h˜‖|D−1 − D˜−1| + D−1‖h − h˜‖. Then D−1‖h − h˜‖ ≤
n−
1
2 ‖X − X˜‖opL∗ for the second term by (5.4). For the first term, ‖h˜‖|D−1 −
D˜−1| ≤ D−1|D−D˜| ≤ D−1(‖r−r˜‖2+‖h−h˜‖2) 12 by the triangle inequality, and
another application of (5.4) provides (5.5). The exact same argument provides
(5.6) since the roles of h and r are symmetric in (5.4). For (5.7), we use
‖X⊤rD−1 − X˜⊤r˜D˜−1‖ ≤ ‖X − X˜‖op(‖r‖D−1) + ‖X˜‖op‖rD−1 − r˜D˜−1‖.
Combined with (5.6) and ‖r‖D−1 ≤ 1, this provides (5.7). For the fourth
inequality, by the triangle inequality |D−1 − D˜−1| ≤ (DD˜)−1|D − D˜| ≤
n−
1
2 ‖X − X˜‖L∗D˜ thanks to (5.4).
Proposition 5.4. Let Assumption 2.1 and Assumption 2.3(i) be fulfilled.
Consider the notation of Lemma 5.3 for X,ψ, r,h and X˜, ψ˜, r˜, h˜. Then by
(5.2) we have
µ‖Σ 12 (h− h˜)‖2 + ‖r − r˜‖2
= µ‖Σ 12 (β̂ − β˜)‖2 + ‖ψ − ψ˜‖2/n
≤ [(h˜− h)⊤(X˜ −X)⊤ψ + h⊤(X − X˜)⊤(ψ˜ −ψ)]/n (5.9)
≤ n− 12 ‖(X − X˜)Σ− 12 ‖op(‖Σ 12 (h˜− h)‖2 + ‖r˜ − r‖2) 12 (‖r‖2 + ‖Σ 12h‖2) 12 .
Hence (5.4) holds for L∗ = max(µ−1, 1) and all X, X˜ ∈ Rn×p.
Proof. This follows by (5.2) with y˜ = ε + X˜β and y = ε + Xβ. The last
inequality in (5.9) is due to the Cauchy-Schwarz inequality. Inequality (5.4)
with the given L∗ is obtained by dividing by (‖r − r˜‖2 + ‖Σ 12 (h− h˜)‖2) 12 .
Proposition 5.5. Let Assumption 2.1 and Assumption 2.3(ii) be fulfilled.
Consider the notation of Lemma 5.3 for X,ψ, r,h and X˜, ψ˜, r˜, h˜. Then
min
(
1, µρφmin(Σ
− 12 X˜⊤X˜Σ−
1
2 /n)
)
max
(‖r − r˜‖2, ‖Σ 12 (h− h˜)‖2)
≤ n− 12 ‖(X − X˜)Σ− 12 ‖op
[‖Σ 12 (h˜ − h)‖ ∨ ‖r˜ − r‖][‖r‖+ ‖Σ 12h‖(1 + 2µρ‖n− 12 X˜Σ− 12 ‖op)].
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Hence (5.4) holds with L∗ = max(1, µ−1ρ ((1− γ)/2)−16max(1, 2µρ(2 +
√
γ)) for
all X, X˜ ∈ U where
U = {X ∈ Rn×p : (1−√γ)/2 ≤ φmin(XΣ− 12n− 12 ) ≤ φmax(XΣ− 12n− 12 ) ≤ 2+√γ}.
Proof. By (5.2) we have
max(‖r − r˜‖2, µρ‖Xh− X˜h˜‖2/n) ≤
[
(h˜− h)⊤(X˜ −X)⊤ψ − h⊤(X − X˜)⊤(ψ˜ −ψ)]/n.
We also have ‖Xh− X˜h˜‖2 = ‖X˜(h− h˜)‖2+2[X˜(h− h˜)]⊤(X − X˜)h+ ‖(X −
X˜)h‖2. so that the previous display implies
max(‖r − r˜‖2, µρ‖X˜(h− h˜)‖2/n)
≤ [(h˜− h)⊤(X˜ −X)⊤ψ − h⊤(X − X˜)⊤(ψ˜ −ψ)− 2µρ[X˜(h − h˜)]⊤(X − X˜)h]/n
and the desired conclusion holds by the Cauchy-Schwarz inequality and
properties of the operator norm.
5.3. Gradient identities
Corollary 5.6. Let the setting and assumptions of Proposition 5.2 be fulfilled.
If y˜ = y + β̂jv and X˜ = X + ve
⊤
j for any direction v ∈ Rn with v⊤ψ = 0
and index j ∈ [p], then ψ˜ = ψ and the solution β̂ of the optimization problem
(1.3) is also solution of the same optimization problem with (y,X) replaced by
(y˜, X˜). If additionally µ > 0, then β˜ = β̂ must hold.
Proof. The right hand side of (5.2) is 0 for the given y˜ − y and X˜ −X. This
proves that ψ˜ = ψ. Furthermore, the KKT conditions for β̂ read X⊤ψ ∈
n∂g(β̂), and we have X⊤ψ = X˜⊤ψ, and ψ = ψ(y −Xβ̂) = ψ(y˜ − X˜β̂). This
implies that X˜⊤ψ(y˜ − X˜β̂) ∈ n∂g(β̂) so that β̂ is solution to the optimization
problem with data (y˜, X˜), even if µ = 0. The claim β̂ = β˜ for µ > 0 follows by
unicity of the minimizer of strongly convex functions.
Proposition 5.7. Let β̂ be the M -estimator (1.3) with convex loss ρ and µ-
strongly convex penalty g. For a given value of (y,X), assume that β̂ is Frechet
differentiable at (y,X), let β̂0 = β̂(y,X) and D = diag(ψ′1, ..., ψ
′
n) where ψ
′
i =
ψ′(yi − x⊤i β̂0) for each i = 1, ..., n. Let ψ0 = ψ(y − Xβ̂0). Then for every
U ∈ Rn×n,
b(t) = β̂
(
y + tUDXβ̂0 − tU⊤ψ0 , X + tUDX
)
satisfies D
1
2X ddtb(t)
∣∣
t=0
= 0 and µ ddtb(t)
∣∣
t=0
= 0 when ψ is continuously
differentiable.
If ψ is only 1-Lipschitz (but not necessarily continuously differentiable) and
additionally the function (y,X) 7→ β̂(y,X) is Lipschitz in some bounded open
set U , then D
1
2X ddtb(t)
∣∣
t=0
= 0 still holds for almost every (y,X) ∈ U .
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Proof. For t ∈ R, let y(t) = y+tUDXβ̂0−tU⊤ψ0 andX(t) =X+tUDX so
that b(t) = β̂(y(t),X(t)). Set ψ(t) = ψ(y(t)−X(t)b(t)) where as usual ψ = ρ′
acts componentwise. The KKT conditions at t and 0 read
X(t)⊤ψ(t) ∈ n∂g(b(t)), X⊤ψ(0) ∈ n∂g(β̂0).
By multiplying the difference of these KKT conditions by (b(t)− β̂0) and using
the strong convexity of g with respect to Σ, we find nµ‖Σ 12 (b(t) − β̂0)‖2 ≤
(b(t)− β̂0)⊤[X(t)⊤ψ(t)−X⊤ψ0] or equivalently
nµ‖Σ 12 (b(t)− β̂0)‖2 + (b(t)− β̂0)⊤X⊤DX(b(t)− β̂0)
≤ (b(t)− β̂0)⊤[X(t)⊤ψ(t)−X⊤ψ0 +XDX(b(t)− β̂0)].
Let ψ˙ ∈ Rn, b˙ ∈ Rp and X˙ = UDX be the derivatives at 0 uniquely defined
by
ψ(t)−ψ0 = tψ˙+o(t), b(t)−β̂0 = tb˙+o(t), and X(t)−X = tX˙+o(t).
Then ψ˙ = D[−U⊤ψ0−Xb˙] by the chain rule if ψ is continuously differentiable,
and ddtX(t)
⊤ψ(t)
∣∣
t=0
= X⊤ψ˙ + X˙⊤ψ0. This implies that the right hand side
of the previous display is o(t2), as all terms proportional to t and t2 cancel out.
Dividing by t2 and taking the limit as t→ 0 proves the claim.
The second claim, where ψ is only assumed to be 1-Lipschitz, follows from
[Zie89, Theorem 2.1.11] which proves the validity of the chain rule almost
everywhere in U for compositions of the form ψ ◦ u where ψ : R → R and
u : U → R are Lipschitz.
We now collect a useful identity as a consequence of Proposition 5.7. First,
note that D
1
2X ddtb(t)
∣∣
t=0
= 0 if and only if PX ddtb(t)
∣∣
t=0
= 0 because P and
D are diagonal with the same nullspace. For every i, l ∈ [n], with U = eie⊤l
for two canonical vectors in Rn, and using the notation ψi = ψ(yi−x⊤i β̂), ψ′l =
ψ′(yl − x⊤l β̂) for brevity, we find
ψi PX
∂β̂
∂yl
(y,X) = PX
[
(x⊤l β̂
0)
∂β̂
∂yi
(y,X) +
p∑
k=1
xlk
∂β̂
∂xik
(y,X)
]
ψ′l
=
p∑
k=1
PX
[ ∂β̂
∂yi
(y,X)β̂k +
∂β̂
∂xik
(y,X)
]
e⊤kX
⊤Del.
Multiplying to the left by e⊤l and summing over l ∈ {1, ..., n} we get
ψiTr[PX
∂β̂
∂y
(y,X)] =
p∑
k=1
Tr
[
e⊤kX
⊤DX
[ ∂β̂
∂yi
(y,X)β̂k +
∂β̂
∂xik
(y,X)
]]
where we used Tr[UV ] = Tr[V U ] and DP = D. In the right hand side, since
the quantity inside the trace is a scalar, the trace sign can be omitted. Finally,
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we relate the right hand side to the derivatives of ψ̂(y,X). We have
(∂/∂yi)ψ̂ = D[ei −X(∂/∂yi)β̂], (∂/∂xik)ψ̂ =D[−eiβ̂k −X(∂/∂xik)β̂]
so that β̂k(∂/∂yi)ψ̂ + (∂/∂xik)ψ̂ = −DX[β̂k(∂/∂yi)β̂ + (∂/∂xik)β̂] and the
previous display can be rewritten as
ψi Tr
[
PX
∂β̂
∂y
(y,X)
]
= −
p∑
k=1
e⊤kX
⊤
[
β̂k
∂ψ̂
∂yi
(y,X) +
∂ψ̂
∂xik
(y,X)
]
. (5.10)
5.4. Deterministic gradient inequalities
Proposition 5.8. Let ε ∈ Rn be a constant vector. Consider a minimizer β̂
of (3.4), assume that the function ψ̂(y,X) 7→ ψ(y − Xβ̂(y,X)) is Frechet
differentiable at (y,X) and denote its partial derivatives by (∂/∂xij) and
(∂/∂yi).
(i) Then the function r : X 7→ n− 12 ψ̂(ε +Xβ,X) is Frechet differentiable
at X. We denote its directional derivatives by (∂/∂xij)r. The chain rule for
Frechet differentiable mappings applies, e.g.,
√
n
∂r
∂xij
(X) = βj
∂ψ̂
∂yi
(y,X) +
∂ψ̂
∂xij
(y,X). (5.11)
(ii) ∀j ∈ [p], the quantity δj def= n− 12 Tr[∂ψ̂∂y ]hj +
∑n
i=1
∂ri
∂xij
(X) satisfies
|δj | ≤ |hj|√
n
+ max
u∈Rn,‖u‖=1
∥∥∥ n∑
i=1
ui
∂r
∂xij
(X)
∥∥∥. (5.12)
(iii) Consequently by the triangle inequality
( p∑
j=1
δ2j
) 1
2 ≤ ‖h‖√
n
+
( p∑
j=1
n∑
i=1
∥∥∥ ∂r
∂xij
(X)
∥∥∥2) 12 . (5.13)
Proof. For (i), X 7→ √nr is the composition of ψ̂ with the function Rn×p →
Rn × Rn×p given by X 7→ (ε+Xβ,X). The chain rule for the composition of
Frechet differentiable mappings gives (5.11).
(ii) By the Chain rule, since r is a function ofX given by r(X) = n−
1
2 ψ̂(ε+
Xβ,X), taking the directional derivative of r in a direction ve⊤j with v
⊤(y −
Xβ̂) = 0 (i.e., by considering X + tvej
⊤ and letting t→ 0) gives
hj
[∂ψ̂
∂y
]
v +
√
n
n∑
i=1
vi
∂r
∂xij
(X) =(i) hj
[∂ψ̂
∂y
]
v +
n∑
i=1
vi
[
βj
∂ψ̂
∂yi
(y,X) +
∂ψ̂
∂xij(y,X)
]
=(ii)
n∑
i=1
vi
[
β̂j
∂ψ̂
∂yi
(y,X) +
∂ψ̂
∂xij
(y,X)
]
=(iii)
d
dt
ψ̂(y + tvβ̂j ,X + tve
⊤
j )
∣∣∣
t=0
= 0
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where (i) follows by the chain rule, (ii) using [∂ψ̂∂y ]v =
∑n
i=1 vi
∂ψ̂
∂yi
and hj +βj =
β̂j , and (iii) by the chain rule and Corollary 5.6. This implies that the matrix
M (j) ∈ Rn×n with entries M (j)ki =
√
n(∂/∂xij)rk(X) satisfiesM
(j)v+ hj[
∂ψ̂
∂y ]v
for all v with v⊤r = 0. Hence the nullspace of the matrixM (j)+hj ∂ψ̂∂y contains
the hyperplane {v ∈ Rn : v⊤r = 0} and M (j) + hj ∂ψ̂∂y has rank is at most one,
so that
|Tr[M (j) + hj ∂ψ̂
∂y
]| ≤ ‖M (j) + hj ∂ψ̂
∂y
‖op ≤ ‖M (j)‖op + ‖∂ψ̂
∂y
‖op|hj |.
Since ∂ψ̂∂y has operator norm at most one by Proposition 5.1 when ψ is 1-
Lipschitz, we obtain (5.12).
(iii) For (5.13) we sum the squares of (5.12) and used (a + b)2 ≤ 2a2 + 2b2.
For the second term, for any u(1), ...,u(p) ∈ Rn each with norm one,
p∑
j=1
∥∥∥ n∑
i=1
u
(j)
i
∂r
∂xij
∥∥∥2 = p∑
j=1
n∑
l=1
[ n∑
i=1
u
(j)
i
∂rl
∂xij
]2
≤
p∑
j=1
l∑
i=1
n∑
i=1
( ∂rl
∂xij
)2
by the Cauchy-Schwarz inequality, where we omitted the dependence in X for
the partial derivatives of r for brevity. This proves (5.13).
6. Inequalities for functions of standard multivariate normals
Proposition 6.1 ([BZ18b]). If y = µ+ε with ε ∼ N(0, σ2In) and f : Rn → Rn
has weakly differentiable components then
E[(ε⊤f(y)− σ2 div f(y))2] = σ2E[‖f(y)‖2] + σ4E[Tr ( (∇f(y))2 )]
≤ σ2E[‖f(y)‖2] + σ4E[‖∇f(y)‖2F ] (6.1)
≤ σ2‖E[f(y)]‖2 + 2σ4E[‖∇f(y)‖2F ], (6.2)
provided that the last line is finite. If E[f(y)] = 0 then
E[(ε⊤f(y)− σ2 div f(y))2] ≤ 2σ4E[‖∇f(y)‖2F ]. (6.3)
The first equality in (6.1) is the identity studied in [BZ18b] the first
inequality follows by the Cauchy-Schwarz inequality. The second inequality is a
consequence of the Gaussian Poincaré inequality [BLM13, Theorem 3.20] applied
to each component of f . The variant (6.5) below will be useful.
Proposition 6.2. Let f , ε,y be as in Proposition 6.1. Then there exist random
variables Z, T, T˜ with Z ∼ N(0, 1) and E[T˜ 2] ∨ E[T 2] ≤ 1 such that
|ε⊤f(y)− σ2 div f(y)| ≤ σ|Z| ‖E[f(y)]‖+ σ2 2|T | E[∇f(y)‖2F ]
1
2 (6.4)
≤ σ|Z| ‖f(y)‖+ σ2(2|T |+ |ZT˜ |)E[∇f(y)‖2F ]
1
2 . (6.5)
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Proof. Define F(y) = f(y) − E[f(y)], Z = σ−1ε⊤E[f(y)]/‖E[f(y)]‖ ∼ N(0, 1)
and
T 2 =
(
ε⊤f(y)− div f(y)− Zσ‖Ef(y)‖)2/(2σ4E[‖∇f(y)‖2F ]).
Since E[F(y)] = 0, by (6.2) applied to F we have
2σ4E[‖∇f(y)‖2F ]E[T 2] = E[(ε⊤F(y)− divF(y))2]
≤ 2σ4E[‖∇F(y)‖2F ] = 2σ4E[‖∇f(y)‖2F ]
so that E[T 2] ≤ 1. Next, let T˜ = [σ2E[‖∇f(y)‖2F ]−
1
2
∣∣‖E[f(y)]‖ − ‖f(y)‖∣∣, which
satisfies E[T˜ 2] ≤ 1 by the Gaussian Poincaré inequality. By construction of T
and T˜ , we obtain (6.5).
6.1. Functions of n× p independent standard normals
Proposition 6.3. If X = (xij) ∈ Rn×p is a matrix with iid N(0, 1) entries and
η : Rn×p → Rp, ρ : Rn×p → Rn are two vector valued functions, with weakly
differentiable components η1, ..., ηp and ρ1, ..., ρn, then
E
[(
ρ⊤Xη −
n∑
i=1
p∑
j=1
∂(ρiηj)
∂xij
)2]
= E
[
‖ρ‖2‖η‖2
]
+ E
p∑
j=1
p∑
k=1
n∑
i=1
n∑
l=1
∂(ρiηj)
∂xlk
∂(ρlηk)
∂xij
≤ E
[
‖ρ‖2‖η‖2
]
+ E
p∑
j=1
p∑
k=1
n∑
i=1
n∑
l=1
(∂(ρiηj)
∂xlk
)2
(6.6)
≤ E
[
‖ρ‖2‖η‖2
]
+ E
p∑
k=1
n∑
l=1
[
2‖η‖2
∥∥∥ ∂ρ
∂xlk
∥∥∥2 + 2‖ρ‖2∥∥∥ ∂η
∂xlk
∥∥∥2]
provided that (6.6) is finite, where for brevity we write ρ = ρ(X), η = η(X),
and similarly for the partial derivatives (i.e., omitting the dependence in X).
Furthermore, if for some open set U ⊂ Rn×p we have (i) max(‖ρ‖, ‖η‖) ≤ K
in U , (ii) ρ is L-Lipschitz on U and (iii) η is M -Lipschitz on U , then
E
[
I{X ∈ U}
(
ρ⊤Xη −
n∑
i=1
p∑
j=1
∂(ρiηj)
∂xij
)2]
≤ K4 + 2K2(nL2 + pM2). (6.7)
Proof. The first inequality is inequality (6.1) applied by vectorizing X into a
standard normal vector of size np, applied to the function Rnp → Rnp whose
(i, j)-th component is ρiηj .
For the second claim, by Kirszbraun’s theorem, there exists an L-Lipschitz
function ρ : Rn×p → Rn such that ρ = ρ on U , and an M -Lipschitz function
η : Rn×p → Rp such that η = η on U . By projecting ρ,η onto the Euclidean
ball of radius K if necessary, we may assume without loss of generality that
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max{‖ρ‖, ‖η‖) ≤ K on Rn×p. Since U is open, the derivatives of ρ and ρ (resp.
η and η) coincide on U , so that the left hand side of the second claim is equal
to the same expression with ρ replaced by ρ and η replaced by η. Since the
Hilbert-Schmidt norm of the Jacobian of an L-Lipschitz function valued in Rn is
at most L
√
n (resp. the Hilbert-Schmidt norm of the Jacobian of anM -Lipschitz
function valued in Rp is at most M
√
p), the claim is proved.
6.2. Application to regularized robust M-estimators
Proposition 6.4. Let Assumptions 2.1 and 2.2 be fulfilled with Σ = Ip and
p/n ≤ γ. Additionally, assume that (5.4) holds for all X , X˜ ∈ U ⊂ Rn×p where
U is an open set possibly depending on ε and L∗ > 0 a constant, and assume
that supX∈U ‖n−1/2XΣ−1/2‖op ≤ 2 +
√
γ. Then
V6
def
=
1
n‖X⊤r‖2 − ‖r‖2 1n (p− Tr[P ∂Xβ̂∂y ]) + Tr[∂ψ̂∂y ]r
⊤Xh
n3/2
(‖h‖2 + ‖r‖2)n− 12 (2.11)
satisfies E[I{X ∈ U}V 26 ] ≤ C(γ, L∗).
The set U and constant L∗ are given in Proposition 5.4 under
Assumption 2.3(i) and Proposition 5.5 under Assumption 2.3(ii).
Note that in the case of the square loss,D = In and
∂ψ̂
∂y = In− ∂Xβ̂∂y so that
V6 is equal to
V5
def
=
1
n‖X⊤r‖2 − ‖r‖2 p−dˆfn + (1− dˆfn )n−
1
2 r⊤Xh
(‖h‖2 + ‖r‖2)n− 12 . (6.8)
Proof. We apply Proposition 6.3 to ρ = rD−1, η = X⊤rn−
1
2D−1 where
D = (‖r‖2 + ‖h‖2) 12 . Thanks to Lemma 5.3, the functions ρ : Rn×p → Rn
and η : Rn×p → Rp are Lipschitz on the open set U with Lipschitz constants
L = n−
1
2 2L∗ and M = n−
1
2 2L∗(2 +
√
γ). Furthermore, on U inequality
max{‖ρ‖, ‖η‖} ≤ K for K = 2 + √γ, so that the right hand side of (6.7)
is bounded from above by C15(γ, L∗).
We now compute the divergence term that appears in the left hand side of
(6.7), i.e.,
1√
n
n∑
i=1
p∑
j=1
∂(D−2rie⊤j X
⊤r)
∂xij
(6.9)
=
1√
n
n∑
i=1
p∑
j=1
ri
D2
∂(e⊤j X
⊤r)
∂xij︸ ︷︷ ︸
(i)
+
e⊤j X
⊤r
D2
∂ri
∂xij︸ ︷︷ ︸
(ii)
+ rie
⊤
j X
⊤r
∂D−2
∂xij︸ ︷︷ ︸
(iii)
.
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For (ii), with δ ∈ Rp with components δj = Tr[∂ψ̂∂y ]hj/
√
n +
∑n
i=1
∂ri
∂xij
the
random vector studied in (5.12) we find
p∑
j=1
n∑
i=1
e⊤j X
⊤r
n
1
2D2
∂ri
xij
= −Tr
[∂ψ̂
∂y
]h⊤X⊤r
nD2
+
δ⊤X⊤r
n
1
2D2
.
Above in the right hand side, the first term appears in V6 as desired, while we
will show below that the second term is negligible. We now focus on term (i).
By the chain rule ∂∂xij (e
⊤
j X
⊤r) = ri + e⊤j X
⊤ ∂r
∂xij
so that
n∑
i=1
ri√
nD2
p∑
j=1
∂(e⊤j X
⊤r)
∂xij
=
p‖r‖2√
nD2
+
n∑
i=1
ri√
nD2
p∑
j=1
e⊤j X
⊤ ∂r
∂xij
. (6.10)
Since r(X) = ψ̂(Xβ + ε,X) the chain rule provides
(∂/∂xij)r = n
− 12 [(∂/∂xij)ψ̂ + βj(∂/∂yi)ψ̂]
= n−
1
2 [(∂/∂xij)ψ̂ + β̂j(∂/∂yi)ψ̂ − hj(∂/∂yi)ψ̂]
where the derivatives of ψ̂ are implicitly taken at (y,X), so that we obtain
(6.10) =
p‖r‖2√
nD2
−
r⊤[∂ψ̂∂y ]Xh
nD2
+
1
nD2
n∑
i=1
ri
p∑
j=1
e⊤j X
⊤
[ ∂ψ̂
∂xij
+ β̂j
∂ψ̂
∂yi
]
=
p‖r‖2√
nD2
−
r⊤[∂ψ̂∂y ]Xh
nD2
− 1
nD2
n∑
i=1
riψiTr
[
PX
∂β̂
∂y
]
thanks to (5.10) for the last equality. For term (iii), we have
Rem(iii)
def
=
n∑
i=1
p∑
j=1
rie
⊤
j X
⊤r√
n
∂(D−2)
∂xij
= 2D−1
n∑
i=1
p∑
j=1
rie
⊤
j X
⊤r√
n
∂(D−1)
∂xij
.
By (5.8), the Jacobian of the map X 7→ D−1 has operator norm at most
n−
1
2L∗D−1. Hence the absolute value of the previous display is bounded from
above as
|Rem(iii)| ≤ 2L∗n−1D−2(
∑n
i=1
∑p
j=1 r
2
i (e
⊤
j X
⊤r)2)1/2
= 2L∗n−1D−2‖r‖‖X⊤r‖
≤ 2L∗n−1‖X‖op. (6.11)
In summary, we have shown that
(6.9) =
p− Tr[PX(∂/∂y)β̂]√
nD2
‖r‖2 −
Tr[∂ψ̂∂y ]
nD2
r⊤Xh+ Rem+ Rem(iii)
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where Rem = D−2(−n−1r⊤[∂ψ̂∂y ]Xh + n−
1
2 δ⊤X⊤r). To conclude it remains
to show that Rem and Rem(iii) are negligible. Using that ‖∂ψ̂∂y ‖op ≤ 1 by
Proposition 5.1 as well as the bound (5.13) on ‖δ‖2, almost surely we have
|Rem| ≤ n−1‖X‖op + ‖δ‖‖Xn− 12 ‖op
/
D
≤ 2n−1‖X‖op + ‖Xn− 12 ‖op
( p∑
j=1
n∑
i=1
∥∥ ∂r
∂xij
(X)
∥∥2) 12 /D.
By (5.4), the Jacobian of the map X 7→ r(X) has operator norm at most
n−
1
2L∗D, so that its Hilbert-Schmidt norm that appears in the previous display
is at most L∗D. Hence |Rem| ≤ 2n−1‖X‖op+ ‖Xn− 12 ‖opL∗ which is uniformly
bounded from above by a constant C16(γ, L∗) in U . The same conclusion holds
for Rem(iii) thanks to (6.11).
7. χ2 type bounds under dependence
The main result of this section is the following.
Theorem 7.1. Assume that X has iid N(0, 1) entries, that r : Rn×p → Rn is
locally Lipschitz and that ‖r‖ ≤ 1 almost surely. Then
E
∣∣∣p‖r‖2 − p∑
j=1
(
r⊤Xej −
n∑
i=1
∂ri
∂xij
)2∣∣∣
≤ C17
{
1 +
(
E
n∑
i=1
p∑
j=1
‖ ∂r
∂xij
‖2
) 1
2
}√
p+ C18E
n∑
i=1
p∑
j=1
‖ ∂r
∂xij
‖2.
If r is deterministic with ‖r‖ ≤ 1, then Theorem 7.1 concludes E[|χ2p − p|] ≤
C19
√
p which is optimal: Indeed E[|χ2p−p|/
√
2p]→p→+∞ EZ∼N(0,1)|Z| since the
family of random variables |χ2p − p|/
√
2p is bounded in L2 and thus uniformly
integrable. The proof of Theorem 7.1 is given in Section 7.3. We first provide
consequences of this result for regularized M -estimators.
Corollary 7.2. (i) If ρ : U → Rn is L-Lipschitz on an open set U ⊂ Rn×p and
‖ρ‖ ≤ 1 on U , then
E
[
I{X ∈ U}
∣∣∣p‖ρ‖2− p∑
j=1
(
ρ⊤Xej−
n∑
i=1
∂ρi
∂xij
)2∣∣∣] ≤ C20{1+√nL2}√p+C21nL2.
(ii) If additionally a = (aj)j∈[p] is random, then
E
[
I{X ∈ U}
∣∣∣p‖ρ‖2 − p∑
j=1
(
ρ⊤Xej − aj
)2∣∣∣] ≤ C22({1 +√Ξ}√p+ Ξ)
where Ξ = nL2 + E[I{X ∈ U}∑pj=1(aj −∑ni=1 ∂ρi∂xij )2].
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Proof. By Kirszbraun’s theorem, there exists an L-Lipschitz function r :
Rn×p → Rn such that ρ = r on U . By projecting r onto the unit ball if
necessary (i.e., replacing r by pi ◦ r where pi : Rn → Rn is the projection
onto the unit ball), we may assume without loss of generality that ‖r‖ ≤ 1
on Rn×p. Since U is open, the derivatives of ρ and r also coincide on U , so
that the left hand side of the first claim is equal to the same expression with ρ
replaced by r. By applying Theorem 7.1 to r, it is enough to bound from above
E[
∑n
i=1
∑p
j=1 ‖(∂/∂xij)r‖2], which is the Hilbert-Schmidt norm (or Frobenius
norm) of the Jacobian of r (by vectorizing the input space of r, this Jacobian
is a matrix in Rn×(np)). Since the Hilbert-Schmidt norm of the Jacobian of an
L-Lipschitz function valued in Rn is at most L
√
n, this proves the first claim.
For the second claim, if c, b ∈ Rp, we have on U∣∣|p‖ρ‖2 − ‖b‖2| − |p‖ρ‖2 − ‖c‖2|∣∣
≤ |(b− c)⊤(b+ c)|
≤ ‖b− c‖‖b+ c‖
≤ ‖b− c‖{
√
|‖b‖2 − p‖ρ‖2|+
√
|‖c‖2 − p‖ρ‖2|+ 2√p}
thanks to ‖ρ‖ ≤ 1 on U . Using xy ≤ x2/2 + y2/2, we eventually obtain
(1/2)
∣∣|p‖ρ‖2 − ‖b‖2| ≤ (3/2)|p‖ρ‖2 − ‖c‖2|+ ‖b− c‖2 + ‖b− c‖2√p.
We obtain the desired result by setting bj = e
⊤
j X
⊤ρ − aj and cj =
e⊤j X
⊤ρ−∑ni=1(∂/∂xij)ρi, multiplying by the indicator I{X ∈ U} and taking
expectations.
7.1. Consequences of Theorem 7.1
Proposition 7.3. Let Assumptions 2.1 and 2.2 be fulfilled with Σ = Ip and
p/n ≤ γ. Additionally, assume that (5.4) holds for all X , X˜ ∈ U ⊂ Rn×p where
U is an open set possibly depending on ε and L∗ > 0 a constant. Then
V8 =
1
(‖r‖2 + ‖h‖2)√n
[
p‖r‖2 −
p∑
j=1
(
r⊤Xej + n−
1
2 Tr
[∂ψ̂
∂y
]
hj
)2]
satisfies E[I{X ∈ U}|V8|] ≤ C(γ, L∗) for some constant depending only on
{γ, L∗}. Furthermore, by expanding the square,
V8 =
p
n‖r‖2 − 1n‖X⊤r‖2 − ( 1n Tr[∂ψ̂∂y ])2‖h‖2 − 2Tr[∂ψ̂∂y ]r
⊤Xh
n3/2
(‖r‖2 + ‖h‖2)n− 12 . (2.12)
Note that for the square loss, V8 is equal to
V9 =
p
n‖r‖2 − 1n‖X⊤r‖2 − (1− dˆfn )2‖h‖2 − 2(1− dˆfn )n−
1
2 r⊤Xh
(‖r‖2 + ‖h‖2)n− 12 . (7.1)
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Proof. We apply Theorem 7.1 to ρ = D−1r where D−1 = (‖h‖2 + ‖r‖2) 12
and aj = −D−1n− 12 Tr[∂ψ̂∂y ]hj so that the left hand side of Theorem 7.1(ii) is
E[I{X ∈ u}n 12 |V8|]. The function ρ :X 7→ D−1r is L-Lipschitz for L = 2n− 12L∗
by (5.6), so that the quantity Ξ in Theorem 7.1 is bounded from above as follows
Ξ ≤ 4L2∗ + E
[
I{X ∈ U}
p∑
j=1
(
D−1n−
1
2 Tr[
∂ψ̂
∂y
]hj +
n∑
i=1
∂ρi
∂xij
)2]
= 4L2∗ + E
[
I{X ∈ U}
p∑
j=1
(
D−1δj +
n∑
i=1
ri
∂(D−1)
∂xij
)2]
≤ 4L2∗ + E
[
I{X ∈ U}
p∑
j=1
2
(
D−1δj
)2
+ 2
( n∑
i=1
ri
∂(D−1)
∂xij
)2]
where δj = n
− 12 Tr[∂ψ̂∂y ]hj +
∑n
i=1(∂/∂xij)ri is the quantity defined in
(5.12). By (5.13) and ‖h‖ ≤ D we have ∑pj=1D−2δ2j ≤ 2/n +
2D−2
∑n
i=1
∑p
j=1 ‖(∂/∂xij)r‖2. Thanks to (5.4), the operator norm of the
Jacobian of X 7→ r is bounded from above by L∗n− 12D so that
D−2
∑n
i=1
∑p
j=1 ‖(∂/∂xij)r‖2 ≤ L2∗ by viewing the Jacobian of r as a matrix
of size n× (np) of rank at most n. This shows that ∑pj=1D−1δ2j ≤ 2/n+ 2L2∗.
Furthermore, by (5.8), the operator norm of the Jacobian of D−1 is bounded
from above by L∗n−
1
2D−1, and the Hilbert-Schmidt norm of this Jacobian
by L∗n−
1
2D−1 as well since D−1 is scalar valued. Hence by the Cauchy-
Schwarz inequality,
∑p
j=1(
∑n
i=1 ri
∂(D−1)
∂xij
)2 ≤ ‖r‖2∑pj=1∑ni=1(∂(D−1)∂xij )2 ≤
L2∗‖r‖2n−1D−2 ≤ L2∗n−1.
In summary, the previous display is bounded from above by 4L2∗+4/n+L
2
∗+
L2∗/n and the proof is complete.
The remaining subsections give a proof of Theorem 7.1.
7.2. A correlation lemma
In the proof of Theorem 7.1, we need to control the correlation between the two
mean-zero random variables
(z2jf(zk))
2 − ‖f(zk)‖2 and (z2kh(zj))2 − ‖h(zj)‖2 (7.2)
where zj , zk are independent standard normal random vectors and f, h
are functions Rn → Rn. If f, h are constant, then the correlation
between these two random variables is 0 by independence. If f, h are
non-constant, the following shows that the correlation is controlled by
4E[‖∇f(zk)‖2F ‖f(zk)‖2]
1
2E[‖∇h(zj)‖2F ‖h(zj)‖2]
1
2 , so that the correlation of
the two random variables in (7.2) is small when ‖∇f(zk)‖2F ‖f(zk)‖2 and
‖∇h(zj)‖2F ‖h(zj)‖2 are small in L2.
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Lemma 7.4. Let zj , zk be independent N(0, In) random vectors. Let f, h :
Rn → Rn deterministic with weakly differentiable components and define the
random matrices A,B ∈ Rn×n by
A = ∇f(zk)(z⊤j f(zk)) +∇f(zk)zjf(zk)⊤, B = ∇h(zj)(z⊤k h(zj)) +∇h(zj)zkh(zj)⊤.
Assume that
E[‖f(zk)‖4] + E[‖h(zj)‖4] + E[‖A‖2F ] + E[‖B‖2F ] < +∞. (7.3)
Then equality
E
[{
(z2jf(zk))
2 − ‖f(zk)‖2
}{
(z2kh(zj))
2 − ‖h(zj)‖2
}]
= E[Tr{AB}], (7.4)
holds, as well as
E|Tr[AB]| ≤ E[‖A‖2F ]
1
2E[‖B‖2F ]
1
2 ,
E[‖A‖2F ] ≤ 4E[‖∇f(zk)‖2F ‖f(zk)‖2]
1
2 , E[‖B‖2F ] ≤ 4E[‖∇h(zj)‖2F ‖h(zj)‖2]
1
2 .
Proof. Define z ∈ R2n with z = (z⊤j , z⊤k )⊤ as well as F,H : R2n → R2n by
F (zj , zk) = (f(zk)z
⊤
j f(zk),0Rn) and H(zj , zk) = (0Rn , h(zj)z
⊤
k h(zj)). The
gradients of F,H are the 2n× 2n matrices given by
∇F (z) =
[
f(zk)f(zk)
⊤ 0n×n
A 0n×n
]
, ∇H(z) =
[
0n×n B
0n×n h(zj)h(zj)⊤
]
.
Thus the left hand side in (7.4) can be rewritten as
E[(z⊤F (z)− divF (z))(z⊤H(z)− divH(z))]
with F,H being weakly differentiable with E[‖F (z)‖2+‖H(z)‖2+‖∇H(z)‖2F +
‖∇F (z)‖2F ] < +∞ thanks to (7.3). The last display is equal to E[F (z)⊤H(z)+
Tr{∇F (z)H(z)}] by Section 2.2 in [BZ18b]. Here F (z)⊤H(z) = 0 always
holds by construction of F,H and the matrix product by block gives
Tr{∇H(z)∇F (z)} = Tr{AB}.
Next, by the Cauchy-Schwarz inequality we have E|Tr[AB]| ≤
E[‖A‖2F ]
1
2E[‖B‖2F ]
1
2 . Furthermore by definition of A and B,
‖A‖F ≤ ‖∇f(zk)‖F
(|z⊤j f(zk)|+ ‖zjf(zk)‖op) = 2‖∇f(zk)‖F |z⊤j f(zk)|.
By conditioning on zk,
E[‖∇f(zk)‖2F (z⊤j f(zk))2
∣∣zk] = ‖∇f(zk)‖2F E[(z⊤j f(zk))2 ∣∣zk]
= ‖∇f(zk)‖2F ‖f(zk)‖2
which yields E[‖∇f(zk)‖2F (z⊤j f(zk))2] = E[‖∇f(zk)‖2F ‖f(zk)‖2] and yields the
required bound on E[‖A‖2F ]. The same argument provides the desired bound on
E[‖B‖2F ].
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7.3. Proof of Theorem 7.1
Proof of Theorem 7.1. Let zj = Xej . Let also ξj = dj − z⊤j (r − Ej [r]) where
Ej [·] is the conditional expectation Ej [·] = E[·|X−j ] and dj =
∑p
j=1
∂ri
∂xij
so that
Ej [ξj ] = 0 by Stein’s formula. Writing dj − z⊤j r = ξj + z⊤j Ej [r] and expanding
the square, we find
W =
p∑
j=1
(dj − z⊤j r)2 − p‖r‖2
=
p∑
j=1
[
ξ2j︸︷︷︸
(i)
+2ξjz
⊤
j Ej [r]︸ ︷︷ ︸
(ii)
+(z⊤j Ej [r])
2 − ‖Ej[r]‖2︸ ︷︷ ︸
(iii)
+ ‖Ej[r]‖2 − ‖r‖2︸ ︷︷ ︸
(iv)
]
.
This decomposition gives rise to 4 terms that we will bound separately.
(i) E
∑p
j=1 ξ
2
j ≤ 2E
∑p
j=1
∑n
i=1 ‖ ∂r∂xij ‖2 by (6.3).
(ii) By the Cauchy-Schwarz inequality, since E[(z⊤j Ej [r])
2] = ‖Ejr‖2 ≤ 1 by
Jensen’s inequality,
E
[ p∑
j=1
|ξjz⊤j Ej [r]|
]
≤ √p E
[ p∑
j=1
ξ2j
] 1
2 ≤ √p
(
2E
p∑
j=1
n∑
i=1
‖ ∂r
∂xij
‖2
) 1
2
.
(iii) For the second term, set χj = (z
⊤
j Ej [r])
2 − ‖Ej [r]‖2 and note that
E[(
∑p
j=1 χj)
2] = E
∑p
j=1
∑p
k=1 χjχk. For the diagonal terms, E
∑p
j=1 χ
2
j =
2E
∑p
j=1 ‖Ej [r]‖4 ≤ 2p because zj ∼ N(0, In) is independent of Ej [r] and
E[(Z2 − s2)2] = 2s4 if Z ∼ N(0, s2).
For the non-diagonal terms we compute E[χjχk] using Lemma 7.4 with
f (j,k)(zk) = Ej [r] and h
(j,k)(zj) = Ek[r] conditionally on (zl)l/∈{j,k}. Thanks to
‖r‖ ≤ 1 this gives
E[χjχk] ≤ C23E
n∑
i=1
‖∂Ek[r]
∂xij
‖2 + ‖∂Ej [r]
∂xik
‖2 ≤ C23E
n∑
i=1
Ek[‖ ∂r
∂xij
‖2] + Ej [‖ ∂r
∂xik
‖2],
where the second inequality follows by dominated convergence (i.e.,
(∂/∂xij)Ek[r] = Ek[(∂/∂xij)r]) and Jensen’s inequality. Finally, summing over
all pairs j 6= k we find
p∑
j=1
p∑
k=1,k 6=j
E[χjχk] ≤ 2C23 p
p∑
j=1
n∑
i=1
Ej [‖ ∂r
∂xik
‖2].
(iv) For the last term, using |‖Ej [r]‖2 −‖r‖2| ≤ ‖Ej [r]− r‖ ‖Ej[r] + r‖ and
the Cauchy-Schwarz inequality we find
E
∣∣∣ p∑
j=1
‖Ej [r]‖2 − ‖r‖2
∣∣∣ ≤ E[ p∑
j=1
‖Ej [r]− r‖2
] 1
2
E
[ p∑
j=1
‖Ej [r] + r‖2
] 1
2
≤ E
[ p∑
j=1
n∑
i=1
‖ ∂r
∂xij
‖2
] 1
2√
4p
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where the second inequality follows from ‖r‖ ≤ 1 and the Gaussian Poincaré
inequality [BLM13, Theorem 3.20] with respect to zj = Xej conditionally
on (zk)k∈[p]\{j}, which gives Ej [(rl − Ej [rl])2] ≤ Ej
∑n
i=1(
∂rl
∂xij
)2 for every l =
1, ..., n.
8. Proofs of the main result: General loss function
Proof of Theorem 2.1. The proof follows the steps described in Section 2.8,
with the change of variable (2.10) to reduce the problem to X with iid
N(0, 1) entries, and with the definition of V6, V8 in (2.11)-(2.12) so that V
∗ def=
2V6 + V8. Proposition 6.4 yields the desired bound on E[I{X ∈ U}|V6|] and
Proposition 7.3 the desired bound on E[I{X ∈ U}|V9|], provided that that,
under each assumption, we can prove that
(‖Σ 12 (h−h˜)‖2+‖r−r˜‖2) 12 ≤ n− 12 ‖(X−X˜)Σ− 12 ‖opL∗(‖r‖2+‖Σ 12h‖2) 12 (5.4)
holds for some constant L∗ = C(γ, µ, µg, ϕ, η) and all X , X˜ ∈ U for some open
set U possibly depending on ε. All notation in (5.4) is defined in Lemma 5.3.
We set Ω = {X ∈ U} and the existence of the open set U and constant L∗
are established under each assumption as follows.
(i) Under Assumption 2.3(i), the constant L∗ is given in Proposition 5.4 and
we define the open set U as U = {X ∈ Rn×p : ‖n− 12XΣ− 12 ‖op < 2+√γ}.
Then P(X /∈ U) ≤ e−n/2 and P(X ∈ U)→ 1 by [DS01, Theorem II.13].
(ii) Under Assumption 2.3(ii), U and L∗ are given in Proposition 5.5. Here,
γ < 1 and P(X /∈ U) ≤ e−n/2 + e−(1−√γ)2+n/8 again by [DS01, Theorem
II.13] so that P(Ω)→ 1 holds.
(iii) Under Assumption 2.3(iii) for the Huber loss with ℓ1 penalty, choose any
d∗ ∈ (0, 1) small enough such that both (12.18) and (12.4) hold, and define
s∗ as a function of d∗, γ, ϕ, η by Lemma 12.2 (more specifically (12.9)).
The set U and constant L∗ are given by combining Proposition 12.1 and
Lemma 12.2. Specifically we set U = {X : (ε,X) ∈ ΩLi} for the open set
ΩLi in Proposition 12.1. If ρ is the square loss, we use Lemma 12.3 instead
of Lemma 12.2.
The constant L∗ thus only depends on {γ, µ, µg, ϕ, η}, so that E[I{X ∈
U}(|V6|+ |V9|] ≤ C(γ, µ, µg, ϕ, η) by Propositions 7.3 and 6.4.
Finally, inequality 1n Tr[(∂/∂y)ψ̂] ≤ 1 holds by Proposition 5.1 with
L = 1 and it remains to prove the lower bounds on 1n Tr[(∂/∂y)ψ̂]. Under
Assumption 2.3(ii), for a fixed X and any y, y˜ with (y˜−y)⊤X = 01×p we have
by (5.1) and by strong convexity of ρ that with the notation of Proposition 5.1,
µρ‖y−Xβ̂−y˜+Xβ˜‖2 ≤ [y−y˜]⊤[ψ−ψ˜] provided that (y˜−y)⊤X = 01×p.
Since (y˜ − y)⊤X is zero, this can be equivalently rewritten as
µρ
(‖y−y˜‖2+‖X(β˜−β̂)‖2) ≤ [y−y˜]⊤[ψ−ψ˜] provided that (y˜−y)⊤X = 01×p.
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The map y 7→ ψ̂(y,X) is Frechet differentiable at y for almost every y and
(∂/∂y)ψ̂ is positive semi-definite by Proposition 2.2. Let (u1, ...,un−p) be an
orthonormal family of vectors of size n in the complement of the column space
ofX. For almost every y, since the divergence of a vector field can be computed
in any orthonormal basis, we find
Tr
[
(∂/∂y)ψ̂
]
≥
n−p∑
k=1
u⊤k
d
dt
ψ̂(y + tuk,X)
∣∣∣
t=0
≥ (n− p)µρ ≥ n(1− γ)µρ
where the second inequality follows by setting y˜ = y + tuk in the previous
display.
It remains to prove 1n Tr[(∂/∂y)ψ̂] ≥ 1 − d∗ in Ω in the case where
Assumption 2.3(iii) holds. For the d∗ chosen in the list item (iii) two paragraphs
above, we have ‖β̂‖0 + ‖θ̂‖0 ≤ d∗n in Ω by Lemma 12.2 with the notation
θ̂ defined in (11.1). By Proposition 2.4 we have Tr[(∂/∂y)ψ̂] = |Iˆ| − |Sˆ| where
|Iˆ| = n−‖θ̂‖0 so that ‖β̂‖0+‖θ̂‖0 ≤ d∗n can be rewritten Tr[(∂/∂y)ψ̂] ≥ n−d∗n
as desired.
9. Rotational invariance of regularized least-squares
Proposition 9.1. Assume that y has continuous distribution with respect to
the Lebesgue measure. Assume that X has iid N(0,Σ) rows and that ε is
independent of X. Then
V1
def
=
‖r‖2 + n− 12 r⊤Xh− 1n‖ε‖2(1− dˆfn )(‖ε‖2/n+ ‖ε‖n− 12 ‖r‖)n− 12 (9.1)
satisfies E[|V1|] ≤ C24.
Since y = ε + Xβ, the assumption that y has continuous distribution is
satisfied when β 6= 0 or ε has continuous distribution.
Proof. We consider ε deterministic without loss of generality, (if necessary, by
replacing all probability and expectation signs in the following argument by the
conditional probability and conditional expectation given ε). Note that V1 can
be rewritten as
V1 = n
1
2
ε⊤(y −Xβ̂)− ‖ε‖2(1− dˆf/n)
‖ε‖2 + ‖ε‖‖y −Xβ̂‖
.
Throughout, let R ∈ O(n) ⊂ Rn×n be a random rotation (i.e., R satisfies
R⊤R = In) such that Rv is uniformly distributed on the sphere Sn−1 for
every v ∈ Sn−1, and such that R is independent of X. Then, write
ε⊤(y −Xβ̂) = (Rε)⊤(Rε−RX(β̂(y,X)− β)).
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Let g = Rε‖ε‖−1ρ where ρ2 ∼ χ2n is independent of (ε,X,R). Then g ∼
N(0, In) and ρ
2 = ‖g‖2. SinceX has iid N(0,Σ) rows, by rotational invariance
of the normal distribution, X˜ = RX has also iid N(0,Σ) rows and X˜ is
independent of R, and (ε, X˜) is independent of g (this independence is the
key). By definition of β̂, since R preserves the Euclidean norm we have
β̂(y,X) = β̂(ε+Xβ,X) = β̂(Rε+RXβ,RX) = β̂(‖ε‖‖g‖−1g + X˜β, X˜).
It follows that
‖g‖‖ε‖−1ε⊤(ε−X(β̂(y,X)− β))
= g⊤(Rε− X˜(β̂(‖ε‖‖g‖−1g + X˜β, X˜)− β)
= g⊤(f ◦ h(g)) (9.2)
where f(z) = z− X˜(β̂(z+ X˜β, X˜)−β) and h(g) = ‖ε‖‖g‖−1g+ X˜β are two
vectors fields Rn → Rn. With (X˜, ε) being fixed, the function f is 1-Lipschitz
[BT17] and Frechet differentiable almost everywhere by Rademacher’s theorem.
At a point z where f is Frechet differentiable, the partial derivatives of f with
respect to z = (z1, ..., zn)
⊤ are given by
∂f
∂z
(z) = In − X˜ ∂β̂
∂y
(z, X˜)
and the partial derivatives of h are given by by (∂/∂g)h(g) = ‖ε‖‖g‖−1(In −
gg⊤‖g‖−2) for g 6= 0. Since h(g) = Ry, the random vector h(g) has continuous
distribution with respect to the Lebesgue measure and f is Frechet differentiable
at h(g) with probability one. Hence with probability one, if J = ∂f∂z (h(g)), the
Jacobian of f ◦ g is obtained by the chain rule
∂(f ◦ h)
∂g
(g) = J
∂h
∂g
(g) = J
(
In − gg
⊤
‖g‖2
)
‖ε‖‖g‖−1. (9.3)
Since f is 1-Lipschitz, it follows that the operator norm of the Jacobian of
f ◦ h is bounded by ‖ε‖‖g‖−1, and the Frobenius norm of the Jacobian of f ◦ h
is bounded by
√
n‖ε‖‖g‖−1. Inequality (6.5) from Proposition 6.2 applied to
ε = g,y = g and the vector field f ◦ h yields that for some random variables
Z, T as in Proposition 9.1, we have
|g⊤{f ◦ h(g)}−Tr[∇(f ◦ h)]| ≤ |Z| ‖f ◦ h(g)‖+ (|ZT˜ |+2|T |)
√
‖ε‖2nE[‖g‖−2].
Using (9.2), the identity E[‖g‖−2] = 1/(n−2) and (9.3) and ‖f(‖g‖−1‖ε‖g)‖ =
‖y −Xβ̂(y,X), the previous display can be rewritten
|ε⊤(y −Xβ̂)− ‖ε‖2‖g‖−2Tr[J(In − gg⊤‖g‖−2)]|
≤ ‖g‖−1‖ε‖
(
|Z| ‖y −Xβ̂(y,X)‖+ (|ZT˜ |+ 2|T |)
√
‖ε‖2n/(n− 2)
)
.
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Since J has operator norm at most one, we have Tr[J ] ≤ n as well as
|Tr[J ]/n− ‖g‖−2Tr[J(In − gg⊤‖g‖−2)]| ≤ ‖g‖−2 + |‖g‖−2 − 1/n|TrJ
≤ ‖g‖−2 + |n‖g‖−2 − 1|
= ‖g‖−2(1 + |n− ‖g‖2|).
Assume that Tr[J ] = (n − dˆf) always holds—this will be proved in the next
paragraph. Combining the two previous displays yields that almost surely
|V1| ≤ n
1
2
‖g‖
(
|Z|+ (|ZT˜ |+ 2|T |)
√
n
n− 2
)
+ n1/2
1 + |n− ‖g‖2|
‖g‖2
and the right hand side has expectation at most C25 by Hölder’s inequality,
properties of the χ2n distribution, E[T
2] ∨ E[T˜ 2] ≤ 1 and Z ∼ N(0, 1).
It remains to show that Tr[J ] = (n − dˆf), i.e., to explain the relationship
between the Jacobian J of f at h(g) and the Jacobian of y 7→Xβ̂(y,X). Since
equality β̂(y,X) = β̂(Ry,RX) always holds, by differentiation with respect to
y we obtain, where the directional derivatives exist, that
∂β̂j
∂yi
(y,X) =
n∑
l=1
Rli
∂β̂j
∂yl
(Ry,RX) i.e.,
∂β̂j
∂y
(y,X) =
∂β̂j
∂y
(Ry,RX)R,
where
∂βj
∂y (y,X) and
∂βj
∂y (Ry,RX) are row vectors. Since X˜ = RX and
f(z) = X˜β̂(z, X˜), this implies that
X
∂β̂
∂y
(y,X) = R−1X˜
∂β̂
∂y
(Ry,RX)R
and n− dˆf = Tr[In−X(∂/∂y)β̂(y,X)] = Tr[(∂/∂z)f(h(g))] using that for any
matrixM , Tr[R−1MR] = TrM .
10. Proofs of the main result: Square loss
Proof of Theorem 3.1. Without loss of generality we may assume that Σ = Ip
as explained in Section 2.8. We set Ω = {X ∈ U}∩{‖XΣ− 12n− 12 ‖op ≤ √γ+2}
for the same open set U as for general loss in the proof of Theorem 2.1 in
Section 8. Since P(‖XΣ− 12n− 12 ‖op ≤ √γ + 2) → 1 by [DS01, Theorem II.13],
this proves P(Ω)→ 1.
We first prove the first inequality in (3.4). Define V1, V5, V9 by
V5
def
=
1
n‖X⊤r‖2 − ‖r‖2 p−dˆfn + (1− dˆfn )n−
1
2 r⊤Xh
(‖h‖2 + ‖r‖2)n− 12 , (6.8)
V1
def
=
‖r‖2 + n− 12 r⊤Xh− 1n‖ε‖2(1 − dˆfn )(‖ε‖2/n+ ‖ε‖n− 12 ‖r‖)n− 12 , (9.1)
V9 =
p
n‖r‖2 − 1n‖X⊤r‖2 − (1− dˆfn )2‖h‖2 − 2(1− dˆfn )n−
1
2 r⊤Xh
(‖r‖2 + ‖h‖2)n− 12 . (7.1)
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Now let LHSA =
(
1−dˆf/n)2{‖Σ 12h‖2+σ2∗}−‖ψ̂‖2/n be the quantity appearing
in the left hand side of (3.4). Then we have
LHSA = V5n
− 12 (‖h‖2 + ‖r‖2) + V9n− 12 (‖h‖2 + ‖r‖2)
+ V1n
− 12 (1− dˆf/n)(‖ε‖2/n+ ‖ε‖n− 12 ‖r‖).
It follows by the triangle inequality and |1− dˆf/n| ≤ 1 that
|LHSA| ≤ n− 12
(|V5|+ |V9|+ 2|V1|)(‖h‖2 + ‖r‖2 + ‖ε‖2/n).
Now let
LHSB =
(
1− dˆf/n)2‖Σ 12h‖2 − n−2{‖ψ̂‖2(2dˆf − p) + ‖Σ− 12X⊤ψ̂‖2}
be the quantity from the left hand side of the second line of (3.4). Then
−LHSB = (2V5 + V9)(‖h‖2 + ‖r‖2)n− 12
hence |LHSB| ≤ (2|V5|+ |V9|)(‖h‖2 + ‖r‖2)n− 12 . Finally, for
LHSC =
(
1− dˆf/n)2σ2∗ − n−2{‖ψ̂‖2(n− (2dˆf − p))− ‖Σ− 12X⊤ψ̂‖2}
we have the decomposition LHSC = LHSA − LHSB so that |LHSC | ≤ (3|V5|+
2|V9|+2|V1|)(‖h‖2+‖r‖2+‖ε‖2/n)n− 12 holds. To conclude we set V ∗ = 3|V5|+
2|V9|+2|V1| so that each inequality in (3.4) holds. Propositions 9.1, 7.3 and 6.4
show that E[I{Ω}|V ∗|] ≤ C(µ, γ, ϕ, η).
It remains to prove that (1− dˆf/n)−1 is bounded from above uniformly in Ω.
(i) If µ > 0 (i.e., the penalty is strongly convex with respect to Σ), in Ω
we have On this event, ‖XΣ− 12 ‖op ≤ √n(2 + √γ) and the map y 7→
Xβ̂(y,X) is L-Lipschitz with L = (1 + µ(2 +
√
γ)−1)−1 < 1. Indeed if
X is fixed and y, y˜ are two response vectors, multiplying by (β̂ − β˜) the
KKT conditions X⊤(y −Xβ̂) ∈ ∂g(β̂) and X⊤(y˜ −Xβ˜) ∈ ∂g(β˜) and
taking the difference, we find
n(∂g(β̂)− ∂g(β˜))⊤(β̂ − β˜) + ‖X(β̂ − β˜)‖2 ∋ (y − y˜)⊤X(β̂ − β˜).
(10.1)
Since the infimum of (∂g(β̂)− ∂g(β˜))⊤(β̂− β˜) is at least µ‖Σ 12 (β̂− β˜)‖2
by strong convexity of g, this proves that (µ(2+
√
γ)−1+1)‖X(β̂−β˜)‖2 ≤
(y − y˜)⊤X(β̂ − β˜) in Ω. Thus the operator norm of H = (∂/∂h)Xβ̂ is
bounded by L = (µ(2+
√
γ)−1+1)−1 < 1. It follows that dˆf = Tr[H ] ≤ nL
and (1− dˆf/n)−1 ≤ (1 − L)−1.
(ii) If γ < 1 then dˆf/n ≤ γ and (1 − dˆf/n)−1 ≤ (1 − γ)−1 because dˆf is the
trace of a matrix with operator norm at most one [BT17] and rank at
most p.
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(iii) Under Assumption 3.1(iii) for the Lasso, recall that s∗ is defined as follows:
First pick some d∗ ∈ (0, 1) small enough to satisfy (12.18) and then define
s∗ as a function of d∗, η, ϕ. Then ‖β̂‖0 ≤ d∗n holds in Ω by Lemma 12.3
so that (1− dˆf/n)−1 ≤ (1− d∗)−1.
Proof of Corollary 3.2. Recall that (1 − dˆf/n)−1 ≤ C∗ for some constant C∗
depending only on {γ, µ, ϕ, η}. The first inequality in (3.4) thus yields on Ω
C−2∗ |RˆGen − (‖Σ
1
2h‖2 + σ2∗)| ≤ V ∗n−
1
2 (‖ψ̂‖2/n+ ‖Σ 12h‖2 + σ2∗),
(C−2∗ − V ∗n−
1
2 )|RˆGen − (‖Σ 12h‖2 + σ2∗)| ≤ V ∗n−
1
2 (‖ψ̂‖2/n+ RˆGen).
Since (‖ψ̂‖2/n) = (1 − dˆf/n)2RˆGen ≤ RˆGen this implies
|RˆGen − (‖Σ 12h‖2 + σ2∗)|/RˆGen ≤
2|V ∗|n− 12
C−2∗ − |V ∗|n− 12
= OP(n
− 12 )
thanks to E[I{Ω}|V ∗|] ≤ C26(γ, µ, ϕ, η). The two other inequalities are obtained
similarly.
11. Proofs of auxiliary results
11.1. Proof of some properties of the Jacobian (∂/∂y)ψ̂
We will prove the following proposition that encompasses the claims of
Proposition 2.2.
Proposition 11.1. Assume that ρ is convex differentiable and that ψ = ρ′ is
1-Lipschitz. Then ρ(u) = minv∈R{(u− v)2/2 + h(v)} for some convex function
h. Consider
(b̂, θ̂) ∈ argmin
b∈Rp,θ∈Rn
‖y −Xb− θ‖2/(2n) + g(b) +
n∑
i=1
h(θi)/n. (11.1)
Then for every solution β̂ to the optimization problem (1.3), there exists
a solution (b̂, θ̂) to the optimization problem (11.1) such that β̂ = b̂ and
ψ(y −Xβ̂) = y −Xb̂− θ̂. Furthermore for every fixed X,
(i) For almost every y, the map y 7→ ψ̂ = ψ(y −Xβ̂) is Frechet differentiable
at y,
(ii) For almost every y, the Jacobian (∂/∂y)ψ̂ ∈ Rn×n is symmetric positive
semi-definite with operator norm at most one and consequently
Tr[(∂/∂y)ψ̂] ∈ [0, n],
(iii) If additionally y 7→Xβ̂(y,X) is Lipschitz in a neighborhood U ⊂ Rn then
Tr[P (∂/∂y)Xβ̂] ≤ |Iˆ|
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almost everywhere in U where Iˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) > 0} is the set of
inliers.
Proof of Proposition 2.2. If ψ = ρ′ is 1-Lipschitz then f(u) = u2/2−ρ is convex
and 1-smooth (in the sense that f ′ is again 1-Lipschitz), so that its Fenchel
conjugate f∗(v) = maxu∈R{uv − f(u)} is 1-strongly convex (in the sense that
v 7→ f∗(v) − v2/2 is convex). Let h(v) = f∗(v) − v2/2. For this choice of h, we
have
min
v∈R
{ (u− v)2
2
+ h(v)
}
=
u2
2
−max
v∈R
{uv − f∗(v)} = u
2
2
− (u2
2
− ρ(u)) = ρ(u).
If ρ is the Huber loss (2.8) this construction was already well studied and in this
case h(v) = |v|, see for instance [DM16, Section 6] or [DT19].
Next consider the M -estimator with square loss and design matrix [X|In] ∈
Rn×(p+n) defined by (11.1). The KKT conditions are given by
X⊤(y −Xb̂− θ̂) ∈ n∂g(b̂), yi − x⊤i b̂− θ̂i ∈ ∂h(θ̂i), i ∈ [n] (11.2)
where ∂g and ∂h denote the subdifferentials of g and h. That is, (b̂, θ̂) is
solution to (11.1) if and only if (11.2) holds. We claim that one solution of the
optimization problem (11.1) is given by (b̂, θ̂) = (β̂,y−Xβ̂−ψ(y−Xβ̂)) where
β̂ is solution in (1.3). Indeed, the first part in (11.2) holds by optimality of β̂ for
the optimization problem (1.3); it remains to check that yi −x⊤i b̂− θ̂i ∈ ∂h(θ̂i)
holds for all i ∈ [n], or equivalently that
ψ(yi − x⊤i β̂) ∈ ∂h(yi − x⊤i β̂ − ψ(yi − x⊤i β̂))
by definition of θ̂i. By additivity of the subdifferential, v + ∂h(v) = ∂f
∗(v).
Furthermore u ∈ ∂f∗(v) if and only if f∗∗(u) + f∗(v) = uv by property of the
Fenchel conjugate, where here we have f∗∗(u) = f(u) = u2/2 − u since here
f is convex and finite valued. We also have v ∈ ∂f(u) iif f(u) + f∗(v) = uv,
and here ∂f(u) = {u− ψ(u)} is a singleton. Combining these pieces together if
u, v ∈ R, we find v = u− ψ(u) iif v ∈ ∂f(u) = {u− ψ(u)} iif f(u) + f∗(v) = uv
iif f(v + ψ(u)) + f∗(v) = uv iif v + ψ(u) ∈ f∗(v) iif ψ(u) ∈ ∂f∗(v) − v iif
ψ(u) ∈ ∂h(v). Hence taking u = yi − x⊤i β̂ and v = u − ψ(u), the previous
sentence implies that ψ(u) ∈ ∂h(u− ψ(u)) and the previous display must hold
for all i ∈ [n]. This proves that the given (b̂, θ̂) is solution to (11.1).
By [BZ19, Proposition J.1] applied to (b̂, θ̂) with design matrix [X|In], the
map y 7→ y−Xb̂−θ̂ is 1-Lipschitz on Rn, and for almost every y ∈ Rn this map
has symmetric positive semi-definite Jacobian. Since y−Xb̂− θ̂ = ψ(y−Xβ̂),
this proves (i) and (ii).
For (iii), let S = (∂/∂y)ψ̂. If additionally y 7→ Xβ̂ is also Frechet
differentiable at y, then by the chain rule [Zie89, Theorem 2.1.11] we have
S = D(In − (∂/∂y)Xβ̂) where S is symmetric with eigenvalues in [0, 1] by
(ii). It follows that P (∂/∂y)Xβ̂ = P − D†S where D†ii = 0 if Dii = 0 and
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D†ii = 1/Dii otherwise, i.e., D
† is the Moore-Penrose pseudo inverse ofD. Since
Tr[D†S] = Tr[(D†)
1
2S(D†)
1
2 ] ≥ 0 because the matrix inside the latter trace is
positive semi-definite, the claim is proved.
11.2. Elastic-Net penalty and Huber Lasso
Proof of Proposition 2.3. The KKT conditions read X⊤ψ̂ − nµβ̂ ∈ nλ∂‖β̂‖1.
We first prove that the KKT conditions hold strictly with probability one, in
the sense that
P(∀j ∈ [p], j /∈ Sˆ implies e⊤j X⊤ψ̂ ∈ (−nλ, nλ)) = 1.
Let j0 be fixed and let α̂ be the solution to the same optimization problem
as β̂, with the additional that the j0-th coordinate is always set to 0. Then
{j0 6∈ Sˆ} = {α̂ = β̂} as the solution of each optimization problem is
unique thanks to µ > 0. Let X−j0 be X with j0-th column removed. The
conditional distribution of Xej0 given (X−j0 ,y) is continuous because (X ,y)
has continuous distribution. Hence e⊤j0X
⊤ψ(y − Xα̂) also has continuous
distribution conditionally on (X−j0 ,y) when ψ(y − Xα̂) 6= 0, so that
P(e⊤j0X
⊤ψ(y − Xα̂) ∈ {−λn, λn}|X−j0 ,y) = 0 because a continuous
distribution has no atom. The unconditional probability is also 0 by the tower
property. This shows that P(j0 6∈ Sˆ and e⊤j0X⊤ψ̂ ∈ {−nλ, nλ}) = 0 for all j0.
The union bound over all j0 ∈ [p] proves that the KKT conditions hold strictly
with probability one, as desired.
The maps (y,X) 7→ β̂ and (y,X) 7→ ψ̂ are Lipschitz continuous on
every compact by Proposition 5.2(i) as Σ is invertible. At a point (y0,X0)
where the KKT conditions hold strictly, the KKT conditions stay strict and
Sˆ stay the same in a neighborhood of (y0,X0) because the continuity of
(y,X) 7→ e⊤j X⊤ψ̂ − nµβ̂j ensure that e⊤j X⊤ψ̂ − nµβ̂j stay bounded away
of {−nλ, nλ} for every j ∈ [p] not in the active set at (y0,X0). At a point
(y,X) where the Frechet derivatives (y,X) 7→ β̂ and (y,X) 7→ ψ̂ exist and the
KKT conditions hold strictly, differentiating the KKT conditions and the chain
rule [Zie89, Theorem 2.1.11] yields (∂/∂y)ψ̂ = D(In −X(∂/∂y)β̂). Since Sˆ is
locally constant we have (∂/∂y)β̂Sˆc = 0Sˆc×[n] as well as
X⊤
Sˆ
D[In −X(∂/∂y)β̂]− nµ(∂/∂y)β̂ = 0Sˆ×[n].
By simple algebra, this implies (∂/∂y)β̂ = (X⊤
Sˆ
DX Sˆ + µn)
−1X⊤
Sˆ
D and the
desired expressions for (∂/∂y)Xβ̂ and (∂/∂y)ψ̂.
Proof of Proposition 2.4 . For the Huber loss with ℓ1-penalty, the M-estimator
β̂ satisfies
(β̂, θ̂) = argmin
(b,θ)∈Rp×Rn
‖Xb+ κθ − y‖2/(2n) + λ(‖b‖1 + ‖θ‖1)
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where κ > 0 is some constant, see e.g. [DT19] and the references therein or
Proposition 2.2 with h(·) proportional to | · | for the Huber loss. Let β = (β̂, θ̂).
Then β is a Lasso solution with data (y,X) where the design matrix is X =
[X|κIn] ∈ Rn×(n+p).
In this paragraph, we show that if X has continuous distribution then X
satisfies Assumption 3.1 of [BZ18b] with probability one. That assumption
requires that for any (δj)j∈[p+n]{−1,+1}p+n and any columns cj1 , ..., cjn+1 of
X with j1 < ... < jn+1, the matrix(
cj1 . . . cjn+1
δj1 . . . δjn+1
)
∈ R(n+1)×(n+1) (11.3)
has rank n+1. We reorder the columns so that any column of the form cp+i, i ∈
[n] is the i-th column after reordering, and note that cp+i = κei. Then there
exists a value of X ∈ Rn×p such that the above matrix, after reordering the
columns, is equal to (
κIn | 0n×1
δj1 . . . δjn | δjn+1
)
which is invertible. Hence the determinant of matrix (11.3), viewed as a
polynomial of the coefficients of X, is a non-zero polynomial. Since non-zero
polynomials have a zero-set of Lebesgue measure 0 [hl], this proves that (11.3)
is rank n+ 1 with probability one.
Hence with probability one, by Proposition 3.9 in [BZ18b], the solution β ∈
Rn+p is unique, ‖β‖0 ≤ n and the KKT conditions of the optimization problem
of β hold strictly almost everywhere in (y,X) (see [Tib13] for related results).
This shows that the sets Sˆ and Iˆ, viewed as a function of y while X is fixed,
are constant in a neighborhood of y for almost every (y,X). Now the set of
{i ∈ [n] : θ̂i 6= 0} exactly correspond to the outliers {i ∈ [n] : ψ′(yi − x⊤i β̂) =
0} = [n]\ Iˆ and ‖β‖0 ≤ n holds if and only if |Sˆ|+(n−|Iˆ|) ≤ n. This proves that
|Sˆ| ≤ |Iˆ| almost surely. Furthermore, almost surely in (y,X), the derivative of
y 7→ Xβ = Xβ̂ + κθ̂ exists and is equal to the orthogonal projection onto the
linear span of {ei, i ∈ [n]\ Iˆ}∪{Xej , j ∈ Sˆ}. We construct an orthonormal basis
of this linear span as follows: first by considering the vectors {ei, i ∈ [n] \ Iˆ}
and then completing by a basis of the orthogonal complement. We then find
(∂/∂y)Xβ =
∑
i∈[n]\Iˆ eie
⊤
i +
∑
k∈Sˆ uku
⊤
k where (uk)k∈Sˆ is an orthonormal
basis of the column span of PX Sˆ . Since P = D is constant in a neighborhood
of y and P zeros out all rows corresponding to outliers,
D(∂/∂y)Xβ̂ = (∂/∂y)DXβ̂ = (∂/∂y)DXβ = D(∂/∂y)Xβ =
∑
k∈Sˆ
uku
⊤
k
which is exactly the orthogonal projection Q̂ defined in the proposition, as
desired. The almost sure identity (∂/∂y)ψ̂ = D − Q̂ is obtained by the chain
rule [Zie89, Theorem 2.1.11] for ψ(y −Xβ̂) with ψ Lipschitz.
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12. Huber Lasso: Proofs
This section provides the necessary lemmas to prove the main result under
Assumption 2.3(iii), i.e., when the penalty is the ℓ1 norm and a scaled Huber
loss is used as the loss function: for tuning parameters λ∗, λ,
β̂ = argmin
b∈Rp
( n∑
i=1
λ2∗ρH
(
(
√
nλ∗)−1(yi − x⊤i b)
)
+ λ‖b‖1
)
(12.1)
where ρH is the Huber loss (2.8). We let Oˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) = 0} be
the set of outliers.
To control the sparsity and number of outliers of theM -estimator with Huber
loss and ℓ1 penalty (12.1), the following equivalent definition of the estimator
will be useful. The M -estimator β̂ ∈ Rp is equal to the first p components of
the solution (β̂, θ̂) ∈ Rp+n of the optimization problem
(β̂, θ̂) = argmin
(b,θ)∈Rp+n
‖Xb+√nθ − y‖2/(2n) + λ∗‖θ‖1 + λ‖β‖1. (12.2)
This representation of the Huber Lasso β̂ is well known in the study of M -
estimators based on the Huber loss, cf. [DM16, Section 6] or [DT19] and the
references therein. When λ = λ∗, (12.2) reduces to a Lasso optimization problem
in Rp+n with design matrix [X|√nIn] ∈ Rn×(p+n) and response y.
Assumption 2.3(iii) requires that ⌊n(1− s∗) + ‖β‖0⌋ components of ε are iid
N(0, 1). In this case, as explained in [DT19] we rewrite y as
y =Xβ +
√
nθ∗ + σz (12.3)
where ‖θ∗‖0 ≤ ⌊s∗n⌋ − ‖β‖0 and z ∼ N(0, In). The non-zero components
of the unknown vector θ∗ represent the contaminated responses and θ∗ is not
independent of z. The sparsity of the unknown regression vector in the above
linear model with design matrix X = [X|√nIn] is ‖β‖0 + ‖θ∗‖0 ≤ s∗n, and
the support of θ̂ is exactly the set of outliers Oˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) =
0}. Lemma 12.2 below shows that ‖β̂‖0 + ‖θ̂‖0 can be controlled with high
probability when s∗ ∈ (0, 1) is a small enough constant. In order to achieve this,
given that (12.2) is a Lasso problem, we may leverage existing results (such as
Lemma 12.6 below) to control the sparsity of the Lasso. This requires a control
on the sparse condition number of X = [X,
√
nIn] (cf. Lemma 12.5 below) and
a control of the noise in the linear model (12.3) (cf. Lemma 12.4 below).
Proposition 12.1 (Lipschitz property for h and r, Huber Lasso). Consider
Rn × Rn×p as the underlying probability space for (ε,X) equipped with the
Lebesgue sigma algebra. Let β̂ the Huber Lasso estimate in (12.1). We allow
λ∗ = +∞ in which case β̂ reduces to the Lasso with square loss and Oˆ = ∅.
Assume that for some event Ω∗ we have Ω∗ ⊂ {|Oˆ| + ‖β̂‖0 ≤ d∗n} with
P(Ω∗)→ 1 and Ω∗ ⊂ Rn × Rn×p is open, where
(1− 2d∗)/(1 +
√
2d∗)−
√
4d∗ log(e(γ + 1)/(2d∗)) > 0 (12.4)
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for some d∗ ∈ (0, 1) independent of n, p. Let X˜,X ∈ Rn×p be two design
matrices and let β̂, β˜,ψ, ψ˜, r, r˜ be the corresponding quantities as in Lemma 5.3
and Proposition 5.4. Then there exists an open subset ΩLi ⊂ Rn × Rn×p with
P((ε,X) ∈ ΩLi)→ 1 such that, if (ε,X) ∈ ΩLi and (ε, X˜) ∈ ΩLi then
‖Σ 12 (β̂− β˜)‖∨‖r− r˜‖ ≤ n− 12 ‖(X − X˜)Σ− 12 ‖op(‖Σ 12h‖2+ ‖r‖2) 12L(d∗, γ)
(12.5)
for some constant L(d∗, γ) depending on {d∗, γ} only.
Proof. With y˜ = X˜β + ε, since Dg ⊂ [0,+∞) in (5.3) we have
(X˜β˜− y˜+y−Xβ̂)⊤(ψ− ψ˜) ≤ (β˜− β̂)⊤(X˜ −X)⊤ψ+h⊤(X − X˜)⊤(ψ˜−ψ).
(12.6)
The left-hand side can be rewritten
∑n
i=1[ψ(ui) − ψ(u˜i)](ui − u˜i) with ui =
yi − x⊤i β̂ and u˜i = y˜i − x˜⊤i β˜ where x˜i = X˜⊤ei. Each term in the sum is
non-negative by convexity of ρ and monotonicity of the subdifferential. For all
terms in the sum such that both ψ′(ui) = 1 and ψ′(u˜i) = 1 hold, we have
ψ′(v) = 1 for all v ∈ [ui, u˜i] so that [ψ(ui) − ψ(u˜i)](ui − u˜i) = (ui − u˜i)2 by
fundamental theorem of calculus. If Q ∈ Rn×n is the diagonal projector matrix
Q = diag(ψ′(ui)ψ′(u˜i))i=1,...,n, this implies
‖Q[X˜(β˜ − β)−X(β̂ − β)]‖2 ≤ (β˜ − β̂)⊤(X˜ −X)⊤ψ + h⊤(X − X˜)⊤(ψ˜ −ψ)
(12.7)
which can be rewritten, by expanding the square in the left-hand side, as
‖QX˜(β˜ − β̂)‖2 + ‖Q(X − X˜)h‖2
≤ (β˜ − β̂)⊤(X˜ −X)⊤ψ + h⊤(X − X˜)⊤(ψ˜ −ψ) + 2(β˜ − β̂)⊤X˜⊤Q(X − X˜)h
It will be useful to consider the two random sets Aˆ, Bˆ defined by Bˆ = supp(β̂)∪
supp(β˜) ⊂ [p] and Aˆ = {i ∈ [n] : ψ′(yi − x⊤i β̂) = ψ′(yi − x˜⊤i β˜) = 1}, which
satisfies |Bˆ| + |[n] \ Aˆ| ≤ 2d∗n when {(ε,X), (ε, X˜)} ⊂ Ω∗. We now wish to
bound from below the first term on the left hand side of the previous display.
Let
φˇ2
def
= min
s,s˜≥0:s∨s˜≤d∗n
[
min
u∈Rp:‖u‖0≤2d∗n−(s+s˜),‖Σ
1
2 u‖=1
[
min
A⊂[n]:|A|=n−(s+s˜)
( 1
n
∑
i∈A
(x⊤i u)
2
)]]
.
If B ⊂ [p] is a fixed subset of size at most 2d∗n− (s+ s˜) and A ⊂ [n] is a fixed
subset of size n−(s+s˜), by [DS01, Theorem II.13] applied to the Gaussian matrix
XΣ−
1
2 multiplied on the left by an orthogonal projection of rank n − (s + s˜)
and multiplied to the right by an orthogonal projection or rank ⌊2d∗n⌋−(s+ s˜),
we find
P
[
min
u∈Rp:supp(u)⊂B
(∑
i∈A
(x⊤i u)
2
‖Σ 12u‖
) 1
2
>
√
n− (s+ s˜)−
√
2d∗n− (s+ s˜)−
√
2x
]
≥ 1−e−x
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for all x > 0. In the right hand side inside the probability sign,√
n− (s+ s˜)−
√
2d∗n− (s+ s˜) = n(1− 2d∗)/{
√
n− (s+ s˜) +
√
2d∗n− (s+ s˜)}
≥ √n(1− 2d∗)/(1 +
√
2d∗).
There are
(
n+p
⌊2d∗n⌋
)
pairs of sets (A,B) with A ⊂ [n], B ⊂ [p] and |A|+|B| ≤ 2d∗n.
Hence by the union bound,
P(φˇ > (1− 2d∗)/(1 +
√
2d∗)−
√
4d∗ log(e(γ + 1)/(2d∗)) + 2x/n) ≥ 1− e−x
where we used the classical bound log
(
q
d
) ≤ d log eqd . Finally, with τ defined
by 2τ = (1− 2d∗)/(1 +
√
2d∗)−
√
4d∗ log(e(γ + 1)/(2d∗)), using
√
a+ 2x/n ≤√
a+
√
2x/n and setting x = n2 τ
2 we find P(φˇ > τ) ≥ 1− e−nτ2/2. Since τ > 0
by assumption (12.4), this implies that φˇ is bounded from 0 with probability
approaching one. Finally, P(‖XΣ− 12 ‖op < √n(2 + √γ)) ≥ e−n/2 by another
application of [DS01, Theorem II.13] so that the event
ΩLi = Ω
∗ ∩ {φˇ > τ} ∩ {‖XΣ− 12 ‖op <
√
n(2 +
√
γ)}
has probability approaching one. Furthermore, ΩLi viewed as a subset of R
n ×
Rn×p is open as a finite intersection of open sets.
If (ε,X), (ε, X˜) ∈ ΩLi, the display following (12.7) implies
nτ2‖Σ 12 (β̂ − β˜)‖2 ≤ ‖(X − X˜)Σ− 12 ‖op
[
‖Σ 12h‖‖ψ − ψ˜‖
+ ‖Σ 12 (β̂ − β˜)‖(‖ψ‖+ 2√n(2 +√γ)‖Σ 12h‖)
]
and the right hand side is also an upper bound on ‖ψ − ψ̂‖2 by the argument
given in the sentence following (5.3) with L = 1. Hence dividing both sides by
max{√nτ‖Σ 12 (β̂ − β˜)‖, ‖ψ − ψ˜‖} we obtain (12.5).
Lemma 12.2 (Sparsity of the Huber Lasso). For any ϕ ≥ 1, constants η ∈
(0, 1) and d∗ ∈ (0, 1) satisfying (12.18) below, there exists a sparsity proportion
s∗ = s∗(d∗, γ, ϕ, η) ∈ (0, d∗) such that if
φmax(Σ)
φmin(Σ)
≤ ϕ, ‖β‖0 + ‖θ∗‖0 ≤ s∗n, λ∗ = λ = σ
η
√
n
(
1 +
√
2 log
γ + 1
s∗
)
(12.8)
then there exists and event Ω∗ of probability approaching one such that Ω∗ ⊂
{‖β̂‖0 + ‖θ̂‖0 ≤ d∗n}.
If the probability space for (ε,X) is chosen as Rn × Rn×p equipped with the
Lebesgue sigma algebra, then Ω∗ ⊂ Rn × Rn×p can be chosen as an open set.
Proof. Since we can view (β̂, θ̂) as the solution of a Lasso problem, we can use
existing results on the Lasso, such as Lemma 12.6, to control the sparsity ‖β̂‖0+
‖θ̂‖0. We apply Lemma 12.6 with p¯ = n+ p, X = [X,
√
nIn] ∈ Rn×(n+p), b =
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(β, θ∗) ∈ Rn+p and y = y as explained in the discussion following Lemma 12.6.
We have to verify that (12.26), (12.27), (12.28) and (12.29) all hold for certain
m, η, λ.
Let the constants {c∗, d∗} be as in Lemma 12.5 and let Ω∗ be defined in
Lemma 12.5. We now define s∗ ∈ (0, d∗) by
2s∗ =
d∗
(2(1− η)2)−1(1 + η)2{ϕc∗ − 1}+ 1 . (12.9)
Let A¯ ⊂ [n], B¯ ⊂ [p] be two sets that will be specified later and define S¯ as
the disjoint union S¯ = B¯ ∪ {i + n, i ∈ A}. With m def= d∗n − |S¯|, the condition
S¯ ≤ 2s∗n implies
|S¯| ≤ d∗n
(2(1− η)2)−1(1 + η)2{ϕc∗ − 1}+ 1 (12.10)
or equivalently
|S¯| ≤ 2(1− η)
2(d∗n− |S¯|)
(1 + η)2{ϕc∗ − 1} (12.11)
by simple algebra. By Lemma 12.5, in Ω∗ inequality |S¯| ≤ 2s∗n with m =
d∗n − |S¯| thus implies (12.28). It remains to define the sets A¯, B¯, prove that
|S¯| = |A¯| + |B¯| indeed satisfies |S¯| ≤ 2s∗n, and prove that (12.26), (12.27),
(12.29) all hold. Let
B0 = supp(β)∪{j ∈ [p] : |e⊤j X⊤σz|/n ≥ ηλ}, A0 = supp(θ∗)∪{i ∈ [n] : |σzi|/
√
n ≥ ηλ}
so that (12.27) and (12.26) can be rewritten B¯ ⊃ B0 and A¯ ⊃ A0. In the event
(12.14), since ‖β‖0 + ‖θ∗‖0 ≤ s∗n we have
(|A0|+ |B0| − s∗n)σ−2η2λ2n <
(√
s∗n+ t
√
|A0|+ |B0|
)2
.
where t + 1 = σ−1ηλ by definition of λ in (12.8) and the definition of t in
Lemma 12.4. Hence if |A0|+|B0| ≥ 2s∗n then the right hand side of the previous
display is bounded from above by s∗nσ−2λ2η2n so that the previous display
implies |A0|+ |B0| < 2s∗n, a contradiction. Hence |A0|+ |B0| < 2s∗n must hold
in the event (12.14). Next we define the sets A¯ ⊃ A0 and B¯ ⊃ B0 by adding
elements arbitrarily until |A¯| + |B¯| ∈ [s∗n, 2s∗n). For (12.29), again in event
(12.14) we have thanks to |A¯|+ |B¯| ≥ s∗n that{‖σzA¯‖2/n+‖X⊤¯Bσz‖2/n2} 12 ≤ σn− 12 [√s∗n+t(|A¯|+ |B¯|) 12 ] ≤ ηλ(|A¯|+ |B¯|) 12 .
Hence conditions (12.26), (12.27), (12.28) and (12.29) all hold, and
‖β̂‖0+ ‖θ̂‖0 ≤ |A¯|+ |B¯|+ | supp(θ̂) \ A¯|+ | supp(β̂) \ B¯| ≤ |A¯|+ |B¯|+m ≤ d∗n.
The previous display holds in the intersection of Ω∗ from Lemma 12.5 and the
event (12.14). Both these events are open when viewed as subsets of Rn×Rn×p
so that Ω∗ def= Ω∗ ∩ {(12.14)} is open as well (with some abuse of notation,
{(12.14)} here denotes the high-probability event inside the probability sign in
(12.14)).
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A similar result can be proved for the Lasso with square loss using
Lemma 12.6 directly. The proof is simpler than the previous proof and similar
to the argument of Lemma 12.2 without the difficulty of controlling the number
of outliers.
Lemma 12.3 (Control of the sparsity of the Lasso). Assume that ε ∼
N(0, σ2In) in the linear model (1.1). For any ϕ ≥ 1, constants η ∈ (0, 1)
and d∗ ∈ (0, 1) satisfying (12.18) below, there exists a sparsity proportion
s∗ = s∗(d∗, γ, ϕ, η) ∈ (0, d∗) such that if
φmax(Σ)
φmin(Σ)
≤ ϕ, ‖β‖0 ≤ s∗n, λ = σ
η
√
n
(
1 +
√
2 log
1 + γ
s∗
)
(12.12)
then there exists and event Ω∗ of probability approaching one such that Ω∗ ⊂
{‖β̂‖0 ≤ d∗n} for β̂ the Lasso, i.e., defined as (3.1) with g(b) = λ‖b‖1. If the
probability space for (ε,X) is chosen as Rn × Rn×p equipped with the Lebesgue
sigma algebra, then Ω∗ ⊂ Rn × Rn×p can be chosen as an open set.
Proof. We use the same argument as the proof Lemma 12.2 in the simpler
setting with no outliers. Here, set ε = σz so that z ∼ N(0, In) by assumption.
We apply Lemma 12.6 with p¯ = p, X =X b = β and y = y. We have to verify
that (12.23), (12.24), (12.25) all hold for certain m, η, λ and set S¯ ⊂ [p].
Let the constants {c∗, d∗} be as in Lemma 12.5 and let Ω∗ be defined in
Lemma 12.5. We now define s∗ ∈ (0, d∗) by (12.9). With m def= d∗n − |S¯|, the
condition S¯ ≤ 2s∗n implies (12.10) or equivalently (12.11) by simple algebra. By
Lemma 12.5, in Ω∗ inequality |S¯| ≤ 2s∗n withm = d∗n−|S¯| thus implies (12.24).
It remains to prove that S¯ indeed satisfies |S¯| ≤ 2s∗n, and prove that (12.23),
(12.24) and (12.25) all hold. Let S0 = supp(β) ∪ {j ∈ [p] : |e⊤j X⊤σz|/n ≥ ηλ}
so that (12.23) can be rewritten S¯ ⊃ S0. In the event (12.14) with A = ∅, since
‖β‖0 ≤ s∗n we have
(|S0| − s∗n)σ−2η2λ2n < (√s∗n+ t
√
|S0|)2.
where t + 1 = σ−1ηλ by definition of λ in (12.12) and the definition of t in
Lemma 12.4. Hence if |S0| ≥ 2s∗n then the right hand side of the previous
display is bounded from above by s∗nσ−2λ2η2n so that the previous display
implies |S0| < 2s∗n, a contradiction. Hence |S0| < 2s∗n must hold in the event
(12.14). Next we define the set S¯ ⊃ S0 by adding elements arbitrarily until |S¯| ∈
[s∗n, 2s∗n). For (12.25), again in event (12.14) we have thanks to |S¯| ≥ s∗n that
{‖X⊤¯S σz‖2/n2}
1
2 ≤ σn− 12 [√s∗n + t|S¯| 12 ] ≤ ηλ|S¯| 12 . Hence conditions (12.23),
(12.24), (12.25) all hold, and ‖β̂‖0 ≤ |S¯|+ | supp(θ̂) \ A¯| ≤ |S¯|+m ≤ d∗n. The
previous display holds in the intersection of Ω∗ from Lemma 12.5 and the event
(12.14). Both these events are open when viewed as subsets of Rn × Rn×p so
that Ω∗ def= Ω∗ ∩ {(12.14)} is open as well.
Lemma 12.4 (Control of the noise in the linear model (12.3)). Let p/n ≤ γ,
let Σ ∈ Rp×p with diagonal entries equal to 1 and let ϕ ≥ φmax(Σ)/φmin(Σ)
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be an upper bound on the condition number. Let z ∼ N(0, In), G ∈ Rn×p with
iid N(0, 1) entries and assume that z and G are independent. For some fixed t
define
W =
( ∑
i∈[n]
(|zi| − t)2+ +
∑
j∈[p]
(|e⊤j Σ
1
2G⊤z‖z‖−1| − t)2+
) 1
2
.
If t =
√
2 log((1 + γ)/s∗) for some s∗ ∈ (0, 1) then E[W 2] ≤ s∗n and for all
u > 0,
P(W ≥ √s∗∗n) ≤ e−nC(γ,s∗)/(2ϕ) (12.13)
where s∗∗ depends on {γ, s∗} only and is such that s∗∗ < s∗, and where
C(γ, s∗) > 0 depends on {γ, s∗} only. For the same value of t, we have as
n, p→ +∞
P
[
∩A⊂[n],B⊂[p]
{
{‖zA‖2 + 1n‖(Σ
1
2G⊤z)B‖2} 12 < √s∗n+ t
√
|A|+ |B|
}]
→ 1.
(12.14)
Proof. Let g = G⊤z‖z‖−1 ∈ Rp. Then g is independent of z, for instance
because the conditional distribution of g given z is always N(0, Ip). Define
f(z, g) =
( ∑
i∈[n]
(|zi| − t)2+ +
∑
j∈[p]
(|e⊤j Σ
1
2 g| − t)2+
) 1
2
.
If z˜ ∈ Rn, g˜ ∈ Rp then by the triangle inequality for the Euclidean norm and
using |(|a| − t)+ − (|b| − t)+| ≤ |a− b| for all a, b ∈ R, we find
|f(z, g)− f(z˜, g˜)| ≤ {‖z − z˜‖2 + ‖Σ 12 (g − g˜)‖2} 12
≤ (1 ∨ ‖Σ 12 ‖op)
{‖z − z˜‖2 + ‖g − g˜‖2} 12 .
Hence f is a (1 ∨ ‖Σ 12 ‖op)-Lipschitz function of iid standard normal random
variables. Since diag(Σ) = Ip we have 1 ∨ ‖Σ‖op = ‖Σ‖op ≤ ϕ. By the
concentration of Lipschitz functions of standard normal random variables
[BLM13, Theorem 5.6], this implies that
P(f(z, g) ≥ E[f(z, g)] + u√n) ≤ exp(−nu22ϕ ). (12.15)
It remains to bound the expectation of f(z, g). Note that Zj = e
⊤
j Σ
1
2G⊤z/‖z‖
has N(0, 1) distribution thanks to Σjj = 1 for all diagonal entries. By [BZ18b,
Lemma G.1], the bound E[(|Z| − t)2+] ≤ 4e−t
2/2/((t2 + 2)
√
4 + 2πt2) holds for
Z ∼ N(0, 1). For t = √2 log((1 + γ)/s∗) this implies E[(|Z| − t)2+] ≤ (1 +
γ)−1s∗4/((t2 + 2)
√
4 + 2πt2). Since E[f(z, g)2] is the sum of n+ p terms of the
form E[(|Z| − t)2+] and n + p ≤ (1 + γ)n, inequality E[f(z, g)2] ≤ ns∗4/((t2 +
2)
√
4 + 2πt2) holds. Now choose u > 0 in (12.15) as a constant depending on
{γ, s∗} only defined by
2u =
√
s∗ − {s∗4/
(
(t2 + 2)
√
4 + 2πt2
)} 12
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and define s∗∗ by
√
s∗∗ =
√
s∗−u so that E[f(z, g)2] 12 +u ≤ √s∗∗n. This proves
(12.13).
For (12.14), standard concentration bounds on the χ2n distribution yields
P(‖z‖ < n 12 +√2 logn) ≥ 1− 2/n, and
n−
1
2 ≤ ‖z‖− 12 (1 +
√
2 log(n)/n) (12.16)
holds in this event. On the intersection of this event with the complement of
(12.13), if (|v|− t)+ denotes the vector with components max(|vi|− t, 0) for any
vector v, we find
{‖zA‖2 + 1n‖(Σ
1
2G⊤z)B‖2} 12
< t
√
|A|+ |B|+ {‖((|z| − t)+)A‖2 + ‖((|Σ 12G⊤zn− 12 | − t)+)B‖2} 12
≤ t
√
|A|+ |B|+ (1 +
√
2 log(n)/n)f(z, g)
≤ t
√
|A|+ |B|+ (1 +
√
2 log(n)/n)
√
s∗∗n.
where the first inequality is due to |x| ≤ (|x|−t)++t and the triangle inequality,
the second follows from (12.16) and the third thanks to the complement of
(12.13). Since s∗∗, s∗ are both independent of n, p and s∗∗ < s∗, inequality
(1 +
√
2 log(n)/n)
√
s∗∗n ≤ √s∗n holds for n large enough.
Lemma 12.5 (Sparse condition number for X ∈ Rn×(p+n)). Let X¯ =
[X|√nIn] ∈ Rn×(p+n) and d ∈ [n + p]. Then for S(d) = {(b, θ) : b ∈ Rp, θ ∈
Rn, ‖b‖0 + ‖θ‖0 ≤ d, ‖Σ 12 b‖2 + ‖θ‖2 = 1} we have
max(b,θ)∈S(d) ‖Xb+
√
nθ‖2
min(b,θ)∈S(d) ‖Xb+
√
nθ‖2 ≤
Φˆ2+ + 1 + ((Φˆ
2
+ − 1)2 + 4φˆ2)
1
2
Φˆ2− + 1− ((Φˆ2− − 1)2 + 4φˆ2)
1
2
(12.17)
where
φˆ = max
b∈Rp,θ∈Rn:‖b‖0+‖θ‖0≤d
|θ⊤Xb|n− 12
‖θ‖‖Σ 12 b‖
,
Φˆ+ = max
b∈Rp:‖b‖0≤d
‖Xb‖n− 12
‖Σ 12 b‖
, Φˆ− = min
b∈Rp:‖b‖0≤d
‖Xb‖n− 12
‖Σ 12 b‖
.
Furthermore, for any d∗ > 0 satisfying
(2d∗ log(e(1 + γ)/d∗))
1
2 + 2
√
d∗ <
√
3/2− 1, (12.18)
the constants c, c∗ defined by
c = (2d∗ log(e(1 + γ)/d∗))
1
2 + 2
√
d∗, c <
√
3/2− 1,
c∗ =
(1 + c)2 +
√
((1 + c)2 − 1)2 + 4c2
(1 − c)2 +√((1− c)2 − 1))2 + 4c2 (12.19)
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are such that for any d ≤ d∗n, event Ω∗ = {φˆ < c,Φ+ < (1 + c),Φ− < (1 − c)}
has probability approaching one, and in Ω∗ the right hand side of (12.17) is
bounded from above by c∗. Consequently, in Ω∗,
maxv∈Rn+p:‖v‖=1,‖v‖0≤d∗n ‖X¯v‖2
minv∈Rn+p:‖v‖=1,‖v‖0≤d∗n ‖X¯v‖2
≤ c∗max(1, φmax(Σ))
min(1, φmin(Σ))
. (12.20)
Proof. Let (b, θ) ∈ S(d). By expanding the square
‖Xb+√nθ‖2/n = ‖Xb‖2/n+ ‖θ‖2 − 2θ⊤Xbn− 12
≥ Φˆ2−‖Σ
1
2 b‖2 + ‖θ‖2 − 2‖θ‖‖Σ 12 b‖φˆ
=
(
‖Σ 12 b‖ ‖θ‖
)(Φˆ2− −φˆ
−φˆ 1
)(
‖Σ 12 b‖
‖θ‖
)
(12.21)
For the upper sparse eigenvalue, we have similarly
‖Xb+√nθ‖2
n
≤
(
‖Σ 12 b‖ ‖θ‖
)(
Φˆ2+ φˆ
φˆ 1
)(
‖Σ 12 b‖
‖θ‖
)
. (12.22)
Hence the left hand side of (12.17) is bounded from above by the ratio of
the maximal singular value of the 2 by 2 matrix in (12.22) and the minimal
singular value of the 2 by 2 matrix in (12.21). Since the minimal eigenvalue of
( a bb 1 ) is
1
2 (a + 1 −
√
(a− 1)2 + 4b2) and the maximal eigenvalue is 12 (a + 1 +√
(a− 1)2 + 4b2), which can be checked for instance with the python code
import sympy
a, b = sympy.symbols(’a, b’, real=True)
sympy.Matrix([ [a, -b], [-b, 1] ]).eigenvals()
This proves (12.17).
Let t =
√
2d∗ log(e(1 + γ)/d∗). By Theorem II.13 in [DS01], for any (A,B)
with B ⊂ [p], A ⊂ [n] with |A|+ |B| ≤ d, the event
{
max
b:supp(b)=B
n−
1
2 ‖Xb‖
‖Σ 12 b‖
≥ 1 +
√
|B|/n+ t
}
has probability at most P(N(0, 1) > t
√
n), and the same holds for the event
{
min
b∈Rp:supp(b)=B
n−
1
2 ‖Xb‖
‖Σ 12 b‖
≤ 1−
√
|B|/n− t
}
.
Again by Theorem II.13 in [DS01], the event
{
max
θ∈Rn,b∈Rp:supp(b)=B,supp(θ)=A
n−
1
2 |θ⊤Xb|
‖θ‖‖Σ 12 b‖
>
√
|A|/n+
√
|B|/n+ t
}
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has probability at most P(N(0, 1) > t
√
n). Hence by the union bound and a
standard upper bound on the Gaussian tail, the union of the above event has
probability at most 3e−t
2n/2/(t
√
2πn. There are
(
n+p
d
)
pairs (A,B) of subsets
A ⊂ [n], B ⊂ [p] with |A|+ |B| = d, so by the union of all events as above over
all pairs (A,B) with |A|+ |B| = d has probability at most
3
(
n+ p
d
)
exp(−t2n/2)
t
√
2πn
≤ en
(
d
n log
e(n+p)
d − t
2
2
)
3
t
√
2πn
≤ 3
t
√
2πn
→ 0
using the classical bound log
(
q
d
) ≤ d log eqd on binomial coefficients, the
definition of t as well as d ≤ d∗n. By definition of c in (12.19), this proves
that Ω∗ has probability approaching one. The fact that c∗ bounds from above
the right hand side of (12.17) follows follows by applying the bounds in Ω∗ on
Φˆ+, Φˆi, φˆ to bound the numerator and denominator. Finally, the bound (12.20)
on the d-sparse condition number of X¯ = [X|√nIn] is obtained using
(‖θ‖2+‖b‖2)min(1, φmin(Σ)) ≤ ‖θ‖2+‖Σ 12 b‖2 ≤ (‖θ‖2+‖b‖2)max(1, φmax(Σ)).
Bound on the false positives of the Lasso
Lemma 12.6 (Proposition 7.4 in [BZ18a]–Deterministic result). Let n, p¯ ≥ 1
be integers and m ∈ [p¯]. Let X ∈ Rn×p¯, y ∈ Rn, b ∈ Rp and define the Lasso
estimate
b̂ = argminb∈Rp¯ ‖Xb− y‖2/(2n) + λ‖b‖1.
Let η ∈ (0, 1), λ > 0. Let S¯ ⊂ [p¯] be a set with
S¯ ⊃ supp(b) ∪ {j ∈ [p¯] : |e⊤j X
⊤
(Xb− y)|/n ≥ ηλ}. (12.23)
Define the Sparse Riecz Condition (SRC) by
|S¯| < 2(1− η)
2m
(1 + η)2maxB⊂[p¯]:|B\S¯|≤m{φcond(X
⊤
BXB)− 1}
(12.24)
holds where φcond(S) = φmax(S)/φmin(S) is the condition number of any
positive semi-definite matrix S. Consider also the condition
‖X¯⊤S¯ (y −Xb)‖2/n2 ≤ η2λ2|S¯|. (12.25)
If (12.23), (12.24) and (12.25) hold simultaneously then | supp(b̂) \ S¯| ≤ m.
In our problem with X = [X|√nIn] ∈ Rn×(n+p), b = (β, θ∗) ∈ Rn+p,
y = y =Xβ +
√
nθ∗ + σz and p¯ = n+ p, the above deterministic Lemma can
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be rewritten as follows. Consider, some sets B¯ ⊂ [p], A¯ ⊂ [n], the conditions
B¯ ⊃ supp(β) ∪ {j ∈ [p] : |e⊤j X⊤σz|/n ≥ ηλ},
(12.26)
A¯ ⊃ supp(θ∗) ∪ {i ∈ [n] : |σzi|/
√
n ≥ ηλ}, (12.27)
|S¯| = |A¯|+ |B¯| < 2(1− η)
2m
(1 + η)2maxB⊂[p¯]:|B\S¯|≤m{φcond(X
⊤
BXB)− 1}
,
(12.28)
‖σzA¯‖2/n+ ‖X⊤¯Bσz‖2/n2 ≤ η2λ2(|A¯|+ |B¯|) (12.29)
where S¯ = B¯∪{i+n, i ∈ A¯}. If (12.26), (12.27), (12.28) and (12.29) all hold and
(β̂, θ̂) is the solution of (12.2) with λ = λ∗ then | supp(β̂)\ B¯|+ | supp(θ̂)\ A¯| ≤
m.
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