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Рисунок 7 – График зависимости качества обучения от кол-ва слоёв 
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Цель данной научной работы состоит в исследовании эффективности пе-
реноса знаний (transfer learning) предварительно обученной свёрточной нейрон-
ной сети для решения других задач.  
Для классификации и распознавания изображения большую популяр-
ность получили свёрточные нейронный сети. Такие сети состоят из нескольких 
свёрточных слоёв, которые в процессе обучения извлекают признаки подавае-
мых на вход изображений. Верхние слои сети занимаются извлечением низко-
уровневых признаков, а глубокие слои занимаются извлечением высокоуровне-
вых признаков. Чем ближе свёрточный слой находится к выходу сети, тем ме-
нее абстрактными становятся извлекаемые признаки (рисунок 1) [1].  
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В результате исследования работы свёрточных нейронных сетей был сде-
лан вывод, что при обучении на различных наборах изображений, сети на верх-
них слоях формировали очень похожие низкоуровневые признаки. Таким обра-




Рисунок 1 – Визуализация слоёв свёрточной сети  
 
Сделанные выводы стали основополагающими в развитии метода перено-
са знаний или использования свойства нейропластичности, которое присуще 
головному мозгу. Основная идея метода состоит в достижении следующих це-
лей: улучшение качества обучения уже на начальных итерациях, ускорение 
сходимости алгоритмов обучения, улучшение верхней достижимой границы 
качества [2].  
Для применения метода переноса знаний, помимо обучающей выборки 
необходимо иметь хорошо обученную нейронную сеть. Такая сеть уже умеет 
хорошо извлекать низкоуровневые признаки, следовательно, в момент обуче-
ния новой сети веса на верхних слоях будут изменяться не значительно, по 
сравнению с глубокими слоями.  
Для исследования поставленной задачи в качестве эталонной сети была 
взята сеть VGG-16. Эта сеть c содержит 16 слоёв (рисунок 2) и состоит из двух 
частей: первая часть выделяет характерные признаки в изображении и состоит 
из 13 слоёв, вторая часть отвечает за классификацию объекта на изображения 
по выделенным на предыдущем этапе признакам и состоит из 3 слоёв [3]. 
 
 
Рисунок 2 – Структура свёрточной сети VGG-16 
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В качестве обучающей выборки был взят набор изображений маркиро-
ванных клеток в крови (рисунок 3). В набор входят клетки 4 видов: эозинофи-
лы, лимфоциты, моноциты и нейтрофилы. Каждый класс состоит из 800 обуча-
ющих изображений, 100 изображения для промежуточной проверки и 100 
изображения для тестовой проверки.  
 
 
Рисунок 3 – Маркированная клетка для классификации 
 
Важным фактором в проведении исследования является тот факт, что 
обучающая выборка не входит в число классов, на основе которых обучали эта-
лонную сеть. Таким образом, мы имеем дело с сетью, которая была обучена на 
наборе данных, сильно отличающихся от нашей обучающей выборки.  
Для исследования метода переноса знания было принято решение ис-
пользовать архитектуру сети VGG-16. Первые 13 свёрточных слоёв остались 
без изменения структуры, а последние три слоя были заменены на 2 полносвяз-
ных слоя, состоящих из 256 нейронов и 4 нейронов (в соответствии с количе-
ством классов в обучающей выборке).  
В процессе исследования было решено провести две серии эксперимен-
тов. При этом в обоях случаях архитектура сети, её настройки и количество 
эпох обучения остаются одинаковыми. В первой серии эксперимента все слои 
нейронной сети были инициализированы случайными весами. Во второй серии 
эксперимента первые 13 слоёв инициализировались весами сети VGG-16, 
натренированными на наборе данных ImageNet, а последние слои, где происхо-
дит классификация изображений, были инициализированы случайными весами. 
Обе сети обучались в течении 15 эпох. В таблице 1 приведены результаты двух 
экспериментов.  
На рисунке 4 приведены зависимости точности классификации от числа 
эпох обучения. 
Первая сеть на тестовых данных, которые она не видела в процессе обу-
чения распознала их с точностью в 61,5%, а вторая сеть распознала с точностью 
в 98,50%. Исходя из выше приведённых результатов, мы видим, что сеть, в ко-
торой мы использовали уже натренированные веса показала лучший результат, 
чем сеть, в которой все веса были случайно инициализированы.  
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Таблица 1 – Результаты экспериментов 
Номер эпохи Без переноса знания С переносом знаний 
ошибка точность ошибка точность 
1 1.3863 0.2500 0.9689 0.6800 
2 1.3863 0.2625 0.4277 0.8425 
3 1.3863 0.2500 0.2819 0.8825 
4 1.3863 0.2500 0.1647 0.9350 
5 1.3863 0.2500 0.1366 0.9400 
6 1.3863 0.2750 0.1135 0.9525 
7 1.3862 0.2950 0.1916 0.9275 
8 1.3746 0.2525 0.1554 0.9450 
9 1.2085 0.4025 0.1080 0.9675 
10 1.0993 0.4550 0.0948 0.9725 
11 1.0924 0.4575 0.0989 0.9650 
12 1.0946 0.4275 0.1439 0.9525 
13 0.9956 0.4875 0.0933 0.9700 
14 0.9393 0.4775 0.0831 0.9800 
15 0.7962 0.6300 0.0795 0.9775 
 
 
Рисунок 4 – Графики изменения точности классификации в зависимости от 
числа эпох обучения 
Задача классификации изображения требует больших вычислительных 
мощностей, в результате чего обучение сети может занимать от нескольких ча-
сов до нескольких дней. Использование метода переноса знаний позволяет со-
кратить время обучение сети и повысить точность её обучения, что и было по-
казано в данном исследовании. 
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Свободный доступ к огромным массивам информации в сети Интернет 
способствует развитию плагиата в различных сферах человеческого общества. 
Под плагиатом понимают  незаконное использование чужого изобретения или 
произведения без указания источника заимствования [1]. Для выявления заим-
ствований и оценки самостоятельности автора применяют специализированные 
системы [2]. Главным недостатком некоторых автоматизированных систем по-
иска плагиата является отсутствие методов лингвистического анализа, в том 
числе семантического и морфологического. 
Методы анализа текстовой информации 
Задачи семантического и морфологического анализа способствуют клас-
сификации текстов, определению предметной области, а также более точному 
обнаружению плагиата. 
 Одной из задач морфологического анализа является определение нор-
мальной формы искомого слова (процесс лемматизации), от которого наследу-
ется данная словоформа, и набора параметров этой словоформы [3]. Таким об-
разом, морфологический анализ позволяет избежать дополнительной обработки 
всех словоформ.  
Другой тип морфологического анализа построен на основании правил с 
использованием процедурного подхода и позволяет привести словоформу к 
единой форме с помощью стемминга – выделения основы слова. Рассмотрим 
оба подхода [4]. 
1. Лемматизация – процесс приведения словоформ с одинаковым понятием 
к единой нормальной форме для увеличения релевантности поиска [5] и 
уменьшения количества анализируемых слов. Операция лемматизации 
может быть представлена в виде отображения (1): 
 T→L, (1) 
где T – множество всех терминов, L – множество всех лемм. Данное пре-
образование позволяет уменьшить размер индексной информации и уско-
рить обработку текстового документа. 
2. Стемминг – приближенный эвристический процесс, который находит ос-
нову слова [6]. В отличие от лемматизации стеммер не требует наличия 
