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Abstract Local-to-Nonlocal (LtN) coupling refers to a class of methods aimed at
combining nonlocal and local modeling descriptions of a given system into a unified
coupled representation. This allows to consolidate the accuracy of nonlocal models
with the computational expediency of their local counterparts, while often simulta-
neously removing additional nonlocal modeling issues such as surface effects. The
number and variety of proposed LtN coupling approaches have significantly grown
in recent year, yet the field of LtN coupling continues to grow and still has open chal-
lenges. This review provides an overview of the state-of-the-art of LtN coupling in the
context of nonlocal diffusion and nonlocal mechanics, specifically peridynamics. We
present a classification of LtN coupling methods and discuss common features and
challenges. The goal of this review is not to provide a preferred way to address LtN
coupling but to present a broad perspective of the field, which would serve as guid-
ance for practitioners in the selection of appropriate LtN coupling methods based on
the characteristics and needs of the problem under consideration.
Keywords Nonlocal models · Coupling methods · Nonlocal diffusion · Nonlocal
mechanics · Peridynamics
1 Introduction
1.1 Nonlocal models and the need of coupling methods
Nonlocal models such as nonlocal diffusion and peridynamics can describe phenom-
ena not well represented by classical Partial Differential Equations (PDEs). These
include problems characterized by long-range interactions and discontinuities [19,
Chapter 1]. For instance, in the context of diffusion, long-range interactions effec-
tively describe anomalous diffusion, whereas in the context of mechanics, cracks
formation results in material discontinuities. We refer to these phenomena, in a gen-
eral sense, as nonlocal effects. Even though this work is mostly focused on non-
local models for diffusion and mechanics applications, nonlocal models can char-
acterize a wide range of scientific and engineering problems, including subsurface
transport [17,62,63,97,98], phase transitions [10,27,29], image processing [23,52,
74], multiscale and multiphysics systems [2,3,42,104], magnetohydrodynamic tur-
bulence [96], and stochastic processes [24,32,79,82].
The fundamental difference between nonlocal models and classical local PDE-
based models is the fact that the latter only involve differential operators, whereas the
former also rely on integral operators.1 The integral form allows for the description
of long-range interactions (spanning either small regions or the whole space) and re-
duces the regularity requirements on problem solutions. Here, we consider nonlocal
models, based on integro-differential formulations, characterized by integral opera-
tors in space that lack spatial derivatives. This enhances the accuracy of their mod-
1 Nonlocal models can be based on weakly nonlocal or strongly nonlocal formulations. The former
enrich classical PDEs by explicitly including higher-gradients of field variables, whereas the latter is based
on integral-type formulations with a weighted averaging of field variables [12,34,61]. In this paper, we
only concern ourselves with strongly nonlocal formulations.
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eling representations by generalizing the space of admissible solutions, which can
feature singularities and discontinuities.
Despite their improved accuracy, the usability of nonlocal equations could be
compromised by several modeling and numerical challenges such as the unconven-
tional prescription of nonlocal boundary conditions, the calibration of nonlocal model
parameters, often unknown or subject to uncertainty, and the expensive numerical so-
lution. In fact, the computational cost of solving a nonlocal problem is significantly
higher than that corresponding to PDEs. Specifically, the associated computational
expense of a nonlocal problem depends on the ratio between the characteristic non-
local interaction length (the so-called interaction radius or horizon) and the chosen
simulation grid or mesh size. When this ratio becomes large, simulations can be un-
feasible [19, Chapter 14].
Nevertheless, it is often the case that nonlocal effects are concentrated only in
some parts of the domain, whereas, in the remaining parts, the system can be ac-
curately described by a PDE. The goal of Local-to-Nonlocal (LtN) coupling is to
combine the computational efficiency of PDEs with the accuracy of nonlocal models,
under the assumption that the location of nonlocal effects can be identified. In this
context, the main challenge of a coupling method is to accurately merge substantially
different local and nonlocal descriptions of a single system into a mathematically and
physically consistent coupled formulation.
As an added value, LtN coupling can provide a viable way to circumvent the
non-trivial task of prescribing nonlocal boundary conditions. Such conditions have
to be prescribed in a layer surrounding the domain where data are not available or
are hard to access; however, surface (local) data are normally available. In practice,
this requires extending surface (local) boundary conditions to volumetric (nonlocal)
boundary conditions in a way that is not always clear or well-defined. An ad hoc
treatment of nonlocal boundaries often results in unphysical surface effects (see di-
cussions in [66]). Using a local model adjacent to the boundary of the domain allows
for prescription of classical boundary conditions, provided the solution is regular
enough. Throughout this paper, we mention coupling approaches that have been used
for this task. There are other potential benefits of LtN coupling, such as controlling
undesired wave dispersion or leveraging available computational tools based on clas-
sical PDEs. However, these are beyond the scope of this paper.
The purpose of this paper is to present the state-of-the-art of LtN coupling in
the context of nonlocal diffusion and nonlocal mechanics, specifically peridynamics.
While the list of proposed LtN coupling methods is extensive, this paper focuses on
a select number of approaches. The description provided should, however, give the
reader a broad enough perspective on the diversity of LtN coupling techniques and
the variety of ways to approach LtN coupling problems, both in terms of mathemat-
ical formulation and practical implementation. We stress that our goal is strictly to
give an overview of available coupling strategies and highlight their properties, while
describing common features and challenges. This work does not intend to present a
relative assessment of LtN coupling methods. Yet the reader can use this review as a
guide for selecting the most appropriate method for the problem at hand.
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1.2 Overview of classes of coupling methods
We divide coupling approaches in two main classes based on how the transition from
a nonlocal description to a local description is carried out. A schematic overview of
such classification and of the methods belonging to each class is reported in Figure 1;
that figure also indicates the corresponding sections where the methods are described
in detail. We refer to the first class as the Constant Horizon (CH) class, which con-
tains approaches characterized by an abrupt change in the horizon as we move from
the nonlocal region to the local region; whereas we refer to the second class as the
Varying Horizon (VH) class, which contains approaches that, in contrast, feature a
smooth transition of the horizon. In the next paragraphs we briefly mention several
methods belonging to each class. A detailed description of those methods will be
reported in the next sections.
In the CH class, we first identify a group of approaches that resemble general-
ized domain decomposition (GDD) methods. A first example is the optimization-
based coupling method introduced in [30], analyzed in [31], and extended to three-
dimensional settings in [33]. This strategy treats the coupling condition as an op-
timization objective, which is minimized subject to the model equations acting in-
dependently in their respective sub-domains. As opposed to other LtN coupling ap-
proaches, this method reverses the roles of the coupling conditions and the governing
equations, keeping the latter separate. In particular, the coupling of local and nonlocal
models is effected by couching the LtN coupling into an optimization problem. The
objective is to minimize the mismatch of the local and nonlocal solutions on the over-
lap of their sub-domains, the constraints are the associated governing equations, and
the controls are the nonlocal volume constraints and the local boundary conditions
on the virtual boundaries generated by the decomposition.
A second GDD example relies on the partitioned procedure as a general coupling
strategy for heterogeneous systems, such as multiscale and multiphysics problems [7,
78,94,123]. In the partitioned procedure, the system is divided into sub-problems in
their respective sub-domains. Different models are then employed independently in
each sub-problem, which communicates with other sub-problems only via transmis-
sion conditions on the sub-domain interfaces. The coupled problem is then solved
based on sequential solutions of sub-problems, and proper transmission conditions
are required on the sub-domain interfaces to impose solution continuity on those in-
terfaces and to enforce the energy balance of the whole system. Among the possible
transmission conditions, the Robin transmission condition, which is a linear combi-
nation of the Dirichlet and Neumann transmission conditions, has been proven to be
very efficient (see, e.g., [7,28,39,40]). In [132], a partitioned procedure with Robin
transmission conditions was applied to LtN coupling of mechanics models with an
overlapping region, and the method was later extended to LtN coupling without an
overlapping region in [131].
A second group of approaches in the CH class is also based on a decomposition
of the domain, which resembles an overlapping sub-domain decomposition. How-
ever, as opposed to GDD methods, these approaches rely on hybrid descriptions that
combine local and nonlocal models in a transition region between local and nonlo-
cal sub-domains. We refer to this group of approaches as Atomistic-to-Continuum
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(AtC) type coupling approaches due to their resemblance to such coupling methods
(see, e.g., the review articles [76,84]). We observe that, in some sense, AtC coupling
is a special case of LtN coupling, where the nonlocal model is a discrete atomistic
representation and the local model is given by a classical PDE.
In the group of AtC type coupling approaches, a first example is the Arlequin
method. This is a general coupling technique introduced in [13,14] and further stud-
ied in [15,16]. This technique was applied to AtC coupling in [11] with various
follow-on works (see, e.g., [26,92,93]). Application of the Arlequin method for LtN
coupling was proposed in [58] in the context of static problems and later applied to
dynamic settings in [126]. The Arlequin method is an example of an energy-based
blending approach, where the energy of the system in the transition region is defined
as a weighted average of the local and nonlocal energies. In the local and nonlo-
cal sub-domains, the energy is defined according to the models operating in those
sub-domains. A Lagrange multiplier enforces compatibility of the kinematics of both
models.
A second example of AtC type coupling is the morphing approach proposed in
[75] and then extended in [4,5,59]. This method is based on blending, or morphing,
the material properties of the local and nonlocal models. The method consists of a
single model defined over the entire domain with an equilibrium equation that con-
tains both local and nonlocal contributions. The transition between the nonlocal sub-
domain to the local sub-domain is achieved through a gradual change in the material
properties characterizing the two models in the transition region or “morphing” zone.
In this region, local and nonlocal material properties are suitably weighted under the
constraint of energy equivalence for homogeneous deformations.
A third example of AtC type coupling is the quasi-nonlocal (QNL) coupling
method. This method was originally proposed in the context of AtC coupling and
is based on energy minimization with the aim of eliminating linear spurious forces.
The QNL method redefines the nonlocal energy of the system, where nonlocal inter-
actions contained within the local sub-domain are reformulated. The application of
the QNL coupling method to LtN coupling appears in [48,68].
A fourth example of AtC type coupling is the force-based blending method pro-
posed in [99] and extended in [102]. Force-based blending has been studied in the
context of AtC coupling (see, e.g., [6,49,69,70]). This approach employs a blending
function to create a weighted average of the local and nonlocal governing equations,
and that function is chosen in a way that the blended model reduces to the local and
nonlocal models in their respective sub-domains. Similarly to the morphing approach,
a single blended model is defined over the entire domain; however, the force-based
blending method does not enforce energy equivalence. In this paper, we employ the
term “blending” to refer to force-based blending, since other methods which could be
classified within a blending category, such as the Arlequin and morphing, are called
by their specific names. As opposed to AtC blending methods, which normally seek
means to blend given atomistic and continuum models, the peculiarity of the LtN
blending method from [99,102] is that a reference nonlocal model is first postulated
over the entire domain, and then the blended model is attained by simply combining
the use of a blending function with assumptions on the material response. An under-
6 D’Elia, Li, Seleson, Tian, and Yu
lying connection between the local and nonlocal models is leveraged in the derivation
of the blended model.
A final example of AtC type coupling is the splice method. This method was first
proposed in [112] to couple two nonlocal models with different horizons and then
applied to LtN coupling. A similar approach for LtN coupling, although introduced
instead for discretized models, was presented in a series of publications (see [50,86,
108,109,110,133,134]). In the splice method, the governing equation at each point is
given by either the local or nonlocal model. There is no particular coupling enforced,
except that points described by the nonlocal model may interact with points described
by the local model and vice versa. When such a situation occurs, points with a given
description (either local or nonlocal) treat its environment with the same modeling
representation as its own. For instance, a point in a nonlocal region interacting with
some points in a local region would treat those points as if they were also described
by a nonlocal model.
In the VH class, we can also find energy-based and force-based approaches. The
idea behind VH is based on the fact that a nonlocal model converges to a local model,
under suitable regularity assumptions, when the horizon approaches zero (see Sec-
tions 2.2.1 and 2.2.2). Naturally, allowing the horizon to vary spatially in a domain,
so that it approaches zero in certain sub-domains with enough regularity, provides a
transition from a nonlocal to a local representation. The first discussions on a vari-
able horizon in peridynamics appeared, in the context of adaptive refinement, in [20,
21]. Similar adaptivity ideas actually appeared in the context of atomistic systems
in [100] to remove surface effects. A nonlocal diffusion formulation with spatially
varying horizon applied to interface problems was presented in [101], where two-
horizon systems were treated and specialized to the case in which one of the two
horizons is taken to zero. A similar formulation applied to two-horizon systems in
peridynamics was discussed in [95,104]. The case of a smoothly varying horizon was
presented and analyzed in [112], and it was used to couple two peridynamic models
with different horizons. In [119,122], the validity of nonlocal diffusion models with
a shrinking horizon applied to LtN coupling was discussed.
The first group of energy-based approaches in the VH class is related to the for-
mulations presented in [95,101,104,112,119,122]. Such energy-based formulations,
unfortunately, introduce linear spurious forces. In order to allow varying the horizon
in space while preventing this coupling artifact, the partial stress method was pre-
sented in [112]. This method belongs to the group of force-based approaches and
introduces a new tensor field referred to as the partial stress, which is used to de-
scribe the material response in the transition region between the nonlocal and local
sub-domains.
There are other approaches in the literature concerning LtN coupling. Specifi-
cally, while we focus on LtN coupling of continuum models, some proposed meth-
ods address the coupling at the discrete level (we actually mentioned a few above).
In fact, the first peridynamic work in this context appear in [77], where a coupling
is performed by implementing a peridynamic model in a conventional finite element
analysis code using truss elements. In this context, an overlapping-based approach
between peridynamics and classical finite elements, which relies on interfacial ele-
ments, is described in [64,73], whereas a sub-modeling approach is presented in [90].
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LtN COUPLING METHODS
CONSTANT HORIZON (CH) VARYING HORIZON (VH)
GENERALIZED DOMAIN 
DECOMPOSITION
Optimization-Based
SECTION 3.1
ATOMISTIC-TO-
CONTINUUM TYPE
Arlequin
SECTION 4.1
Partial Stress 
SECTION 5.2
 
Splice
SECTION 4.5
ENERGY
BASED
FORCE
BASED
Partitioning
SECTION 3.2
Morphing
SECTION 4.2
Quasi-nonlocal
SECTION 4.3
Blending
SECTION 4.4
Shrinking horizon
SECTION 5.1
Fig. 1 Overview of classes of LtN coupling approaches and corresponding methods.
A force-based coupling approach, which resembles blending due to a partition of
unity of local and nonlocal displacements within an overlapping region, is presented
in [117]. A different type of coupling approaches have been published specifically
addressing dynamic coupling artifacts, such as interfacial spurious wave reflections
(see, e.g., [65,87]). Finally, a coupling based on coarsening a peridynamic discretiza-
tions was proposed in [104] and later implemented in [128,129]; these implementa-
tions resemble the splice method in the context of peridynamic finite elements. All
these approaches, however, are beyond the discussions held in this review.
Desired properties of a LtN coupling method. There are various considerations to
account for when designing a LtN coupling method. The first one is ensuring that
the reference local and nonlocal models are physically consistent. This is guaran-
teed by the convergence of the nonlocal model to the local model as discussed in
Sections 2.2.1 and 2.2.2 for nonlocal diffusion and nonlocal mechanics, respectively.
Once the local and nonlocal models are determined to be physically consistent, the
main challenge becomes removing or minimizing the appearance of coupling artifacts
on the interface/in the transition region between the local and nonlocal sub-domains.
We describe below some desired properties of LtN coupling methods and discuss
related coupling artifacts.
A basic desired property of a LtN coupling method is patch-test consistency,
which is established when such a method passes the so-called patch test or consis-
tency test [72,76,84]. The main idea is as follows: if for a certain class of problems
the local and nonlocal solutions, ul and unl, respectively, coincide, then “patching”
the two problems by coupling the corresponding models should still return the same
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problem solution. Note that to be comparable, the local and nonlocal problems are
augmented with consistent boundary conditions and forcing terms.
As an example, we define a linear patch test in one dimension as follows:
Definition 1 (Linear patch test) Given a linear function ulin(x) = a0 + a1x with
a0 and a1 constants and local and nonlocal operators LL and LNL, respectively, such
that
LLulin = 0 and LNLulin = 0,
a coupling method passes the linear patch test if, in the absence of forcing terms and
with consistent boundary conditions, ulin is also the solution of the coupled problem.
Similarly to Definition 1, one can define a higher-order patch test when, given the
pth degree polynomial upoly(x) =
∑p
i=0 aix
i with {ai}pi=0 constants, LLupoly =
LNLupoly. Examples of linear (p = 1) and quadratic (p = 2) patch tests are provided
in the following sections.
A related concept to the patch test is that of “ghost” forces. Specifically, when
a coupling method does not pass the linear patch test, non-physical forces or fluxes
normally arise in the transition region between the local and nonlocal sub-domains.
These non-physical forces are often referred to as “ghost” forces [84].
Another desired property of a LtN coupling method is asymptotic compatibil-
ity. This ensures that the method preserves the physical consistency of the local and
nonlocal models. Specifically, the solution corresponding to a LtN coupling method
should be such that it coincides with the local solution everywhere when the nonlocal
effects vanish. More details in this regard are provided in the following sections.
A third desired property of a LtN coupling method is energy equivalence. Due to
the physical consistency of the local and nonlocal models, it is expected that these
models would have equivalent energy descriptions for a certain class of problems.
Consequently, an appealing property of a LtN coupling method is to also preserve the
energy description for such class of problems. This consideration becomes a natural
requirement for energy-based LtN coupling methods, since they possess an associated
energy functional. In contrast, force-based LtN coupling methods do not possess, in
general, an associated energy.
While the above properties concern common coupling artifacts in static problems,
other spurious effects can emerge in dynamic scenarios. A prime example of these
spurious effects is wave reflections on the interface/in the transition region between
the local and nonlocal sub-domains. While most LtN coupling methods retain at least
some of the above static properties to a certain degree, controlling spurious wave
reflections appears to be a much harder task and thus related discussions are excluded
from this review.
We point out that the majority of the methods described in this review are not tied
to a particular discretization. However, the choice of discretization used for local and
nonlocal models may affect some of the properties mentioned above. As an example,
when the nonlocal discretization does not guarantee asymptotic compatibility, the
coupling method will inherit that limitation.
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1.3 Outline of the paper
This review is organized as follows. In Section 2, we introduce the notation, discuss
coupling configurations, and describe the mathematical models and recall relevant
results, including a description of the nonlocal vector calculus [46]. In Section 3, we
provide a description of GDD approaches, i.e., Optimization-Based methods and the
Partitioned procedure. Section 4 describes several methods belonging to the group of
AtC type coupling approaches, including the Arlequin, Morphing, Quasi-Nonlocal,
Blending, and Splice methods. In Section 5, we present two VH approaches: the
energy-based Shrinking Horizon method and the force-based Partial Stress method.
For each method, we provide a mathematical formulation and describe its proper-
ties. We also report relevant numerical results based on available literature with the
purpose of illustrating theoretical properties and showing applicability to realistic
settings. In Section 6, we draw conclusions and present guidelines for an appropri-
ate choice of LtN coupling methods based on necessities and constraints. The chart
in Figure 1 summarizes the classes of LtN coupling approaches and corresponding
methods.
2 Notation, coupling configurations, and mathematical models
In this section, we introduce the notation and coupling configurations used in this
paper (see Section 2.1) and describe the nonlocal models and recall relevant results
(see Section 2.2) that will be useful throughout the following sections.
2.1 Nonlocal variables and nonlocal domains
Let Ω ∈ Rn, n = 1, 2, 3, be a bounded open domain. We are interested in functions
u : Ω → R and u : Ω → Rn, n = 1, 2, 3, solutions of nonlocal diffusion and nonlo-
cal mechanics problems. Specifically, in diffusion, u represents the concentration of a
diffusive quantity and, in mechanics, u represents the displacement in n dimensions.
In nonlocal settings, every point in a domain interacts with a neighborhood of
points. Usually, such neighborhood is an Euclidean ball surrounding points in the
domain, i.e.,
Bδ(x) = {x′ ∈ Rn : ‖x′ − x‖ 6 δ}, (1)
where δ is referred to as the horizon. This fact has implications on the concept of
boundary conditions that are no longer prescribed on ∂Ω, but on a collar of thick-
ness of at least δ surrounding the domain that we refer to as the nonlocal volumetric
boundary domain, BΩ, or simply nonlocal boundary.2 This set, by definition, con-
sists of all points outside the domain that interact with points inside the domain.
Here, prescription of volume constraints guarantees the well-posedness of the prob-
lem [46]. Figure 2 provides a two-dimensional configuration. We denote the union
2 In many nonlocal models, such as bond-based peridynamic models, a collar of thickness δ is normally
sufficient as nonlocal boundary. However, more general nonlocal models, such as state-based perdiynamic
models, may require a collar of thickness 2δ (see, e.g., [103]).
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of Ω and BΩ by ÙΩ := Ω ∪ BΩ, where the overline notation indicates closure in a
mathematical sense.
  
Fig. 2 Domain Ω, nonlocal boundary BΩ, and nonlocal neighborhood Bδ(x).
Bδ(x)
2.1.1 Coupling configurations
In a general LtN coupling scenario, the domain ÙΩ is decomposed into a purely local
sub-domain (described by the local model), a purely nonlocal sub-domain (described
by the nonlocal model), and a transition region connecting those two sub-domains.
An illustration is provided in Figure 3. In the figure, we report both a one-dimensional
(left) and a two-dimensional (right) configuration. In the former, the sub-domains are
adjacent, whereas, in the latter, the nonlocal sub-domain and transition region are
embedded into the local sub-domain.
  
Fig. 3 General coupling configuration: the domain is decomposed into a purely nonlocal sub-domain, a
transition region, and a purely local sub-domain.
The way the transition between the purely nonlocal sub-domain and the purely
local sub-domain is performed is method-dependent. For instance, in the CH class,
we may have either co-existing local and nonlocal models or a hybrid model in the
transition region. On the other hand, in the VH class, the transition region could be
identified with the region of varying horizon. To provide a better understanding of
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the differences between the coupling configurations corresponding to the different
methods, we illustrate various configurations in Figures 4–7. While any LtN cou-
pling method can be implemented, in general, both on adjacent and embedded con-
figurations, we provide below only the specific configurations used in the following
sections.
  
    
  
  
Fig. 4 Coupling configuration in one dimension (top), two dimensions with adjacent sub-domains (center),
and two dimensions with embedded sub-domains (bottom). This is a domain-decomposition setting with
overlap (the green region), where both nonlocal and local solutions co-exist.
Domain decomposition with overlap. We refer to Figure 4: we report the one-dimensional
configuration (top), two-dimensional configuration with adjacent sub-domains (cen-
ter), and two-dimensional configuration with embedded sub-domains (bottom). Here,
the transition region is the overlap of nonlocal and local sub-domains, where both
operators are defined and the solutions co-exist. The domain ÙΩ is decomposed asÙΩ = Ωl ∪ ÙΩnl, where ÙΩnl = Ωnl ∪ BΩnl is the union of the nonlocal sub-domain
and its nonlocal boundary. The overlapping region is defined as Ωo := Ωl ∩ ÙΩnl
and includes the local virtual boundary Γv and the nonlocal virtual boundary Ωv .
We also introduce the “physical” local and nonlocal boundaries Γp = ∂Ωl\Γv and
Ωp = BΩnl\Ωv , where we assume that conditions coming from the physics of the
problem are provided.
This configuration is used in Sections 3.1, 3.2 (for the overlapping case), and 4.1.
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Domain decomposition without overlap and with blending. We refer to Figure 5: we
report the one-dimensional configuration (top) and two-dimensional configuration
with embedded sub-domains (bottom). In this decomposition, the nonlocal and local
sub-domains do not overlap, but are separated by the transition region, Ωt. A blend-
ing function is used as a partition-of-unity function, which changes in the blending
region, Ωb. Due to nonlocal contributions, Ωt = Ωb ∪ BΩb. In the top figure, the
domain is decomposed into four disjoint sub-domains: ÙΩ = Ωp∪Ωnl∪Ωt∪Ωl, i.e.,
the physical nonlocal boundary, the nonlocal sub-domain, the transition region, and
the local sub-domain. In the bottom figure, the nonlocal sub-domain is fully embed-
ded in the local sub-domain and ÙΩ is decomposed into three disjoint sub-domains:ÙΩ = Ωnl ∪Ωt ∪Ωl.
This configuration is used in Sections 4.2 and 4.4.
  
   
  
Fig. 5 Coupling configuration in one dimension (top) and two dimensions with embedded sub-domains
(bottom) for a setting with a transition region Ωt (green and yellow) and a blending region Ωb (yellow).
The blending region is part of the transition region and it is δ-far from the local and nonlocal sub-domains.
Domain decomposition without overlap and no blending. We refer to Figure 6: we
report the one-dimensional configuration (top) and two-dimensional configuration
with embedded sub-domains (bottom). In the top figure, the domain is decomposed
into four disjoint sub-domains: ÙΩ = Ωp ∪Ωnl ∪Ωt ∪Ωl, i.e., the physical nonlocal
boundary, the nonlocal sub-domain, the transition region and the local sub-domain.
In the bottom figure, the nonlocal sub-domain is fully embedded in the local sub-
domain and ÙΩ is decomposed into three disjoint sub-domains: ÙΩ = Ωnl ∪ Ωt ∪ Ωl.
This configuration is used in Section 3.2 (for the non-overlapping case) and 4.3.
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Fig. 6 Coupling configuration in one dimension (top) and two dimensions with embedded sub-domains
(bottom) for a setting with a transition region.
  
  
 
 
 
  
  
Fig. 7 Coupling configuration in one (top) and two (bottom) dimensions for a variable horizon setting:
as x ∈ Ωnl approaches Γ the size of the nonlocal neighborhood linearly shrinks and never crosses the
interface.
Domain decomposition with smooth transition from a nonlocal to a local sub-domain.
In the case of VH coupling methods, we consider the configurations in Figure 7 for
one-dimensional (top) and two-dimensional (bottom) settings. In these configura-
tions, the domain is decomposed by means of a sharp interface Γ between a non-
local, ÙΩnl = Ωnl ∪ BΩnl, and local, Ωl, sub-domains. The extent of the nonlocal
interactions decreases as points in the nonlocal sub-domain approach Γ . The same
holds true for the nonlocal boundary, that approaches ∂ÙΩnl in the area surrounding
the interface. Here, Ωp coincides with the nonlocal boundary, BΩnl.
This configuration is used in Section 5.
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2.1.2 Illustration of blending functions
In various LtN coupling methods, such as the Arlequin, morphing, and blending, the
idea of a partition of unity is used by means of a blending function, β(x), such that
β(x) =
®
1 in purely nonlocal sub-domain,
0 in purely local sub-domain,
(2)
which takes values between 0 and 1 in the transition region (see Figure 3). In the Ar-
lequin method, the transition region coincides with the overlapping region, Ωo (see
Figure 4), and the blending function is chosen as a polynomial, normally constant,
linear, or cubic, in that region, as illustrated in one dimension in Figure 8(a). In con-
trast, in the morphing and blending methods, the polynomial choice of the blending
function normally occurs within a sub-region of the transition region referred to as
the blending region, Ωb (see Figure 5), resulting in a piece-wise form as illustrated in
one dimension in Figure 8(b).
0
1
P.W. Constant
P.W. Linear
P.W. Cubic
(a) Arlequin
0
1
P.W. Constant
P.W. Linear
P.W. Cubic
(b) Morphing/Blending
Fig. 8 Illustration of blending functions in one dimension. (a) Domain decomposition with overlap for
the Arlequin method. (b) Domain decomposition without overlap and with blending for the morphing and
blending methods. Three choices of blending function are shown: piece-wise (P.W.) constant (black solid
line), linear (blue dashed line), and cubic (red dashed-dotted line).
2.2 Nonlocal models
We describe two nonlocal models: nonlocal diffusion and nonlocal mechanics, specif-
ically peridynamics. We recall that in the case the of diffusion the unknown is the
scalar-valued function u, whereas for mechanics the unknown is the vector-valued
function u.
2.2.1 Nonlocal diffusion
Nonlocal diffusion models have been used in many applications such as describing
complex turbulence [9] and nonlocal heat conduction [18] when the classical Fick’s
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first law or standard Brownian motion fail to delineate the underlying phenomena
[45,83,85,125].
Given a domainΩ ∈ Rn, the time-dependent nonlocal diffusion for a point x ∈ Ω
at time t > 0 is
∂u
∂t
(x, t) = LNDu(x, t) + f(x, t) =
∫
Rn
γ(x′,x)(u(x′, t)− u(x, t)) dx′ + f(x, t),
(3)
where γ : Rn×Rn → R is a symmetric kernel3 and f is a source. In accordance with
the definition of nonlocal neighborhood, we consider localized kernels of the form
γ(x′,x) = XBδ(x′ − x)k(x′,x), (4)
where
XΩ(x) :=
ß
1 x ∈ Ω
0 else (5)
is the characteristic function of a domain Ω, and we use the notation Bδ := Bδ(0)
(see (1)). Since, by definition, the nonlocal boundary consists of those points outside
of Ω that interact with points inside of Ω, (4) implies that the nonlocal boundary is
defined as
BΩ := {x′ ∈ Rn \Ω : ‖x′ − x‖ 6 δ, for any x ∈ Ω}. (6)
As a consequence of (4), for x ∈ Ω the nonlocal operator in (3) reads
LNDu(x, t) =
∫
Bδ(x)
k(x′,x)(u(x′, t)− u(x, t)) dx′. (7)
In this work, we mainly focus on static problems, where u depends on x only. Also,
we consider nonlocal diffusion operators that, in the limit of vanishing nonlocality,
i.e., as δ → 0, under sutable regularity assumptions, converge to the classical Lapla-
cian or div-grad operator, ∆ or∇· (∇), respectively. It is possible to show that, when
the kernel function k(x′,x) is properly scaled, we have the following property (see,
e.g. [118,130]):
LNDu(x) = ∆u(x) +O(δ2)D(4)u(x), (8)
where D(4) is a combination of the fourth-order derivatives of u.
Remark 1 Property (8) implies that LND and ∆ are equivalent for polynomials up to
the third order, i.e., LNDp(x) = ∆p(x), for p∈P3(Rn). Examples of properly scaled
kernels, in one dimension, include
k(x′, x) =
3
δ3
and k(x′, x) =
2
δ2
1
|x′ − x| .
Note that (8) also implies that the classical Poisson problem is a δ2-approximation of
nonlocal diffusion and, as such, it should be used as the reference local problem in
the design of LtN coupling methods. Furthermore, the equivalence property implies
that polynomials up to order three are good candidates for patch tests.
3 This discussion could be generalized to non-symmetric [32] or sign-changing [80] kernels, as well as
more general nonlinear kernels [101].
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We consider nonlocal diffusion problems in the configuration of Figure 2 and,
without loss of generality, we limit our description to the time-independent case.
Specifically, given f : Ω → R and g : BΩ → R, we solve{−LNDu = f x ∈ Ω,
u = g x ∈ BΩ,
(9)
where the second condition is the nonlocal counterpart of a Dirichlet boundary con-
dition for PDEs. For this reason, we refer to it as Dirichlet volume constraint4.
2.2.2 Nonlocal mechanics
In this paper, the nonlocal mechanics models are provided by the peridynamic theory
of solid mechanics. Peridynamics has been applied for material failure and damage
simulation (see, e.g., the review paper [37]) and seems to provide robust modeling
capabilities for analysis of complex crack propagation phenomena, such as branch-
ing [22].
Given a domain Ω ∈ Rn, the state-based peridynamic equation of motion for a
point x ∈ Ω at time t > 0 is [115]
ρ(x)
∂2u
∂t2
(x, t) = LPDu(x, t) + b(x, t), (10)
where the nonlocal operator in (10) is the peridynamic internal force density,
LPDu(x, t) =
∫
Bδ(x)
{T[x, t]〈x′ − x〉 −T[x′, t]〈x− x′〉} dx′, (11)
ρ is the mass density, T is a force vector state, and b is a prescribed body force
density. Note that, as for the nonlocal diffusion operator (7), the nonlocal interactions
in (11) are restricted to the nonlocal neighborhood. The force vector state T[x, t]〈ξ〉
is an operator defined at a given point x at time t that maps a peridynamic bond
ξ := x′ − x to force per unit volume squared; this operator contains the constitutive
relation characterizing the specific material under consideration. Similarly to the case
of nonlocal diffusion, in this work, we mainly consider static problems, where u
depends only on x. In addition, it has been shown for elastic materials that, under
suitable regularity assumptions, the peridynamic internal force density convergences,
in the limit as δ → 0, to the classical elasticity operator [116] i.e.,
lim
δ→0
LPDu(x) = ∇ · ν0(x), (12)
where ν0 is the collapse peridynamic stress tensor, which is an admissible Piola-
Kirchhoff stress tensor.
4 Nonlocal Neumann conditions are also an option. However, for the sake of clarity and without loss of
generality, we do not discuss them.
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A special case of state-based peridynamics is when the material response of any
bond is independent of other bonds. This is referred to as bond-based peridynam-
ics [111] for which the force vector state is given by [115]
T[x]〈ξ〉 = 1
2
f(η, ξ), (13)
where f is the pairwise force function and η := u(x + ξ) − u(x) is the relative
displacement. In this case,
LPDu(x) =
∫
Bδ(0)
f(η, ξ)dξ. (14)
We observe that (14) implies that a nonlocal boundary, as in (6), is required to inform
points near the domain boundary ∂Ω.
For small deformations, i.e. ‖η‖  1, we can linearize the pairwise force func-
tion as5
f(η, ξ) = λ(ξ)(ξ ⊗ ξ)η, (15)
where λ is a scalar-valued micromodulus function, which in the case of isotropy
λ(ξ) = λ(‖ξ‖). In this case, under a smooth deformation, in the limit of δ → 0, we
have the following property for (14) (similarly to (8)) [102]:
LPDu(x) = Cijkl ∂
2uj
∂xk∂xl
(x)ei +O(δ2)D(4)u(x), (16)
where we used Einstein summation convention for repeated indices and the orthonor-
mal basis {e1, e2, e3}, and Cijkl are the components of a fully-symmetric fourth-
order elasticity tensor, which is related to the micromodulus function by
C = 1
2
∫
Bδ(0)
λ(‖ξ‖)ξ ⊗ ξ ⊗ ξ ⊗ ξdξ. (17)
In the limit as δ → 0, (16) reduces to the classical linear elasticity operator
LCEu(x) =

4E
5
ï
∇2u(x) + 1
2
∇⊗∇u(x)
ò
in three dimensions,
3E
5
ï
∇2u(x) + 1
2
∇⊗∇u(x)
ò
in two dimensions,
E
∂2u
∂x2
(x) in one dimension,
(18)
where E is Young’s modulus. Note that the resulting Poisson’s ratio is constrained
to ν = 1/4 (in three dimensions) and ν = 1/3 (in two dimensions) [124]; this
restriction is characteristic of bond-based peridynamics and is removed in state-based
peridynamics.
5 We assume a pairwise equilibrated reference configuration, i.e., f(0, ξ) = 0 for all ξ ∈ Rn and
neglect terms of order O(‖η‖2).
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We consider peridynamic problems in the configuration of Figure 2 and, without
loss of generality, we limit our description to the static case. Specifically, given b :
Ω → Rn and g : BΩ → Rn, we solve{−LPDu(x) = b(x) x ∈ Ω,
u(x) = g(x) x ∈ BΩ,
(19)
where the second condition is, as in the nonlocal diffusion case, the nonlocal coun-
terpart of a Dirichlet boundary condition for PDEs.
2.2.3 Nonlocal vector calculus
In this section, we reformulate nonlocal diffusion and peridynamic operators in terms
of the nonlocal vector calculus developed in [46]. This theory is the nonlocal counter-
part of the classical calculus for differential operators and, by providing a variational
setting, allows one to analyze nonlocal problems in a very similar way as for PDEs.
Such calculus is necessary to analyze several LtN coupling methods described in this
review; as such, we only report relevant results and refer the reader to [44,46] for
more details.
Following the notations in [46], the nonlocal divergence operator D acting on a
two-point function ν(x,x′) : Rn × Rn → Rn is defined as
D(ν)(x) :=
∫
Rn
(ν(x,x′) + ν(x′,x)) ·α(x,x′)dx′ ,
where α(x,x′) is anti-symmetric, i.e., α(x,x′) = −α(x′,x). Without loss of gen-
erality, we assume
α(x,x′) =
x′ − x
‖x′ − x‖ . (20)
The nonlocal gradient operator D∗ acting on a one-point function u(x) : Rn → R is
defined by
D∗(u)(x,x′) := −(u(x′)− u(x))α(x,x′) .
Using the notations of nonlocal divergence and gradient operators, the nonlocal dif-
fusion operator LND in (3) is then written as
LNDu(x) = −1
2
D(γD∗u)(x) ,
where γ = γ(x′,x) is the kernel function defined in Section 2.2.1. We next define
the energy functional associated with the problem (9)
ENDδ (u, f, g) :=
1
4
∫ÛΩ ∫ÛΩ γ(x′,x)((D∗u)(x,x′))2dx′dx
−
∫
Ω
f(x)u(x)dx−
∫
BΩ
g(x)u(x)dx.
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The corresponding nonlocal energy norm, nonlocal energy space, and constrained
energy space are then given, respectively, by
‖u‖ND = (ENDδ (u, 0, 0))1/2 ,
SND(ÙΩ) = {u ∈ L2(ÙΩ) : ‖u‖ND <∞} ,
SNDc (ÙΩ) = {u ∈ SND(ÙΩ) : u|BΩ = 0} .
Given the tensor two-point function Ψ : Rn × Rn → Rn×n and the one-point
function u : Rn → Rn, we can similarly define the nonlocal divergence operatorDΨ
for tensors and its adjoint D∗u by
D(Ψ)(x) =
∫
Rn
(Ψ(x,x′) + Ψ(x′,x)) ·α(x,x′)dx′ ,
D∗(u)(x,x′) = −(u(x′)− u(x))⊗α(x,x′) ,
where α is given by (20). The linear bond-based peridynamic operator LPD in (14)
with (15) is then written as
LPD(x) = −1
2
D(γ(D∗u)T )(x) ,
where γ = γ(x′,x) := λ(‖x′ − x‖)‖x′ − x‖2. We can also define the energy func-
tional for problem (19):
EPDδ (u,b,g) :=
1
4
∫ÛΩ ∫ÛΩ γ(x′,x)(Tr(D∗u)(x,x′))2dx′dx
−
∫
Ω
b(x)u(x)dx−
∫
BΩ
g(x)u(x)dx ,
where Tr(D∗u) is the trace of D∗u. The corresponding energy norm, energy space,
and constrained energy space are given, respectively, by
‖u‖PD = (EPDδ (u,0,0))1/2 ,
SPD(ÙΩ) = {u ∈ L2(ÙΩ,Rn) : ‖u‖PD <∞} ,
SPDc (ÙΩ) = {u ∈ SPD(ÙΩ) : u|BΩ = 0} .
Note that L2(ÙΩ) = L2(ÙΩ,R) under our notation.
The nonlocal energy spaces SND(ÙΩ) and SPD(ÙΩ) defined in the above are Hilbert
spaces, as shown in [80,81]. Moreover, the nonlocal diffusion problem (9) and the
nonlocal mechanics problem (19) are well-posed as a result of Poincaré type inequal-
ities. Here we will state the inequalities without proof, and more details can be found
in [43,80,81].
Lemma 1 (Nonlocal Poincaré inequalities) There exists a positive constant C such
that the following nonlocal Poincaré type inequalities hold:
‖u‖
L2(ÛΩ) 6 C‖u‖ND, ∀u ∈ SNDc (ÙΩ) ,
‖u‖
L2(ÛΩ,Rn) 6 C‖u‖PD, ∀u ∈ SPDc (ÙΩ) .
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3 Generalized domain-decomposition methods
3.1 Optimization-based methods
In Optimization-Based Methods (OBMs) the coupling of local and nonlocal models
is effected by couching the LtN coupling into an optimization problem. This approach
is inspired by GDD methods for PDEs [38,41,47,51,55,56,57] and it has also been
applied to AtC coupling in [88,89]. A main feature of OBMs is that numerical so-
lutions only require the implementation of the optimization strategy as the local and
nonlocal solvers can be used as black boxes. For this reason, OB couplings (OBCs)
are considered non-intrusive as opposed to other methods, whose implementation re-
quires modification of the basic governing equations in the transition region between
local and nonlocal sub-domains.
3.1.1 Mathematical formulation
We provide a very general formulation of an OBM. Let LNL be a nonlocal operator
that accurately describes the system in a bounded domain Ω and let LL be a corre-
sponding local operator that describes the system well enough where nonlocal effects
are negligible. OBMs tackle the LtN coupling by solving a minimization problem
where the difference between the local and nonlocal solutions is minimized in the
overlap between local and nonlocal sub-domains, tuning their values on the virtual
boundaries induced by the domain decomposition (see Figure 4). Here, we consider
a time-independent problem and we state the LtN OBC in a very general form for
vector functions:
min
unl,ul,νnl,νl
1
2
‖unl − ul‖2∗,Ωo such that
−LNLunl =b x ∈ Ωnl
unl =g x ∈ Ωp
unl =νnl x ∈ Ωv
and

−LLul =b x ∈ Ωl
ul =g x ∈ Γp
ul =νl x ∈ Γv
,
(21)
where b is a forcing term overΩnl∪Ωl, g is a boundary data overΩp and Γp, ‖·‖∗,Ωo
is a suitable norm in the overlapping region Ωo, and (νnl,νl) ∈ C (an appropriate
control space) are the control variables. The goal of OBC is to find optimal values
for the virtual controls νnl and νl such that unl and ul are as close as possible in the
overlapping region, while still satisfying their corresponding governing equations.
We denote the optimal controls and corresponding nonlocal and local solutions by
νnl∗,νl∗ and unl∗,ul∗, respectively. The global coupled solution is then defined as
u∗(x) = unl∗(x)XΩnl(x) + ul∗(x)XΩl(x) for all x ∈ ÙΩ, (22)
whereXΩnl(·) andXΩl(·) are the characteristic functions ofΩnl andΩl, respectively
(see (5)).
Applications of this technique to nonlocal diffusion can be found in [30,31] in
one dimension and in [33] in three dimensions, whereas applications to nonlocal
mechanics can be found in [19].
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We now present a more rigorous formulation of OBC for a nonlocal diffusion
problem, following [31]. In this case, the unknowns are the scalar-valued functions
unl∈SNDc (ÙΩnl) and ul∈H1Γp(Ωl)6 such that−LNDunl = f x ∈ Ωnlunl = 0 x ∈ Ωp
unl = νnl x ∈ Ωv
and

−∆ul = f x ∈ Ωl
ul = 0 x ∈ Γp
ul = νl x ∈ Γv
(23)
whereLND is the nonlocal diffusion operator introduced in Section 2.2.1 and (νnl, νl) ∈
C := S˜NDc × H
1
2 (Γv), where S˜NDc = {v|Ωv : v ∈ SNDc (ÙΩnl)} and v|Ωv denotes a
restriction of v to Ωv , are undetermined nonlocal and local Dirichlet boundary con-
ditions. Thus, the OBC can be formulated as the following constrained optimization
problem:
min
unl,ul,νnl,νl
1
2
‖unl − ul‖2L2(Ωo) subject to (23). (24)
Given the optimal controls (νnl∗, νl∗), the global coupled solution is defined as in
(22).
Properties. OBC approaches such as (24) have several desirable properties:
– Provided that the nonlocal and local equations are well-posed (see Section 2.2.3),
the optimal control problem is well-posed, i.e., (24) has a unique solution. In
particular, it is possible to show that the Euler-Lagrange equations associated
with the reduced functional J (νnl, νl) = 12‖unl(νnl) − ul(νl)‖2L2(Ωo) define
a coercive variational form in the control space C [31,33], where the notations
unl(νnl) and ul(νl) denote the solutions unl and ul given the virtual controls νnl
and νl, respectively.
– WhenLND is properly scaled (see Remark 1) the method passes the linear, quadratic
and cubic patch tests. Furthermore, [31] shows that as δ → 0 the coupled solution
approaches the solution of a global local problem, i.e., the method is asymptoti-
cally compatible. However, this result can be achieved as long as the overlapping
region Ωo is “large enough”, as convergence estimates depend on |Ωo|−1, where
|Ωo| denotes the size of Ωo.
– The solution of nonlocal and local problems is completely uncoupled. As a con-
sequence, nonlocal and local governing equations can be discretized on separate
computational sub-domains with different discretization methods (e.g., meshfree
method for the nonlocal problem and the finite element method (FEM) for the
local problem). This implies that available software for the solution of each equa-
tion can be used as a black box.
– The mathematical formulation presented in this section can be easily extended
to the peridynamic model presented in Section 2.2.2 by simply substituting LNL
with LPD, either in the state-based or bond-based forms, and LL with the corre-
sponding classical elasticity operator (e.g., LCE in (18) for bond-based peridy-
namics), as demonstrated in Section 3.1.2.
6 We denote by H1Γp (Ωl) the space of functions in H
1(Ωl) that vanish on Γp.
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– The optimization does not affect the rate of convergence of the discretization
method used for the governing equations (e.g., a piece-wise linear FEM dis-
cretization preserves second order convergence of the solution in the L2-norm).
The time-dependent problem. The extension of this method to time-dependent prob-
lems is straightforward. However, due to the high computational cost, still has limited
applicability. Such extension consists in performing the optimization at every time
step of the time integration. Specifically, at every time step the objective functional
is the same as in (21), but the constraints are the semi-discrete (in time) nonlocal and
local equations. An even more expensive option is to formulate the time-dependent
coupling as a continuous global (in space and time) optimization problem, where the
objective functional is the sum of the misfits over the whole domain and at any time
instant and the constraints are the time-dependent nonlocal and local equations. None
of these approaches has been rigorously analyzed nor implemented.
3.1.2 Applications and results
As anticipated in the previous section, the abstract formulation in (21) can be easily
extended to state-based peridynamics. Here, we report results for the linearized ver-
sion (see [113]) of the linear peridynamic solid model introduced in [115]. This is
an isotropic state-based peridynamic model that converges, in the limit as δ→0 and
under suitable regularity assumptions, to classical linear elasticity without the Pois-
son’s ratio restriction discussed in Section 2.2.2. We report linear and quadratic patch
tests for a stainless steel bar as obtained in [19] (where all the specifics are listed).
In both tests, the nonlocal problem is discretized using a meshfree method [114] (see
also [71]) and the local problem is discretized using piece-wise linear FEM. The
computational domain is reproduced in Figure (9). On the left, the nonlocal problem
is discretized with a meshfree method; on the right, the local problem is discretized
with FEM . Results are reproduced in Figure 10, where displacement solutions in the
horizontal direction are reported along a horizontal line passing through the center
of the bar. The patch test results are in good agreement with the expected linear and
quadratic solutions for both the nonlocal and local problems.
  Fig. 9 Computational domain for linear and quadratic patch tests. On the right, a meshfree discretization;
on the left, an FEM discretization. Blue nodes indicate the control variables degrees of freedom.
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(a) Linear Patch Test
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(b) Quadratic Patch Test
Fig. 10 Patch tests for the optimization-based method: linear (left) and quadratic (right). The figures show
displacements along the horizontal line passing through the center of the bar in Figure 9. Nodes in the
nonlocal sub-domain are represented by blue filled circles, whereas nodes in the (physical and virtual)
nonlocal boundaries are empty blue circles. Nodes in the local sub-domain are represented by red filled
squares, whereas nodes in the (physical and virtual) local boundaries are empty red squares.
Further results in [19] on stainless steel bars with cracks demonstrate the ability
of OBC to capture cracks in nonlocal regions as well as the ease of dealing with
boundary conditions that can be applied to local regions circumventing the non-trivial
task of prescribing nonlocal boundary conditions.
3.2 Partitioned procedure
In this section we introduce another type of GDD methods, known as partitioned pro-
cedures, which can be applied to heterogeneous domains such as those characterized
by multiscale and multiphysics dynamics. In the partitioned procedure, the coupled
problem is solved based on subsequent solutions of sub-problems. The sub-problems
are coupled through transmission conditions on interfaces, which enforce the con-
tinuity of solutions and the energy balance of the whole system. One of the main
features of this approach is software modularity. In fact, since each sub-problem is
solved separately, possibly with different solvers, the partitioned procedure allows for
the reuse of existing codes/discretization methods. Moreover, because only transmis-
sion conditions on the coupling interfaces are needed and provided for each solver,
the partitioned procedure is also generally non-intrusive, similarly to OBMs.
While partitioned procedures can be applied to static and quasi-static problems,
they are more commonly used for dynamic problems. Therefore, we describe the
partitioned formulation for dynamic LtN coupling problems. The partitioned proce-
dure can be broadly classified as either explicit or implicit (in the literature these
two approaches are sometimes referred to as loosely coupled strategy and strongly
coupled strategy, respectively). In explicit coupling strategies, the solution of each
sub-problem and the exchange of interface data are performed only once (or a small
number of times) per time step. For reasons pointed out below, this causes an informa-
tion mismatch on the interface. As a consequence, the coupled system does not sat-
isfy exactly the coupling transmission conditions and the energy exchanged between
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sub-problems is not perfectly balanced. In contrast, in implicit coupling strategies,
each sub-problem is solved in a partitioned way via sub-iterations until convergence
is reached. Thus, transmission conditions are always satisfied and the energy of the
system is balanced. This generally allows one to achieve numerical stability, even for
highly nonlinear coupled systems.
The partitioned procedure is introduced in [131] for nonlocal diffusion problems
and in [132] for nonlocal mechanics problems. In both works, the authors use Robin
transmission conditions since, compared to Dirichlet and Neumann transmission con-
ditions, are more flexible and often exhibit better robustness.
3.2.1 Mathematical formulation
To introduce the partitioned procedure formulation for LtN coupling with Robin
transmission conditions, we consider a general time-dependent LtN coupling prob-
lem. At time step k and sub-iteration step j, we solve for unlk,j and u
l
k,j using the
solutions at the previous time step, unlk−1 and u
l
k−1, and the solutions at the previous
sub-iteration, unlk,j−1 and u
l
k,j−1. We first describe the partitioned procedure for the
overlapping case, i.e., with a configuration corresponding to Figure 4:
Dtu
nl
k,j − LNLunlk,j =sk x ∈ Ωnl
unlk,j =gk x ∈ Ωp
R1u
nl
k,j + T
NL(unlk,j) =R1u
l
k,j−1 + T
L(ulk,j−1) x ∈ Ωv
Dtu
l
k,j − LLulk,j =sk xn ∈ Ωl
ulk,j =gk x ∈ Γp
R2u
l
k,j + T
L(ulk,j) =R2u
nl
k,j + T
NL(unlk,j) x ∈ Γv
,
(25)
where s is a forcing term over Ωnl ∪ Ωl and g is a boundary data over Ωp and
Γp. For diffusion problems, u is a scalar-valued function, LNL = LND, LL = ∆,
and s = f (see Section 2.2.1). For mechanics problems, u is a vector-valued func-
tion, LNLu(x, t) = 1
ρ(x)
LPDu(x, t), LLu(x, t) = 1
ρ(x)
∇ · ν0(x, t), and s(x, t) =
b(x, t)
ρ(x)
(see Section 2.2.2). TL is a flux operator in diffusion problems or a nor-
mal stress operator in mechanics problems, and TNL is a corresponding nonlocal
operator to be defined. Dt is the appropriate numerical time-difference operator to
approximate a first-order derivative (in diffusion problems) or a second-order deriva-
tive (in mechanics problems) of u. R1 and R2 are constant Robin coefficients. Note
that when Ri = 0, i = 1, 2, the Robin transmission condition is equivalent to the
Neumann-type transmission condition, whereas when Ri →∞, i = 1, 2, the Dirich-
let transmission condition is obtained. In explicit coupling procedures, the results are
updated as unlk = u
nl
k,j and u
l
k = u
l
k,j after one (or a few) sub-iteration. Note that in
explicit coupling procedures, the Robin transmission condition in the nonlocal sub-
problem becomes R1unlk + T
NL(unlk ) =R1u
l
k−1 + T
L(ulk−1), so the transmission
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condition R1unl + TNL(unl) =R1ul + TL(ul) is not exactly satisfied, and there-
fore the energy of the system is not balanced. In implicit coupling procedures, the
iterations stop only when a prescribed stopping criterion is reached, and the energy
exchanged on the interface is balanced. To apply Robin transmission conditions in
LtN coupling problems, one of the challenges is to provide a well-defined nonlocal
operator TNL. In the overlapping case, both local and nonlocal solutions exist in Ωo.
In [132], the authors proposed to employ the local operator TL(unl) as an approxi-
mation for the nonlocal operator TNL(unl).
In [131], the authors considered an LtN coupling configuration for the non-overlapping
case as in Figure 6, except that the nonlocal sub-domain includes both Ωnl and Ωt,
where the local and nonlocal solvers interact on a sharp interface that coincides
with the local interface Γv . On the local side, a Dirichlet transmission condition
ulk,j = u
nl
k,j is employed on Γv . On the nonlocal side, instead of explicitly defining
the nonlocal Neumann-type operator TNL, the authors developed a nonlocal formu-
lation which converts the local flux to a correction term in the nonlocal model and
provides an estimate for the nonlocal interactions across Γv . For x ∈ Ωt, where Ωt
is a collar of thickness δ adjacent to the LtN coupling interface (see Figure 6), a
modified nonlocal formulation is employed:
Qδ(x)Dtu
nl
k,j(x, t)− LNLNδunlk,j(x, t) +R1Vδ(x)unlk,j(P (x), t)
= Qδ(x)sk(x, t) + Vδ(x)T
L(ulk,j−1(x, t)) +R1Vδ(x)u
l
k,j−1(P (x), t),
where Qδ and Vδ are functions of x, P is the projection operator onto Γv , and LNLNδ is
a modified nonlocal operator as proposed in [131]. This formulation provides a gen-
eralization of the classical local Robin transmission condition, such that the nonlocal
problem converges to the corresponding local problem with local Robin transmission
condition, as δ → 0, under suitable regularity assumptions.
Properties. To achieve a stable and/or fast convergent LtN coupling algorithm, one
needs to choose optimal Robin coefficients,R1 andR2; see next section. With proper
Robin coefficients, the partitioned procedure has several properties:
– The partitioned procedure is not tied to any particular discretization. Actually,
it provides a flexible coupling framework which enables software modularity:
different discretization methods, including different spatial and time resolutions,
can be employed for the two sub-problems.
– When the nonlocal sub-problem with Robin transmission condition is asymptoti-
cally compatible to the local limit, the coupling framework preserves the asymp-
totic compatibility.
– The partitioned procedure passes the patch tests as long as the solution satisfies
the chosen Robin transmission condition. For example, when taking TNL as the
corresponding local operator TL in the partitioned procedure for the overlapping
case, the coupling framework passes up to cubic patch tests. On the contrary, in
the partitioned procedure for the non-overlapping case, as in [131], the coupling
framework simply passes the linear and quadratic patch tests only when the inter-
face is flat.
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– The partitioned procedure with the implicit coupling approach is energy preserv-
ing. However, the explicit coupling approach does not necessarily guarantee en-
ergy preservation.
– The partitioned procedure for the non-overlapping case can also be applied to
general heterogeneous LtN coupling problems, i.e., where the local and nonlocal
problems have different physical properties.
3.2.2 Applications and results
In applications, the optimal Robin coefficients can be estimated either theoretically
or numerically. In problems with relatively simple and/or structured domain settings,
one can perform a Fourier decomposition of the solution and define an analytical
reduction factor as the convergence ratio of the semi-discretized solution in the fre-
quency space. Then, the optimal Robin coefficient can be obtained by minimizing the
analytical reduction factor, as shown in [132]. There, the authors consider a LtN cou-
pling for two-dimensional static/quasi-static mechanics problems, involving a nonlin-
ear bond-based peridynamic model given by the prototype microelastic brittle (PMB)
model [114] discretized with a meshfree method, coupled to a classical linear elas-
ticity model (see (18)) discretized with the FEM. On a simple problem setting repre-
senting a plate under uniaxial tension, the optimal Robin coefficient is provided by
simplifying the coupling problem to a one-dimensional model problem and obtain-
ing expressions for the reduction factor of the solution. The developed optimal Robin
transmission condition is also applied to capture crack initiation and growth for a
plate with a hole loaded with increasing tension.
For LtN coupling problems with general geometry and heterogeneous material
properties, deriving the analytical expression of the reduction factor is generally not
straightforward, and typically a numerical approximation has to be considered. In
[131], LtN coupling in a diffusion problem for the non-overlapping case is studied.
Using Robin transmission conditions, the authors developed a stable explicit parti-
tioned procedure, where the optimal Robin coefficient is obtained by minimizing the
magnitude of the maximum eigenvalue of the discretized coupled system. When the
time step satisfies the CFL condition ∆t 6 Ch2, where h is the spatial discretization
size and C is a constant, the resulting partitioned procedure with optimal Robin co-
efficient is robust and capable to handle sub-domains with complicated geometries,
as shown in Figure 11. The numerical results on patch tests are shown in Figure 12,
where both the local and nonlocal sub-domains are two-dimensional squares and the
interface Γv is a straight line segment. In Figure 12, solutions along the domain cen-
ter line are reported. For both linear and quadratic solutions, the numerical solution
is machine accurate.
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Fig. 11 Non-overlapping partitioned procedure for LtN coupling. Left: problem setting. Right: simulation
results where the blue spheres represent the nonlocal solution with a meshfree solver and the triangular
mesh represents the local solution obtained via FEM.
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Fig. 12 Patch tests for the non-overlapping partitioned procedure: linear (left) and quadratic (right). Nodes
in the nonlocal sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal bound-
ary are empty blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas
the node on the right local boundary is an empty red square.
4 Atomistic-to-Continuum type coupling
4.1 Arlequin method
The Arlequin method [13,14] is a general energy-based engineering design tool for
multiscale modeling which superimposes multiple models and glues them to each
other while partitioning and weighting the energies. In this section, we review the Ar-
lequin approach for LtN coupling, following [58]. In that work, the authors employ
the nonlocal elasticity model developed in [35,36]. Here, for consistency with the
rest of the paper, we adapt the formulation from [58] to couple the linear bond-based
peridynamic model (15) and classical linear elasticity (see (18)). For state-based peri-
dynamics, the Arlequin method has been applied in [126].
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4.1.1 Mathematical formulation
We refer to Figure 4 (bottom): the domain ÙΩ is decomposed into Ωl and ÙΩnl with
an overlapping region Ωo := Ωl ∩ ÙΩnl, whose volume has to be sufficiently large
to ensure stability [11,58]. The strain energy density of the system is defined in the
following way: it equals the nonlocal energy density in Ωnl \Ωo and the local energy
density in Ωl \Ωo. In the overlapping region, Ωo, the strain energy density is defined
as a weighted combination of the strain energy densities of the two models using
complementary weight functions. We introduce below, in a three-dimensional setting,
the weak form of the system for the Arlequin formulation.
The functional spaces for the local model are defined as
W1 :=
{
u ∈ H1 (Ωl) : u(x) = g(x) on Γp} ,
W 01 :=
{
v ∈ H1 (Ωl) : v(x) = 0 on Γp} .
Given a function pair (u1,v1) ∈W1×W 01 , we define a local weighted bilinear form:
a1(u1,v1) :=
∫
Ωl
α1(x)
4E
5
{
(∇ · u1(x)) (∇ · v1(x))
+
1
2
(∇u1(x) +∇uT1 (x)) : (∇v1(x) +∇vT1 (x)) }dx.
(26)
For the nonlocal model, we define the functional space W2 := SPD(ÙΩnl). Given a
function pair (u2,v2) ∈W2 ×W2, we define a nonlocal weighted bilinear form:
a2(u2,v2) :=
1
4
∫
Ωnl
∫
Bδ(x)
α2(x,x
′)λ(‖x′ − x‖) (u2(x′)− u2(x))T(
(x′ − x)⊗ (x′ − x)) (v2(x′)− v2(x)) dx′dx. (27)
Here, α1(x) and α2(x,x′) are complementary (see below) scalar-valued weight func-
tions, which can be defined via a blending function β(x), such as the one introduced
in (2) and illustrated in Figure 8(a). We take α1(x) = 1−β(x). In contrast to α1(x),
which is a one-point function, α2(x,x′) is a two-point function so that its defini-
tion is not unique. Nevertheless, as discussed in [11,26], to reduce spurious effects
α2(x,x
′) can chosen as a symmetric function (see [58]):
α2(x,x
′) = β
Å
x+ x′
2
ã
∀x,x′ ∈ Ω. (28)
Another standard choice of α2 can be defined in an average sense [26,93].
Next, we define the weak formulation of local and nonlocal body forces, respec-
tively. For v1 ∈W 01 , the local term is defined as
l1(v1) :=
∫
Ωl
α1(x)b(x) · v1(x) dx, (29)
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and, for v2 ∈W2, the nonlocal term is defined as
l2(v2) :=
∫
Ωnl
(1− α1(x))b(x) · v2(x) dx. (30)
In order to couple the displacement fields of the local and nonlocal models in Ωo, a
weak compatibility between the kinematics of both models using Lagrange multipli-
ers is enforced. The result is the following saddle point problem:
Find (u1,u2,φ) ∈W1 ×W2 ×H1(Ωo) such that
a1(u1,v1) + C(φ,v1) = l1(v1), (31)
a2(u2,v2)− C(φ,v2) = l2(v2), (32)
C(ψ,u1 − u2) = 0, (33)
for all (v1,v2,ψ) ∈W 01 ×W2 ×H1(Ωo).
The bilinear form C(·, ·) describes the coupling and is defined, for any (ψ,v) ∈
H1(Ωo)×H1(Ωo), as
C(ψ,v) :=
∫
Ωo
(κ0ψ · v + κ1ε(ψ) : ε(v)) dx, (34)
where ε(·) denotes the infinitesimal strain tensor ε(v) := 12
(∇v +∇vT ) . The
coefficients 0 6 κ0, κ1 6 1 are non-negative coupling parameters. For example,
(κ0, κ1) = (1, 0) defines the L2-norm coupling; (κ0, κ1) = (0, 1) defines the H1-
seminorm coupling; and (κ0, κ1) = (1, 1) is the H1-norm coupling [16,58,53,54].
Once the mixed formulation (31)-(33) is solved, we need to reconstruct a dis-
placement field u for the entire domain Ω, because u1 and u2 are only defined in Ωl
and ÙΩnl, respectively. One convenient reconstruction option is given as follows:
u(x) =

u1(x) x ∈ Ωl \Ωo,
u2(x) x ∈ Ωnl \Ωo,
α1(x)u1(x) + (1− α1(x))u2(x) x ∈ Ωo.
(35)
Properties. Even though a mathematical analysis and a rigorous study of the influ-
ence of parameters (such as weight functions or size of the overlapping region) of the
Arlequin method for mechanics are not available, several references in the literature
address properties of this technique when applied to other coupling problems (see,
e.g., [15,53,11,26]). Based on these references, we list here some general properties:
– If the coupling parameters defined in (34) satisfy κ0 > 0 and κ1 > 0, and the
overlapping region Ωo is sufficiently large, then the corresponding saddle point
problem (31)-(34) is well-posed. However, for the L2-norm coupling (κ0, κ1) =
(1, 0), the well-posedness is unclear.
– Since the linear patch test is only weakly imposed via (33), ghost forces and
spurious effects cannot be completely removed in the overlapping region.
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– The energy equivalence of this formulation depends on the choice of the weight
functions α1 and α2, the size of overlapping region Ωo, and the choice of the
Lagrange multiplier space [26,53]. In some cases, the Arlequin method is not
equivalent neither to the local model nor the nonlocal model, even when homoge-
neous deformations are assumed. In fact, as pointed out in [26], with inappropriate
choices of α1, Ωo, and (κ0, κ1), the Arlequin formulation may be not coercive.
The time-dependent problem. The Arlequin method has been used in many time-
dependent applications, and the extension is straightforward, see, e.g., [11,91,126].
In particular, applications to dynamic LtN coupling mechanical problems appear in
[126]. However, such extension consists in solving the saddle point problem (31)-(33)
at every time step, which limits its applicability due to high computational cost.
4.1.2 Applications and results
In this section, as done in others below, we provide references of applications of the
Arlequin method as the reproduction of numerical results is non-trivial.
In [58], the authors first apply theH1-norm coupling and piece-wise linear weight
functions to study a two-dimensional cantilever beam of isotorpic homogenous mate-
rial. Their results show that the accuracy of Arlequin solutions is comparable to that
of the fully nonlocal elasticity model. Next, they test a static cracked square plate
using various options of (κ0, κ1). When anH1-norm coupling with piece-wise linear
weight functions is used, the strain distribution from the Arlequin approach agrees
with the strain field, especially near the crack-tip, computed with the fully nonlocal
model.
In [92], the authors use the Arlequin method to investigate a one-dimensional
problem that consists of a collection of springs that exhibit a localized defect, result-
ing in a sudden change in the spring properties. They test the method and study its
accuracy for several choices of coupling parameters. They prove that the Arlequin
formulation is well-posed with both H1-seminorm and H1-norm couplings. Their
numerical results also indicate that the method is sensitive to the location and size
of the overlapping region, and they propose to utilize adaptive strategies, based on a
posteriori error estimates, to identify them.
4.2 Morphing method
The morphing method for LtN coupling was developed in [4,5,59,75] based on
a blending approach to morph the material properties of local and nonlocal sub-
domains. The coupling formulation consists of a single unified model obtained by
a transition (morphing) from local to nonlocal descriptions. More specifically, a hy-
brid model is introduced in the transition region or morphing zone,Ωt (see Figure 5),
whose constitutive law changes gradually from a local to a nonlocal response. As a
result, a single model with evolving material properties is defined on the whole do-
main and the equivalence of the energy of the system with the fully nonlocal energy
is enforced under homogeneous deformations in the morphing zone [75].
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4.2.1 Mathematical formulation
We describe the morphing method for the coupling of the linear isotropic bond-based
peridynamic model (15) and the corresponding classical linear elasticity model (18),
following [75]. We note, however, that this technique has also been applied to more
complex material models, including linear anisotropic bond-based peridynamic mod-
els [4] and a state-based peridynamic model [59].
The strain energy density of the linear bond-based peridynamic model is given by
Wnl(x) =
1
4
∫
Bδ(0)
λ(‖ξ‖)(u(x+ ξ)− u(x))T (ξ ⊗ ξ)(u(x+ ξ)− u(x))dξ,
(36)
whereas the corresponding local strain energy density is given by
W l(x) =
4E
5
{
(∇ · u(x)) (∇ · u(x))
+
1
2
(∇u(x) +∇uT (x)) : (∇u(x) +∇uT (x)) }
=
1
2
ε(x) : Cl : ε(x),
(37)
where Cl is the fourth-order elasticity tensor and ε = 1
2
(∇u+∇uT ) is the infinites-
imal strain tensor. When considering an infinitesimal homogeneous deformation, we
can define a local stiffness tensor C0 from the nonlocal model (36) such that the strain
energy density of the resultant local model is equal to the strain energy density of the
nonlocal model, i.e.,
Wnl(x) ≈ 1
2
(x) : C0 : (x),
where C0 is given by (17). To define the morphing model, due to consistency require-
ments on the energy densities, we assume C0 = Cl.
Given a blending or morphing function β, such as the one introduced in (2) and
illustrated in Figure 8(b), the morphing model is fully defined by the following strain
energy density:
Wm(x) =
1
2
(x) : C(x) : (x)
+
1
4
∫
Bδ(0)
λ(‖ξ‖)β(x+ ξ) + β(x)
2
(u(x+ ξ)− u(x))T (ξ ⊗ ξ)(u(x+ ξ)− u(x))dξ,
where
C(x) := (1− β(x))Cl +
∫
Bδ(0)
λ(‖ξ‖)β(x)− β(x+ ξ)
4
ξ ⊗ ξ ⊗ ξ ⊗ ξdξ.
Note that, similarly to (17), C(x) is a fully-symmetric fourth-order tensor.
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Properties. The morphing method has the following properties:
– For x ∈ Ωl, C(x) = Cl and Wm(x) =W l(x).
– For x ∈ Ωnl, C(x) = 0 and Wm(x) =Wnl(x).
– This method does not pass the linear patch test. In fact, ulin (see Definition 1)
does not satisfy the equilibrium equation throughout the morphing zone and a
nonzero ghost force density arises [75]. However, these ghost forces can be ap-
proximately corrected using exactly the same deadload correction approach used
in AtC coupling methods [106]. Besides, the ghost force intensity decreases when
using smoother morphing functions β or sufficiently large morphing zones. More-
over, ghost forces are localized to the morphing zone and vanish when δ → 0.
– For homogeneous deformations, the strain energy density is equivalent to both
strain energy densities of the local and nonlocal models. Therefore, this method
is considered energy preserving under homogeneous deformations [75].
– Even though there are a few theoretic studies regarding the morphing method for
LtN coupling, this method has been studied as a type of blending for AtC coupling
[69]. The corresponding operator is coercive with respect to the nonlocal energy
norm with smooth morphing function β and sufficiently large morphing zone Ωt
[69].
The time-dependent problem. The extension of the morphing method to time-dependent
problems is straightforward, even though the implementation of the model has been
only demonstrated in static/quasi-static problems.
4.2.2 Applications and results
In this section, we provide references to applications of the morphing method as the
reproduction of numerical results is non-trivial. In [75] this strategy is applied to cou-
ple linear bond-based peridynamics with classical linear elasticity for isotropic mate-
rials. The authors investigate the ghost force intensity when using different morphing
functions. They perform a one-dimensional analysis followed by numerical studies
in one and two dimensions. The results suggest that the ghost forces are localized to
the morphing zone and a smoother morphing function β reduces the maximum rel-
ative ghost forces [75]. Follow-on two-dimensional simulations for a cracked plate
under both traction and shear demonstrate the effectiveness of the method, compared
to a fully peridynamic simulation. Later on, in [5], the morphing method is combined
with an adaptive algorithm that updates the nonlocal sub-domain based on damage
progression. The resulting coupling framework is applied to three-dimensional quasi-
static problems. In [59], the method is further extended to couple a linearized state-
based peridynamic model and the corresponding classical linear elasticity model. For
anisotropic materials, in [4], the authors introduce anisotropic nonlocal models based
on spherical harmonic descriptions, and present three-dimensional results.
4.3 Quasi-nonlocal method
The quasi-nonlocal (QNL) method is an energy-based coupling approach introduced
in the context of AtC coupling. This method redefines the nonlocal energy via a “geo-
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metric reconstruction” scheme in the transition region and local sub-domain of a LtN
coupling configuration, in such a way that the method is linearly patch-test consistent
[76,107,127]. We point out that the idea of “geometric reconstruction” is not lim-
ited to AtC coupling of solids; similar coupling strategies in the literature have been
applied, for example in computational fluid dynamics (see, e.g., the review papers
[1,67]). Here, we focus on the QNL method for LtN coupling of one-dimensional
diffusion models, following [48,68].
4.3.1 Mathematical formulation
We refer to Figure 6 (top): without loss of generality, consider the domain ÙΩ =
[−1 − δ, 1]. The domain is decomposed into four disjoint sub-domains: ÙΩ = Ωp ∪
Ωnl∪Ωt∪Ωl, which include the left physical nonlocal boundaryΩp = (−1−δ,−1),
the nonlocal sub-domain Ωnl = (−1, x∗), the transition region Ωt = (x∗, x∗ + δ),
and the local sub-domain Ωl = (x∗ + δ, 1). The right physical local boundary is
Γp = {1}. Note that the interface between the nonlocal sub-domain and the transition
region occurs at x∗ satisfying x∗ ∈ (−1 + 2δ, 1− 2δ), and the transition region, Ωt,
has thickness δ.
The crucial step in the QNL formulation is the “geometric reconstruction” [105,
107,127] of the directional distance u(x′) − u(x) in the definition of the energy.
Because of difficulties arising from reconstructing geometries with corners in high
dimensions, we limit the discussion to the one-dimensional case.
Recall that the one-dimensional nonlocal diffusion energy density associated with
the bond ξ = x′ − x is
1
2
γδ(x
′ − x) (u(x′)− u(x))2 , (38)
where we assume a radially symmetric nonlocal diffusion kernel, i.e., γδ(ξ) = γδ(|ξ|).
In the QNL model, such bond energy density is modified when the bond is entirely
located in the local sub-domain. Specifically, the nonlocal energy is redefined by
substituting the directional distance (u(x′)− u(x)) with a path integral, such that
the local energy density, 12 |u′(x)|2, is equivalent to the nonlocal one for sufficiently
smooth u. Thus, we have that (38) is replaced by
1
2
γδ(x
′ − x)
∫ 1
0
∣∣u′(x+ t(x′ − x))∣∣2 |x′ − x|2dt. (39)
The combined total energy of the QNL model with interface at x∗ is
EQNLδ (u) =
1
4
∫∫
x6x∗ or x′6x∗
γδ(|x′ − x|) (u(x′)− u(x))2 dx′dx (40)
+
1
4
∫∫
x>x∗ and x′>x∗
γδ(|x′ − x|)
∫ 1
0
|u′(x+ t(x′ − x))|2|x′ − x|2dt dx′dx.
The definition of the QNL coupling operator LQNL is obtained by taking the negative
first variation of the total energy (40). We split it into three parts [48]:
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I. For x ∈ Ωnl:
LQNLu(x) =
∫
x′∈ÛΩ γδ(|x′ − x|) (u(x′)− u(x)) dx′. (41)
II. For x ∈ Ωt:
LQNLu(x) =
∫
x′<x∗
γδ(|x′ − x|) (u(x′)− u(x)) dx′ + (ωδ(x)u′(x))′ , (42)
where ωδ(x) is defined as
ωδ(x) :=
∫ 1
0
dt
∫
|ξ|< |x−x∗|t
|ξ|2γδ(|ξ|) dξ.
III. For x ∈ Ωl:
LQNLu(x) =∂
2u
∂x2
(x). (43)
Properties. We summarize the properties of the QNL method, following [48]:
– The QNL operator is self-adjoint (i.e., symmetric) as it is derived from a com-
bined total energy [25].
– The method passes the linear patch-test.
– The operator is positive-definite and, hence, it is energy stable with respect to the
QNL energy defined in (40) as well as L2 stable with respect to the L2(ÙΩ) norm.
– The formulation satisfies the weak maximum principle and therefore it is mass-
conserving.
– The method is asymptotically compatible and the coupled solution converges as
O(δ) to the corresponding local solution.
– The total combined energy is equivalent to either the fully nonlocal or the fully
local energy up to linear functions.
The time-dependent problem. The extension of the QNL method to time-dependent
problems is simple and straightforward. This follows from the fact that the QNL oper-
ator LQNL is coercive on the entire domain ÙΩ and, hence, it is stable and monotonic.
4.3.2 Applications and results
Consider the one-dimensional domain ÙΩ = [−δ, 1] with interface at x∗ = 1/2.
The domain is decomposed into the subdomains Ωp = (−δ, 0), Ωnl = (0, 1/2),
Ωt = (1/2, 1/2+δ), andΩl = (1/2+δ, 1). Results are obtained with the first-order
asymptotically compatible finite difference method introduced in [48]. We report re-
sults of patch tests for both linear and quadratic solutions. In this case, the horizon is
taken as δ = 0.04 and the grid size is h = 0.01. Results are presented in Figure 13 and
demonstrate that, even though theoretically the QNL method is only linearly path-test
consistent, numerically both linear and quadratic patch tests are well passed.
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Fig. 13 Patch tests for the quasi-nonlocal (QNL) method: linear (left) and quadratic (right). Nodes in the
nonlocal sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary
are empty blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas the
node on the right local boundary is an empty red square. Green diamonds represent nodes in the transition
region described by the QNL model.
We now discuss the application of the QNL method in [48] to remove surface
effects. As mentioned in Section 1, volumetric constraints for nonlocal models have
to be prescribed in a layer surrounding the domain, where data are not available or
are hard to access. Consequently, an ad hoc treatment of nonlocal boundaries of-
ten causes unphysical surface effects. In [48], the authors apply the QNL method to
allow the prescription of classical local boundary conditions in a nonlocal problem.
Specifically, they address the nonlocal boundary issue by coupling nonlocal and local
models, being the latter placed in the nonlocal boundary region. Figure 14(b) shows
the solution of a local-nonlocal-local (L-N-L) coupling with boundaries being treated
in a fully classical way; whereas Figure 14(a) shows the solution of a nonlocal-local
(N-L) coupling by simply imposing a nonlocal Dirichlet type boundary condition
u(x) = u(−1) in the left physical nonlocal boundary Ωp. In those two examples,
the nonlocal diffusion kernel is chosen as γδ(x) = 3δ3χ(−δ,δ)(x) and the source is
f ≡ 1. The L-N-L coupling has two interfaces located at xa = − 12 and xb = 12 ;
the N-L coupling has one interface at x∗ = 0. The horizon is δ = 0.2 and the mesh
size is h = 1/800. We observe that the N-L coupling displays unphysical surface
effects on the nonlocal side, whereas the L-N-L coupling eliminates those effects.
Consequently, L-N-L coupling provides a way of imposing classical local boundary
conditions in a nonlocal problem and helps avoiding the need of complicated exten-
sions of local boundary conditions to nonlocal boundaries.
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Fig. 14 Application of the QNL method to impose classical local boundary conditions in a nonlocal
problem. Left: nonlocal-local (N-L) coupling with a classical Dirichlet boundary condition extended to
the left physical nonlocal boundary and a classical Dirichlet boundary condition imposed on the right
local boundary. Right: local-nonlocal-local (L-N-L) coupling with classical Dirichlet boundary conditions
imposed on both left and right local boundaries.
Remark 2 Finding an analytic geometric reconstruction formula becomes more dif-
ficult in higher dimensions. The nonlocal neighborhood, Bδ(x), becomes a disk (in
two dimensions) or a ball (in three dimensions), making the intersections with the
interface highly more complex. As a result, it is difficult to identify an explicit ex-
pression for the QNL method in a general setting (see discussions from [105]); even
for a simple interface, such as a sphere, the exact formula is not yet available. In [60],
the authors propose to adopt a least-square fitting procedure to find an approxima-
tion of this reconstruction; however, due to the inexactness of the approximation, the
properties listed above no longer hold.
4.4 Blending method
In this section, we discuss a force-based blending approach originally presented for
one-dimensional linear bond-based peridynamic models in [99] and then extended to
general bond-based peridynamic models in higher-dimensions in [102]. Force-based
blending is based on weighting governing equations via the introduction of a blend-
ing function. As discussed in [8], external or internal blending is possible. The former
does not change the definitions of the reference models to be coupled, whereas the
latter modifies their internal force operators. In comparison to the morphing method
discussed in Section 4.2, force-based blending does not necessarily has the physical
interpretation of blending material properties. Force-based blending has been pro-
posed in AtC coupling (see, e.g., [6,49,69,70]). These AtC coupling methods are
based on external blending and simply weight governing equations via the introduc-
tion of a blending function. In contrast, the approach from [99] is based on internal
blending and arrives at a blended model through derivation from a single reference
peridynamic model by only resorting to assumptions on the deformation. Here, as
mentioned in Section 1.2, we employ the term “blending” to refer to force-based
blending, because related methods, such as Arlequin and morphing, are called by
their specific names.
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4.4.1 Mathematical formulation
We refer to Figure 5: in this decomposition, the nonlocal sub-domain, Ωnl, and the
local sub-domain,Ωl, do not overlap, but are separated by the transition region,Ωt. A
blending function β(x), such as the one introduced in (2) and illustrated in Figure 8
(b), is used to characterized the different sub-domains. The change in the blending
function occurs within the so-called blending region, Ωb ⊂ Ωt, and normally takes a
polynomial shape. Due to nonlocality, however, the influence of the variation in the
blending function extends beyond the blending region and affects the entire transition
region, which is given by Ωt = Ωb ∪ BΩb.
The force-based blending approach presented here begins with a single reference
bond-based peridynamic model given by (14) for all x ∈ Ω. Employing a symmetric
combination of the blending function (2), the operator is first split in two contribu-
tions, so that one of the two has nonzero support in regions of small smooth deforma-
tion thus allowing linearization followed by a Taylor expansion of the displacement
at any neighbor point x′ ∈ Bδ(x) around x up to second order, which leads to an
expression connected to the local model. The resulting blended operator is given by:
Lbu(x) =
∫
Bδ(0)
Å
β(x) + β(x+ ξ)
2
ã
f(η, ξ)dξ
− 1
2
ñ∫
Bδ(0)
β(x+ ξ)λ(‖ξ‖)ξiξjξkdξ
ô
∂uj
∂xk
(x)ei
− 1
2
ñ∫
Bδ(0)
Å
β(x) + β(x+ ξ)
2
ã
λ(‖ξ‖)ξiξjξkξldξ
ô
∂2uj
∂xk∂xl
(x)eˆi
+ Cijkl
∂2uj
∂xk∂xl
(x)ei, (44)
where Cijkl are the components of the fourth-order elasticity tensor given by (17).
We further used antisymmetry to simplify the term involving first-order derivatives
of displacements.
Properties. From (44), we have the following properties:
– For x ∈ Ωl, Lbu(x) = LCEu(x) (see (18)).
– For x ∈ Ωnl, Lbu(x) = LPDu(x) (see (14)).
– By construction, the blended operator (44) is equivalent to the reference bond-
based peridynamic operator (14) and the classical linear elasticity operator (18)
for quadratic displacements. Therefore, the model automatically passes the linear
and quadratic patch tests. Employing a higher-order Taylor expansion up to third
order instead would result in a blended model which also passes a cubic patch
test.
– An error estimate provided in [102] shows that the blended operator (44) con-
verges to the classical local operator (18) with an order of convergence of O(δ).
Employing a higher-order Taylor expansion up to third order in the derivation of
the blended model would increase the order of convergence to O(δ2).
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The time-dependent problem. The extension of the blending method to time-dependent
problems is straightforward. In fact, in [99,102] the blended model is presented based
on equations of motion, even though the implementation of the model is demonstrated
in static problems.
4.4.2 Applications and results
Consider a one-dimensional domain ÙΩ = [−δ, 1] decomposed as in Figure 5 (top)
with δ = 0.05. The blending region is chosen as Ωb = (0.4, 0.6). We then have
Ωp = (−0.05, 0), Ωnl = (0, 0.35), Ωt = (0.35, 0.65), and Ωl = (0.65, 1). We
solve both a linear patch test with analytical solution u(x) = x and a quadratic patch
test with analytical solution u(x) = x2 .The modeling choices and numerical imple-
mentation follow [99]; specifically, a linear bond-based peridynamic model is used
in Ωnl with a meshfree discretization; classical linear elasticity is employed in Ωl
with a finite difference discretization; and the corresponding blended model given by
(44) is implemented in Ωt with a hybrid discretization, which features a meshfree
discretization for integral and a finite difference discretization for derivatives. A uni-
form grid with grid spacing ∆x = δ/4 is utilized. A piecewise constant blending
function is employed to demonstrate that no regularity is required for the blending
function in this case; however, similar results are obtained for piecewise linear and
cubic blending functions. Nonlocal Dirichlet boundary conditions are imposed in the
left nonlocal boundary for the peridynamic model, whereas a local Dirichlet bound-
ary condition is imposed on the right local boundary for the local model. The results
are presented in Figure 15 and demonstrate that the blended model passes the linear
and quadratic patch tests. A computation of the first derivative of the solution for the
linear patch test and the second derivative of the solution for the quadratic patch test
indicates that these tests are passed to machine precision.
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Fig. 15 Patch tests for the blending method: linear (left) and quadratic (right). Nodes in the nonlocal
sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary are empty
blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas the node in the
right local boundary is an empty red square. Green filled diamonds represent nodes in the transition region
described by the blended model.
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Additional static numerical examples demonstrating the performance of the blend-
ing method appear for one-dimensional problems in [99] and for two-dimensional
problems in [102]. The one-dimensional studies include a point load case, where the
sensitivity of the numerical results on the model parameters, including the size of the
nonlocal sub-domain where the point load is applied, the size of the blending region,
the choice of blending function, and the horizon size, is investigated. Moreover, addi-
tional studies are conducted to quantify the effect of the location of the point load with
respect to the coupling configuration as well as the speedup attained by employing a
coarse discretization in the local sub-domain. Two-dimensional simulations include
patch-test and point load examples as well as the deformation of a square plate with
a rectangular slit at its center.
4.5 Splice method
The splice method was originally presented for state-based peridynamics in [112]
as a means to couple two peridynamic models with different horizons. Then, it was
applied to LtN coupling by taking the horizon in one of the two peridynamic models
to zero, so that the model can be effectively replaced by a classical local model. A
methodology resembling the splice approach, formulated instead at the discrete level,
was proposed to couple a discretized bond-based peridynamic model with classical
meshless methods in [108,109,110] and with classical finite elements in [50,133,
134]. The latter was extended to state-based peridynamics in [86]. Conceptually, the
splice approach is probably the simplest LtN coupling method because each material
point is described with a reference fully local or fully nonlocal model without the
need of special coupling techniques.
4.5.1 Mathematical formulation
Let a domain Ω be decomposed in two non-overlapping sub-domains Ωnl and Ωl,
such that Ω = Ωnl ∪ Ωl. These two sub-domains are connected by the interface
Γv . This configuration resembles the one used in the partitioned procedure for the
non-overlapping case and is illustrated in Figure 6 (except that the same nonlocal
formulation is employed in the whole nonlocal sub-domain, which includes both Ωnl
and Ωt).
We define the splice coupling operator as follows (see (12) and (11)):
Lspliceu(x) :=

∫
Bδ(x)
{T[x]〈x′ − x〉 −T[x′]〈x− x′〉} dx′ x ∈ Ωnl,
∇ · ν0(x) x ∈ Ωl.
(45)
The basic idea is that each material point is represented by either a fully local or a
fully nonlocal model. Near the interface Γv , a point in Ωnl interacts with points in
Ωl. While such points belong to a local sub-domain, from the perspective of a point
in Ωnl the interaction is described by a fully nonlocal model. A similar, but reversed,
situation may occur after discretization for nodes in Ωl that could interact with some
nodes in Ωnl.
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Properties
– Because each material point in the splice method is described by either a fully
local or a fully nonlocal model, and those models are consistent up to third-order
polynomials, the splice model passes a linear, quadratic, and cubic patch tests.
– The asymptotic compatibility property of the splice model is inherited from the
asymptotic compatibility of the reference nonlocal model with an order of con-
vergence of O(δ2).
– The numerical implementation of the splice method is generally non-intrusive
and only requires passing information about the deformation between the local
and nonlocal sub-domains across Γv .
The time-dependent problem. The splice method is directly applicable to time-dependent
problems, as demonstrated in, e.g., [112].
4.5.2 Applications and results
Consider a one-dimensional domain ÙΩ = [−δ, 1] with δ = 0.05 decomposed intoÙΩ = Ωp ∪Ωnl ∪Ωl, where Ωp = (−0.05, 0), Ωnl = (0, 0.5), and Ωl = (0.5, 1). We
solve both a linear patch test with analytical solution u(x) = x and a quadratic patch
test with analytical solution u(x) = x2 . We employ a linear bond-based peridynamic
model in Ωnl discretized with a meshfree method and a classical linear elasticity
model in Ωl discretized with a finite difference method. A uniform grid with grid
spacing ∆x = δ/4 is utilized. Nonlocal Dirichlet boundary conditions are imposed
in the left nonlocal boundary for the peridynamic model, whereas a local Dirichlet
boundary condition is imposed on the right local boundary for the local model. The
results are presented in Figure 16 and demonstrate that the splice model passes the
linear and quadratic patch tests. A computation of the first derivative of the solution
for the linear patch test and the second derivative of the solution for the quadratic
patch test indicates that these tests are passed to machine precision.
Several numerical studies concerning the splice method have been carried out in
the above provided references. First, in [112], the performance of the splice method
is studied for a spall initiated by the impact of two brittle elastic plates. In [50], static
numerical tests are performed, including one-dimensional linear and quadratic patch
tests as well as three simulations in two dimensions, which concern the deforma-
tion of a plate undergoing rigid body motion, horizontal stretch, and shear. Wave and
crack propagation examples were discussed in [133] in one, two, and three dimen-
sions. Additional dynamic examples appear in [108] for a cantilever beam subjected
to a periodic excitation as well as crack propagation and branching in a pre-cracked
plate under traction. Advanced numerical examples including brittle failure analysis
are given in [86], including the Wedge-splitting test and the Brokenshire torsion ex-
periment. Finally, in [110] a switching nodal technique that can be used for adaptivity
is presented.
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Fig. 16 Patch tests for the splice method: linear (left) and quadratic (right). Nodes in the nonlocal sub-
domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary are empty blue
circles. Nodes in the local sub-domain are represented by red filled squares, whereas the node in the right
local boundary is an empty red square.
5 Varying Horizon approaches
The concept of varying the horizon in a nonlocal model for LtN coupling purposes is
motivated by the convergence of nonlocal models to local counterparts in the limit
as δ → 0, under suitable regularity assumptions, as discussed in Sections 2.2.1
and 2.2.2. Earlier studies with variable horizon for adaptive refinement in peridynam-
ics are presented in [20,21]. In the context of nonlocal diffusion, a spatially varying-
horizon formulation for analysis of interface problems is introduced in [101] and
specialized to a sharp transition between nonlocal and local sub-domains. The con-
cept of smoothly varying the horizon is presented and analyzed in [112] and demon-
strated for the coupling of two peridynamic models with different horizons. Later on,
the shrinking horizon approach in nonlocal diffusion is analyzed for LtN coupling
in [119,122]. As demonstrated below, the shrinking horizon method is not linearly
patch-test consistent. To overcome this issue, while allowing to spatially vary the
horizon, the partial stress method is proposed in [112].
In this section, we begin by discussing the shrinking horizon method based on
[112,119] in Section 5.1, followed by a description of the partial stress method pre-
sented in [112] in Section 5.2.
5.1 Shrinking horizon
In [112], the idea of spatially varying the horizon is discussed. Specifically, the con-
ception of material homogeneity under a change in horizon is presented, resulting
in the concept of variable scale homogeneous body. This provides an appropriate
rescaling of the peridynamic force vector state, so that the corresponding strain en-
ergy density remains invariant with respect to changes in the horizon, under uniform
deformations. In the related work in [119,122], the authors discuss the validity of the
nonlocal diffusion models with a shrinking horizon as the material points approach
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an interface, where the nonlocal models were localized and connected to local mod-
els on the other side, effectively resulting in an LtN coupling. The coercivity and
the trace space of the corresponding energy functionals were discussed to guarantee
the well-posedness of such nonlocal models with localization on the interface. The
coupled model could be solved as a whole system, or be solved using a classical
non-overlapping domain decomposition method where the nonlocal and local mod-
els could be treated separately with suitable transmission conditions on the interface.
The shrinking horizon method is an energy-based VH approach. This method does
not pass the patch tests; however, the errors can be controlled by choosing the horizon
function properly. Below, for brevity, we mainly discuss the formulation in the con-
text of nonlocal diffusion, but make connections, where appropriate, to the analogue
peridynamic formulation.
5.1.1 Mathematical formulation
Let Ωnl and Ωl be two open domains in Rn that satisfies Ωnl ∩Ωl = Γ ⊂ Rn−1, as
illustrated in Figure 7. The nonlocal energy space SND(ÙΩnl) is then tied to a kernel
function γ with heterogeneous localization on the boundary Γ . More specifically, we
assume that γ is given by
γ(x,x′) = Bδ(x)(x′ − x) k(x,x′), (46)
similarly to (4), except that δ(x) is now a spatially-dependent function that decays to
zero as x approaches Γ . Using a properly scaled function kernel k(x,x′), such as
k(x,x′) =
6
|∂B1|(δ(x))n+2 or k(x,x
′) =
4
|∂B1|(δ(x))n+1|x− x′| ,
where |∂B1| stands for the area of the surface of the unit ball in Rn, we can still get
∆u as the limit operator of LNDu by taking δ(x) → 0 for every x ∈ Ωnl. A simple
choice of the horizon function δ(x) is given by
δ(x) = min(δ, dist(x, Γ )) , (47)
with δ being the maximum value of δ(x). This choice of the horizon function is
depicted in Figure 7. In one dimension, the horizon function δ(x) given by (47) is a
piece-wise linear function. However, numerical examples in Section 5.1.2 show that
better horizon function may be used in order to attain optimal order of convergence
to the local limit as maxx δ(x)→ 0.
Remark 3 A related scaling of the peridynamic force vector state in [112] is given by“T(Y[x],x)〈ξ〉 = 1
(δ(x))1+n
“T1(Y1[x])≠ ξδ(x)∑ , (48)
where n is the spatial dimension, “T1 is a reference material model, Y is the defor-
mation state, and Y1 is the reference deformation state. The hat notation is used to
explicitly indicate dependence on the deformation.
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With the localization of the nonlocal interactions at the boundary Γ , it is shown
in [122] that the nonlocal energy space SND(ÙΩnl) has H1/2(Γ ) as the trace space on
Γ , which is exactly the trace space of H1 functions. As a result of the trace theorem,
we can define the combined energy space
W(ÙΩ) = {u ∈ S(ÙΩnl) ∩H1(Ωl) : u− = u+ on Γ, u|BΩ = 0} ,
where u−(x) and u+(x) are defined as limy→x,y∈Ωnl u(y) and limy→x,y∈Ωl u(y),
respectively. The total energy is a combination of the nonlocal and local parts given
by
E(u, f) =
1
4
∫ÛΩnl ∫ÛΩnl γ(x,x′)((D∗u)(x,x′))2dxdx′ + 12 ∫Ωl |∇u(x)|2dx
−
∫
Ω
f(x)u(x)dx ,
for any u ∈ W(ÙΩ). The well-posedness of the coupled problem is guaranteed by
the extension of the nonlocal Poincaré inequality to nonlocal space with variable-
horization function γ given by (46).
Properties
– The shrinking horizon method is mathematically well-posed and energy stable
for diffusion problems on general domains in all dimensions.
– There is no overlapping region between nonlocal and local sub-domains. More-
over, since the nonlocal and local energy functionals have the same trace space on
the interface, one can use all the classical non-overlapping domain-decomposition
methods for solving the coupled problem.
– The method does not pass the patch-tests. However, ghost forces can be controlled
by using a slowly varying horizon function.
– The order of convergence of the coupled problem to the local problem as δ → 0
depends on the choice of the horizon function. For a piece-wise linear horizon
function, the solution convergences at a rate of O(δ). With a slowly varying hori-
zon function, the optimal order O(δ2) could be achieved.
– The total energy is equivalent to either fully nonlocal or fully local energy up to
linear functions.
5.1.2 Applications and results
The shrinking horizon approach produces well-posed coupled models for a general
horizon function δ(x) that gets localized at Γ , as shown in [119,120]. However, the
particular choices of the horizon function affect the convergence rate of the solutions
as δ(= maxx δ(x)) → 0. In [119], one-dimensional experiments are performed to
illustrate that the solutions converge only at the order O(δ) when using a piece-wise
linear horizon function, as the one given by (47). The authors provide two remedies
for increasing the order of the convergence. The first approach is to use a specific
auxiliary function, and the second is to use a smooth and slowly varying horizon
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function. Here we only discuss the second approach; this approach was also discussed
in [112] as a means to reduce ghost forces.
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Fig. 17 Left: examples of δ(x) in one dimension. The orange solid line represents a piece-wise linear
horizon function and the blue dashed line represents a C2 horizon function. Right: the ghost forces under
linear displacement using the piece-wise linear horizon function and the C2 horizon function given by the
left plot.
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Fig. 18 Patch tests for the shrinking horizon method with C2 horizon function δ(x): linear (left) and
quadratic (right). Nodes in the nonlocal sub-domain are represented by blue filled circles, whereas nodes
in the left nonlocal boundary are empty blue circles. Nodes in the local sub-domain are represented by red
filled squares, whereas the node in the right local boundary is an empty red square.
The left plot of Figure 17 shows two choices of the horizon function δ(x) in
one dimension, with one being a piece-wise linear function and another being a C2
function. Since the model does not pass the linear patch test exactly, it generates
ghost forces when the solution is a linear profile ulin (see Definition 1). The right
plot of Figure 17 shows the ghost forces over the domain Ω = (−1, 1) using each
of the horizon functions. It is clear that the piece-wise linear horizon function gener-
ates a large magnitude of ghost forces around the interface between Ωnl = (−1, 0)
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and Ωl = (0, 1), while the ghost forces are under control by using the C2 horizon
function. Moreover, it is observed in [119] that the ghost forces converge to zero
everywhere as δ → 0 if the C2 horizon function is used. Figure 18 further shows
the linear and quadratic patch tests by using the C2 horizon function. In these tests,
the largest horizon is δ = 0.1 and the spatial mesh size is ∆x = 0.025. The FEM
with piece-wise linear basis functions is used for computing the numerical solution,
since it is shown to be an asymptotically compatible scheme for nonlocal variational
problems [121]. Although the coupled model does not pass the patch tests in theory,
Figure 18 shows that by using the C2 horizon function, the patch-test consistency
could be preserved approximately.
Furthermore, numerical examples in [119] show that by using the C2 horizon
function, the optimal order of convergence to the local limits could be achieved. So-
lutions of the coupled problems converge to the solutions of the local problems in the
L2 norm at the rate O(δ2), and the numerical derivative of the solutions converge at
the rate O(δ). In contrast, using the piece-wise linear horizon function, one can only
observe first order convergence in the solutions.
5.2 Partial stress method
As discussed in Section 5.1, a shrinking horizon approach is not patch-test consistent,
even though deviations from the patch test can be controlled by the regularity of the
horizon function. In [112], this consideration led to the development of an alternative
strategy to spatially vary the horizon, referred to as the partial stress method.
The proposition of the partial stress approach, which relates to Figure 6, for LtN
coupling is to reformulate the operator (14) in the transition region connecting local
and nonlocal sub-domains, in a way that spatially varying the horizon in that region
does not give rise to ghost forces under uniform deformations.
5.2.1 Mathematical formulation
This method introduces a new tensor-valued function called the partial stress tensor,
νps(x) :=
∫
Bδ(0)
T[x]〈ξ〉 ⊗ ξ dξ, (49)
where T is the force vector state from (11), and defines a corresponding partial in-
ternal force density,
Lpsu(x) := ∇ · νps(x). (50)
It is important to note that the partial stress tensor coincides with the collapse stress
tensor, ν0 (cf. (12)), in the case of a uniform deformation of a homogeneous body,
which is characterized by a constant δ.
We now refer to Figure 6: the domain Ω is decomposed into three disjoint sub-
domains: Ω = Ωnl ∪ Ωt ∪ Ωl, i.e., the nonlocal sub-domain, the transition region,
and the local sub-domain. The partial stress coupled problem is given by
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
−
∫
Bδ(x)
{T[x]〈x′ − x〉 −T[x′]〈x− x′〉} dx′ = b(x) x ∈ Ωnl,
−∇ · νps(x) = b(x) x ∈ Ωt,
−∇ · ν0(x) = b(x) x ∈ Ωl.
(51)
Properties. Not many properties have been discussed for the partial stress method in
the literature. Here, we simply summarize two properties from [112]:
– For a uniform deformation of a homogeneous body,
νps ≡ ν0 and ∇ · νps ≡ ∇ · ν0 ≡ 0.
– The partial stress tensor (49) and partial internal force density (50) converge, un-
der suitable regularity assumptions, to the corresponding classical local counter-
parts, in the limit as δ → 0, as O(δ), so the method is asymptotically compatible.
Consequently, the partial stress tensor (49) and partial internal force density (50)
are also compatible to the fully nonlocal counterparts with a δ-order difference.
The time-dependent problem. The partial stress method was, in fact, only demon-
strated in a dynamic setting in [112], where in conjunction with the splice method
was applied to the study of a spall initiated by the impact of two brittle elastic plates.
5.2.2 Applications and results
As described above, the partial stress method was only applied in [112] for a dynamic
problem. We therefore omit the details here and refer the reader to that work.
6 Conclusions
This paper presents a review of the state-of-the-art of LtN coupling for nonlocal diffu-
sion and nonlocal mechanics, specifically peridynamics, and provides a classification
of different LtN coupling approaches (see Figure 1). Following a description of var-
ious coupling configurations and a highlight of desired properties of a general LtN
coupling strategy, we report different LtN coupling methods from the literature. For
each method, we briefly present its mathematical formulation and properties, and we
discuss relevant applications and numerical results.
We observe that, while many features and challenges are shared by all methods,
there exist some significant differences in their formulation and implementation. For
instance, we find that even though a LtN coupling configuration can generally be
divided into a local sub-domain, a transition region, and a nonlocal sub-domain (as
illustrated in Figure 3), each coupling method treats the transition region in its own
specific way. Some methods overlap local and nonlocal descriptions, some employ
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a hybrid representation, some reduce the transition region to a sharp interface, and
some utilize a variable horizon with or without changing the nonlocal operator. This
variation in the treatment of the transition region has both analytical and numeri-
cal implications. For instance, an overlapping approach is normally non-intrusive,
whereas a hybrid technique is typically intrusive; the variable horizon method may
or may not be intrusive, depending on the available nonlocal implementation. An-
other important property largely emphasized in this review is the ability of a coupling
method to pass the patch test. Some coupling methods do pass it exactly for up to cer-
tain polynomial order, whereas others only pass it approximately; a linear patch test
is the most popular one. Finally, we recognize two major formulations for LtN cou-
pling, energy-based and force-based. The former provides a natural setting to impose
energy preservation; however, because such formulation requires energy minimiza-
tion, it is more native to static problems and the extension to dynamics settings may
not be practical. On the other hand, while force-based approaches normally equally
apply to static and dynamics problems, they not always carry a well-defined energy
functional. In Table 6, we outline the methods discussed in this review, indicating
relevant references and sections, and summarize some of these properties.
We conclude by stating that the goal of this review is not to provide a preferred
way to perform LtN coupling, but rather to broaden the perspective of the reader that
can use this review as a guide for selecting the most appropriate method based on the
characteristics of the problem at hand, available discretization methods, and accesible
data.
Method References Section Transition Linear Patch Test Formulation
Optimization-based [30,31,33] 3.1 Overlap Exact Force-based
Partitioned [131,132] 3.2 Overlap Exact∗ Force-based
or Sharp
Arlequin [58,126] 4.1 Hybrid Approximate Energy-based
Morphing [59,75] 4.2 Hybrid Approximate Force-based
Quasi-nonlocal [48,68] 4.3 Hybrid Exact Energy-based
Blending [99,102] 4.4 Hybrid Exact Force-based
Splice [112,50] 4.5 Sharp Exact Force-based
Shrinking horizon [112,119] 5.1 Variable horizon Approximate Energy-based
Partial stress [112] 5.2 Variable horizon Exact Force-based
with partial stress
Table 1 Summary of LtN coupling methods. The ∗ in the table indicates that the patch-test consistency
for the partitioned procedure is exact up to certain conditions (see Section 3.2).
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