Abstract Evaluation of sound event detection, classification and localization of hazardous acoustic events in the presence of background noise of different types and changing intensities is presented. The methods for discerning between the events being in focus and the acoustic background are introduced. The classifier, based on a Support Vector Machine algorithm, is described. The set of features and samples used for the training of the classifier are introduced. The sound source localization algorithm based on the analysis of multichannel signals from the Acoustic Vector Sensor is presented. The methods are evaluated in an experiment conducted in the anechoic chamber, in which the representative events are played together with noise of differing intensity. The results of detection, classification and localization accuracy with respect to the Signal to Noise Ratio are discussed. The results show that the recognition and localization accuracy are strongly dependent on the acoustic conditions. We also found that the engineered algorithms provide a sufficient robustness in moderately intense noise in order to be applied to practical audio-visual surveillance systems.
The authors' experiences with the sound source localization based on the sound intensity methods performing in the time domain or in the frequency domain were presented in details in the previous papers [18] [19] [20] . In this paper the authors focus on combining their experience with various algorithms to propose a solution which offers full functionality of: detection, classification and localization the acoustic events in real acoustic conditions. The authors have tested their design in several practical implementations, for example in bank operating room [17] . In the present work we concentrate on preparing the setup for testing our design in various and precisely controlled acoustic conditions. Especially we control three factors: first was the type of background disturbing noise, second-the signal to noise ratio concerning the disturbing noise and considered acoustic events and the final factor was the direction of arrival of radiated acoustic events.
Our engine is meant to be a universal and adaptive solution which can work in low-and high noise conditions, both indoors and outdoors. It is employed in the acoustic monitoring of hazardous events in an audio-visual surveillance system. The information about detected events and their type can be used to inform the operator of the surveillance system of potential threats. In a multimodal application the calculated direction of arrival of the detected acoustic event is used to control the PTZ (Pan-Tilt-Zoom) camera [18, 19] . Thus, the camera is automatically directed toward the localized sound source. The system is designed to operate in real time, both in indoor and outdoor conditions. Therefore, the changing acoustic background is a significant problem. Consequently, the impact of added noise on the performance of the algorithms employed needs to be examined in order for our research to progress.
Most of the published works, known to the authors of this paper, are based on experiments with a database of recorded sounds. For example, in the research by Krijnders et al. [21] a database of self-recorded samples is used, whereas Valenzise et al. utilize events from available sound libraries [42] . Some researchers address the problem of real-world event detection [30, 46] . In such a case the noise added to the signals has to be considered. The most common approach is to mix sounds with recordings of noise digitally, as it was carried out by Mesaros et al. [28] or Lojka et al. [22] In our opinion, it is a different case when the noise is mixed with the signal acoustically (in the acoustic field, thus not being added to the electronic representation of the signal). Therefore in our work we designed an experiment which enables the evaluation of such a case. Our experiments also allow for a more precise estimation of the Signal-to-Noise Ratio (SNR) than it was achieved, to our knowledge, in any of the related work presented in the literature.
The paper is organized as follows. In Section 2 we present our algorithms and methods for detection, classification and localization of acoustic events. In Section 3 we introduce the setup of the experiment and specify the conditions under which the measurements were performed and the equipment used. In Section 4 we discuss the measurement results, leading to the conclusions presented in Section 5.
Methods
Commonly, the term Acoustic Event Detection (AED) refers to the whole process of the identification of acoustic events. We divide this process into three phases: detection, classification and localization. The general concept of sound recognition and localization system is presented in Fig. 1 . The purpose of detection is to discern between the foreground events and the acoustic background, without determining whether an event is threatening or not. Some researchers use foreground/background or silence/non-silence classifiers to achieve this task [40, 42] . We employ dedicated detection algorithms which do not require training and are adaptive to changing conditions. The detection of a foreground event enables classification and localization, after buffering the samples of the detected event. This architecture enables maintaining a low rate of false alerts, owing to the robust detection algorithms, which we explain in more detail in the following subsections. The classification task is the proper assignment of the detected events to one of the predefined classes. In addition, the localization of the acoustic event is computed by analyzing the multichannel output of the Acoustic Vector Sensor (AVS). The employment of AVS and incorporation of the localization procedure in the acoustic surveillance system provide an addition to the state of the art in sound recognition technology. Stemming from acoustic principles, beamforming arrays have limitations in low frequencies and require line (or plane) symmetry. Data from all measurement points have to be collected and processed in order to obtain the correct results. The acoustic vector sensor approach is broadband, works in 3D acoustical space, and has good mathematical robustness [7] . The ability of a single AVS to rapidly determine the bearing of a wideband acoustic source is essential for numerous passive monitoring systems. The algorithms operate on acoustic data, sampled at the rate of 48,000 samples per second with a bit resolution equal to 32 bits per sample.
Sound event detection
The conceptual diagram of the sound event detection algorithm is presented in Fig. 2 . Initially the detector is set to learning mode. After the learning phase is completed, the detection parameter is compared to the threshold value. This operation yields a decision: Bdetection^or Bno detection^. The threshold (or acoustic background profile) is constantly updated to adapt to changing conditions. We assume that a distinct acoustic event has to manifest itself by a dissimilarity of its features from the features of the acoustic background. The choice of features to be taken into consideration depends on the type of event we intend to detect. This yields four detection techniques:
& based on the short-time level of the signal -applied to detecting sudden, loud impulsive sounds -named Impulse Detector; & based on the harmonicity of the signal -applied to detecting speech and scream-like sounds -named Speech Detector; & based on changes in the signal features over time -applied to detecting sudden narrowband changes in the analyzed signal -named: Variance Detector; & based on the overall dissimilarity in the spectra of the event and background -applied to detecting any abnormal sounds -named Histogram Detector (since it employs a histogram of sound level in 1/3-octave frequency bands to model the spectrum of the acoustic background). In general, all detectors rely on comparing the detection parameter P with the threshold T. Hence, the detection function D can be defined as follows:
where i is the index of the current frame. The threshold T is automatically updated to the changes in the acoustic background by exponential averaging according to the formula:
where m is the margin added to the value of the detection parameter, which serves as a sensitivity parameter of the detector. If the detection parameter changes exponentially, m can be a multiplier. The constant α is related to the detector's adaptation time. The adaptation time T adapt is the period after which the previous values of the detection parameter are no longer important. It is related to the constant α according to Eq. 3:
where N is the number of samples in the frame and SR is the sampling rate. The different detection algorithms employed differ in the definition of the detection parameter and the frame sizes employed. The Impulse Detector is based on the level of the signal in short frames (10 ms) calculated as:
where x[n] are the signal samples and L norm is the normalization factor which equals the level of the maximum sample value measured with a calibration device. Speech Detector is based on the PeakValley-Difference (PVD) parameter. The feature used is a modification of the parameter proposed by Yoo and Yook [45] and often used in Voice Activity Detection (VAD) algorithms. The PVD is calculated as follows:
where X(k) is the power spectrum of the signal's frame, N=4096 is the length of the Fourier Transform (equal to the length of the detector's frame) and P(k) is a function which equals 1 if k is the position of the spectral peak, 0 otherwise. For typical signals, the spacing of spectral peaks depends on the fundamental frequency of the signal. Since this detection parameter is dedicated to the detection of vocal activity (e.g., screams) the PVD is calculated iteratively over a range of assumed peak spacing corresponding to the frequency range of human voice. Subsequently the maximum value is taken into consideration. In turn, the Variance Detector is based on the variance of signal's features calculated over time. The feature variance vector V ar f ¼ V f 1 V f 2 … V f N ½ comprises the variances of a total of N signal features. For the n-th feature f n the feature variance is calculated according to the formula:
where I is the number of frames used for calculating the variance, i.e., the length of the variance buffer. V fn is then used as a detection parameter. The decision is made independently for each feature and the final decision is a logical sum of each feature's detection result. The variance detector is suitable for detecting narrow-band events, since it reacts to changes in single features, some of which reflect the narrow-band characteristics of the signal. The final detection algorithm is based on a histogram model of acoustic background. The spectral magnitudes are calculated in 1/3-octave bands to model the noise background. 30 bands are used, and for every band a histogram of sound levels is constructed. The detection parameter d hist is then calculated as a dissimilarity measure between the spectrum of the current frame X and the background model:
where h k (X k ) is the value of the histogram of spectral magnitude in the k-th band. The signals whose spectrum matches the noise profile yield high values of d hist . The histogram-based detection algorithm is designed to deal best with wide-band acoustic events, whose spectral dissimilarity from the acoustic background is the greatest. The algorithm is similar to the GMM detection algorithm, only does not assume Gaussian distribution of sound levels.
Feature extraction
The elements of the feature vector were chosen on the basis of statistical analysis. Firstly, a large vector of 124 features is extracted from the training set. This large feature vector comprises MPEG-7 descriptors [14] , spectral shape and temporal features [32] , as well as other parameters related to the energy of the signal, which were developed within a prior work [47] . Secondly, a feature selection technique suited to SVM classification is employed to rank the features. This task is performed using the WEKA data mining tool [27] . We choosed this attribute selection algorithm by briefly comparing it to the other selection methods available in WEKA, namely χ 2 and information gain. In the literature there is a multitude of methods for feature selection, i.a. those introduced by Kiktova [13] . The top 50 features in the ranking are chosen to form the final feature vector. The length of the feature vector was chosen by minimizing the error in the cross-validation check. The composition of the feature vector is presented in Table 1 .
Spectral features
The spectral features are derived from the power spectrum of the signal. The power spectral density function was estimated by employing Welch's method. We will refer to the power spectrum as P(k), where k denotes the DFT index or P(f) where f indicates the frequency. The frequency is in this case discrete and relates to the spectral bins according to the formula f=k·f s / N, where f s equals the sample rate and N equals the number of DFT points. The Audio Spectrum Centroid feature is calculated as 1 st order normalized spectral moment according to Eq. 8.
The Audio Spectrum Spread Parameter equals the 2 nd order normalized central spectral moment and is calculated according to Eq. 8:
The Audio Spectrum Envelope group of features expresses the signal's energy in 1/3-octave bands relative to the total energy. Provided that the limits of the 1/3-octave band equal k 1 and k 2 , the ASE feature in m-th band can be extracted according to Eq. (9):
A total of 24 1/3-octave bands are taken into consideration. A number of 20 ASE coefficients are then chosen to be included in the feature vector. The next descriptor, the 
Another group of features comprises spectral energy parameters, which are defined as a ratio of energy in two frequency bands. The limits of the frequency bands are established within a previous work and they match the representative regions in the spectra of different types of acoustic event [47] . Assuming that the first frequency band spans from f 1 to f 2 and the second frequency band spans from f 3 to f 4 , the spectral energy feature is calculated according to Eq. 11.
In the experiments related to this work, 4 spectral energy parameters are included in the feature vector. The respective frequency bands are shown in Table 2 .
The last of the spectral parameters is the Peak-Valley Difference (PVD). The PVD relates to the distance between peaks and troughs in the power spectrum. The formula for the calculation of this feature has already been presented (in Eq. 5).
Temporal and cepstral features
The temporal features are extracted from the time-domain representation of the signal, which is referred to as x[n], where n is the sample index. Zero crossing density is a useful temporal feature which reflects the noisiness of the signal. The ZCD parameter is calculated according to the formula: where N denotes the total number of samples in the signal. The next temporal featuretemporal centroid of the signal -is calculated according to Eq. 13.
The next feature group is the Cepstral Energy features. The features are derived from the power cepstrum, which is obtained as (Eq. 14)
where F denotes the Fourier transform. The cepstral energy features are then calculated by comparing the energy of the part of the cepstrum (i.e.,1/4 of the quefrency axis) with the total energy:
where n The transient rate feature is defined as the energy ratio of the fragment containing the transient start point and the transient end point (Eq. 17):
where E(n) is the energy in the frame located around index n. A 25 ms analysis window was employed for the energy calculation.
Classification
The system recognizes 4 classes of threatening events and 1 non-threatening event class. In the training set we collcted: 44 explosions, 193 sounds of breaking glass, 676 gunshots, 65 screams and 239 other sounds. The event samples were recorded with the Bruel & Kjaer PULSE system type 7540 in natural conditions, although with a low level of additive noise. Hence, they will hereafter be recognized as clean sound events. The files are stored in 48,000 Hz 32-bit floating point WAVE files (the actual bit depth equals 24). The classification algorithm is based on the Support Vector Machine (SVM) classifier. The principles of SVM and its application to numerous fields have been studied in the literature, namely to text classification [11] , face detection or acoustic event detection [35, 40] . It was proven in previous work that the Support Vector Machine can be an efficient tool for the classification of signals in an audio-based surveillance system, as it robustly discerns threatening from non-threatening events [25] . The difficulty pertaining to the employment of SVMs for acoustic event recognition is that SVM, being a non-recurrent structure, is fed a representation of the acoustic event in the form of a static feature vector. Since the length of environmental audio events can vary from less than 1 second to even more than 10 seconds, a correct approach is to divide the signal into frames, classify each frame separately and subsequently make the decision. Such an approach was proposed by Temko and Nadeau [40] . In our work a frame of 200 ms in length is used and the overlap factor equals 50 %. The SVM model employed enables multiclass classification via the 1-vs-all technique with the use of LIBSVM library written in C++ [3] . The model was trained using the Sequential Minimal Optimization method [33] . A polynomial kernel function was used. The output of the classifier, representing the certainty of the classified event's membership in respective classes, can be understood as a probability estimate:
where P i is the probability of the analyzed frame x n belonging to class i. F denotes the feature calculation function. The final decision points to the class that maximizes the classifier's output. Moreover, a predetermined probability threshold for each class has to be exceeded. The probability threshold enables the control of false positive and false negative rate. In decision systems theory this problem is known as detection error tradeoff (DET). In Fig. 3 the DET curves obtained for the signals from the training set are presented. The optimum threshold is the one that minimizes the loss, i.e., it provides equal error rate (EER). When the rate of false positive results equals the false negative rate, the system operates in minimum-cost configuration. On the plot, it is the point in which the solid line crosses the dashed line. The approximate EERs obtained are: 0.13 for explosion, 0.05 for broken glass, 0.015 for gunshot and 0.017 for scream. The class probability thresholds which yield those EERs are considered optimum being equal to: 0.1 for explosion, 0.45 for broken glass and 0.75 for both gunshot and scream (Fig. 3) . The training procedure comprises the calculation of features from all signals in the event database as well as solving the Support Vector problem, which is performed by employing the Sequential Minimal Optimization algorithm (SMO) [7] . Finally, a cross-validation check is performed, with 3 folds, to assess the assumed model and to evaluate the training of the classifier. The results of the cross-validation check are presented in the form of a confusion matrix in Table 3 . The Support Vector classifier yields a very high accuracy on clean signals from the training set.
Even though in this work only 4 selected types of acoustic events are considered, our methods are not constrained to those sound types, only. The employed methodology can be easily adapted to detect and to classify other types of events. For example, in related authors' work the events occurring in a bank operating hall were detected [17] .
Sound source localization
The single acoustic vector sensor measures the acoustic particle velocity instead of the acoustic pressure, which is measured by conventional microphones [12] . It measures the velocity of air particles across two tiny resistive strips of platinum that are heated to approx. 200°C. It operates in a flow range of 10 nm/s up to ca. 1 m/s. A first order approximation shows no cooling of the sensors, however particle velocity causes the temperature distribution of both wires to change. The total temperature distribution causes both wires to differ in temperature.
Because it is a linear system, the total temperature distribution is simply the sum of the temperature distributions of the two single wires. Due to convective heat transfer, the upstream sensor is heated less by the downstream sensor and vice versa. Due to this operation principle, the sensor can distinguish between positive and negative velocity directions and it is much more sensitive than a single hot wire anemometer, and since it measures the temperature difference the sensitivity is (almost) not temperature sensitive [41] .
Each particle velocity sensor is sensitive only in one direction, so three orthogonally placed particle velocity sensors have to be used. In combination with a pressure microphone, the sound field in a single point is fully characterized and the acoustic intensity vector, which is the product of pressure and particle velocity, can also be determined [2] . This intensity vector indicates the acoustic energy flow. With a compact probe, the full three-dimensional sound intensity vector can be determined within the full audible frequency range of 20 Hz up to 20 kHz. The intensity in a certain direction is the product of sound pressure (scalar) p(t) and the particle velocity (vector) component in that direction u(t). The time averaged intensity I in a single direction is given by Eq. 20 [15] .
In the algorithm presented the time average T was equal to 4096 samples (sampling rate was equal to 48,000 S/s). It means that the direction of the sound source was updated more than 10 times per second. It is important to emphasize that using the 3D AVS presented, the particular sound intensity components can be obtained solely based on Eq. 19. The sound intensity vector in three dimensions is composed of the acoustic intensities in the three orthogonal directions (x,y,z) and is given in Eq. 19 [15] .
The authors' experience with the sound source localization based on sound intensity methods performed in the time domain or in the frequency domain is presented in their previous papers [15, 16] , whereas the algorithm for acoustic events localization applied during this research operates in the time domain. Its functionality was adapted to work with detection and classification algorithms. The direction of arrival values are determined on the basis of acoustical data available in event buffer (see Fig. 1 , Sec. 2). The angle of the incoming sound in reference to the acoustic vector sensor position is the main information about the sound source position. For a proper determination of the sound source position, the proper buffering of the acoustic data and a precise detection of the acoustic event are needed.
Such a process enables the proper selection of the part of the sound stream which includes the data generated by the sound source. Only samples buffered for detected acoustical event are taken into account during the computing of the sound intensity components. Acoustic events used in the experiment executed had a different length. For that reason the buffered sound samples of the detected acoustic event were additionally divided into frames of 4096 samples. For each frame the sound intensity components and angle of the incoming sound were calculated. The functionality and some additional improvements of the localization of sound sources algorithm for the application in real acoustic conditions can be found in related works [15, 16] .
Experiment
In the experiment we make an attempt to evaluate the efficiency of detection, classification and localization of acoustic events in relation to the type and level of noise accompanying the event. These are: traffic noise, railway noise, cocktail-party noise and typical noise inside buildings. The key parameter is the Signal-To-Noise Ratio (SNR). We decide to perform the experiments in laboratory conditions, in an anechoic chamber. This environment, however far from being realistic, gives us the possibility to precisely control the conditions and to measure the levels of sound events and noise, which is substantial in this experiment. It also eliminates the room reflections, thus simulating an outdoor environment. The drawback of this approach is that the signals reproduced by speakers are used, instead of real signals, which has its impact both on the recognition and localization of events. The setup, equipment utilized and the methodology of the conducted experiment are discussed in detail in the following subsections.
Setup and equipment
The setup of the measurement equipment employed in the experiment is presented in Fig. 4 . In an anechoic chamber, 8 REVEAL 601p speakers, an USP probe and a type 4189 measurement microphone by Bruel & Kjaer (B&K) were installed. The USP probe is fixed 1.37 meters above the floor. The measurement microphone is placed 5 mm above the USP probe. In the control room a PC computer with Marc 8 Multichannel audio interface is used to generate the test signals and record the signals from the USP probe. Two SLA-4 type 4-channel amplifiers are employed to power the speakers. In addition, PULSE system type 7540 by B&K is used to record the acoustic signals. The PULSE measuring system is calibrated before the measurements using a type 4231 B&K acoustic calibrator. The angles (α) and distances (d) between the speakers and the USP probe are listed in Table 4 . The speakers were placed at 1.2 m height. The angular width of the speakers (Δα) was also measured. Detailed placement of speakers and real view of the experiment setup are additionally presented in Fig. 5a and b.
Test signals
Audio events were combined into a test signal consisting of 100 events, randomly placed in time All noise signals were recorded using a B&K PULSE system and were written to 24-bit WAVE files sampled at 48,000 samples per second. Energy normalized spectrums of the particular disturbing sounds are presented in Fig. 6 . The differences in energy distribution for used signals are clearly noticeable. The indoor noise has the energy concentrated in the middle part of the spectrum (200 Hz-2000 Hz). The very high level of tonal components for railway noise was produced by the brakes. 
Methodology
In the test signals the events were randomly assigned to one of four channels: 1,3,5,7 (as defined in Table 5 ). The order of the events with the numbers of channels they are emitted from and classes they belong to is stored in the Ground Truth (GT) reference list. At the same time, the other channels (2, 4, 6, 8) are used to emit noise. Each noise channel is shifted in time to avoid correlation between channels. The gain of the noise channels is kept constant, while the gain of events is set to one of four values: 0 dB, -10 dB, -20 dB and -30 dB. This yields 16 recordings of events with added noise (4 types of noise x 4 gain levels). In addition, the signals of four types of noise without events and 4 signals of events without noise with different gain levels are recorded. These events are used to measure the SNR. Totally, 23 signals have been gathered (indoor noise at -30 dB gain was later excluded due to too low level). The total length of the recordings equals 7 h 02 min. The summary of the recordings is presented in Table 5 .
SNR determination
The exact determination of SNR is a challenging task. In theory SNR is defined as the relation of signal power to noise power. These values are impossible to measure in practical conditions when the noise is always added to the useful signal. Therefore, we propose a methodology of experimentation which allows us to measure the SNR of a sound event. To measure SNR, separate measurements of the sound pressure level were taken, first of events without noise (recordings 1-4 in Table 5 ), then of noise without events (recordings 5-8 in Table 5 ). The SNR is calculated by means of the equivalent sound level in the length of the acoustic event (Eq. 20):
where s[k] is the signal containing acoustic events and n[k] is the noise signal and [k 1 ;k 2 ] is the range of samples in which the acoustic event is present.
The SNR values for particular acoustic events were determined for both signals recorded using the PULSE measuring system and acoustic pressure data recorded by means of the USP probe. SNR data calculated based on signals delivered by the PULSE system give the best information, which can be measured in the open acoustic field. These values were used during the evaluation process of the described sound source localization algorithm. Moreover, these values can be used to determine the sensitivity of the algorithms presented in the dB SPL scale in reference to 20 μPa (for 1 kHz). Additionally, SNR values were determined for signals obtained by means of the USP probe. These values includes the properties of the whole acoustic path, especially the self-noise and distortion, and they reflect the real working condition of the particular algorithms. In Fig. 7 , the described methodology of the determination of the SNR values is illustrated. In the first step, the energy of the particular acoustic events was calculated. It is presented in the top chart in Fig. 7 . Parts of the signal which include the acoustic events are marked by grey rectangles. In the second step, the energy of the considered background noise level is measured. It is important to emphasize that the background noise levels are determined for synchronous periods of time in relation to particular acoustic events. This means that the noise level that is originating from the acoustic event is not taken into account in the noise level calculations. This is illustrated in the middle chart in Fig. 7 . In the bottom chart the particular acoustic events with the background noise considered are plotted. This signal is used during the described analysis. Based on these measurements, we obtain a detailed and precise information about the SNR for each acoustic event.
Detection and classification rates
The experiment recordings are analyzed with the engineered automatic sound event detection and localization algorithms. The measures of detection accuracy are the True Positive (TP), and False Positive (FP) rates. The TP rate equals the number of detected events which match the events in the GT list divided by the total number of events in the GT list. The matching of event is understood as the difference between detection time and GT time of the event being not greater than 1 second. A FP result is considered when an event is detected which is not listed in the GT reference and is classified as one of the four types of event that are considered alarming (classes 1-4). The assumed measures of classification accuracy are precision and recall rates, which are defined as follows (Eq. 21): 
Localization accuracy
The algorithm applied to the determination of the position of the sound source returns the result as a value of the angular direction of arrival. For the determination of the localization accuracy the real positions of the used sound sources in relation to the USP probe are needed. The data are obtained during the preparation of the experiment setup and they are the Ground Truth data of the position of the particular sound source. The reference angle values of the particular loudspeakers are given in Table 4 . Taking into consideration the presented assumptions, the sound source localization accuracy (α err ) is defined as a difference between the computed direction of arrival (α AVS ) angle and the real position of the sound source (α GT ). This parameter value is given by Eq. 22:
The examination of the localization accuracy was performed for all signals and for disturbing conditions described in the methodology section. 
Detection results
The results of sound event detection are presented in Fig. 8 . The TP rates of each of the detection algorithms vs. SNR are plotted. The combination of all detection algorithms yields high detection rates. The TP rate decreases significantly with the decrease of SNR. The algorithm which yields the highest detection rates in good conditions (SNR >10 dB) is the Impulse Detector. It outperforms the other algorithms, which are more suited to specific types of signal. However, the Impulse Detector is most affected by added noise, since it only reacts to the level of the signal. Other algorithms, namely Speech Detector and Variance Detector, maintain their detection rates at a similar level while SNR decreases. It is a good feature, which allows the detection of events even if they are below the background level (note the TP rate of 0.37 for SNRs smaller than -5 dB). It is also evident that the combination of all detectors performs better than any of them alone, which proves that the engineered detection algorithms react to different features of the signal and are complementary. The Histogram Detector is disappointing, since its initial TP rate is the lowest of all detectors and falls to nearly 0 at 5 dB SNR. The total number of detected events equals 1055 out of 1500 (for all SNRs combined) which yields an average TP rate of 0.7.
In Fig. 9 the TP rate of detection for the different classes of events and types of disturbing noise are presented. On average, the detectors perform best in the presence of cocktail-party noise, compared to other types of disturbing signals. The worst detection rates are achieved in the simulated indoor environment. It can also be observed that some classes of acoustic events are strongly masked by specific types of noise. Gunshots for example have a TP rate of 0.45 in the presence of traffic noise and 0.74 in the presence of railway noise.
The next graph in Fig. 10 shows how different detection algorithms cope with recognizing different types of event. The results are average the TP rates for all values of SNR. The presented dependencies once again prove that the developed detection algorithms complement one another and they are suited to recognizing specific types of event.
The Speech Detector reacts to tonality which is present in screams, while Variance Detector reacts to sudden changes in features related to the event of breaking glass. It proves the assumptions made while designing the detectors, which are introduced in Section 2.
A very important aspect, as far as sound event detection is concerned, is false alarms. In our experiment a detection is treated as a FP value when the detected event was not present in the Ground Truth reference list and is recognized as one of the classes related to danger (classes 1-4). The number of false alarms produced by each detection algorithm and the classes that are falsely assigned to them are presented in Table 6 . The presented FP rates are calculated with respect to the total number of events detected by the specific detector. It can be seen that Speech Detector and Impulse Detector produce the majority of the false alarms. The fact is understandable, since these algorithms react to the level of the signal and to tonality. Sudden changes in the signal's level and tonal components appear in the acoustic background frequently. The lowest FP rate is achieved by the Histogram Detector, however it also yields the lowest TP rate. The Variance Detector achieves satisfactory performance, as far as FP rate is concerned. It is a good feature, demonstrating the fact that its TP rate is robust against noise. The overall FP rate equals 0.08, which can be regarded as a good performance.
Classification results
The adopted measures of classification accuracy, i.e., precision and recall rates, were calculated with respect to SNR. The results are presented in Fig. 11 .
The general trend observed is that the recall rate descends with the decrease in SNR. It can be seen, as far as explosion and broken glass are concerned, that the precision rate ascends with the decrease in SNR. In very noisy conditions these classes are recognized with greater certainty. The class of event which is least affected by noise is broken glass. The recall rate remains high (ca. 0.8 or more) for SNRs greater than or equal to 5 dB. The low overall recall rate of explosions is caused by the fact that the events were reproduced through loudspeakers, which significantly changes the characteristics of the sound. This aspect is discussed further in the conclusions section. The precision rate for explosions also deserves consideration. It can be noticed that the precision rate achieved for 0 dB SNR does not match the rest of the curve. It is due to the fact that there are very few events classified as explosion for low SNRs. For 0 dB SNR 2 non-threatening events were erroneously classified as explosion, thus dramatically lowering the precision rate (see Table 8 ). For the lower SNR values such errors were not observed, so the points follow a more predictable pattern.
To examine the event classification more thoroughly, we present more data. In Tables 7 and  8 two confusion matrices are presented-at 20 dB and at 0 dB SNR respectively. It is apparent that when the noise level is high, the threatening events are often confused with other, nonthreatening events. The errors between the classes of hazardous events are less frequent. It can also be seen that at 20 dB SNR there are frequent false alarms, especially falsely detected explosions (in 10 cases) and screams (8 cases). In audio surveillance, however, such false alarms should always be verified by the human personnel, therefore such error is not as important as classifying a hazardous event as non-threatening (false rejection).
Localization results
Two types of analyses of sound source localization results are performed. The first type is related to the presentation of localization accuracy of particular types of acoustic events and disturbing noise in relation to the SNR. The second analysis is focused on the determination of localization accuracy in relation to source positions and SNR level.
Localization accuracy in relation to type of acoustic event and disturbing noise
The main aim of this analysis is a direct comparison of how different noise types affect the localization accuracy of the type of sound source considered. Thus prepared graphs are presented in Figs. 12, 13, 14, 15 and 16. On the basis of obtained results we find that the best localization accuracy is observed for non-impulsive sound events like screams and partially broken glass. For this kind of events a proper localization is possible even for SNR at the level of 5 dB. The best localization accuracy is obtained for scream event in the indoor noise. Traffic and railway noise disturbed localization of this events more than cocktail-party and indoor noise. For SNR below 5 dB the localization error increases rapidly. For impulsive sound events like explosions and gunshots we obtain a proper localization for SNR greater than 15 dB. Below this level the error of localization also grows rapidly. Railway noise has a greater impact on localization of this kind of events than other tested disturbing signals. Gunshot has the best localization accuracy for traffic noise even for SNR In Fig. 17 additional results are presented. In this case angular error is calculated for considered types of disturbing noises without division with respect to type of acoustic events.
Localization results calculated for all type of events clearly confirm that railway noise influences the localization accuracy mostly. This is confirmed by the fastest growth of the localization error in relation to SNR level under the same disturbance conditions. In Fig. 18 results for the considered type of acoustic events without distinction between different types of disturbing noise are depicted. The main purpose of this analysis is presentation of relative differences between the localization accuracy for different types of acoustic events. Obtained results confirm that scream is the sound event type which is localized with the best accuracy for SNR up to 5 dB. Other kinds of acoustic events are properly localized when the SNR exceeds 15 dB, ensuring low localization error.
In Fig. 19 , the averaged angle localization error as a function of SNR level is presented. The graph is prepared for all recorded acoustic events for every disturbance condition. The events are sorted in order of descending SNR. The angle error curve is averaged with a time constant equal to 15 samples. The whole set contains 1500 events. As indicated above, the significant increase in localization error starts for a SNR level lower than 15 dB. For SNR up to 10 dB almost half the sound events were localized precisely. A decrease in SNR level increases both the probability of inaccurate localization and the error value.
Real-world experiment
The recognition results need to be discussed with regards to potential real-world applications. The follow-up experiment was organized in which real-world events were emitted in an outdoor environment near a busy street. The results of this experiment have been partially presented in a related conference paper [23] . Real-world examples of glass breaking, scream and shots from the noise gun were used. Explosion sounds were not emitted in the experiment due to technical difficulties in producing them. The microphones were placed in varied distance from the sources of events (2-100 meters), thus yielding similar SNR values to the ones achieved in the anechoic chamber. The results obtained in the real-life experiment follow a very similar trend to the ones achieved in the anechoic chamber. In Table 9 the detection results are presented. The events were detected by a combination of impulse detector and speech detector. The TP detection rates with respect to SNR together with overall TP and FP rates are included in the table. The achieved detection rates vary depending on the event type. For the broken glass case a low TP rate is achieved for SNRs smaller than 10 dB. However, the gunshot sounds are detected with a satisfying accuracy even for small SNRs. Next, in Fig. 24 the precision and recall rates are shown for the considered classes of acoustic events. As it can be seen, the correctly detected events are considered. The obtained plots are similar to the ones shown in Fig. 11 . For a more detailed examination of the recognition results a confusion matrix is shown in Table 10 . The table aggregates results for all SNR levels. It can be noted that the recall and precision rates are sufficient for identifying hazardous acoustic events in real-world conditions. Finally, the recall and precision rates achieved in real conditions are directly compared to the ones obtained in the anechoic chamber. In case of real conditions, the SNR was from the range (0;10 dB] and in simulated conditions the SNR falls between 0 and 5 dB. The results are shown in Table 11 . It can be observed that the recall and precision rates in real conditions are very close to the ones obtained in the anechoic chamber. In fact, the results are even slightly better in the real-world conditions. This finding can be explained by the fact that in the anechoic chamber the events were reproduced through loudspeakers. In the light of the outcome of the follow-up experiment we can expect that the results discussed in this paper will translate to the real-world cases. It also proves the usefulness of the experiments carried out in the anechoic chamber. The anechoic chamber provides a good simulation of the outdoor conditions, due to very low level of reflections. If the experiment was carried out in a reverberant room, the room acoustics would influence the recognition results and thus the evaluation would not make a universal reference.
Conclusions
Methods for automatic detection, classification and localization of selected acoustic events related to security threats have been presented. The algorithms were tested in the presence of noise of different types and intensity. The relations between SNR and the algorithms' performance were examined. The analysis of the results shows that some conditions of the experiment may impair the performance of the methods employed. The most significant limitation is that the acoustic events were played through loudspeakers, whereas the characteristics of sound which is reproduced by speakers (especially dynamic and spectral features) may differ from those of real sounds. This yields a relatively low recall rate for gunshots and explosions. These types of event are practically impossible to be reproduced through speakers with enough fidelity with respect to preserving the dynamics and spectral content of the sound. The values of SNR in this experiment are realistic, i.e., such SNRs are encountered in environmental conditions. It appears that the precision and recall rates achieved in the crossvalidation check performed on the training set are very difficult to achieve in the experiment. The possible reasons for such degraded performance are:
-insufficient noise robustness of features, whose values change significantly when noise is added; evaluation of noise robustness of features should be performed to assess this phenomenon; -low noise robustness of the classification algorithm (possibly overfitted to clean signals); the classifier's performance should be compared with other structures; -coincidence of the important spectral components of noise with the components of the events which are substantial for recognizing them (low recall rate of screams in the presence of cocktail-party noise); -conditions of this experiment, namely reproducing the events through loudspeakers.
These aspects should be examined in future research on the subject in order to improve the noise robustness of the recognition algorithms employed.
The recognition engine was also evaluated in real-world conditions. The performance achieved in the real-world setup is comparable to the results of the laboratory evaluation. It proves that the anechoic chamber makes a good way to simulate conditions of the acoustic environment. Hence, in the light of the achieved results it is to conclude that the results of this work will translate to the real-world case. For the localization technique considered, the accuracy was strongly connected to the SNR value. Its accuracy was high for SNR greater than 15 dB for impulsive sounds events and for SNR greater than 5 dB for scream cases. Moreover, the type of disturbing noise also had a principal influence on the results obtained. Traffic noise had the lowest impact on localization precision as opposed to indoor noise. The application of other digital signal processing techniques, such as band pass or recursive filtration, can significantly increase the accuracy of the sound source localization. Another essential improvement for localization, especially for impulsive sounds, could be made by changing the frame length. The frame length used, of about 85 ms, could be too wide for impulsive sound events, whereas such a frame length was appropriate for scream events.
In a related work the aspect of decision making time was investigated [24] . In a practical automatic surveillance system the latency is very important. It was shown that owing to parallel processing, the time needed to make the decision can be reduced to approximately 100 ms. Such a value is comparable with the so-called low-latency audio applications. One of the key findings of this related article is that the algorithms introduced in that work are capable of very fast online operation.
To summarize, the research has proved that the engineered methods for recognizing and localizing acoustic events are capable of operating in noisy conditions with moderate noise levels preserving an adequate accuracy. It is possible to implement the methods in an environmental audio surveillance system, working in both indoor and outdoor conditions. The proposed novel detection algorithms are able to robustly detect events even with SNRs below 0. As expected, the classification of acoustic events is more prone to errors in the presence of noise. However, some events are still accurately recognized at low SNRs. 
