We are interested in the harmonic analysis on p-adic homogeneous spaces based on spherical functions. In the present paper, we investigate the space X of unitary hermitian matrices of odd size over a p-adic field of odd residual characteristic, which is a continuation of our previous paper where we have studied for even size matrices. First we give the explicit representatives of the Cartan decomposition of X and introduce a typical spherical function ω(x; z) on X. After studying the functional equations, we give an explicit formula for ω(x; z), where Hall-Littlewood polynomials of type C n appear as a main term, though the unitary group acting on X is of type BC n . By spherical transform, we show the Schwartz space S(K\X) is a free Hecke algebra H(G, K)-module of rank 2 n , where 2n + 1 is the size of matrices in X, and give parametrization of all the spherical functions on X and the explicit Plancherel formula on S(K\X).
§0 Introduction
We have been interested in the harmonic analysis on p-adic homogeneous spaces based on spherical functions. We have considered the space of p-adic unitary hermitian matrices of even size in [HK] , and in the present paper we will study that of odd size. The results can be formulated in parallel, though the groups acting the spaces have different root structures, C n for even and BC n for odd. The spaces have a natural close relation to the theory of automorphic functions and classical theory of sesquilinear forms (e.g. [H5] , [HS] ).
We fix an unramified quadratic extension k ′ /k of p-adic field k such that 2 / ∈ p, and consider hermitian and unitary matrices with respect to k ′ /k, and denote by a * the conjugate transpose of a ∈ M mn (k ′ ). Let π be a prime element of k and q the cardinality of the residue class field O k /(π) and we normalize the absolute value on k by |π| = q −1 . Denote by j m ∈ GL m (k) the matrix whose all anti-diagonal entries are 1 and others are 0. Set
where Φ y (t) is the characteristic polynomial of matrix y. We note that X is a single G(k)-orbit over the algebraic closure k of k. Set n = m 2 .
According to the parity of m, G has the root structure of type C n for even m and type BC n for odd m. It is known in general that the spherical functions on various p-adic groups Γ can be expressed in terms of the specialization of Hall-Littlewood polynomials of the corresponding root structure of Γ (cf. [M2, §10] , also [Car, Theorem 4.4] ). For the present space X, the main term of spherical functions can be written by using HallLittlewood polynomials of type C n with different specialization according to the parity of m (cf. Theorem 3 below). Let us note the results of even size in [HK] and odd size in the present paper simultaneously, so that one can compare the results. In both papers, we study the Cartan decomposition and G-orbit decomposition in §1, functional equations of spherical functions in §2, explicit formulas of spherical functions in §3, and harmonic analysis on X in §4.
Theorem 1 (1) A set of complete representatives of K\X can be taken as 
There are precisely two G-orbits in X represented by x 0 = x 0 = 1 m and x 1 = x (1,0,...,0) .
The proof of Cartan decomposition for odd size needs a more delicate calculation than that for even size. If k has even residual characteristic, there are some K-orbits without any diagonal matrix besides the above types, independent of the parity of the size.
A spherical function on X is a K-invariant function on X which is a common eigenfunction with respect to the convolutive action of the Hecke algebra H(G, K), and a typical one is constructed by Poisson transform from relative invariants of a parabolic subgroup. We take the Borel subgroup B consisting of upper triangular matrices in G. For x ∈ X and s ∈ C n , we consider the following integral
where d i (y) is the determinant of the lower right i by i block of y, 1 ≤ i ≤ n. Then the right hand side of (0.2) is absolutely convergent for Re(s i ) ≥ 0, 1 ≤ i ≤ n, and continued to a rational function of q s 1 , . . . , q sn . Since d i (x)'s are relative B-invariants on X such that
we see ω(x; s) is a spherical function on X which satisfies f * ω(x; s) = λ s (f )ω(x; s), f ∈ H(G, K)
where dp is the left invariant measure on B with modulus character δ. We introduce the new variable z ∈ C related to s by and denote ω(x; z) = ω(x; s) and λ s = λ z . The Weyl group W of G relative to B acts on rational characters of B, hence on z and s also. The group W is generated by S n which acts on z by permutation of indices and by τ such that τ (z 1 , . . . , z n ) = (z 1 , . . . , z n−1 , −z n ). We will give the functional equation of ω(x; z) with respect to W . To describe the results we prepare some notation. We set
n is the i-th unit vector, and define a pairing
Theorem 2 (1) For any σ ∈ W , one has
where α runs over the set {α ∈ Σ 
and α runs over the set Σ + s for m = 2n and Σ + for m = 2n + 1.
As for the explicit formula of ω(x; z) it suffices to give for x λ by Theorem 1 (1).
where G(z) is given in Theorem 2, z 0 is the value in z-variable corresponding to s = 0,
We see Q λ (z; t) belongs to R = C[q ±z 1 , . . . , q ±zn ] W by Theorem 2. It is known that Q λ (z; t) = W λ (t)P λ (z; t) with Hall-Littlewood polynomial P λ (z; t) and Poincaré polynomial W λ (t) and the set { P λ (z; t) | λ ∈ Λ + n } forms an orthogonal C-basis for R for each t α ∈ R, |t α | < 1 (cf. [HK, Appendix C] ). As is written as above, we need the different specialization for Q λ (z; t) according to the parity of m, and G(z) is different also.
In particular, we have
and we may modify the spherical function ω(x; z) as
We define the spherical Fourier transform on the Schwartz space S(K\X) as follows
where dx is a G-invariant measure on X. (2) All the spherical Fourier functions on X are parametrized by z ∈ C 2π √ −1 log q n W through λ z , and the set Ψ(x; z + u) u ∈ {0,
where dz is the Haar measure on a * . By an explicitly given normalization of dx depending on the parity of m, one has
(4) (Inversion formula) For any ϕ ∈ S(K\X), one has
The Space X of unitary hermitian matrices 1.1. Let k ′ be an unramified quadratic extension of a p-adic field k of odd residual characteristic and consider hermitian and unitary matrices with respect to k ′ /k, and denote by a * the conjugate transpose of a ∈ M mn (k ′ ). Let π be a prime element of k and q the cardinality of the residue class field O k /(π) and we normalize the absolute value on k by |π| = q −1 and denote by v π ( ) the additive value on k. We fix a unit
We consider the unitary group
and the space X of unitary hermitian matrices in G
where Φ y (t) is the characteristic polynomial of the matrix y. It should be noted that (1.1) implies det x = 1. We note that X is a single G(k)-orbit containing 1 2n+1 over the algebraic closure k of k ( [HK, Appendix A] ). The group G acts on X by
We fix a maximal compact subgroup K of G by
(cf. [Sa, §9] ), and take a Borel subgroup B of G, which consists of all the triangular matrices in G and is given by
2) where B n is the set of all the upper triangular matrices in GL n (k
Here and hereafter empty entries in matrices should be understood as 0 and N as the norm map N k ′ /k . The group G satisfies the Iwasawa decomposition G = BK = KB.
In this section, we give the K-orbit decomposition and the G-orbit decomposition of the space X. Theorem 1.1 The K-orbit decomposition of X n is given as follows:
where
We recall the case of unramified hermitian matrices. The group
and it is known (cf. [Ja] )
Hence, we see that
, we see that any diagonal x ∈ X is reduced to some x λ , λ ∈ Λ + n by the action of K.
1.2. In this subsection we prove Theorem 1.1 for n = 1. It is useful to write down the explicit form of K 1 , which is easily checked. Lemma 1.2
We take an element x ∈ X 1 , write it as 5) and show that the orbit K · x contains an element Diag(π ℓ , 1, π −ℓ ) for some ℓ ≥ 0. Since x ∈ G is equivalent to xj 3 xj 3 = 1 3 and Φ xj 3 (t) = (t 2 − 1)(t − 1), we obtain the following equations
Proof. As for the condition (i), it suffices to consider the case a = 0 and v π (a) ≤ v π (b), by the action of j 3 . Considering the action of 
we can assume
Then (1.6) and (1.7) imply
and therefore we can write as, after the action of j 3 if necessary,
Since √ ǫ / ∈ k, we see v π (ag) ≤ 0, and by a suitable element of type Diag(α, 1, α * −1 ) ∈ K, we may assume g = π −ℓ with ℓ ≥ 0. Since v π (c 1 ) ≥ −ℓ, by the action of 
we see that K · x contains Diag(π ℓ , 1, π −ℓ ). As for the condition (ii), it suffices to consider the case a = 0 by the action of j 3 . From (1.6), we have b = 0 and hence c = c
we see that
If h = π ℓ with ℓ ≤ 0, it reduces to the case (i) and we have done. If h = π ℓ with ℓ ≥ 1, we see
Since we have
, which completes the proof of Lemma 1.3.
Lemma 1.4 Assume the element x of (1.5) satisfies the following condition
Then the orbit K · x contains the following matrix
Proof. Without loss of generality, we assume v π (a) ≥ v π (g). From (1.6b) and (1.6d), we have af f * = bb * g, which implies
We show that v π (c) ≥ 0. If v π (c) < 0, then by (1.6a) and (1.8) we have
and in particular, v π (f ) < 0 by (1.10). Again in (1.6a), we obtain
Then, since bf
, which is equal to −1 by (1.6f), and we arrive at the contradiction. Thus v π (c) ≥ 0. Then, by (1.8) and (1.6f), we see v π (f ) < v π (g) ≤ 2v π (f ), which implies f ∈ (π) and hence a, b, g ∈ (π). Thus by (1.6a) and (1.6e), we obtain
By (1.6c) and (1.6f), we obtain
Hence we can assume 12) and the set of equations (1.6) becomes
By (1.13c) and (1.13f), we see w = (uu * ) −1 vv * . By (1.7) we see
(1.14)
Then, we see c = 1 + π m+ℓ u * −1 v by (1.13b), and d = 1 + uu * by (1.13c). Setting
we have π m+ℓ (r + r * ) + s + 2 = 0 by (1.13a) and
which completes the proof.
It is easy to check the matrix in (1.9) is an element of X ∩ K, i.e. it is integral and the entries satisfies the condition (1.6). The following statement finally shows Theorem 1.1 in the case n = 1.
Proof. For any k ∈ K, we have
If the second entry (kv) 2 of kv becomes 0, we see
which satisfies the assumption of Lemma 1.3, hence it is diagonalized to 1 3 . In the following we will show that there exists k ∈ K for which (kv) 2 = 0 and of the form
(1.16)
For the matrix of the form (1.16), k ∈ K if and only if b, c, d, f ∈ O k ′ and bb
Further we put
We see that b, c, d, f ∈ O k ′ , where we use the relation
It is trivial that bb * + c + c * = 0. We show that dd * + f + f * = 0. We have
On the other hand, using (1.19), we obtain
( 1.21) Combining (1.17), (1.18), (1.20) and (1.21), we arrive at
Thus we have shown that dd * + f + f * = 0, and hence k ∈ K. By definition of f , we obtain
( 1.22) 1.3. In the following we will show Theorem 1.1 in the case n ≥ 2. Our strategy is the same as in [HK] . We often use elements in
and say an entry of a to be minimal if its v π -value is −ℓ(a).
Lemma 1.6 Let n ≥ 2 and assume that x ∈ X n has a minimal entry in the diagonal except the (n + 1, n + 1)-entry. Then K · x contains a hermitian matrix of the type 
where ℓ = ℓ(x).
Proof. By the action of W , we may assume the (2n + 1, 2n + 1)-entry is minimal. Then, it is easy to see that K · x contains an element x ′ as follows
By the relation x ′ j 2n+1 x ′ j 2n+1 = 1 2n+1 we see b + b * = 0, hence we may assume b = 0 by the action of K ∩ B. Then, still by the same relation, we have a = π ℓ and
The following two lemmas can be shown in the same way as in [HK, Lemma 1.4 and 1.5], so we omit the proof. Lemma 1.7 Let n ≥ 2 and assume that x ∈ X n has a minimal entry outside of the diagonal, the anti-diagonal, the (n + 1)th row, and the (n + 1)th column. Then K · x contains a hermitian matrix of type 
Lemma 1.8 Let x ∈ X n with n ≥ 2. Assume that any minimal entry of x ∈ X n stands in the anti-diagonal except the (n + 1, n + 1)-entry but some entries of the anti-diagonal except the (n + 1, n + 1)-entry are not minimal. Then K · x contains a hermitian matrix of the same type as in Lemma 1.7.
Lemma 1.9 Let x ∈ X n with n ≥ 2. Assume that any minimal entry of x ∈ X n stands in the anti-diagonal or, the (n + 1)th row or, the (n + 1)th column and that no other entries are minimal. Then K · x contains a hermitian matrix of the type 
Proof. By the action of W , the minimal element, say α, among (j, n + 1)-entries for 1 ≤ j ≤ 2n + 1, j = n + 1 can be moved to (1, n + 1). Then by appropriate elements of K, all the entries (j, n + 1) for 2 ≤ j ≤ 2n, j = n + 1 are eliminated. Thus we can assume that
. By xj 2n+1 xj 2n+1 = 1 2n+1 , we have the set of equations
which arise respectively from (1, 1), (1, 2n + 1), (2n + 1, 1) and (n + 1, n + 1)-entries. Since αα * , κκ * ∈ (π −2ℓ+1 ), we see α, κ ∈ (π −ℓ+1 ) and they are not minimal elements. Look at the identity (1.24). If v π (u) < 0, then 2v π (u) = v π (ακ * + α * κ) ≥ −2ℓ + 2 and u is not minimal. If v π (u) ≥ 0, there must be a minimal entry among {ξ i } (otherwise x is degenerate). Hence in any cases, by Lemma 1.8, we may assume all the ξ i are minimal, i.e., 0 ≥ v π (ξ i ) = −ℓ, 1 ≤ i ≤ n.
Then by (1.24) and (1,1)-entry of xj 2n+1 xj 2n+1 , we see ξ
By the condition of the characteristic polynomial, we have
and we see ξ i ≡ ξ j for some i, j. Then by the same argument as in [HK, Lemma 1.6 (ii)], we finally obtain the assertion. Now Lemmas 1.3 to 1.9 complete the proof of Theorem 1.1.
Remark 1.10
If k has even residual characteristic, then there are some K-orbits without any diagonal matrix. In fact, the following matrix is contained in X n and can not be diagonalized, for n = r + s, s > 0:
Proof. We show this assertion by contradiction in a slightly general situation. Set
and assume there exists an element g ∈ K which diagonalizes x and write down
Here we have rank g (mod (π)) = rank
which is a contradiction to g ∈ K.
1.4. In this subsection, we give the G-orbit decomposition of X n . First we recall the case of unramified hermitian matrices. It is known that there are precisely two 25) where |µ| = m i=1 µ i .
Theorem 1.11
There are precisely two G-orbits in X n :
Proof. First we see that there are at most two G-orbits in X n by Theorem 1.1 and (1.25). We extend the k-automorphism * of k ′ to an element of Γ = Gal(k/k) and the action of G on X to G(k) on X(k), and write by the same symbol. We recall X(k) is a single G(k)-orbit, and set
Then we obtain
. By the exact sequence of Γ-sets
we have an exact sequence of pointed sets (cf. [Se, 
and it is known that H 1 (Γ, U(y)(k)) ∼ = C 2 for any y ∈ H m (k ′ ), m ≥ 1. Since η is a map from C 2 × C 2 to C 2 , Ker(η) cannot be trivial and G · 1 2n+1 = X n . Hence there are at least two G-orbits in X n , thus exactly two G-orbits and they are given as above. §2 Spherical function ω(x; s) on X 2.1. We introduce a spherical function ω(x; s) on X by Poisson transform from relative B-invariants. For a matrix g ∈ G, denote by d i (g) the determinant of lower right i by i block of g. Then d i (x), 1 ≤ i ≤ n are relative B-invariants on X associated with rational characters ψ i of B, where
(2.1)
We set
where k is the algebraic closure of k. For x ∈ X and s ∈ C n , we consider the integral
where dk is the normalized Haar measure on K, and k runs over the set {k ∈ K | k · x ∈ X op }. The right hand side of (2.3) is absolutely convergent if Re(s i ) ≥ 0, 1 ≤ i ≤ n, and continued to a rational function of q s 1 , . . . , q sn , and we use the notation ω(x; s) in such sense. We call ω(x; s) a spherical function on X, since it becomes an H(G, K)-common eigenfunction on X (cf. [H2, §1] , or [H4, §1]). Indeed, H(G, K) is a commutative C-algebra spanned by all the characteristic functions of double cosets KgK, g ∈ G by definition, and we see
where dg is the Haar measure on G normalized by K dg = 1, and λ s is the C-algebra homomorphism defined by
Here dp is the left-invariant measure on P such that P ∩K dp = 1 and δ(p) is the modulus character of dp (d(pq) = δ(q) −1 dp).
We introduce a new variable z which is related to s by
and write ω(x; z) = ω(x; s). We see
6) where p i is the i-the diagonal entry of p, 1 ≤ i ≤ n. The Weyl group W of G with respect to the maximal k-split torus in B acts on rational characters of B as usual (i.e., σ(ψ)(b) = ψ(n −1 σ bn σ ) by taking a representative n σ of σ), so W acts on z ∈ C n and on s ∈ C n as well. We will determine the functional equations of ω(x; s) with respect to this Weyl group action. The group W is isomorphic to S n ⋉C n 2 , S n acts on z by permutation of indices, and W is generated by S n and τ : (z 1 , . . . , z n ) −→ (z 1 , . . . , z n−1 , −z n ). Keeping the relation (2.5), we also write λ z (f ) = λ s (f ). Then the C-algebra map λ z is an isomorphism (the Satake isomorphism)
where the ring of the right hand side is the invariant subring of the Laurent polynomial ring
By using a result on spherical functions on the space of hermitian forms, we obtain the following result.
Theorem 2.1
The function G 1 (z)·ω(x; s) is invariant under the action of S n on z, where
Proof. By the embedding
and the normalized Haar measure dh on K 0 , we obtain, for s ∈ C n satisfying Re(
Here D(k ·x) is the lower right n by n block of k ·x for { k ∈ K | k · x ∈ X op }, and ζ
where h runs over the set
Then the assertion of Theorem 2.1 follows from the next proposition. We recall a similar spherical function on H n (k ′ ) and its functional equation, where we keep the definition of G 1 (z) and the relation between s and z as before. 
Proposition 2.2 For any y
where d i (y) is the determinant of upper left i by i block of y, and shown that the function G 1 (z) · ζ (h) (y; s) is holomorphic for z ∈ C n and invariant under the action of S n . Here we
is determined by the relation of
Let w be the z-variable corresponding to the above s ′ under the relation (2.5). Then w i −w j = z n−j+1 −z n−i+1 for 1 ≤ i < j ≤ n, and
is holomorphic and S n -invariant.
2.2.
In this subsection, we consider the case n = 1 and show the following.
,
, and for any
Proof. Assume r > 0. Since the norm map N :
is surjective and ((q + 1)q r : 1)-map. Thus we see the set
On the other hand, we see the set
and it consists of 1 + {(q 2 − 1)
Proof of Proposition 2.3. We recall Lemma 1.2. It is easy to see that vol(K 1,1 ) : vol(K 1,2 ) = 1 : q −3 . For k ∈ K 1,2 expressed as in Lemma 1.2, we have
For k ∈ K 1,1 expressed as in Lemma 1.2, we have
Assume ℓ is even and positive. Then
2r−1
m=0
(1 − q −1 )q −m−2ms + q −2r−4rs
where we have used Lemma 2.4. Further, using the following equation
we have
We note here that (2.12) holds for ℓ = 0 by a direct calculation. Hence, we obtain for even ℓ
Changing the variable from s to z by the relation s
Assume ℓ is odd. Then
(by Lemma 2.4 )
(by (2.11) )
hence we have
Thus, we have the same identity (2.14) for odd ℓ also. Hence we see
for any x ∈ X 1 , which gives the functional equation with respect to z and −z (i.e. s and
2.3. We assume n ≥ 2. In this subsection, we give the functional equation of ω(x; s) for τ ∈ W .
Theorem 2.5 For general size n, the spherical function satisfies the functional equation
where τ (z) = (z 1 , . . . , z n−1 , −z n ).
We take the same strategy as in [HK] . Set
then the standard parabolic subgroup P attached to τ is given as follows
(2.15)
is not. So we enlarge the group and space and consider the action of
where ρ(p) = u ∈ U(j 3 ) for the decomposition of p ∈ P as in (2.15). We denote by g (n+2) the lower right (n + 2) × (n + 2)-block of g ∈ G(⊂ GL 2n+1 ). Set 16) where the matrix inside of [ ] is of size n. Then, in the same way as in Lemma 2.5 in [HK] , we see the following.
Lemma 2.6 (1) g(x, v) is a relative P ′ -invariant associated by the character
By using the embedding
we obtain the following identity
where ω (1) (y; s n ) is the spherical function of size n = 1. Then, by Proposition 2.3, we have 1 + q
which completes the proof of Theorem 2.5.
2.4.
We prepare some notation. Set
where e i is the i-th unit vector in Z n , 1 ≤ i ≤ n. We note here that Σ ∪ { e i | 1 ≤ i ≤ n} is the set of roots of G. We consider the pairing
Then the following two theorems are proved in the same way as in [HK, Theorem 2.6 ] and [HK, Theorem 2.7] , based on Theorem 2.1 and Theorem 2.5.
Theorem 2.7
The spherical function ω(x; z) satisfies the following functional equation
Theorem 2.8 The function G(z) · ω(x; z) is holomorphic on C n and W -invariant. In particular it is an element in C[q ±z 1 , . . . , q ±zn ] W , where
1 − q α, z −1 . §3 The explicit formula for ω(x; z) 3.1. We give the explicit formula of ω(x; z). It suffices to show the explicit formula for each x λ , λ ∈ Λ + n by Theorem 1.1, since ω(x; z) is stable on each K-orbit.
Theorem 3.1 For λ ∈ Λ + n , one has the explicit formula
where G(z) is given in Theorem 2.8, z 0 ∈ C n is the value in z-variable corresponding to 0 ∈ C n in s-variable,
by Theorem 2.8, and
is a specialization of Hall-Littlewood polynomial of type C n , where W λ (t s , t ℓ ) is the Poincaré polynomial of the stabilizer subgroup W λ of W at λ, and
It is known (cf. [M2] , [HK, Appendix B] ) that the set { P λ (z; t s , t ℓ ) | λ ∈ Λ + n } forms an orthogonal C-basis for R, in particular P 0 (z) = 1 (cf. (4.4) and (4.6)). In the present case, the root system of the group G = U(j 2n+1 ) is of type BC n , but we can write the explicit formula for ω(x; z) as above by using P λ of type C n . We need a different specialization from the case of unitary hermitian forms of even size, which is a homogeneous space of the group U(j 2n ), where (t s , t ℓ ) = (−q −1 , q −1 ) (cf. [HK] ).
Remark 3.3
We give an interpretation of the constant z 0 . For v ∈ Z n , let (3.6) where β ∨ = 2β/ β, β . Then for v = α ∈ Σ, this coincides with the generalization of the heights of roots [M1] . On the other hand, (3.6) can be rewritten as
where z 0 is given by (3.1). Thus z 0 can be regarded as a generalization of the dual Weyl vector. From this viewpoint, the constant z 0 in the even case is calculated as
which corresponds to the change of variables
in (0.3) with the same s i (1 ≤ i ≤ n − 1) as before. This modification causes only the sign changes of ω(x λ ; z), that is, ω(x λ ; z) with (3.7) is the multiple by (−1) |λ| of the original ω(x λ ; z). In other words, on G · x 0 the both coincide and on G · x 1 the difference is the multiple by −1.
We prove Theorem 3.1 by using a general expression formula of spherical functions given in [H4, §2] . We have to check some assumptions, and it is easy to see them except the following condition (A3): (A3) : For any y ∈ X\X op , there exists some ψ ∈ ψ i | 1 ≤ i ≤ n which is not trivial on the identity component of the stabilizer B y .
In the above statement, the character ψ i is given in (2.1) and the set X op is given in (2.2). We admit (A3), which will be proved in §3.2, and prove the above theorem. According to the B-orbit decomposition
we consider finer spherical functions
Then for each λ ∈ Λ + n and generic z we have the following identity:
and B(σ, z) is determined by the functional equation
hence B(σ, z) can be obtained by Theorem 2.7. We note here that Q and γ(z) are determined for the group U(j 2n+1 ) (cf. [Car, Theorem 4.4] ) and γ(z) coincides with c(λ) there for the character λ(p) = (−1)
, where p i is the i-th diagonal entry of p ∈ B. We don't need to calculate the constant Q in advance, since it is determined by the property ω(x; s)| s=0 = 1 and P 0 (z) = 1. Thus, we obtain the explicit expression for ω(x λ , z) = u∈U ω u (x λ ; z) in the similar line as in [HK, §3.1] .
We have the following immediately from Remark 3.2.
Corollary 3.4 For x 0 = 1 2n+1 , one has
3.2. In this subsection, we prove that X n satisfies the condition (A3). We set
Assume n = 1 and take any x ∈ X 1 such that d 1 (x) = 0. Then, we see
Lemma 3.5 Assume x ∈ X n , d 1 (x) = 0. Then B · x has an element of the shape   c 0 0
Proof. (This lemma is similar to [HK, Lemma 3.4] .) Since d 1 (x) = 0, one can change by diagonal (2n + 1, 2n + 1)-entry of x to be 1 or π −1 . Then one can change (i, 2n + 1)-entry to be 0 except i = 2n + 1, and also for (2n + 1, i)-entry. Then,we make all the (i, 2n + 1)-component except i = 2n + 1 to be 0. Then by the property xj 2n+1 xj 2n+1 = 1 2n+1 , it has the shape as above.
The next lemma can be proved similarly to [HK, Lemma 3.5] .
Lemma 3.6 Assume x ∈ X n , d 1 (x) = 0, and the first non-zero entry in the last column from the bottom stands at (2n − ℓ + 2, 2n + 1)-entry with 2 ≤ ℓ ≤ n. Then there is some y ∈ B · x which satisfies y 1,j = y j,1 = δ j,ℓ , y 2n+1,j = y j,2n+1 = δ 2n−ℓ+2,j , y ℓ,j = y j,ℓ = δ j,1 , y 2n−ℓ+2,j = y j,2n−ℓ+2 = δ 2n+1,j ,
The next lemma follows from the property xj 2n+1 xj 2n+1 = 1 2n+1 for x ∈ X.
Lemma 3.7 Assume x ∈ X n satisfies (2n − ℓ + 2, 2n + 1)-entry is 0 for 1 ≤ ℓ ≤ n. Then (n + 1, 2n + 1)-entry is also 0.
The next lemma can be proved similarly to [HK, Lemma 3.6] .
Lemma 3.8 Assume x ∈ X n , d 1 (x) = 0, and the first non-zero entry in the last column from the bottom stands at (ℓ, 2n + 1)-entry with 2 ≤ ℓ ≤ n. Then there is some y ∈ B · x which satisfies y 1,j = y j,1 = δ j,2n−ℓ+2 , y 2n+1,j = y j,2n+1 = δ ℓ,j , y ℓ,j = y j,ℓ = δ j,2n+1 , y 2n−ℓ+2,j = y j,2n−ℓ+2 = δ j,1 , and B y contains t(b) such that b 1 = b ℓ = b and other b j = 1.
By Lemma 3.5 -Lemma 3.8, we have only to consider x ∈ X of the following type: where dx is a G-invariant measure on X. The existence of a G-invariant measure is assured by the fact X is a union of two G-orbits and G is reductive, and we fix the normalization afterwards. Then, for each characteristic function ch λ of K · x λ , λ ∈ Λ + n , we have
where w λ (−q −1 ) is defined in Theorem 3.1, and v(K · x λ ) is the volume of K · x λ with respect to dx. On the other hand, we regard R as an H(G, K)-module through the Satake isomorphism λ z (cf. (2.7) ). Then we have the following in the similar line as in Theorem 4.1 and Corollary 4.2 in [HK] . We introduce an inner product , R on R by P, Q R = a * P (z)Q(z)dµ(z), P, Q ∈ R.
(4.4)
Here a * = √ −1 R/ 2π log q Z n , dµ = 1 n!2 n · w n (−q −1 )w n+1 (−q −1 ) (1 + q −1 ) n+1 · 1 |c(z)| 2 dz, (4.5)
where dz is the Haar measure on a * with a * dz = 1 and c(z) = c(z; −q −1 , −q −2 ) is defined in Theorem 3.1. Then, it is known (cf. [HK, Proposition B.3] ) that P λ , P µ R = P µ , P λ R = δ λ,µ · w 0 (−q −1 ) w λ (−q −1 )
, (λ, µ ∈ Λ Outline of a proof. Since X decomposes into two G-orbits, we may normalize dx on X as v(K · x λ ) = 1 for λ = 0, q −2n (1−(−q −1 ) n )(1−(−q −1 ) n+1 ) 1+q −1 for λ = (1, 0, · · · , 0) , and the identity (4.8) follows from this and (4.7). Then, for any λ, µ ∈ Λ + n , we see by (4.3), (4.6), and (4.8) X ch λ (x)ch µ (x)dx = δ λ,µ q −2 λ, z 0 w 0 (−q −1 ) w λ (−q −1 ) = a * F (ch λ )(z)F (ch µ )(z)dµ(z).
Since { ch λ | λ ∈ Λ + n } spans S(K\X), we see (4.9) holds.
The next corollary is an easy consequence of Theorem 4.3. 
