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A possible method for generalizing analytic representations of Coulomb 
wave functions to include screening is described. One-dimensional 
integral representations for the Coulomb problem are replaced with 
two-dimensional integral representations which include the screening 
function in the kernel. The equations for a two-dimensional representa- 
tion with exponential screening are presented. A formal solution of the 
equations is obtained for the nonrelativistic case. 
Although approximate methods for computing atomic wave functions are 
widely used and have been very successful, it is usually the case that analytic 
representations of these wave functions have not been found. One possible 
approach to finding analytic representations, which are applicable over large 
ranges of atomic number, is to find a good approximate single particle poten- 
tial function for which the appropriate wave equation (Schrodinger or Dirac) 
can be solved analytically. Gaspar [I] found a potential function which rather 
well approximates both the single particle potential derived from the Thomas- 
Fermi statistical model, and the effective single particle potentials that have 
resulted from a number of Hartree self-consistent field calculations. He also 
generalized that potential function to one which provides a rather good 
approximation to the potential function obtained from the statistical model 
with exchange and to those obtained from the self-consistent field calcula- 
tions with exchange (Thomas-Fermi-Dirac and Hartree-Fock) [2]. Although 
the wave equations with these potentials have not been solved analytically, it 
may be possible to find analytic solutions for these or similar potentials. If 
that were done, then it might be possible to obtain a number of useful results 
from the solutions. For example, formulas for approximate energy eigen- 
values, phase shifts, and values at the origin might be derivable. The solutions 
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might be useful as good initial trial functions for self-consistent field calcula- 
tions. Also, they might be helpful in the evaluation of electronic matrix 
elements for processes which involve atomic electrons: for example, the 
internal conversion process. The purpose of this note is to present some ideas 
for dealing with screened Coulomb potentials analytically. 
The real complication of (unscreened) Coulomb wave functions, relativistic 
and nonrelativistic, is their involvement with confluent hypergeometric 
functions. However, there exist integral representations for these hyper- 
geometric functions. whose integrands are simple elementary functions. The 
basic idea of the approach which is described is to generalize the Laplace 
integral representations of the hypergeometric functions which occur in 
Coulomb wave functions to include screening effects. The one-dimensional 
integral representations are replaced by two-dimensional representations 
which include the screening function in the kernel. The equations for the 
modulating functions are then partial differential equations, instead of 
ordinary differential equations, which do not involve the screening function, 
although the screening function d&s appear in the boundary conditions 
which the modulating functions must satisfy. Equations which determine 
such two-dimensional representations are developed for a class of screening 
functions, the simplest example of which describes exponential screening. 
The equations for exponential screeening are presented in detail, and some 
attempts to solve them are discussed. A formal solution, which reduces to a 
one-dimensional representation, is given for the nonrelativistic case. 
THE EQUATIONS AND BOUNDARY CONDITIONS’ 
For a nonrelativistic particle under the influence of a central potential 
$(Y)/Y, with energy E, orbital angular momentum quantum number I, mass m, 
and charge e, the Schrijdinger wave function has the form of a radial function, 
R(Y), times a spherical harmonic. The equation for R(r) is [3] 
$J-++$+[Zm(E-$)- z(z:l)]R=& (1) 
The solution of Eq. (1) h h w ic is regular at the origin can be conveniently 
expressed in terms of the dimensionless variable x = 2 1/-- 2mEr and a 
function G(x), which is defined byR(r) = x1 e-1/22 G(x). The equation satis- 
fied by G(x) is 
M,G=x g + [2(Z + 1) - x] 2 + [W $ - Z - I] G = 0 (2) 
1 Units are chosen throughout such that fi = c = 1. 
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where C = 4(O) and w =: -~ mC( - 2mE)- 1/Z; C --_ - Ze2 for an electron in 
the field of an infinitely heavy nucleus of atomic number Z. The operator M,, , 
defined by Eq. (2), will be of interest later. 
In case $/C = 1 (unscreened Coulomb potential), the desired regular 
solution of Eq. (2), both for bound states (E < 0) and continuum states 
(E > 0), is a confluent hypergeometric function. In the notation of Erdelyi [4], 
that solution is written as 
G(x) = @(I + 1 - w, 21 f  2; x). 
I f  
22 + 2 > Re (2 + 1 - w) > 0 
which is the case if E > 0, then this function has the following integral 
representation: 
1 
G(x) = @(I + 1 - w 2Z+ 2; X) = const. 
.r 
esWw( 1 - t)z+w dt. (3) 
0 
There is also an integral representation with the same integrand if E < 0; in 
that case the integral is a contour integral. 
For a relativistic particle of energy E, mass m, and charge e, under the 
influence of a central potential +(r)/r, th ose solutions of the Dirac equation 
which are simultaneously eigenfunctions of J2, Jz , and j?(o * L + 1)-with 
respective eigenvalues j(j + l), m, and K = (- l)j-z+1/2 ( j + *)-have 
the form 
xKm is a two-component function of spin and angle. The equations for gK(r) 
andf,(r) are [5] 
[ $+ 
+I fK(Y) = - [E - m - $1 g,(r). 
The solution of Eqs. (4) which is regular at the origin can be conveniently 
expressed in terms of the dimensionless variable x = 2m 2/l - c2y and the 
functions G,(x) and G2(x), which are defined by 
g,=$l/l-- E e-1’2o X’[(c - K dr--E2) G, + (y d/i-=? - Cc) G,], 
and 
fx = ; 2/z epl”’ X’[(c - K 2/c--) G, _ (y d/1- 3 - Cc) G,], 
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where E = E/m and y  = ~~~ - C 2. The equations satisfied by G,(X) and 
G,(x) are 
dG, 
’ di- 
and 
G 
xdx 
where 
[ x++-w2- 1)$+((~1+~2+1)] G, 
+e[$-,]G,, 
- +(~1-~t--l)$7++~+~2+l)]G~ 
[ 
+&[$+,I 6, (5) 
wl=y+c - &P W2=Y-c2/]yc2 17 ?=w,-2;-1Y -- 
In analogy with the nonrelativistic case, if 4/C = 1, then the functions 
G, and G, which are regular at the origin are confluent hypergeometric 
functions. For continuum solutions (e > l), their integral representations are: 
G,(x) = @(q + 1, w1 + w2 + 2; x) = 6 j: ezttU1(l - t)wa dt, 
and 
G,(x) = @h , w1 + w2 + 2; x) = 6 $$ j’ t&+(1 - t)w+l dt. 
2 0 
(5 = const.) (6) 
In the following, we restrict ourselves to continuum solutions (E > 0 or 
E > l), and look for generalizations of the integral representations given by 
Eqs. (3) and (6) to include screening. 
The technique which is used for constructing integral representations 
with the Laplace kernel, ezt, requires that the equation to be solved can be 
brought into a form in which the coefficients are polynomials in the inde- 
pendent variable.2 However, we want to treat screening functions 4, for 
example an exponential, for which it is not possible to bring Eqs. (2) and (5) 
into that form. In order to overcome this difficulty, we consider more general 
kernels which are functions of an additional variable. We first consider the 
2 For a discussion of one-dimensional integral representations, see [6]. 
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nonrelativistic case, and look for a representation of the function G(X) in 
Eq (2) of the form 
G(x) = I, K(x, t, u) v(t, u) dtdu. (7) 
The kernel K(x, t, u) is a specific function of the three variables which is 
chosen a priori. The idea is to choose a kernel for which the modulating 
function, v(t, u), and the region of integration, R, are relatively simple. In 
order to obtain a differential equation for the modulating function, we require 
that K(x, t, u) satisfy the relation 
MJe, 4 4 = M&(x, 4 4, (8) 
where M,, is an operator which is a function of the variables t and u, and of 
the derivatives with respect to t and u, but which is independent of x and its 
derivatives; M, is defined by Eq. (2). We require that M,, have an adjoint, 
&‘; then there exists a vector B such that 
v(t, 4 M,f+, t, 4 = v(t, 4 M&(x, t, u) 
= qx, t, u) hi%@, u) + y7 * ii. (9) 
The components of B, B, and B, , along the positive t and u axes respectively, 
are expressed in terms of K(x, t, u) and v(t, u). I f  the boundary of the region 
R is independent of x, then, using Eq. (9), we can rewrite Eq. (2) as 
M,G(x) = j, K(x, t, u) [fiv(t, u)] dtdu + j, B * nds = 0, (10) 
where C is the boundary of R, n is the outward normal to C, and ds is the 
differential element of arc length along C. 
In the following, we shall allow the boundary C to be a function of s, 
specified by u = #(x, t). We assume that the function $(x, t) is a double- 
valued function of t, and that the extreme values of t which bound C are 
independent of x. In this case, the equation for G(x), Eq. (2), can still be 
written in the form given by Eq. (lo), except that B, and B, , the components 
of B, now depend on #(x, t). 
We choose the modulating function, u( t, u), and the boundary C by requiring 
&%(t, u) = 0, (114 
and 
s 
B * rids = 0. (lib) 
C 
For convenience we replace Eq. (1 lb) with the more restrictive condition 
Ben=0 along C. (1 lc) 
With these conditions, G(x) will obviously satisfy Eqs. (2) and (10). 
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The same procedure is applicable in the relativistic case, in which we look 
for a solution of Eqs. (5). We replace the operators M, , M,, , and l@ with 
three corresponding 2 x 2 matrices, and we replace the functions G(x), 
v(t, u), and B with corresponding two-component column vectors: 
Equations (7)-( 11) remain valid when this is done. 
One way of satisfying B * n = 0, Eq. (11 c), is to choose a curve such that 
B 1 n. If II = #(x, t) re p resents a curve such that B 1 n, then #(x, t) must 
satisfy 
ati 4 -=- 
at Bt (nonrelativistic case), 
or 
a* 
B(l) B(z) 
-= u=u 
at B;l) Bp 
(relativistic case). Wb) 
We must choose a kernel, K(x, t, u), with which Eq. (8) can be satisfied. 
The one which we choose, a generalization of the Laplace kernel, is 
K(x, t, u) = ezt &WC)~. (13) 
Equation (8) can be satisfied with this kernel if we restrict 4(x) to obey the 
equation 
where a,, are constants. This is guaranteed by the relations 
XQK = avc 
-SF’ 
for n S-0, 
+-K=$, for m 20, 
and 
(144 
The simplest d(x) of this form, which would be of interest as a screening 
function, is the exponential 
d(x) = e-An. (15) 
We now limit our considerations to this exponential screening. 
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The equations A&J = 0 and the expressions for B, and B, are presented in 
Eqs. (16) and (17) for exponential screening. 
Nonrelativistic Case 
[ 
t+hgu]‘$--[t+Aku] [IX+&]V+[~~+Z]V=O, (16a) 
Bt = K I- t(1 - t) v - x; [(l - 2t) uv] + A2 [& (u”v) - g (uv)] 1 , 
B, = K CNJ + X[x(l - 2t) - 2(Z + l)] *v 
1 
(16b) 
Relativistic Case 
w2 + 1 av, 
-h~&,+~(l -I)vl+~(ul-wz-l)~ +------- 1-q au 
+:(W,+02+1)v1+(W2+l)~“2=0, 
w1 av, 
-n~~P1~2-~1v2-d(WI-W2-1)~+-- 
1+rlau 
+&JI+W2+ l)v,-((w,)-LJ,=O. 
1+77 
(174 
B, =K 
(17b) 
i 
i&J1 - % - 1) v1+ r 
B,, = - K 
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In the expressions for B, and B, , derivatives with respect to u are to be 
evaluated at u = $(x, t). Also, to B, and B, may be added any functions 
B,’ and B,’ respectively, such that 
8B,’ aB,’ -- 
at +== 
0. 
Equations (2) and (5) will be solved if we can solve the problem of finding 
a modulating function, v(t, u), and a boundary curve, C, such that A?(V) = 0 
(Eqs. (16a) and (17a)) and B * n = 0 along C. 
NONRELATIVISTIC CASE 
The general solution of A?v(t, U) = 0, Eq. (16a), must certainly be difficult 
to obtain in closed form. However, the general solution can be expressed as a 
power series in h. An appropriate way of doing this is to allow the coeffi- 
cients3 to be functions of independent variables t + h and u: 
Whereas the equation for v(t, U) is a third order partial differential equation, 
the equation for v,(t + h, u), in terms of v,-,(t + h, U) and vn-2(t + h, u), 
is an inhomogeneous first order equation: 
(t + A) (1 - t - h) 2 - w 2 = E(1 - 2t - 2h) v, +F,(t + A, u), 
where3 
Fn(t + A, u) = - h ((1 - 2t - U) u & + + 2zu *, 
+ p (u2 g !3gz + u p %!!L) , (19b) 
This equation can be solved by means of the theory of characteristics [7]; 
the solution is 
v,‘(t + A, u) = [(t + A) (1 - t - X)]l 1 j”+” [t’(1 - t’)]-l-1 
F 
[ 
t’u-ln Lwt-“” 
n 7 
( 
Fr-) + In (GLi“‘] dt’ 
+ g [u - In (’ Li h 5)u] 1 , (20) 
3 The only dependence of u,(t + X, u) on X is in the combination t + h. zl(t, u) and 
F,(t + h, u) have an additional dependence on h not indicated by the notation. 
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where g is an arbitrary function. We see that the variable u only appears in the 
combination 
u _ ln 1 -- t ~- h lU 
( tqi- . i 
I f  we allow a,(t + X, U) to be a function of t + h only, then all of the other 
coefficients vanish, and we obtain one particular solution of Eq. (16a) in 
closed form: 
v(t, 24) = vo(t $ A, u) = [(t + A) (1 - t -A)]‘. (21) 
This solution is a very special one, in that it is not a function of u. It is possi- 
ble that less special solutions in closed form can be found, solutions which 
may be more suitable to the problem of solving the Schrijdinger equation. 
However, with this u independent solution, Eq. (21), we can define a curve C 
along which B * n = 0. 
If  v(t, U) is u independent, then B, and B, , Eqs. (16b), are considerably 
simplified: 
and 
B, = -(t +A) (1 - t -h) vK, 
B, = w + h[x(l - 2(t + h)) - 2(Z + l)] # + h’x(1 + e+#) I/ 
I 
+ x [e-a, ($)” + 2(t - 4 - he+jh)-fj$ + 21 + 2(Z + 1) $1 vK. 
(22) 
Likewise, the equation which determines the curves along which B J- n, 
Eq. (12a), is also simplified. In terms of a functionf(x, t), defined by 
that equation is 
fk t) = f+ 4(x, t), 
af -(t+h)(l -t-h)~=we -h + 2(Z + 1) 2 
+ x 1% + (g)” - [l - 2(t + 4ljg * (23) 
In this equation, and in the remainder of this section, we will consider 
(t + X) to be a real variable.4 
First consider the case X = 0 (Coulomb field). A very simple solution of 
Eq. (23) is 
f(x, t) = #(x, t) = w In (J-$1 , (24) 
’ For cases of physical interest, e- Az is real. Therefore, X is imaginary when E > 0. 
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which is independent of x. Thus, B and n are perpendicular along the 
curve u = w In ((1 - t)/t), w ic h h is asymptotic to the lines t = 0 and t = 1 
in the plane determined by the t axts and the imaginary u axis.5 Furthermore, 
when t =0 or t = 1, then B, =O; and, when Reu = - co, then 
Bt = B, = 0. Therefore, the condition B . n = 0 is satisfied along a curve, C, 
which bounds a region, R, consisting of two intersecting planes in the space of 
the real variable t and complex variable u. One part of C lies in the 
plane of the t axis and the imaginary u axis, and it consists of the curve 
u = w In [(l - t)/t] and the line t = 0. The other part of C lies in the plane 
perpendicular to the imaginary u axis which is defined by u = - ice; it 
consists of the two semi-infinite lines t = 0 and t = 1 which run from 
Re u == 0 to Re u = - CO, plus a line at Re u = - co which joins the lines 
t = 0 and t = 1: The three lines form an infinitely long U-shaped curve. 
With this region R, the function G(x), Eq. (7), for h = 0, is 
G(x) = j; .@[t(l - t)]l I‘;~'l-t"teududt 
s 1 = e%-"( 1 - t)Z+w dt, 0 (25) 
which agrees with Eq. (3). 
For arbitrary A, we can similarly define a curve C and a region R such 
that B . n = 0. We must require thatf(x, t) reduce to the function given by 
Eq. (24) when h = 0, and that 
[(t + A) (1 - t - A)]r+l ej@,t) = 0, for t + h = 0 and t + X = 1. 
(26) 
The definitions of C and R are the same as those given for h = 0, except that 
the lines t = 0 and t = 1 are replaced with the lines t + X = 0 and t + h = 1, 
and the curve u = w In [(l - t)/t] is replaced with u = #(x, t) = eAzf(x, t). 
Then the function G(x) is given by 
G(x) = e-AX j’ e”t’[t’( 1 _ f)]Z j""""- ue-Axdu&' 
0 --m 
= s’ ezt’[tyl - f)]Z ,rcx,t’-A)&t’* (27) 
The boundary conditk which must be placed on the solution of Eq. (23) in 
determiningf(x, t) is that the asymptotic form of Eq. (27) in the variable x 
be the asymptotic form of G(x) which is appropriate to the physical problem. 
The functionf(x, t) which leads to the desired G(x) is not unique. 
5 Since E :% 0, w is imaginary. 
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In this manner, we are able to satisfy the conditions which were set for a 
two-dimensional representation. However, the solution which we have is a 
formal one, in the sense that we still have to solve the equation for f(x, t). 
Indeed, if G(x) of the form given by Eq. (27) be substituted into Eq. (2) 
directly, then it can easily be seen that Eqs. (23) and (26) must be satisfied. 
Nevertheless, there is the possibility that eitherf(x, t) can be found in a more 
tractable form than a power series6 in x, or that a different modulating func- 
tion can be found, for which the boundary of the region of integration can 
be simply expressed. 
RELATIVISTIC CASE 
Attempts to solve Eqs. (17a) and to find a corresponding region of integra- 
tion which would lead to a solution of the Dirac equation have been unsuc- 
cessful. Power series for v(t, u) can be generated from Eqs. (17a), and there is 
also a closed form solution which is independent of u. The coefficients of a 
power series in u can be expressed in terms of v(t, 0) and its derivatives with 
respect to t, without introducing integrals. However, an appropriate region 
of integration has not been found for any of these functions. 
The functions “I and us which are independent of u are degenerate hyper- 
geometric functions [5] which can be written as 
vl = /qt + jp(%+%+l) ‘y u,(t + A)” 
n-0 
- B(w2 + 1) & (1 - t - h) 1/2(y+wg+l) 2 b,(l _ t +n-1 
n-0 
and 
v,=Aw 1 & (t + A)1/2(~‘+~2+1) ;z b,(t + q-1 
+ fql - t - jy~foaf1) yzn(l -t-h)“, 
n-0 
(284 
8f(x, t) can be obtained from Eq. (23) as a power series in x, f(x, t) = i?Yz++ofn(t) 
s”, where-f,.,, is expressed in terms off,, -.,,f,, , and df,/dt. 
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where A and B are constants; a, and b, are defined by 
a, = 1, (n2--2)b,=--$(W1+02+1+2n)a,, 
and 
(n + 1) bn,, = 1 
(n” - K”) 
g(w1+%+1+2n) 
b, = - a, . (28b) 
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