Abstract. Finding the distance of an object in a scene from intensity images is an essential problem in many applications. In this work, we present a novel method for depth recovery from a single motion and defocus blurred image. Under the assumption of uniform lateral motion of the camera during finite exposure time, both the pinhole model and the camera with a finite aperture are considered. It is shown that the image blur produced by uniform linear motion of the camera is inversely proportional to the distance of the object. Furthermore, if the speed of the relative motion is known, the depth of the object can be acquired by identifying the blur parameters. An image blur model is formulated based on geometric optics. The blur extent is estimated by intensity profile analysis and focus measurement of the deblurred images. The proposed method is verified experimentally using different types of test patterns in an indoor environment.
Introduction
One of the essential problems in computer vision is to recover the distance information of an object from captured images. Its application areas range from industrial inspection and reverse engineering to autonomous robot navigation and computer graphics. Typically, the visual cues observed in the recorded images are used for depth perception of the scene. For example, the 3-D information can be encoded in the texture or shading information of the object, image disparity from multiple viewpoints, depth of field of the optics, etc. This work aims to address the problem of depth recovery using the visual cues provided by both camera motion and optical defocus. Specifically, we are interested in computing the object distance using the motion and defocus blur information derived from a single image.
Commonly used techniques for depth recovery include shape from stereo or motion, shape from shading, shape from silhouettes, and photometric stereo. 1 These methods require either multiple images captured from different viewpoints, or different illumination conditions applied for the single viewpoint image acquisition. Although it is possible to achieve excellent 3-D reconstruction results from multiple viewpoints, the computational cost is considerably expensive. In addition to general depth recovery algorithms, which rely on the changes of the environment or the imaging position, there are also some other techniques that utilize the active adjustments of the internal camera parameters. Some of the proposed methods include depth from zooming and depth from focus/defocus. The depth information is extracted by comparing several images recorded by a single camera with different camera parameter settings. A motorized zoom lens is usually required to change the zoom or focus positions in these approaches.
Depth from defocus blur is a classic approach to recover the distance of an object and simultaneously restore a focused image using a few out-of-focus images. [2] [3] [4] The images are usually obtained from a single viewpoint, and the camera has to remain static during image acquisition. The depth of the object is then computed using the amount of defocus blur associated with the recorded image. Recently, defocus image cue has also been combined with stereo techniques for dense depth map recovery. Deschênes, Ziou, and Fuchs 5 proposed a unified approach for a cooperative and simultaneous estimation of defocus blur and spatial shifts from a stereo image pair. Based on generalized moment, expansion, they had formulated a system of equations for depth computation. Rajagopalan, Chadhuri, and Mudenagudi 6 modeled the depth and the focused image individually as Markov random fields. They used two defocused stereo image pairs to obtain a dense depth map as well as a focused image of the scene.
Different from optical defocus, motion blur is a result of finite acquisition time of practical cameras and the relative motion between the camera and the scene. For a rapid scene change, it is not negligible even with a pinhole camera model. Traditionally, image degradation caused by motion blur is treated as an undesirable artifact and usually has to be removed before further processing. 7 Recently, motion blur has been used in various applications such as surveillance systems, 8 computer animation, 9 increasing the spatial resolution of still images from video sequences, 10 or measuring the speed of a moving vehicle. 11 Although the restoration techniques for image degradation caused by motion blur have been investigated for the past few decades, [12] [13] [14] fairly little work has been done for depth recovery using motion blur cues. Some of the previous research dealing with camera ͑or object͒ motion and optical defocus can be found, for example, in Refs. 15-17. The most relevant research to this work is probably the work given by Myles and da Vitoria Lobo. 15 They presented a method to measure affine motion and the defocus blur simultaneously from an image pair. A model was proposed and used to obtain the relationship between the affine transformation and the level of blur. The derived equation was then solved using an iterative approach. Although the experimental results were presented with several real and complicated images, only the changes in defocus due to the motion along the optical axis were considered. Motion blur caused by the relative motion between the camera and the scene during nonzero camera exposure time was not explicitly taken into account. Furthermore, their formulation based on an affine model requires two images for both defocus blur and affine motion recovery. In the current research, we are more interested in depth recovery from a single blurred image. The image blur is modeled as optical defocus and/or the image degradation caused by the object motion during nonzero image acquisition time. Thus, some practical issues related to the problem, such as the image formation and motion blur, are not completely addressed Ref. 15 .
In Fox's early work, 16 the concept of range from a bluracute stereo pair was introduced. A special hardware was designed to capture both the blurred and unblurred images for depth measurements. It was basically a conventional stereo method incorporated with translation motion blur information. Moreover, the author mainly described the theoretical aspect of the proposed idea without experimental results. Recent work related to 3-D reconstruction from blur image cues was given by Favaro, Burger, and Soatto. 17 They proposed a variational approach to recover the depth map and radiance of a scene using a defocused and motionblurred image sequence. The blur information was used to minimize the discrepancy between the measured defocused images and the output synthesized by the diffusion process. Although an off-the-shelf camera can be used, multiple images are still required for anisotropic diffusion. Furthermore, their approach is only valid under the assumption of Lambertian surface with uniform illumination.
In contrast to the previous work, we use only a single motion and defocus blurred image for depth recovery. Depth calculation is accomplished by identifying the blur extent caused by lateral camera motion and distancevarying defocus. In this research, an image blur model for uniform linear motion and optical defocus is formulated based on geometric optics. The blur extent of the image is then estimated and used for depth measurement.
The work organized as follows. Section 2 introduces the theory of image formation with defocus and motion blur. In Sec. 3, we present the methods for blur parameter estimation and camera focus calibration. Section 4 provides the implementation details and experimental results. Several types of real images with different experimental setups are used to validate the proposed technique. Finally, Sec. 5 concludes the work and points to possible directions of future research.
Theoretical Formulation
A simple camera model consisting of a thin lens and an image plane is used to derive some fundamental characteristics of focusing based on geometric optics. The existing algorithms for determining object depth from image focus or defocus usually formulate the optical blur due to the camera parameter changes for depth computation. [18] [19] [20] In this work, both the image blur caused by the camera motion and optical defocus are taken into account. We first model the motion blur only, i.e., the object is in focus if there is no relative motion between the camera and the scene, and then consider the defocus blur as well.
Geometric Camera Model
In this section we briefly describe the camera model for the geometric image formation process. Interested readers could refer to Refs. 21 and 22 for more detailed information on this topic. As illustrated in Fig. 1 , a camera system consisting of a single convex lens with focal length f is considered. The relationship between the position of a point P in the scene and the corresponding focused position PЈ in the image is given by the well known lens formula
where p is the distance of the object from the lens on one side, and q is the distance of the image plane from the lens on the other side. If we consider an object point Q with a distance z from the lens ͑without loss of generality, we assume z is greater than p͒, then Eq. ͑1͒ can be rewritten as
where zЈ is the distance of the virtual focus position from the lens. Furthermore, the corresponding image point of Q is modeled as a blur circle centered at C according to geometric optics. From Eq. ͑2͒ and the relation
the diameter d of the blur circle is given by
where D is the diameter of the lens and q is the distance from the lens to the image plane. 23 Since the distance q is generally unknown, substituting Eq. ͑4͒ with Eq. ͑1͒ gives
͑5͒
That is, the size of the blur circle for any scene point located at a distance z from the lens can be calculated by Eq. ͑5͒. Similar derivations of Eq. ͑5͒ can be found, for example, in Refs. 20 and 24. It is clear that the blur circle diameter d depends only on the depth z if fixed camera settings of D, f, and p are given. In this work, we make several further observations on the imaging model. First, Eq. ͑5͒ can be rewritten as
where
From Eq. ͑6͒, the size of the blur circle is linearly related to the inverse distance of the object. Moreover, the blur circle diameter d → 0 as the distance z → p, and conversely d → c as z → ϱ. In the latter case, the constant c given by Eq. ͑7͒ represents the maximum diameter of the blur circle when the object approaches infinity. If we rewrite Eq. ͑6͒ as a function of d, then the depth z of the object is given by
In the previous equation, the focusing range p corresponding to a fixed lens position at q from the image plane can be obtained from camera focus calibration. This is also an important observation, since the constant c can be either computed directly from Eq. ͑7͒ with aperture diameter of the camera or measured from the size of the blur circle as the object approaching infinity. Consequently, the distance z can be acquired from Eq. ͑8͒ by observing the blur circle size.
Model for Motion Blur
Different from optical defocus, motion blur is a result of the relative motion between the camera and the scene during the imaging process. As shown in Fig. 2 , suppose an object moves a distance s from P to Q, and the angle between the motion direction of the object and the image plane of the camera is . If we further assume that the 3-D point Q is in the same depth of field as the point P, so that there is no defocus blur associated with the image point QЈ when the object P is in focus. Then the distance between QЈ and the lens is given by q, and we have
by similar triangles. Let be the angle between QQЈ and the optical axis of the lens, then the displacement sЈ can be written as
Substitute Eq. ͑9͒ with Eqs. ͑10͒ and ͑1͒, and the distance p is given by
͑11͒
which is independent of the distance q between the lens and the image plane. Since the angle is usually small if only the central part of the image is considered, especially for p f, Eq. ͑11͒ can be approximated by
͓Suppose the distance between QЈ and the image center is ␥, then
For a charge-coupled device ͑CCD͒ sensor size of 11 mm diagonal and a camera focal length of 9 mm, tan is less than 7 ϫ 10 −2 mm if QЈ appears inside the central 20% of the image.͔ Thus, the depth can be computed by the relative displacement and moving direction of the object motion. Furthermore, if the angle is not significant, i.e., the relative motion is approximately parallel to the image plane, then Eq. ͑12͒ can be written as
ͪf.
͑13͒
It should be noted that if a simple pinhole camera model is considered, the depth p is given by sf / x. Thus, there exists a difference of the focal length f when compared to the camera model with a finite aperture. Now, suppose the object undergoes uniform linear motion during the imaging process with camera exposure time of T seconds, i.e., the object moves from P to Q at the speed of v = s / T, then Eqs. ͑12͒ and ͑13͒ can be rewritten as 
respectively, where x corresponds to the blur extent due to the relative motion. Since the focal length and exposure time are given by the camera settings, the distance of the object can be obtained from Eqs. ͑14͒ or ͑15͒ if the moving speed v of the object is known and the extent of motion blur x can be identified. Moreover, for any two objects with the same motion direction and moving speed with respect to the camera, their relative depth can be computed by
provided that the objects are located within the same depth of field ͑i.e., out-of-focus blur can be ignored͒. In most practical situations, the displacement of the objects s = vT is much larger than the blur extents x 1 and x 2 in the image. Thus, Eq. ͑16͒ can be further reduced to
That is, except for the extents of motion blur, neither the camera parameters nor the moving speed are required for the calculation of relative depth. Although the imaging model assumes the objects are in motion ͑as shown in Fig.  2͒ , the relative motion can be achieved by moving the camera laterally.
Model for Both Motion and Defocus Blur
As shown in Fig. 3 , if we consider an object P with a distance z from the camera ͑assuming z is larger than p͒, then the corresponding image will be a blur circle centered at PЈ and the circle size is given by Eq. ͑4͒. Suppose the object moves from P to Q with a displacement s and an angle off the image plane, then we have
where x is the difference between PЈ and QЈ, the centers of the blur circles associated with P and Q, respectively. Similar to the derivations of Eqs. ͑11͒ and ͑12͒, the distance z of the object is given by
where p is the focusing range corresponding to the distance q between the lens and the image plane. That is, the distance z can be obtained provided that all of the parameters f, v, p, T, x, and are known. For the case that the object's motion direction is parallel to the image plane, Eq. ͑20͒ can be further simplified to
by setting as zero. Different from Eqs. ͑11͒-͑15͒, which deal with the case without defocus blur, the parameter p in Eqs. ͑19͒-͑21͒ represents the focusing range with respect to a fixed lens position with the distance q from the image plane. It can be obtained from focus calibration for fixed parameter settings of the camera. 25 However, the parameter x representing the displacement between the centers of defocus blur circles appears more difficult to identify.
From Eq. ͑20͒, it is clear that the relative depth of two objects at different distances is given by
without the assumptions x 1 , x 2 s required for Eq. ͑17͒. From both the Eqs. ͑17͒ and ͑22͒, the relative depth of two objects is inversely proportional to the motion blur extents, provided that the relative motion direction is the same. If we consider a special case where the object is very far away, or the focusing range is set as infinity ͑i.e., p → ϱ͒, then Eq. ͑19͒ can be simplified as
which corresponds to a pinhole camera model. In this case, the parameter x is not only the distance between the centers of the blur circles, but also the blur extent without the presence of defocus blur. If both the defocus and motion blur are considered, the blur extent caused by moving an object from P to Q is given by the displacement of the centers of blur circles plus the radii of the circles ͑see Fig. 3͒. Let d 1 and d 2 be the diameters of the blur circles associated with PЈ and QЈ, respectively. Then the blur extent caused by both motion and optical defocus is
where x is the displacement of the blur circles, and There are some observations from the previous equations. First, if a pinhole camera model is considered ͑i.e., D → 0͒, then x = xЈ by Eq. ͑26͒. Consequently, Eq. ͑27͒ is reduced to Eq. ͑20͒. Second, if the displacement of the object is much larger than the size of the camera aperture, i.e., s D, then x can be approximated by
which is independent of the angle . Furthermore, it can be reduced to
if f p. From Eq. ͑29͒, it is clear that defocus blur is negligible if the aperture size and focal length are relatively small compared to the displacement of the object and the focusing range.
Point Spread Function
The observed image g͑x , y͒ is commonly modeled as the output of a 2-D linear space-invariant system, which is characterized by its point spread function ͑PSF͒, h͑x , y͒. More precisely, the degraded image g͑x , y͒ can be formulated as
where h͑x , y͒ is a linear shift-invariant PSF, and f͑x , y͒ is the ideal image. If we consider a lossless camera system, then
and the PSF of image degradation caused by out-of-focus blur can be written as a pillbox function
according to geometric optics, where d is the diameter of the blur circle given by Eq. ͑5͒.
For an image with an ideal step edge, the corresponding blur image is given by the 1-D convolution
where l͑x͒ is the line spread function
However, due to aberrations, diffraction, and nonidealities of the lenses, a Gaussian PSF is commonly used instead of Eq. ͑32͒, and the line spread function is given by
where is the spread parameter. It is shown that is proportional to the blur circle diameter d, i.e., = kd for k Ͼ 0, ͑36͒ and can be determined by an appropriate calibration procedure. 27 Thus, Eq. ͑8͒ can be rewritten as 
based on the Gaussian line spread function model. The intensity profiles of defocused edges according to the pillbox function and Gaussian model are shown in Fig. 4 . For edge images, a blur circle is reduced to a horizontal blur length. The length can be estimated from blur analysis on step edges and used in Eq. ͑37͒ for depth recovery.
Focus Calibration and Blur Extent Estimation 3.1 Defocus Blur and Focus Calibration
To calculate the depth of an object using Eqs. ͑8͒ or ͑37͒ for a given set of camera parameters, the corresponding focusing range p and the blur extents cЈ and have to be identified. As suggested by Eq. ͑1͒, the focus position q can be derived for an arbitrary distance p of the object. Thus, a distance p can be assigned and used to find the corresponding lens position at q, which will be fixed for blur extent estimation and depth recovery. The problem of depth recovery is then divided into two subproblems-focus calibration for the focusing range p and blur estimation for the parameters c and d. For the focus calibration, a planar object with a step edge is placed in front of the camera at a fixed distance. A sequence of images is captured with different lens positions. The best focused image and the corresponding lens position are selected by the image with the largest average gradient change in the edge direction. For the fixed lens position, the object location is then slightly adjusted to find the best focusing range p. In this focus calibration stage, the object is usually placed close to the camera because the corresponding depth of field is smaller for general optical systems. The depth corresponding to the maximum blur extent is also shorter in this case, which gives more accurate blur parameter estimation for the infinite distance.
Given a fixed focus position, the blur parameters c or cЈ corresponding to the infinite distance can be obtained by either direct computation using Eq. ͑7͒ with known focal length and aperture diameter, or blur extent estimation by placing a calibration pattern at infinity. If the Gaussian model is considered, the parameter cЈ has to be derived using the second method. For the first method, as suggested by Eq. ͑7͒, the precision of c can be increased by setting a larger aperture diameter D and a smaller distance p.
Motion Blur Estimation
To estimate the blur extent due to the relative motion and optical defocus used in Eqs. ͑19͒, ͑23͒, and ͑27͒ for depth measurements, a two-step algorithm is proposed. Without loss of generality, we assume the direction of motion blur is parallel to the image scanlines. For the general case that the relative motion is not parallel to the image scanlines, the motion direction can be identified first and then used to rectify the image. 14 It is well known that the response of a sharp edge to an edge detector is a thin curve, whereas the response of a blur edge to the same edge detector spreads a wider region. This suggests that the result of edge detection can be used as initial estimation of the motion blur extent. In the implementation, a vertical Sobel mask is used to identify the horizontal blur extent for each vertical edge along the image scanlines. Due to noise and texture of the object, the derived blur extents are usually not all identical. Thus, the mode of the blur extents is used to derive an overall horizontal blur extent of the image, and then used as an initial estimate for the next step.
At the second step, the initial blur extent is used as a parameter to create a sequence of deblurred images by a Wiener filter. A modified Laplacian focus measure 25 is then used to select the best deblurred image and the corresponding blur extent. If optical defocus is modeled as well, the defocus blur extent d given by Eq. ͑25͒ is also considered for image deblurring. From xЈ = x + d and Eq. ͑25͒, the defocus blur extent can be written as
Since the focus measure highly depends on local intensity variation, the defocus blur extent d can be used to determine the number of deblurred images to be created. However, motion blur dominates the blur extent in most cases, and typically nine images are created for motion deblurring in the implementation.
Implementation and Experimental Results
The proposed depth recovery method has been tested in the laboratory environment. A schematic diagram for the experimental setup is shown in Fig. 5 Two types of planar patterns, one with a step edge and the other with a few characters ͑as shown in Figs. 6 and 7, respectively͒, are used as test objects. The camera ͑Olympus E-20N͒ is placed on a stage mounted on a linear rail to obtained the motion blurred images. The movement of the stage is driven by a PC-controlled stepping motor.
Optical Defocus
To obtain the maximum blur extent ͑corresponding to the object at infinity͒, focus calibration for two different focusing ranges is performed with two different aperture sizes. In the first experiment, the focusing range is set as 265 mm from the camera. The blur extents estimated from different object distances with focal lengths of 36 mm are shown in Fig. 8 . Solid and dotted lines represent the results with aperture diameters of 7.2 and 15 mm, respectively. The plot shows that, as the object distance goes to infinity, the blur extents approach 79 and 163 pixels for these two aperture sizes. The results also verify that the maximum blur is proportional to the aperture diameter as derived in Eqs. ͑7͒ and ͑38͒. Direct computations of the blur extent c using Eq. ͑7͒ are given by 166.5 and 346.8 pixels for the aperture diameters of 7.2 and 15 mm, respectively. Thus, the constant k given by Eq. ͑36͒ is about 0.47 for both cases. In the second experiment, the focusing range is set as 1000 mm from the camera. The focal length is set as 36 mm. Figure 9 shows the blur extents obtained from dif- Fig. 6 The edge image used in the experiments. Fig. 7 The character image used in the experiments. ferent object distances for the aperture diameters of 7.2 mm ͑solid lines͒ and 15 mm ͑dotted lines͒, respectively. The plot indicates that the maximum blur extents approach 24 and 50 pixels for these two camera parameter settings. Direction computations give blur extents of 39.5 and 82.4 pixels, which yield the camera constant k of 0.61 for both cases.
For depth from defocus blur, the camera is calibrated such that the focusing range is 265 mm from the camera, as described in Sec. 3.1. A test pattern with an ideal step edge is used to obtain the blur extents for different distances. The object is placed at distances of 500 to 1500 mm from the camera for every 100 mm apart. Two experiments are carried out with the aperture diameters of 7.2 and 15 mm. The depths are computed using Eq. ͑37͒ with the focusing range p = 265 mm, and the maximum blur extents cЈ = 79 and 163 pixels from focus calibration. Table 1 shows the blur extents ͑in pixel͒, recovered depths ͑in millimeters͒, and relative errors ͑in percent͒ in the experiments. The results are also illustrated in Fig. 10 , which indicates that there is a linear relation between the actual and estimated depths in the distance of 500 to 1500 mm.
Motion Blur
For depth from motion and defocus blur, the camera is installed so that the motion direction is perpendicular to the optical axis. Both the camera motion directions parallel and nonparallel to the test pattern are carried out in the experiments.
Parallel camera motion
In this case, the camera motion is parallel to the test object. The lens position of the camera is adjusted such that the focusing range is 900 mm. A black and white pattern is placed at 500, 750, 1000, 1250, and 1500 mm from the camera for depth recovery. Four sets of experiments with two different camera motion speeds ͑115 and 230 mm/ s͒ and two different aperture diameters ͑0.8 and 1.8 mm͒ are performed. The camera exposure time is fixed as 1 / 5 s to observe different scales of blur extents for different camera motion speeds. The rest of the camera parameters are given as follows: focal length f = 9 mm and CCD pixel size s = 6.8 m. Figure 11 shows an example of a blur image captured with the camera motion speed of 115 mm/ s, exposure time of 1 / 5 s, and aperture size of 0.8 mm. The corresponding image intensity profile is illustrated in Fig. 12 . The blur extents of the images, recovered depths, and absolute errors relative to the measured distances are shown in Tables 2  and 3 . The columns with x, z 1 , z 2 , e 1 , and e 2 represent the blur extent ͑in pixel͒, recovered distance ͑in millimeter͒, and absolute errors ͑in percent͒ of different distances calculated using Eqs. ͑20͒ and ͑27͒, respectively. One interesting observation is that the results given by Eq. ͑20͒ are very close to those given by Eq. ͑27͒ in most cases. This suggests that motion blur might dominate the blur extent in the experiments.
Another four sets of experiments are carried out using the "character" image ͑as shown in Fig. 7͒ . Only the image scanlines with vertical edges are used for blur extent estimation. The camera parameter settings are the same as those described in the previous experiments. The results of different object distances are tabulated in Tables 4 and 5 . From the experimental results, no significant differences can be found between these two types of test image patterns. With the fixed camera exposure time, the blur extent is approximately proportional to the relative motion speed as expected.
Nonparallel camera motion
The experimental setup for the camera motion direction nonparallel to the test object is shown in Fig. 13 . The angle between the object pattern and the linear rail is 15 deg. Four sets of experiments with the same parameter settings as described in Sec. 4.2.1 are performed for different image patterns. The center of the object is fixed at 500, 750, 1000, 1250, and 1500 mm for depth recovery. Due to the nonparallel relative motion between the object and the camera, the 
Fig. 12
The corresponding intensity profile. scene distance perpendicular to the image plane is not a constant for different image acquisition positions. Thus, the motion blurred image is captured when the camera reaches the depth measurement position ͑i.e., the place right in front of the object's center͒. Tables 6 and 7 show the experimental results using the "edge" image, with camera motion speeds of 115 and 230 mm/ s, respectively. The results of the "character" image are tabulated in Tables 8 and 9 with two different camera motion speeds. Equations ͑20͒ and ͑27͒ are used for depth computation with the angle = 15 deg.
From the experimental results shown in Tables 2-9 , most of the relative errors are less than 10%. The results suggest that there is a linear relation between the true distance and the recovered depth. Based on the proposed camera model, the parameters given by the depth recovery formulas are the error sources. In addition to the possible error caused by the incorrectness of the camera parameters, the accuracy of the motion speed ͑controlled by the stepping motor͒ and blur extent estimation will also affect the correctness of the depth measurement.
Conclusion and Future Work
Finding the distance of an object in a scene is an essential problem in many applications. Several approaches based on different visual cues observed from images have been proposed in the past few decades. In this work, we present a novel approach for depth recovery from a single motion and defocus blurred image. Different from previous depth from defocus approaches, which used at least two blurred images, our method requires only a single defocused image to recover the depth of a scene. Furthermore, the calibration stage for our depth recovery algorithm is much simpler compared to the general depth from focus approaches. It is shown that, in most cases, defocus blur can be ignored in the presence of motion blur. In future work, robust blur parameter estimation for more complex scenes will be developed. Depth measurement of outdoor scenes will be carried out by capturing the blurred images from moving objects such as vehicles, trains, or mobile robots.
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