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Abstract
This thesis applies concepts, tools and techniques of Process Systems Engineering to
problems arising from the conversion of biomass to fuel and chemical products.
Waste grease produced in metropolitan areas needs to be treated before it can be disposed.
One option is to convert it to biodiesel for resale to the local population. The optimal
locations of small-scale facilities for this conversion within Greater London is studied.
The technical and economic performance criteria of a small scale facility are initially
determined. These are then used in the formulation of an optimization problem that
finds the best locations of these small scale production facilities within Greater London
such that delivery times and resource utilization are optimized.
Biorefineries have been identified as a promising alternative to crude oil refineries for
the production of fuels and chemicals. Biorefineries convert renewable biomass resources
using multiple chemical and physical transformations. Process synthesis is the optimal,
according to a specific objective function, selection and arrangement of processing units. A
systematic biorefinery process synthesis problem is formulated for finding which products
and processes result in a biorefinery with the highest economic potential or carbon
efficiency.
Membrane based technologies are capable of efficiently tackling separation processes that
remain challenging for traditional distillation. A hollow-fiber supported zeolite membrane
technology is initially modelled. Techno-economic analyses of the feasibility of these
iv
membranes applied to the dehydration of ethanol and the separation of butane isomers
are then performed.
Finally, the standard pressure-driven flux membrane models previously used are extended
to include a mathematical description of adsorption-diffusion based flux. This allows for
flux to be predicted directly from operating conditions such as pressures and temperatures
rather than relying on fixed values of permeance and selectivity to predict flux through the
membrane layer. A comparison of a pressure-driven flux model with this novel adsorption-
diffusion model for butane isomer separation is performed.
v
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CHAPTER 1
Introduction
Mathematical modelling, simulation, and optimization of real-world chemical processes
has formed a core pillar of chemical engineering for the last 50 years or more [58]. Whilst
these activities have academic interest, the results that these produce allow for faster, safer
and cheaper development of new industrially relevant processes and the improvement of
existing ones. This allows all of us access to safer, cheaper and more environmentally
sustainable chemical products and their derivatives.
The unifying theme of the research presented in this thesis is biomass conversion
technologies and processes. Specifically, problems concerning the energy use,
environmental impact and economics of these processes are addressed. The promise
of a world where biomass is used as a renewable carbon source for the production of
fuels and chemicals in integrated, multiple-feedstock, multiple-product facilities known as
biorefineries remains an elusive and challenging goal. As shown in figure 1.1, designing
a biorefinery requires choices for location, scale, biomass feedstock, product portfolio,
conversion technologies and chemistries, and is affected by external factors such as
governmental policies, environmental considerations and market conditions. Process
Systems Engineering (PSE) approaches are ideally suited to tackle such problems.
Most problems that fall under the umbrella of PSE can be divided into separate domains
1
Process Systems
Engineering
Figure 1.1: Process Systems Engineering for biorefineries [13]
(or levels) along characteristic length and time scales as shown in figure 1.2 [14]. Each
domain provides relevant parameters for the analysis at higher levels whilst the higher
domains provide constraints for the lower domain analyses. Key challenges addressing
the conversion of biomass based feedstocks remain within each domain. At the chemistry
scale, the challenge of elucidating the specific chemistry of biomass upgrading and its
associated kinetic parameters remains. At the process and facility scales, the design
of novel process equipment and separation technologies suited to the specific challenges
associated with biomass based conversion technologies is required. At the enterprise
level, the focus is on the design of biorefinery systems composed of multiple facilities
where each is competing for limited and seasonal biomass resources but where each is
also constrained by a limited demand for its products. While the ultimate goal of the
biorefinery Process Systems Engineering community is to address all these challenges and
domains simultaneously, this thesis tackles problems at the enterprise scale (chapter 2),
facility scale (chapter 3), and process scale (chapters 4 and 5) separately. The overall
objective in each of these is the development and better understanding of new technologies
and processes with the aim of better resource utilization.
2
Figure 1.2: Length scales and time scales in Process Systems Engineering
Chapter 2 focuses on a small-scale waste grease to biodiesel facility location problem
based in Greater London. Major cities produce a vast amount of waste grease annually
which must be properly treated before it can be safely disposed of [73]. Recently, several
companies have been created to convert their cities’ waste grease into biodiesel for sale
to local residents [73]. In the first part of this work, a novel process for the conversion of
waste grease to biodiesel is modelled in Aspen HYSYS which allows for the calculation
of process economics. Following this, a facility location problem is formulated based
on the supply of waste grease, the demand for biodiesel in Greater London, and the
aforementioned process economics.
Chapter 3 focuses on the process synthesis and analysis of biorefineries. The synthesis of
integrated biorefineries, which akin to petroleum refineries, convert multiple feedstocks
into multiple products through a broad set of physical and chemical processes, is an
ambitious goal for this emerging industry. A schematic of this is shown in figure 1.3. Initial
studies on process synthesis have focused on determining the single best technology for
the production of single products, with emphasis on fuels [5,44,63]. Recent publications,
however, have begun to consider process synthesis superstructures which include many
technologies, feedstocks and products [43]. A key issue that needs to be addressed is the
relationship (and competition) between chemicals and fuels production. The National
3
Renewable Energy Laboratory (NREL) suggests that chemicals (or more generally low-
volume, high-value products) will play an important role in the overall profitability of
the biorefinery, with the chemical products driving the profitability of the system and
the fuels driving the capital expenditure. A comprehensive assessment of the economics
of such biorefineries is currently lacking. This becomes the motivating statement of this
work, which aims at elucidating the interplay between fuels and chemicals in a multi-feed,
multi-product biorefinery facility.
Biomass:
Agro-Residues
Wood
Non-Food Crops
Grasses
INTEGRATED
BIOREFINERY
Heat 
and
Power
Chemicals
Fuels
Figure 1.3: Biorefinery concept
A mixed integer non-linear process synthesis problem is formulated based on a multi-
feed, multi-product facility which is capable of producing a broad set of fuel and chemical
products from four biomass feedstocks. The selection of products is guided by the NREL’s
top value added products from biomass [72]. In addition to these several fuel products are
also included. Two objective functions are considered. The first is an economic objective
based on the facility’s net present value while the second is an environmental objective
based on carbon efficiency which seeks to maximize the utilization of feedstock carbon.
Chapter 4 focuses on a techno-economic analysis of a novel hollow-fiber supported zeolite
membrane technology. The objective of this study is the generation of appropriate
performance targets, in terms of membrane characteristics (flux, selectivity and costs),
necessary to achieve economically competitive membrane-based processes compared to
existing technologies. In the first part of this chapter, a model of a hollow-fiber supported
zeolite membrane unit is developed in gPROMS. This model is used to analyze two specific
case studies. The first addresses the dehydration of ethanol and the second focuses on
the separation of butane isomers.
Corn ethanol is a $20 billion business in the U.S.A. The separation of ethanol from
water is energy intensive due to the azeotrope that forms between the two components at
approximately 95wt% ethanol. Currently, ethanol is separated from water in a series of
4
distillation columns followed by a molecular sieve unit. The proposed approach involves
eliminating some or all of the distillation columns and replacing them with a much smaller
and less energy intensive membrane separation unit.
Butanes are produced from natural gas wells, as well as other petroleum refining
operations. Butane isomers must be separated before they can be used for downstream
production needs. n-Butane is used for gasoline blending and for the production of
ethylene and butadiene, both important industrial chemical precursor molecules. It is
predicted that a large market exists for membranes capable of separating condensible
vapours such as n-butane and i-butane as well as other short chain hydrocarbons [3].
These close-boiling mixtures are separated on a very large scale in the synthesis of
important chemical feedstocks [3]. The separation of butane isomers is traditionally
accomplished via a distillation process. This process is energy and capital intensive
because of the closeness of the isomers’ boiling points.
For both case studies, net present value savings over existing technologies are calculated.
These allow for the development of appropriate targets for several key membrane
performance characteristics. These targets can then be used for laboratory-based
development of the hollow-fiber supported zeolite-based membranes.
In chapter 5, the membrane model developed in the previous chapter is extended. The
previously used model is based on a traditional, pressure-driven flux, formulation. Instead
of this definition of flux through the membrane layer, an adsorption-diffusion model
is formulated which includes adsorprtion-diffusion onto and through the zeolite layer,
and molecular and Knudson diffusion through the support layer. Flux through zeolite
membranes is driven by surface adsorption processes which are non-linear with respect
to pressure [9]. Current membrane models use linear relationships between pressure
and flux. These opposing statements suggest the need for the inclusion of advanced
adsoprtion-diffusion models [35] into traditional membrane models. Furthermore, the
negligible pressure drop assumption previously used is dropped in this work to further
improve the accuracy of the model.
The objective of this chapter is two fold; firstly to develop the adsorption-diffusion model
of a membrane unit and secondly to compare results of membrane performance between
the new model and existing model formulations.
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CHAPTER 2
Process Design and Supply Chain Optimization of Supercritical
Biodiesel Synthesis from Waste Cooking Oils ∗
2.1 Introduction
Biodiesel has been identified as a viable alternative to fossil derived diesel fuel. Biodiesel
produced from soybean oil, the industrially established method, can yield more energy
than is invested in its production (the biofuel energy content exceeds the fossil energy
inputs) by 93% and can reduce (through biological carbon dioxide fixation) the greenhouse
gas emissions caused by its production and combustion by up to 41% [28]. Although
potentially environmentally preferable to fossil based fuels, soybean biodiesel costs more
than fossil diesel. At 2005 prices, soybean biodiesel production costs are $0.55 per
diesel EEL (energy equivalent liter) whereas the wholesale diesel price average was
$0.46/liter [28]. Subsidies play an important part in driving the production of biofuels;
indeed, in the U.S.A. biodiesel receives a $0.29/EEL federal government subsidy in
addition to benefiting from subsidized soybean crops [10].
∗Reprinted from Chemical Engineering Research and Design, 91, 8, Adam Kelloway, W. Alex
Marvin, Lanny D. Schmidt, and Prodromos Doaoutidis, Process design and supply chain optimization of
supercritical biodiesel synthesis from waste cooking oils, 1456-1466 Copyright c© 2013, with permission
from The Institution of Chemical Engineers.
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Soybean oil purchasing can make up to 84% of the total operating costs of a biodiesel
production facility [21]. It has been suggested that yellow grease can be used instead of
soybean oil for the production of biodiesel. Yellow grease is derived from waste vegetable
cooking oil and is considerably cheaper than soybean oil [21].
The conversion of oils to biodiesel is performed using basic homogeneous catalysts
to convert oils to fatty acid methyl esters (biodiesel) at moderate conditions (338◦K,
1 atm). The base catalyzed process is preferable to the alternative acid catalyzed process
as this reaction is slower and higher temperatures are required for similar biodiesel
yields [22, 69, 70]. A saponification side reaction occurs when the traditional biodiesel
production methods are applied to feeds high in free fatty acids (such as waste cooking
oil). This reduces the biodiesel yield and complicates downstream separation processes.
The saponification reaction occurs when free fatty acids are neutralized by the basic
catalysts to free fatty acid salts (essentially forming soaps). The Mcgyan process [41] is a
patented supercritical process that can avoid the saponification problems by performing
the reactions over a proprietary heterogeneous catalyst at supercritical conditions.
Soybeans are a distributed resource and therefore, smaller, distributed biodiesel
production facilities may prove to be economically favourable compared to the increasing
cost of transportation associated with collecting the soybeans and delivering them to a
centralized processing facility. Fore et al. [19, 20] have investigated both the economics
and the energy balance of this idea for the production of soybean or canola oil based
biodiesel using a yield based conversion efficiency to estimate the production flows. They
concluded that the economic viability of these systems is heavily dependent on the price
of petroleum diesel and the initial capital expenditure involved.
The principal objective of the work presented here is to investigate whether small scale
biodiesel production is feasible and economical. The scale of each process was limited
to a feed rate of 20kg/hr of either soybean oil or waste cooking oil. This scale was
chosen such that each facility can be trailer mounted to retain the possibility of easy
transportation between potential production sites. In order to accomplish this objective,
we first simulated (in the HYSYS process simulation software) a Mcgyan process for
the production of biodiesel from either virgin soybean oil or waste vegetable cooking oil.
Using the results obtained from the HYSYS simulation, we performed a basic techno-
economic analysis on each process to calculate the capital and operating costs such that
the operating profit could also be calculated. We used the operating profit and capital
costs in a discounted cash-flow analysis to find the net present value (NPV) for each case.
The HYSYS process simulation results and techno-economic analyses were used as the
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base case in the investigation of the economic feasibility of a distributed system of small
scale biodiesel production facilities based in the Greater London area of the U.K.
2.2 Process design
The Mcgyan process is unique among commercial biodiesel processes for its ability to
utilize low quality, high free fatty acid content oils as well as the traditional soybean
oils. Furthermore, the catalyst used has been shown to catalyze both transesterification
and esterification reactions simultaneously [41]. In this study, two extreme feedstocks are
considered: pure triolein and pure oleic acid (a free fatty acid). Triolein is the triglyceride
formed from three oleic acid molecules and glycerol. Triolein is used to simulate soybean
oils and oleic acid is used to simulate waste cooking oils.
Figure 2.1: Biodiesel production system HYSYS flowsheet.
The Mcgyan process was designed in HYSYS and is shown in figure 2.1. The two feedstock
cases examined differ in the composition of the stream “lipid feed”, methanol to oil
ratio in the reactor feed and reaction conversion in the “Reactor” unit. The specifics
of the reaction conditions (temperatures and pressures) and specific flow compositions
are omitted due to the proprietary nature of the Mcgyan process. However, we have
worked closely with Sartec Inc., a Mcgyan process operator, to ensure that the HYSYS
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simulations accurately predict the operating and performance parameters found in their
production facility. The overall process proceeds as follows. The oil and methanol are
mixed, pressurized and brought up to reaction temperature from where they are passed
to the reactor unit. The reactor eﬄuent is used in a reactor feed-eﬄuent heat exchanger
and then further cooled and passed to a weir separation tank which separates leftover
methanol from crude biodiesel. The crude biodiesel is further reacted with a methylating
agent to polish off any remaining free fatty acids. Finally, the polished crude biodiesel is
distilled to fuel grade purity.
The non-random two liquid (NRTL) model was selected for the estimation of
thermodynamic properties due to the presence of polar compounds (e.g. methanol
and glycerol). Unavailable binary interaction parameters were estimated using UNIFAC
liquid-liquid equilibrium (calculated at 40◦C) as the methanol/biodiesel phase separation
was important in most of the process. Equilibrium between vapour and liquid phase was
important in the methanol distillation unit, so a separate NRTL model with UNIFAC
vapour-liquid equilibrium parameters was used there. The Soave-Redlich-Kwong (SRK)
equation of state was used for the supercritical alcoholysis reactor section where methanol
is supercritical.
2.3 Economic analysis
The HYSYS models were used as a base for an economic assessment of the processes.
All processes were assumed to run for 8,000 hr/yr and produce biodiesel that is up to
ASTM (American Society for Testing and Materials) specifications. For the economic
analyses, the pure triolein case was assumed to be soybean oil and the pure oleic acid
case was assumed to be waste oil collected by Sartec, Inc.. Initially the capital costs
of the processes were estimated and the operating costs were found using the unit costs
shown in table 2.1. Having estimated the capital and operating costs (and operating
profits), a discounted cash flow analysis was performed to find the net present value
(NPV) of the processes. Finally, the sensitivity of this NPV to the main operating costs
was investigated.
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Table 2.1: Unit costs
Material Costs
Methanol [30] $ 0.17 $/lb
Virgin Soybean Oil [64] $ 0.55 $/lb
Waste Oil [55] $ 0.12 $/lb
Methylating agent [55] $ 0.72 $/lb
Product Price
Biodiesel [30] $ 0.51 $/lb
Utilities [65]
Cooling Water (400kpa, 6◦C) $ 0.01 $/m3
Electricity $ 0.06 $/kW h
Low Pressure Steam (450kpa, 210◦C) $ 26.63 $/tonne
Refrigeration $ 0.17 $/tonne
Waste Treatment [65]
Liquid (Hazardous) $ 200.00 $/tonne
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Figure 2.2: Capital cost breakdown
2.3.1 Capital cost estimates
The Guthrie [25] correlations taken from [18] were used throughout to estimate the
purchase and installed costs of all capital equipment used in the process. The dimensions
of the reactors and weir tank were acquired directly from Sartec Inc. and used in the
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Guthrie correlations. The material and energy flows through the heater, coolers and heat
exchangers were taken from the HYSYS model and used in conjunction with heat transfer
coefficients estimated from [48] to estimate the heat transfer surface area needed. This
can then be used in the Guthrie correlations to estimate the purchase and installed costs
of the heat transfer equipment. The break down of capital cost expenditure for the main
process equipment is shown in figure 2.2 where the total capital expenditure is $97,600 and
$94,000 for the soybean and waste oil cases respectively. The most important factors that
are missing from these capital cost estimates are land, piping and instrumentation costs.
Figure 2.2 clearly shows that the differences between the total capital cost distributions
between the soybean and waste oil cases are minimal.
2.3.2 Operating cost estimates
The flowrate of material feeds and the electricity usage were taken directly from the
HYSYS simulation. The flow rates of high and low pressure steam and cooling water
were estimated using the energy requirements of each heat transfer unit found in the
HYSYS simulation. A figure showing the sources of operating costs is shown in figure 2.3
where the total operating cost is $222,000 and $87,800 for the soybean and waste oil cases,
respectively. A summary of the gross operating profits can be found in table 2.2.
Table 2.2: Gross operating profit
Soybean Oil ($/yr) Waste Oil Case ($/yr)
Expenditure $222,000 $87,800
Revenue $175,800 $185,000
Gross Profit ($46,500) $97,000
In contrast to the capital costs, figure 2.3 clearly shows that there are major differences
in both the magnitude and distribution of operating costs between the soybean and waste
oil cases. This fact will play a crucial role in determining the economic feasibility of the
individual processes.
From table 2.2, it is noted that the soybean oil case generates a gross operating loss of
approximately $46.5K whereas the waste oil case generates a gross operating profit of
approximately $97K. The most important factors missing from this analysis are taxes,
labour, insurance, supplies and maintenance.
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Figure 2.3: Operating cost breakdown
2.3.3 Net present value calculation
For the sake of NPV calculation, the capital expenditure of both scenarios was rounded
up to $120K. This was done in an attempt to account for some of the initial start-up
expenses such as contingency, auxiliary and contractor fees but also to mitigate the fact
that the Guthrie correlations tend to underestimate process equipment costs at these
smaller scales. NPV was calculated (3.46) based on an annual discount rate of 10% over
15 years of operation where it was assumed that all the capital is spent in year one and
full operation is established at the beginning of year two.
The NPV for the base case with virgin soybean oil was -$474K and therefore we can say
that small scale soybean oil based biodiesel product is not economically feasible. However,
for the waste oil case the NPV was $618K and the internal rate of return was calculated to
be 80%. These NPV calculations do not take into account the depreciation of the capital
equipment as well as the factors previously mentioned in the capital and operating costs
estimate sections.
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2.3.4 Sensitivities
Having established the base scenario economic estimates for both capital and operating
costs and calculated the NPV of the plant, a sensitivity analysis was undertaken to
investigate how changes in key economic variables affect the NPV of the processes. The
key economic values identified for this study are: capital costs, methylating agent price,
feed oil price, methanol price and biodiesel selling price.
Figure 2.4: Sensitivity analysis results
The results of the sensitivity analysis are shown in figure 2.4 where each of the key
variables identified increased to a high level value of 50% above their base value and a
low level value of 50% below their base value. The sensitivity analyses clearly show that
using waste oil results in a process that is much less sensitive to external cost factors
when compared to the virgin soybean oil case. For the virgin soybean oil case the process
is most sensitive to the soybean purchase price whereas for the waste oil case it is most
sensitive to the biodiesel price. In fact, the break even (NPV=0) soybean oil price is
$0.42/lb - representing a 24% decrease from the base case. The break even biodiesel price
for the soybean oil case is $4.77/gal - representing a 26.5% increase from the base case.
The break even price of biodiesel for the waste oil case was calculated to be $1.79/gal.
The results of the process simulation, techno-economic analysis and associated sensitivity
studies show that the waste cooking oil based biodiesel process is both more economically
favourable and more robust to external parameters such as material costs than the virgin
soybean oils based process.
In the following sections, we explore the feasibility of a system of small scale biodiesel
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production facilities. The waste cooking oil based biodiesel process is chosen over the
soybean based process because of its superior economics and robustness. The choice of
waste cooking oil based facilities suggests focusing the study region on a large city with
an abundance of waste oil supply and potential biodiesel consumers.
2.4 Facility location and supply chain optimization
In this section, we investigate the economic feasibility of a distributed network of biodiesel
production facilities installed in the Greater London area of the UK. This location is
chosen in order to take advantage of the availability of waste cooking oil. There are
over 8000 fast food outlets in Greater London [2] as well as numerous other restaurants
and office canteens all of which have the potential to be sources of used cooking oil.
This location is also used to take advantage of the concentrated demand for biodiesel
and economies of “mass” produced capital equipment when a large number of similar
facilities are built. The biodiesel facility location problem is formulated as a mixed integer
linear program (MILP) with the objective to maximize system-wide NPV. Total capital
investment is described as a function of installed capacity using a general piecewise linear
function and thus allowing for the effect of capital cost reductions due to mass production
to be addressed.
The model of the Mcgyan process described above using waste cooking oil feedstock is
used as the base case technology in each installed facility. The scale of each facility is
that of the trailer mounted system at Sartec Inc., MN, U.S.A.. This small scale is chosen
to ensure that installing these facilities in Greater London remains feasible given land
limitations. Due to the lack of detailed biodiesel demand data, a uniform demand across
Greater London is also assumed. This assumption leads to fixed facility locations in the
problem formulation.
2.4.1 Problem formulation
The problem is formulated as a facility location problem with the objective function
to maximize NPV for the entire region. Greater London is divided into its 649 electoral
wards and each of these is considered as a potential customer source (where w ∈ {1 . . .W}
is the set of all customers) and facility site (where i ∈ {1 . . . I} is the set of all potential
facility locations). NPV is calculated over a T=15 year time horizon with a discount rate
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r=10%. Depreciation is not considered. All the plants are installed in the first year, start
producing in year two and then have constant annual profit. NPV is defined as follows:
NPV = θ
∑
i
Pi − TCI (2.1)
where θ is a discounting factor to account for discounting of the future annual profits to
year one:
θ =
(1 + r)T − 1
r(1 + r)T
The decision variables are the quantity of annual biodiesel shipments (Shipi,j), number of
installed facilities (where xi is the binary which takes a value of 1 when there is a facility
installed at ward i) and their locations in Greater London. Biodiesel shipments cannot
exceed the maximum biodiesel demand at each ward (2.2) or the facility production
capacity (2.3): ∑
i
Shipi,j ≤ Dw ∀w (2.2)
∑
w
Shipi,w ≤ CAP · xi ∀i (2.3)
Annual profit for each facility is defined with sales revenue R reduced proportionally
(by the factor DC) to the distance a customer must travel to purchase biodiesel and an
operating cost (OC) such that:
Pi =
∑
w
(R−DC ·Disti,w)−OC
∑
w
Shipi,w ∀i (2.4)
Biodiesel shipments are nonnegative such that:
Shipi,w ≥ 0 ∀i, w (2.5)
Binary decision variables denote facility installation at each of Greater London’s 649
electoral wards and therefore:
xi ∈ {0, 1} ∀i (2.6)
A complete list of sets, parameters and decision variables is shown in section 2.6.
To take into account the potential savings associated with mass produced capital
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equipment, we define the total capital investment (TCI) for the entire region as a function
of the number of installed facilities. The capital investment associated with installing
an Mj number of facilities is Cj = C0(Mj)
1+b, where C0 is the single facility capital
cost. There is a discount per plant if b < 0. This discount is described by the progress
ratio PR = 2b [27]. Having a PR of 0.97 is equivalent to a 3% cost savings for each
doubling of the number of installed facilities. The total capital costs no longer follow a
linear relationship to total number of facilities and the resulting relationship is shown in
figure 2.5.
Figure 2.5: Comparison of total capital costs with and without capacity learning
To implement this non-linear total capital costs relationship while still maintaining an
overall linear program, we introduce a general piecewise linear function that passes
through a set of J points {(Mj,Cj); j ∈ {1, . . . , J}}. It should be noted that this set of
points are model parameters, and are calculated prior to optimization. For our purposes,
we choose a set of {Mj} to be spaced between M1=0 (zero plant installations) and
MJ=649 (maximum installations with one facility per candidate site). Our formulation
allows for any functional relationship between Cj and Mj to be used, but we used a power
law relationship described by the progress ratio discussed above. This is implemented by
introducing variables λj that determine the position along the curve (eqs. (2.7) and (2.8))
and are constrained (using binary variables yj) to be a special ordered set of type 2
(eqs. (2.9) to (2.12)). The variables λj represent fractional weights of the (Mj ,Cj) points
of the piecewise linear function (eqs. (2.13) and (2.14)).
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TCI =
∑
j
Cj · λj (2.7)
∑
i
xi =
∑
j
Mj · λj (2.8)
λj − yj−1 − yj ≤ 0 ∀j (2.9)
y0 = yJ = 0 (2.10)∑
j
yj = 1 (2.11)
yj ∈ {0, 1} ∀j (2.12)∑
j
λj = 1 (2.13)
0 ≤ λj ≤ 1 ∀j (2.14)
Each ward is a candidate facility location. Straight-line travel distances between ward
centroids were calculated from UK ordinance survey coordinates. Inner ward travel
distance was approximated as the average within a circle of equal area to that ward.
Maximum biodiesel demand Dw for each ward is proportional to its population, Popw
(2001 census), using the UK average petroleum diesel consumption per capita of D =
324.3L.(p.yr)−1 from Earth Trends. In particular, Dw = Mpen ·D · Popw where Mpen
is the maximum biodiesel market penetration. All other parameters are shown in Table
2. The MILP (eqs. (2.2) to (2.14) and (3.46)) is formulated in GAMS v23.5.2 and solved
using CPLEX v12.1.
Annual maximum biodiesel demand density (L.(ha.yr)−1) is an important metric for this
facility location problem, because a shorter customer transportation distance translates
into a higher biodiesel selling price. Figure 2.6 shows the biodiesel demand density scaled
to the highest value of 7.89 · 105L.(ha.yr)−1 in Cordwainer Ward in the City of London.
Demand density is most concentrated near the center of London.
2.4.2 Results
Initially, we assume there is no mass production of the capital equipment and therefore
no associated capital cost savings. Thus PR = 1, b = 0, and any set of {Mj} such that
M1 = 0 and MJ = 649 will yield the same capital cost per facility. The total capital
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Figure 2.6: Scaled biodiesel demand
investment is thus defined in this part as follows:
TCI = CAPEX ·
∑
i
xi (2.15)
where CAPEX is the capital cost of one facility ($120K).
Table 2.3: Parameter values used
Parameter Value
Mpen 0.3
R 0.99
DC 0.3
OC 0.474
In this first scenario we use the parameters in table 2.3. The MILP involves 422,501
decision variables and 649 binary variables constrained by 1,949 equations and CPLEX
converged to a relative optimality gap of 1% within one minute.
The resulting facility locations are shown in figure 2.7 and in figure 2.8 overlaid with
the percentage demand satisfaction of each ward. Biodiesel shipments from facilities to
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Figure 2.8: Results - first scenario - demand satisfaction
wards are not shown for simplicity. There are 20 installed facilities that satisfy 26.6%
of the maximum biodiesel demand for the whole region, and the NPV is $1.1MM with
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an initial capital investment of TCI = $2.4MM . As expected, higher demand density
regions are preferred for facility installation. On average each facility only uses 52.1% of
its maximum capacity.
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Figure 2.9: Results: capacity learning run - demand satisfaction
Next, we consider the potential savings associated with mass produced capital equipment
as described above in eqs. (2.7) to (2.14) using the same basic operating cost parameters
as above (table 2.3). The results in figure 2.9 show that the number of plants has now
increased to 34. The demand satisfaction and NPV both increased to 37.1% and $1.5MM
respectively. TCI increased to $3.5MM but represents a reduction in TCI per plant from
$0.12MM to $0.10MM with capacity learning.
It is interesting to note that all the wards receiving biodiesel have 100% of their demand
satisfied. The formulation is such that there is no equality constraint on biodiesel
demand. There is such a high cost associated with customer transportation (DC) that it
is advantageous only to sell to nearby customers and operate the facility under capacity,
rather than operating at full capacity and having to find customers further away. In this
case, each facility only uses 42.7% of its capacity - a reduction from the previous scenario.
Finally, we reduce the distance based cost parameters (DC) to 0.1 with the cost reduction
scheme still in place. The solution now has an increased number of installs to 54 and an
increased NPV of $13MM with an increased average capacity utilization of 72.4%. This
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second set of results is shown in figure 2.10. The installed facilities in these results are
more spread out across the region than in the earlier results; this is indicative of the
reduced distance based cost parameter DC.
2.4.3 Monte Carlo analysis
In the final phase of the study we investigated how variability of key economic parameters
affects the overall solution. Using the capacity learning model, a normal distribution of
parameters R, DC, OC is sampled. The sample for each run is taken randomly from
a normal distribution of each parameter with the mean taken as the original value in
table 2.3 and standard deviation as 10% of the mean value. The results are shown in
figure 2.11. Only one ward (Tower Ward in the Hammersmith and Fulham District) has
an installed facility more than 80% of the samples. The NPV is found to range from
$0.02MM to $15.8MM and the total number of installed facilities ranges from 1 to 115.
Following this initial study where we sampled over the three parameters simultaneously,
we further investigated the specific source of the variability that led to the broad range
of solutions found. This is accomplished by sampling over each parameter individually.
When a normal distribution of R is sampled we get the distribution of NPV shown in
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Figure 2.11: Results - Monte Carlo run sampling over R, DC and OC simultaneously
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Figure 2.12: NPV distribution on sampling of R - min: 0.07, max: 15.4
figure 2.12 with a minimum NPV of $0.07MM and a maximum of $15.4MM. When we
sample DC instead we get the distribution of NPV shown in figure 2.13 with a minimum
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NPV of $0.5MM and a maximum of $4.0MM. Finally, when we sample OC we get the
distribution shown in figure 2.14 with a minimum NPV of $0.2MM and a maximum of
$5.5MM. It can be seen from these figures that the sensitivity of the process to economic
parameters is driven by variability in the revenue, R. An increase in the revenue (driven
by an increased biodiesel sale price) leads, as expected, to large changes in the overall
NPV (by more than 1000% in extreme cases); indeed, this means that the process is
most sensitive to the sale price of biodiesel as shown in the single facility analysis. The
important point of these Monte Carlo analyses is that in no individual sample was the
NPV negative and thus it can be said that under a broad range of economic parameters
the waste cooking oil to biodiesel process is profitable and economically feasible.
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Figure 2.13: NPV distribution on sampling of DC - min: 0.5, max: 4.0
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Figure 2.14: NPV distribution on sampling of OC - min: 0.2, max: 5.5
2.5 Conclusions
We initially developed designs based on the Mcgyan process for the production of
biodiesel, using virgin soybean oil and waste cooking oil as the principal feedstock. It
was determined that a system operating on a 20kg/hr feed of waste cooking oil has an
NPV of $618K based on a 15 year project horizon; whereas, when operating on virgin
soybean oil the NPV is -$474K. The analysis shows that the low purchase cost of waste
cooking oil ($0.12/lb) is the principal driver of the positive economic potential of this
scenario. The high purchase costs of soybean oil ($0.55/lb) is the principal reason behind
the negative economic potential of that scenario. Furthermore, the Mcgyan process is
ideally suited for waste cooking oil feeds as it can handle the high concentration of free
fatty acids found in these oils. This makes it more profitable than the traditional biodiesel
process when using the cheap waste oil as a feedstock.
We then formulated a MILP to solve a facility location problem that involves finding the
optimal locations and capacities for a set of small scale production facilities using the
Mcgyan process to convert waste restaurant grease into biodiesel in the Greater London
area. A Monte Carlo analysis showed that the system is most sensitive to changes
in revenue but also that under all parameters sampled the system was profitable and
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economically feasible and can, therefore, be seen as a possible step towards a more locally
focused fuels supply network.
This research has shown that small scale distributed production of biodiesel is
economically feasible in a large city. Biodiesel production may contribute to the reduction
of CO2 emissions from fossil fuel based diesel production and consumption. Perhaps more
importantly, this process can help reduce cooking oil waste processing by converting it
into biodiesel that is sourced, produced and sold locally.
2.6 Notation
The definitions and descriptions of the sets, parameters, and variables used in this chapter
are shown in table 2.4
Table 2.4: Desciption of sets, parameters, and variables used in chapter 2
Sets Description
w ∈ {1, . . . ,W} Demand sources
i ∈ {1, . . . , I} Candidate facilities
j ∈ {1, . . . , J} Set of logicals for capacity learning
Parameters Description
θ Discount factor [yr]
CAP Capacity [L]
R Revenue per biodiesel liter [$/yr]
DC Distance based cost [$/mile.L]
Dw Demand at source w [L/yr]
OC Operating cost per biodiesel liter [$/L]
Disti,w Distance from i to w [mile]
CAPEX Capital cost of one facility [$]
r Discount rate [%]
T Time horizon [yr]
Variables Description
NPV System net present value [$]
Pi Profit at facility i [$/yr]
Shipi,w Shipment from facility i to demand w [L/yr]
xi Installation binary
TCI Total capital investment [$]
Cj Capital costs [$]
Mj Installed plants in piecewise linearization
λj Piecewise linearization factor
yj Logicals binary
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CHAPTER 3
Process Synthesis of Biorefineries: Optimization of Biomass
Conversion to Fuels and Chemicals ∗
3.1 Introduction
The concept of a biorefinery as a biomass-based parallel to the petroleum refinery has
emerged as a strategy to mitigate increased levels of carbon dioxide in the atmosphere,
depletion of easily recoverable crude oil, and uncertainties in energy supply. The
current state of U.S. biofuels/biochemicals production is dominated by the production
of first generation biofuels that compete for feedstocks with the food and feed industries.
Research has focused on the production of second and third generation biofuels and
biochemicals from lignocellulosic materials, woody crops, agricultural wastes and residues.
These products may not compete for the same such feedstocks as current ethanol and
biodiesel production methods. Biorefineries are envisioned to use such non-food biomass
feedstocks to produce a portfolio of fuels and chemicals through a broad set of physical,
chemical and biological processes [8].
In 2004, the United States Department of Energy (DOE) produced a report detailing
∗Reprinted (adapted) with permission from Adam Kelloway, and Prodromos Doaoutidis, Industrial &
Engineering Chemistry Research, 53, 13, 5261-5273 (2014) Copyright c© 2013 American Chemical Society.
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the top value-added chemicals from biomass [72]. This report also identifies the most
important technologies within the biorefinery landscape. These include: fermentation,
gasification, pyrolysis and aqueous-catalytic technologies. This report, as well as
others [32], identified potential products from potential feedstocks but also concluded that
the chemical conversion pathways for these transformations can be quite complicated. To
address this complexity from a systems perspective, several authors have investigated
the synthesis of such reaction pathways. A rule-based software tool for systematically
generating these pathways has recently been proposed [51]. This tool has been applied
to the generation and optimal selection of biofuel-gasoline blends [40]. Thermodynamic
feasibility [61,62] or hierarchical optimization approaches [52,53] to generate and evaluate
feasible reaction pathways have also been proposed. Finally, a systematic “forward-
backwards” synthesis approach to generating possible reaction pathways in a biorefinery
has been proposed [49]. A broad discussion of the systems challenges involved in designing
biomass conversion processes and facilities can be found in [15]. A collection of papers
addressing issues related to product and process design, feedstock selection, supply-chains
and process synthesis can be found in [59].
Combining the complex biomass conversion pathways and processes into integrated
biorefinery configurations remains a challenge [78]. The process synthesis of gasification
based biorefineries using a fuzzy optimization approach has been studied in [63]. An
automated targeting framework for the synthesis of biorefinery configurations has been
proposed in [44] and applied to a gasification based case study. The synthesis of biomass
derived liquid fuels was addressed in [5]. The synthesis of multiple feedstock biorefineries
producing ethanol, hydrogen and biodiesel has been studied in [54], also considering the
trade-offs between economic and environmental objectives. In a similar study [43] a
generalized disjunctive programming approach for the process synthesis of biorefineries
was proposed and applied to a case study based in Mexico.
The goal of this chapter is to expand upon the previous studies and propose an
optimization based process synthesis formulation applied to biorefineries that produce
a multitude of chemicals and fuels from multiple feedstocks. We select chemical products
from the DOE top value-added biomass derived products. To this list we add gasoline,
diesel and Fischer-Tropsch fuel products. We select these products such that they span
the most frequently cited biorefinery products [32] with equal importance given to fuels
and chemicals. With these chosen products we formulate a biorefinery superstructure
comprised of the feasible inter-connections between the different technologies selected.
We then formulate and solve the resulting mixed integer non-linear program (MINLP) to
obtain a base case solution configuration. Next, we undertake a set of sensitivity analyses
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which involve the systematic variation of parameters and the subsequent investigation of
their effects on the overall solution. This allows us to elaborate on which technologies
are most profitable for different values of the economic parameters. We also formulate
a multi-objective mixed integer non-linear program (MoMINLP) by maximizing both
NPV and carbon efficiency and we identify trade-offs between these two objectives,
finding the Pareto frontier of best feasible solutions. Finally, we perform a Monte Carlo
sampling of the parameter space which involves randomly sampling a distribution of
economic parameters and again investigating the subsequent solutions. This indicates
which products and technologies are most likely to lead to biorefinery configurations with
maximized economic potentials.
Our approach allows for the systematic and explicit evaluation and comparison of
different biorefinery configurations. It also allows us to investigate the relationship (and
competition) between chemicals and fuels production. This information can be valuable
for future investment and/or policy decisions in this emerging industry.
3.2 Biorefinery superstructure
Figure 3.1: Overview of proposed biorefinery concept
In figure 3.1 we present the feedstocks, technologies and principal products considered
throughout this chapter. These products span both fuels and chemicals and can be
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produced from a variety of feedstocks.
Figure 3.2: Schematic representation of the biorefinery superstructure
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The technologies in figure 3.1 are combined into a biorefinery superstructure in figure 3.2
which represents all the possible processing routes. The following is a walkthrough
detailing the choices that can be made throughout the superstructure.
The first decision to be made is which biomass feed(s) should be used. The biomass feeds
considered are shown in table 3.1. The feed biomass can be either directly gasified or
pyrolyzed. Alternatively, it can be broken down by hydrolysis; this yields hemicellulose
rich and lignin-cellulose rich streams. The lignin-cellulose rich stream can be pyrolyzed
or further treated with an enzymatic hydrolysis process. The hemicellulose stream can
either be further converted to furfural through a BioFine R© [26] process or be sent
to the fermentation or xylose hydrogenation processes. The eﬄuent of the enzymatic
hydrolysis process is a lignin rich stream which can be pyrolyzed, and a cellulose rich
stream which can either be sent to the fermentation processes or be converted to levulinic
and formic acids through another BioFine R© process. The fermentation process takes
hemicellulose and cellulose and produces either lactic acid or succinic and acetic acids.
The xylose hydrogenation converts the hemicellulose to xylitol through conventional
catalytic hydrogenation. The remaining two processes take either furfural or levulinic
and formic acids and convert them to gasoline or diesel replacements.
Table 3.1: Biomass feed characteristics [54]
Composition [%]
Feed Cellulose Hemicellulose Lignin Char Cost [$/ton]
Corn Stover 38 26 19 17 39.06
Wheat Straw 38 29 15 18 45.57
Barley Straw 42 28 0 30 59.96
Switch Grass 37 29 19 15 59.87
In the following section we describe the main characteristics of each technology and discuss
in further detail how they are modelled and implemented.
3.3 Process descriptions
In formulating the process models in our superstructure we use different model types. For
the gasification and pyrolysis units we implement temperature dependent equilibrium and
kinetics models respectively. For all other processes we use yield and conversion relations
as detailed kinetic models are not available in the literature.
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3.3.1 Biomass gasification
The gasification reactor converts biomass feedstocks to syngas. In this work, we follow the
model in [62] which assumes that chemical equilibrium is reached among the gasification
products (H2, CO, CO2, H2O and CH4). The reactions considered are:
Boudard equilibrium: C(s) + CO2
K1↔ 2CO
Hydrogenating gasification/methanation: C(s) + 2H2
K2↔ CH4
Methane decomposition: CH4 +H2O
K2↔ CO + 3H2 (3.1)
Water gas shift reaction: CO +H2O
K4↔ CO2 +H2
Heterogeneous water gas shift reaction: C(s) +H2O
K5↔ CO +H2
For each of the gasification reactions the corresponding equilibrium constants are given
as follows:
K1 =
x2CO · P
xCO2
K2 =
xCH4
x2H2 · P
K3 =
x3H2 · xCO · P 2
xH2O · xCH4
(3.2)
K4 =
xCO2 · xH2
xCO · xH2O
K5 =
xH2 · xCO · P
xH2O
where xi is the molar fraction of component i and P is the operating pressure.
The equilibrium constants for each of the gasification reactions are obtained from the
following thermodynamic relation [6]:
Kequil = exp
−
 Nc∑
i=1
vi∆G
◦
i,prod −
Nc∑
j=1
vj∆G
◦
j,react
 /RT
 (3.3)
where Kequil is the equilibrium constant for each gasification reaction, and vi and vj are
the stoichiometric coefficients of components i (products) and j (reactants) respectively.
Nc is the number of components in the system. R is the ideal gas constant and T is
the reaction temperature. ∆G◦i is the standard free energy of formation of component i.
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These have the following polynomial temperature dependence [6]:
− ∆G
◦
i
RT
= b1T
−1 + b2 lnT + b3T + b4T 2 + b5T 3 (3.4)
with T in ◦K. The values of the coefficients in equation 3.4 are shown in table 3.2.
Table 3.2: Coefficients used in free-energy expansion (eq.3.4)
Component (i) b1 b2 b3 (·10−3) b4 (·10−6) b5 (·10−10)
H2O 28780 - 0.69477 - 1.4283 0.74925 - 1.3785
CH4 8372.2 - 1.0769 - 5.6435 2.9046 - 5.2351
CO 13612 - 1.8317 - 2.7584 0.6536 - 0.78772
CO2 47280 - 0.1322 - 0.94025 0.45112 - 0.91901
Equations 3.1 through 3.4 are solved for the equilibrium composition of species H2, CO,
CO2, H2O and CH4 as a function of temperature.
We add to the model an overall mass balance:∑
k=in
Fk =
∑
k=out
Fk (3.5)
where Fk is a stream mass flow rate, in denotes inlet streams and out denotes outlet
streams. We complete the model with three atom balances for carbon, hydrogen and
oxygen: ∑
k=in
Nc∑
i
Fck,i ·#an,i
MWi
=
∑
k=out
Nc∑
i
Fck,i ·#an,i
MWi
(3.6)
where MWi is the molecular weight of componet i, n is the atom index and #an,j is the
number of atoms of type n in component i.
3.3.2 Fischer-Tropsch upgrading
The Fischer-Tropsch (FT) reactor takes the syngas produced by the gasification reactor
and converts it into a range of hydrocarbon products. We first formulate the reaction
equations occurring within the Fischer-Tropsch reactor:
nCO + (2n+ 1)H2 → CnH2n+2 + nH2O (3.7)
nCO + 2.5nH2 → CnH2n + nH2O (3.8)
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for paraffins and olefins respectively. The distribution of these hydrocarbon products is
modelled to follow an Anderson-Shultz-Flory (ASF) distribution. The ASF distribution
is based on a chain growth probability value and is modelled as follows:
Wn = n(1− α)2αn−1 (3.9)
where Wn is the mass fraction of the species with carbon number n (n ∈ [1, . . . , 29])
and α is the chain growth probability, which is the probability that the hydrocarbon
chain will continue to react forming a longer hydrocarbon chain. In general, α is a
function of the catalyst and the specific process conditions. In this chapter we implement
a modified ASF distribution as described in [4]. The value of α used is 0.7 with a fractional
conversion of carbon monoxide of 80 mol%. Oxygenated species are also produced in
the FT reactor. These are represented by pseudo-components produced in the vapour,
aqueous and organic phases respectively, expressed as:
2.43CO + 4.275H2 → C2.43H5.69O1.43 + 1.43H2O (3.10)
1.95CO + 3.815H2 → C1.95H5.77O1.02 + 1.93H2O (3.11)
4.78CO + 9.25H2 → C4.78H11.14O1.1 + 3.68H2O (3.12)
The total converted carbon present in these pseudo-components is 0.1%, 1.0% and 0.4%
respectively.
The distribution of products described in equation 3.9 under-predicts the yields of lighter
hydrocarbons. The modified value of Wn for these is given by the following equations [81]:
W1 =
1
2
(
1−
∞∑
n=5
Wn
)
(3.13)
W2,3,4 =
1
6
(
1−
∞∑
n=5
Wn
)
(3.14)
All C30+ compounds are represented by a generic wax pseudo-component as follows:
C52.524H105.648O0.335
which has the following definition of Wn:
Wwax =
∞∑
n=30
n(1− α)2αn−1 (3.15)
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Using the definitions of Wn described above, the total converted fraction of carbon at
each value of n is defined as follows:
crn =
nWn∑29
n=1 nWn + nwaxWwax
(3.16)
Finally, the fraction of carbon in the paraffin form is 20% for C2-C4 , 25% for C5-C6 and
30% for C7-C29 hydrocarbons with the remainder being in the olefin form.
3.3.3 Fast pyrolysis of biomass compounds
Fast pyrolysis converts biomass to bio-oils, light hydrocarbon gases and heavy
hydrocarbon tars. Bio-oils are an acidic heterogeneous mixture of hydrocarbon liquids.
There are several lumped parameter kinetic models that are used to model the complex
network of reactions that occur during fast pyrolysis. In this study we use the kinetics
presented and discussed in [77]. These allow for a balance between computational
complexity and model accuracy to experimental data.
Figure 3.3: Kinetic scheme for pyrolysis where Yi are the yield coefficients.
The fast pyrolysis model follows the reaction scheme in figure 3.3. Each of these reactions
is assumed to be first order such that rate of formation of species in table 3.3 are written
as follows:
r1 = −k1m1 (3.17)
r2 = −k5m2 (3.18)
r3 = −k8m3 (3.19)
r4 = k1m1 − (k2 + k3)m4 (3.20)
r5 = k1m1 − (k5 + k6)m5 (3.21)
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Table 3.3: Pyrolysis Species and Indexes
Components Index
Cellulose 1
Hemicellulose 2
Lignin 3
Active Cellulose 4
Active Hemicellulose 5
Active Lignin 6
Tar 7
Gas 8
Char 9
r6 = k1m1 − (k8 + k9)m6 (3.22)
r7 = k2m4 + k5m5 + k8m6 − k10m7 (3.23)
r8 = m4
(
(1− Y1)k3 + ρg
ρb
(k2 + k3) +
ρg
ρc
(
Y1k3 − ρg
ρb
(k2 + k3)
)(
1
1 +
ρg
ρc
))
+m5
(
(1− Y2)k6 + ρg
ρb
(k5 + k6) +
ρg
ρc
(
Y2k6 − ρg
ρb
(k5 + k6)
)(
1
1 +
ρg
ρc
))
+m6
(
(1− Y3)k9 + ρg
ρb
(k8 + k9) +
ρg
ρc
(
Y3k9 − ρg
ρb
(k8 + k9)
)(
1
1 +
ρg
ρc
))
+ k10m7
(3.24)
r9 = m4
((
Y1k3 − ρg
ρb
(k2 + k3)
)(
1
1 +
ρg
ρc
))
+m5
((
Y2k6 − ρg
ρb
(k5 + k6
)(
1
1 +
ρg
ρc
))
+m6
((
Y3k9 − ρg
ρb
(k8 + k9)
)(
1
1 +
ρg
ρc
)) (3.25)
where ri is the rate of formation of species i, and ρb, ρg and ρc are the densities of the
biomass, gases and char respectively.
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The reaction rate constants are assumed to have a standard Arrhenius form:
ki = Aie
Ei
RT (3.26)
where Ai is the pre-exponential factor, Ei is the activation energy, R is the ideal gas
constant and T is the pyrolysis temperature. The Arrhenius coefficients for the reactions
are shown in table 3.4.
Table 3.4: Pyrolysis Reaction Constants [77]
Components Reaction Y A(s−1) E(MJ/kmol)
Cellulose k1 - 2.8 x 10
19 242.4
k2 - 3.28 x 10
14 196.5
k3 0.35 1.3 x 10
10 150.5
Hemicellulose k5 - 2.1 x 10
16 186.7
k6 - 8.75 x 10
15 202.4
k7 0.60 2.6 x 10
11 145.7
Lignin k8 - 9.6 x 10
8 107.6
k9 - 1.5 x 10
9 143.8
k10 0.75 7.7 x 10
6 111.4
Tar k4 - 4.25 x 10
6 108.0
We model the reactor as an ideal plug flow reactor, modeled at steady state by:
dM
dVr
= A ·M (3.27)
where A is the matrix of kinetic rate constants, yield and densities, M is the vector of
species masses and Vr is the volume of the reactor.
We can solve this system analytically:
M = V · eDVr · V −1 ·Mo (3.28)
where V is the matrix formed by vertically stacking the eigenvectors of M , D is the
diagonal matrix formed of eigenvalues of M , and Mo is the vector of feed species masses.
As an example, we solve the system with initial masses of cellulose, hemicellulose and
lignin of 0.5, 0.3 and 0.2 respectively and plot the temperature dependent results in
figure 3.4.
The implementation of the analytical solution (eq. 3.28) in GAMS proved computationally
intractable when placed within the superstructure.
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In order to overcome this, we identified the temperature of operation that corresponds
to the maximum yield of bio-oil (the principal product) for a range of initial conditions.
We fit a linear multi-variate model for this temperature which depends on the feed mass
fractions (Xo,i). This model is as follows:
Tpyrolysis = 725.26Xo,cellulose + 754.83Xo,hemicellulose + 884.94Xo,lignin (3.29)
This temperature is used as a lower bound estimate in the GAMS implementation of
the pyrolysis reactor. Similar models were fitted for the production rates of bio-oils and
hydrocarbon gases. These models were fitted to the feed mass flow rates and the pyrolysis
temperature as follows:
Fcoils = Fccell ·
(−229.0 + 0.831 · T − 9.95 · 10−4 · T 2 + 3.94 · 10−7 · T 3) (3.30)
Fchemi ·
(−14.0 + 0.0388 · T − 2.56 · 10−5 · T 2) (3.31)
Fclig ·
(
+143.0− 0.551 · T + 7.05 · 10−4 · T 2 − 2.99 · 10−7 · T 3) (3.32)
+3.85 · T − 0.00724 · T 2 + 6.04 · 10−6 · T 3 − 1.88 · 10−9 · T 4 − 767.0 (3.33)
(3.34)
Fcgas = Fccell · (−2.6 + 0.0036 · T ) (3.35)
Fchemi ·
(
+11.7− 0.0317 · T + 2.17 · 10−5 · T 2) (3.36)
Fclig ·
(
+11.4− 0.0309 · T + 2.09 · 10−5 · T 2) (3.37)
+0.0404 · T − 5.96 · 10−5 · T 2 + 2.86 · 10−8 · T 3 − 8.8 (3.38)
(3.39)
where Fcoils and Fcgas are the outlet flow rates of the pyrolysis oils and pyrolysis light
hydrocarbon gases respectively, Fccell, Fchemi, Fclig are the inlet flow rates of cellulose,
hemicellulose and lignin respectively and T (◦K) is the reactor temperature.
3.3.4 Yield based reaction processes
We model the yield based reaction processes to have a fixed mass yield. The mass balances
can be written as follows for each component (comp) participating in the reaction:∑
k=out
Fck,i =
∑
k=in
Fck,i −
∑
k=in
Fck,key-comp · yieldi (3.40)
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Figure 3.4: Solution to Pyrolysis Kinetic Model
where Fck,i is the mass flow rate of component i in stream k and Fck,key-comp is the flow
rate of the key component in the reaction (i.e. the component with respect to which the
yield is defined). Finally yieldi is the yield of component i from the key component in
the reaction.
Following is a description of the yield based processes included in the superstructure.
Fermentation processes
Several fermentation processes have been included in the biorefinery superstructure. The
production of lactic acid is modelled to have an overall yield of 65% from cellulose
and hemicellulose [1]. We also include the fermentation of biomass for the production
of succinic acid. It has been shown that sparging a fermentation tank loaded with
Escherichia coli with CO2 can increase the yield of succinic acid from 25% to 81% and
the yield of acetic acid is 15% the yield of succinic acid [45]. In this chapter we use a
binary variable to indicate the sparging of carbon dioxide or not, and also use this to
set the yield to the appropriate value. We source our carbon dioxide for sparging from
elsewhere in the superstructure.
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Xylitol hydrogenation
The production of xylitol is accomplished by the hydrogenation of purified xylose at
approximately 125◦C. The overall xylitol yield is 55% from the total xylan (polysaccharide
of xylose) present in the feed hemicellulose (assumed to be pure C5 sugars here) [46].
BioFine R© process
The BioFine R© process is a patented process [26] composed of two reactors placed in series
that convert cellulose and hemicellulose. The yield and products will depend on the type
of feed used; when C5 sugars (hemicellulose) are processed, furfural and char are produced
in a 50-50 mass split whereas when C6 sugars (cellulose) are processed, levulinic acid (LA)
and formic acid (FA) are made as well as char in a 50-20-30 mass split, respectively.
3.3.5 Conversion based reaction processes
The remaining process units are modelled as conversion reactors whose mass balance takes
the form: ∑
k=out
Fck,i =
∑
k=in
Fck,i −
∑
k=in Fck,key-comp ·MWi · convi
MWkey-comp
(3.41)
The key component is the key reactant species with respect to which the conversion value
is defined. Finally, convi is the conversion of the key component to component i.
Diesel via 2-Methyl-Furan
It has been suggested that diesel range products can be formed in an energy efficient way
by a set of reactions that involve hydrophobic intermediate species and produce nonpolar
alkanes (i.e. diesel products). This strategy greatly reduces the energy requirements of
the process when compared to other suggested routes to alkane products which require
water separation by distillation [12].
The starting point for the scheme implemented here is 2-methylfuran (2MF). 2MF can
be obtained from biomass via an established industrial process that initially produces
furfural which can then be selectively converted to 2MF [23]. In the 2MF to diesel process,
three moles of 2MF are hydroalkylated to 4-oxopentanal in the presence of concentrated
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Figure 3.5: Diesel production from 2-Methyl-Furan
sulphuric acid. This is subsequently further alkylated and hydrodeoxygenated to the
diesel product as shown in figure 3.5.
Figure 3.6: Furfural dehydrogenated to 2-Methyl-Furan (2MF)
The furfural produced by a BioFine R© process is dehydrogenated to 2MF in an initial
reactor (100% conversion) as shown in figure 3.6. The 2MF is then subjected to the set
of reaction conditions described above with a conversion of 2MF to diesel of 87%.
Liquid hydrocarbon fuels from levulinic acid
A novel reaction scheme has been suggested [42] that converts levulinic acid into liquid
hydrocarbon fuel products. This scheme takes levulinic and formic acids produced by
a Biofine R© process and initially converts these into γ-valerolactone (γVL) which is
subsequently converted to butene. The butene undergoes oligomerization to produce
the desired liquid hydrocarbon fuel products. The associated yields are as follows: the
conversion of γVL from LA is 100%, the conversion of butene from γVL is 99% and the
conversion of this to C8+ hydrocarbon liquids is 99% distributed between C8(29.70%),
C12(25.74%), C16(24.75%) and C20(18.81%) hydrocarbons.
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3.3.6 Ancillary models
Stream equations
For each stream in our superstructure we write the following mass balance equations:
Fk =
Nc∑
i=1
Fck,i (3.42)
where Fk and Fck,i are the total stream k flow rate, and the flow rate of component i in
stream k.
Splitter
Each split point is modelled as follows:
Fcm,i =
∑
k=in
Fck,i · em (3.43)
where em is the split fraction (a continuous variable between 0 and 1), defined as the
fraction of the inlet flow rate that is sent to stream m where is m denotes the set of outlet
streams from the splitter.
Mixer
The mass balance used to model the mixer units has a similar form to equation 3.5. The
energy balance is written as follows:∑
k=in
FkTkCpk =
∑
k=out
FkTkCpk (3.44)
where Tin and Tout are the temperature of the inlet and outlet streams respectively and
Cp is the stream average heat capacity.
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Heater/Cooler
The mass balance used to model the heating and cooling units has a similar form to
equation 3.5. The following energy balance is also written:
Qhx = F · Cp ·∆T (3.45)
where Qhx is the enthalpy flow in heat exchanger hx, F is the stream flow rate, Cp is
the stream average heat capacity and ∆T is the temperature difference between inlet and
outlet stream.
3.3.7 Capital cost calculations
Capital costs are initially calculated using the Douglas correlations [18] and other
literature estimates [4]. Included in these capital costs calculations but not shown in
the superstructure are the costs associated with drying and handling the biomass feeds.
Measures to address the inaccuracy of capital cost estimates are discussed later. Biomass
handling, drying and pretreatment technologies are included as a uniform component of
the capital cost.
3.4 Problem formulation and solution strategy
We consider the NPV as an objective function which is defined as follows:
NPV = θ · Profit− CAPEX (3.46)
where CAPEX is the total capital expenditure and θ is the discount factor. The profit of
the biorefinery is defined as:
Profit =
Nc∑
i
PiFcE,i −
Nb∑
j
PbFcI,b −
Nhx∑
k
PhxQhx (3.47)
where Nb is the number of biomass feeds and Nhx is the number of heat exchangers
(heaters and coolers), Pi, Pb and Phx is the price of component i, biomass feed b and
utility hx respectiverly. FcE,i is the exit stream flow rate of component i, FcI,b is the
flow rate of biomass feed b, and Qhx is the utility requirement of heat exchanger hx.
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The discount factor is constant in this case as we assume a constant profit per year
of operation and, for simplicity, no further discounting or amortization of the capital
expenditure. The project horizon is set at 15 years with constant cost of capital (r) of
10%. The discount factor is calculated as follows:
θ =
15∑
n=1
1
(1 + r)n
≈ 7.61 (3.48)
The CAPEX is simply the sum of all the capital costs of the individual process units.
When a process unit is not used, its capital cost is set to zero. The capacity of the
biorefinery is set at 1000 dry metric tons of biomass per day.
Carbon efficiency is a measure of how much carbon fed to the biorefinery is retained in
the products. It is a useful metric of environmental performance. The specific definition
used in the chapter as an alternative objective function is as follows:
Ceff =
∑Nb
j (12 ·#aC,j/MWj)Fcj,I∑Nc
i (12 ·#aC,i/MWi)Fci,E
(3.49)
such that the numerator is the total amount of carbon leaving the system and the
denominator is the total amount of carbon entering the system.
The process synthesis problem is formulated as an MINLP. The mass and energy
balance equations for each process unit in the superstructure form a set of non-linear
equality constraints. The problem is written in GAMS (v.23.9) and solved using the
BARON (v.11.3) [60] solver package for the global optimum configuration. The decision
variables are the split fractions at the split points (shown as diamonds in figure 3.2), the
temperature of the gasification and pyrolysis units and the binary variables for streams
being active or not. The complete model has 2133 variables of which 96 are binary, and
2249 equations. The sets used in the model are shown in table 3.5, the variables are
shown in table 3.6 and the yield and conversion values are shown in table 3.7.
The BARON solver package guarantees that global optimality is reached when finite upper
and lower bounds are available for all variables in the problem. In order to find these
upper and lower bounds on the flow rate variables we formulated a simplified mass balance
model in MATLAB. This not only guaranteed that global optimality was reached but also
improved computational time. In order to further improve this time we normalized the
feed to 1kg/hr of total biomass. We rescaled the solution flow rate to 1000 tons/day
biomass feed before the capital costs and net present value were calculated. We further
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improved the solution time during the sensitivity analyses, which require solving the
MINLP many times with slightly different parameters, by initializing the problem with a
previously found feasible solution.
In order to improve the accuracy of the capital costs calculations, we found existing
literature estimates of the minimum selling prices (MSP) (where available) for the
products - these are shown in table 3.8. The MSP is defined as the product price needed
for the NPV to be zero. Using these literature MSP values we adjust the capital cost
estimate calculations such that our superstructure replicates the MSP for each individual
product considered. In the solutions and analyses of the biorefinery superstructure that
follows we will continue using the literature MSP values as well as the adjusted capital
cost calculations.
3.5 Base case solution
Figure 3.7: Base case solution of superstructure
Our base case solution is one that maximizes the NPV. The resulting solution to the
44
superstructure is found to have an NPV of $247.76 MM and favours the production of
levulinic acid, formic acid and 2MF. The resulting biorefinery configuration is shown in
figure 3.7. The carbon efficiency of this solution is found to be 37.1%.
When the objective function is changed to one that seeks to maximize carbon efficiency,
the solution to the MINLP is one that has a carbon efficiency of 49.52% and converts all
the incoming biomass through the first pyrolysis reactor.
These initial solutions are further analyzed by performing sensitivity and Pareto analyses
in the following sections.
3.6 Solution analyses
3.6.1 Sensitivity analysis
The solutions presented so far are based on a large number of economic parameters
such as product prices which are subject to variability and uncertainty. We perform
sensitivity analyses by varying the values of these parameters and investigating their
effect on the overall system configuration and economics. We can use these analyses to
better understand how the profitability and configuration of the biorefinery respond to
changing economic conditions.
Initially, we perform a sensitivity analysis on the material values (product prices and
feedstock costs). In this analysis we uniformly vary these values from 50% to 150% of
the values in tables 3.1 and 3.8, for the case where NPV is the objective function. It
should be noted that the capital cost calculations do not change during this sensitivity
analysis. In figure 3.8, we plot the relative change from the base case of the CAPEX, the
profit and the NPV. We can identify four distinct regions at different percentages of the
base case material values. Within each of these regions a new biorefinery configuration
is found. Region I is found at material values between 50 and 88% of the base case
values and is characterized by the production of levulinic acid, formic acids and 2-
methylfuran (figure 3.9). Region II (the base case solution, figure 3.7) is characterized by
the production of xylose, levulinic acid and formic acid. Region III is small and is found
between an 18 and 24% increase from base case values and produces xylitol, lactic acid,
levulinic and formic acids (figure 3.10). When the base material values are increased by
24%, the production of furfural and lactic acid is favoured in region IV (figure 3.11).
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Figure 3.8: NPV sensitivity under variation in material values
Next, we examine the production of biofuels. Our initial superstructure solution
(figure 3.7) does not produce any fuels. We investigate the increase in gasoline, FT
liquids and diesel prices needed for the superstructure to start producing biofuels. In
figure 3.12, we show that we can divide the results into three regions. Region I is small and
represents the original base case solution. Region II is characterized by the production of
the diesel product formed by the Corma process [12]. Finally, Region III is characterized
by the production of gasoline formed by the Dumesic process [42]. Region II starts at an
increase in the fuels price of $0.05/kg and Region III starts at an increase of $0.59/kg. It
is interesting to note that only a small increase in fuels price (∼5%) is needed to trigger
the production of biofuels.
The fact that only a small increase in fuel prices is needed to trigger their production
suggests that biofuels will still be an important part of future biorefineries. This
demonstrates the importance of biorefinery configurations that produce both fuels and
chemicals to the overall profitability of the system.
The final sensitivity analysis performed is one that focuses on FT liquids. These are
frequently cited as playing an important role in biorefineries of the future and have been
investigated in previous biorefinery process synthesis optimization studies [4, 63]. In this
part of the study we investigate the increase in the FT liquids price needed for the
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Figure 3.9: Region I
superstructure to find a solution that produces FT liquids. The result of this analysis is
shown in figure 3.13. We see that the NPV remains at the original value of $247MM until
the price of FT liquids reaches $1.35/kg after which the solution produces FT liquids and
the NPV continues to increase linearly with FT liquid price as expected. The production
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Figure 3.10: Region III
of FT liquids requires a 129% increase in the value of FT liquids with every other product
staying at the base case values and can thus be deemed unlikely.
Our conclusions from these sensitivity analyses are three-fold. Firstly, we have shown
that the integrated biorefinery has positive NPV over a wide range of material values.
Secondly, we have demonstrated the importance of chemicals in the overall biorefinery
configuration. Finally, the production of FT liquids has been shown to require a significant
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Figure 3.11: Region IV
increase in their value, making them unlikely to be part of future profitable biorefineries
given the current state of technology. FT liquids can be produced more economically
from natural gas sources, which are cheaper than biomass and also oxygen-free. This is
consistent with assessments such as in [66] which argue that the biomass to FT liquids
process cost is about twice as much as that of a natural gas based process.
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3.6.2 Monte Carlo sampling
In this section we sample a normal distribution of our product prices. For each price
we assume a normal distribution with a mean equal to the values in table 3.8 and
standard deviation of 10% of the mean value. This allows us to analyze the robustness
of the biorefinery systems to economic uncertainty and changing economic conditions.
In our first case study, we optimize the biorefinery superstructure by maximizing NPV
for 100 rounds of independently selected economic parameters. The results presented in
figure 3.14 show that levulinic and formic acids are the most frequently selected product,
being produced in approximately 80% of the samples. Furthermore, we see that the
second most frequent product is diesel. Again, we see that FT liquids are never selected.
For our next analysis we use the results of the first Monte Carlo analysis and construct
a biorefinery configuration that can produce the most frequently selected products from
our first analysis (namely, diesel, levulinic and formic acid). We accomplish this by fixing
the values of the split fractions in order to achieve the configuration shown in figures 3.15.
We then sample the distribution of product prices 10,000 times and investigate the
resulting NPV. This produces the NPV distribution in figure 3.16 with a minimum value
of $148MM, a mean value of $248MM and a maximum value of $336MM. This shows that
the biorefinery configuration shown in figure 3.15 which produces both fuels and chemicals
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Figure 3.15: Monte Carlo
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is robust to changes in economic operating parameters and can maintain a positive NPV
in the face of economic variability.
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Figure 3.16: NPV distribution after second Monte Carlo analysis
3.6.3 Multi-objective optimization
In this section we consider the simultaneous optimization over two objective functions,
specifically, carbon efficiency and NPV. Intuition would suggest that with increasing
carbon efficiency, the maximum NPV attainable should decrease. The multi-objective
optimization is implemented using the -constraint method [17]. In this method, we
gradually increase the maximum allowable carbon efficiency (from 0.2 to 0.5) and seek
the corresponding maximum value of NPV. The result of the multi-objective optimization
is shown in figure 3.17.
The points shown on the figure are the feasible solutions found. The convex hull of
these gives an estimate of the boundary to the region within which feasible biorefinery
configurations are found. We see that there is a maximum in this boundary at point
A on figure 3.17. The boundary curve to the right of point A is the Pareto frontier
and represents the best compromise between NPV and carbon efficiency. As expected
an increase in carbon efficiency drives the NPV lower. To the left of the point A is
the boundary between feasible and infeasible biorefinery configurations but these are not
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Figure 3.17: Pareto frontier of NPV against carbon efficiency
strictly part of the Pareto frontier as an increase in both NPV and carbon efficiency is
possible from each point in this part of the boundary. In this region, the solution, to
satisfy the carbon efficiency requirements, sends an increasing amount of carbon to the
waste streams thereby satisfying the reduction in the carbon efficiency limit. However,
importantly, no solution is found with negative NPV.
The highest values of NPV are achieved when each component of biomass (cellulose,
hemicellulose and lignin) is used in a process that maximizes its contribution to the
economic potential of the biorefinery system. At the maximum NPV value (in figure 3.17)
the base case solution is found with a carbon efficiency of 37%. This configuration is found
for carbon efficiencies ranging from 37% to 40%. For carbon efficiencies from 40% to 45%
the production of LA, FA and 2MF is favoured. From 45% to the maximum achievable
carbon efficiency (∼50%) all the biomass is converted in the pyrolysis reactor which is
the most carbon efficient process included in our superstructure.
3.7 Conclusions
The aim of this work is a systematic analysis of the integrated biorefinery concept. We
formulated a versatile superstructure that can produce both fuels and chemicals from
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a variety of feedstocks. Our base case analysis showed that the production of xylitol,
levulinic acid and formic acid is most favourable. This base case scenario has an NPV of
$247MM and a carbon efficiency of 37%. When we turned our attention to maximizing
carbon efficiency, the resulting configuration produced bio-oils from the pyrolysis reactor
and a carbon efficiency of approximately 50%.
Several sensitivity analyses were performed in order to uncover how the superstructure
reacts to different values of economic parameters. The initial sensitivity analysis
performed on the material values showed that the chemical products produce a higher
NPV than fuels. A second sensitivity analysis on the fuel prices showed that fuels play an
important role in the profitability of biorefinery systems as only a small increase (∼5%)
was needed to trigger the production of fuel products. A Monte Carlo type sampling of
the product prices highlighted the importance of fuels to overall biorefinery profitability.
Including fuel and chemical products gave the biorefinery configuration flexibility to
be profitable under a wide range of material values. Multi-objective optimization
demonstrated the importance of multiple product biorefineries such that each component
of the biomass is used to produce a product that maximizes its contribution to the system’s
economic potential.
3.8 Sets, variables and parameters
The definitions and descriptions of the sets used in this chapter are shown in table 3.5. The
definitions and descriptions of the variables used in this chapter are shown in table 3.6.
The values of the yield parameters used in this chapter are shown in table 3.7. Finally,
the material values used in this chapter are shown in table 3.8
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Table 3.5: Sets used in superstructure model formulation
Set Name Description Contents
str Process Streams Set {1 . . . 96 }
Feed str Feed Streams Set {1 . . . 4 }
Comp Component Set {1 . . . 40 }
Atoms Atoms Set {C, H, O }
Heh Heater Units { 1 . . . 10}
Hec Cooler Units { 1 . . . 8 }
Spl Splitter Units { 1 . . . 11}
Mxr Mixer Units { 1 . . . 7 }
CompSpl Ideal Component Splitter Units { 1 . . . 6 }
Enzym Enzymatic Hydrolysis Units Units { 1 }
Hyd Hydrolysis Units { 1 }
BioF BioFine Units { 1 . . . 2 }
Pyro Pyrolysis Units { 1 . . . 3 }
Gasi Gasification Units { 1 }
FT react FT Reactor Units { 1 }
DUMR1 Dumesic 1st Reactor Units { 1 }
DUMR2 Dumesic 2nd Reactor Units { 1 }
DUMR3 Dumesic 3rd Reactor Units { 1 }
R 2MF 2MF Reactor Units { 1 }
CormaR Corma Reactor Units { 1 }
Xyl Xylose Reactor Units { 1 }
Lac Ferm Lactic Acid Fermentation Units { 1 }
SA AA Ferm Succinic and Acetic Acid Fermentation Units { 1 }
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Table 3.6: Variables used in superstructure model formulation
Variable Name (sets) Description Type
F(str) Flow Rate Continuous
Fc(str,comp) Component Flow Rate Continuous
T(str) Stream Temperature Continuous
e(spl,str) Split fractions Continuous
qh(heh) Heater energy requirement Continuous
qc(hec) Cooler energy requirement Continuous
pyroT(pyro) Pyrolysis Unit Temperature Continuous
SplT(spl) Splitter Unit Temperature Continuous
CompSplT(CompSpl) Component Splitter Unit Temperature Continuous
BioFT(BioF) Biofine Unit Temperature Continuous
GasiT(pyro) Gasification Unit Temperature Continuous
FT ReactT(FT React) FT Reactor Unit Temperature Continuous
DUMR1T(DUMR1)
Dumesic 1st Reactor Unit
Temperature
Continuous
DUMR2T(DUMR2)
Dumesic 2nd Reactor Unit
Temperature
Continuous
DUMR3T(DUMR3)
Dumesic 3rd Reactor Unit
Temperature
Continuous
R 2MFT(R 2MF) 2MF Reactor Unit Temperature Continuous
CormART(CormaR) Corma Reactor Unit Temperature Continuous
XylT(Xyl) Xylose Reactor Unit Temperature Continuous
Lac FermT(Lac Ferm)
Lactic Acid Fermentation Unit
Temperature
Continuous
SA AA FermT(SA AA Ferm)
Succinic and Acetic Acid
Fermentation Unit Temperature
Continuous
x(str,comp)
Mass Fraction of Component in
Stream
Continuous
on(str) Stream Inclusion Binary Binary
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Table 3.7: Yield and conversion values
Reaction Yield/Conversion Reference
Hydrolysis - cellulose from biomass 0.96 [31]
Hydrolysis - hemicellulose from biomass 0.801 [31]
Hydrolysis - lignin from biomass 0.885 [31]
Enzymatic hydrolysis - lignin from
lignin-cellulose complex
0.83 [31]
Enzymatic hydrolysis -cellulose from
lignin-cellulose complex
0.904 [31]
Biofine - Furfural from hemicellulose 0.5 [26]
Biofine - Char from hemicellulose 0.5 [26]
Biofine - Formic acid from cellulose 0.2 [26]
Biofine - LA from cellulose 0.5 [26]
Biofine - char from cellulose 0.3 [26]
Dumesic - γVL to LA 1 [42]
Dumesic - γVL to Butene 0.99 [42]
Dumesic - Butene to C4-C8 0.297 [42]
Dumesic - Butene to C8-C12 0.2574 [42]
Dumesic - Butene to C12-C16 0.2475 [42]
Dumesic - Butene to C16-C20 0.1881 [42]
Corma - 2MF from formic 1 [12]
Corma - Diesel from 2MF 0.87 [12]
Corma - Gases (C1-C4) from 2MF 0.02 [12]
Corma - hydrocarbons (C4-C8) from 2MF 0.02 [12]
Fermentation - Lactic acid 0.65 [29]
Fermentation - SA (no CO2) 0.33 [45]
Fermentation - SA (with CO2) 0.72 [45]
Fermentation - AA (no CO2) based on SA
(gram per gram)
15.53667 [45]
Fermentation - AA (with CO2) based on SA
(gram per gram)
7.08 [45]
Xylitol - Xylitol from xylose 0.55 [46]
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Table 3.8: Material values
Material MSP [$/kg] Reference
Xylitol 8.56 [37]
Acetic Acid 0.46 [16]
Formic Acid 0.68 [57]
Butene 1.07 icis.com
2-Methyl-Furan n/a -
γValerolactone n/a -
Levulinic Acid 0.2 [50]
Furfural 1.02 [16]
FT Liquids 0.59 [74]
Succinic Acid 6.58 [56]
Succinic Acid 0.73 [79]
Lactic Acid 1.00 [1]
Bio-Oils 0.19 [75]
Drop-In Fuels
Gasoline - Dec 2012 U.S.
Energy Information Administration (EIA) gasoline price
(excluding taxes) - 1.01$/kg
Diesel - Dec 2012 U.S. Energy Information Administration
(EIA) gasoline price (excluding taxes) - 1.11$/kg
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CHAPTER 4
Techno-Economic Analysis of Hollow Fiber Supported Zeolite
Membranes
4.1 Introduction
Distillation is by far the most industrially important and effective separation process
but its effectiveness can be limited by systems with close boiling points or azeotropes.
Membrane technologies are not constrained by such limitations and can be an energy
efficient solution to difficult separation requirements. Examples of successful industrial
applications of membranes include hydrogen purification, air separation and carbon
dioxide removal [3]. The size of the global membrane market is estimated to be $16.5
billion [24].
Techno-economic analyses have proven to be a useful tool for guiding the development of
new technologies. Analyses of this sort allow researchers to systematically screen proposed
technologies against a set of technical and economic objectives, thereby allowing for more
focused technology development.
In the first part of this chapter, a membrane unit is modelled in gPROMS and is then
used, in the second part of the chapter, to analyze the technical and economic merits
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of membrane-based systems for two industrially important case studies. The first case
study focuses on corn ethanol dehydration whilst the second looks at butane isomer
separation. The specific objective of this work is to determine key performance targets
for the development of hollow-fiber supported zeolite membranes which will render these
technically and economically attractive compared to existing separation methods.
4.2 Membrane modelling
The membrane unit considered was modelled as a plug-flow counter-current hollow-
fiber membrane module where the feed enters the hollow fibers (retentate side), ethanol
permeates through the membrane and leaves in the product stream exiting the shell side
(permeate side). Nitrogen is used as a sweep gas on the permeate side and assumed
not to permeate through the membrane. A schematic of the membrane unit is shown in
figure 4.1. The following simplifying assumptions are made:
• isothermal operation
• ideal gas equation of state is used to calculate appropriate physical properties
• negligible pressure drop along each side of the membrane
• feed uniformly divided between all hollow fibers
• constant permeance and selectivity along membrane length
Figure 4.1: Schematic of membrane unit
The set of governing mass balance equations are formulated as follows:
dFk,i
dz
= −pidtJi (4.1)
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Ji = Pi (Pp,i − Pr,i) (4.2)
Pk,i = P
T
k xk,i (4.3)
α =
Pi
Pj (4.4)
where, Fk,i is the mass flow rate on side k (p: permeate, r: retentate) of component i, z
is the axial coordinate (z = 0: retentate feed side, z = L: sweep feed side), Ji is the flux
of species i through the membrane, Pi is the permeance of species i, Pk,i is the partial
pressure of component i on side k, P Tk is the total pressure on side k, xk,i is the mole
fraction of component i on side k, and α is the selectivity of species i to j.
The following boundary conditions are applied:
Fr,i|z=0 = F 0r,i (4.5)
Fp,i|z=L = F 0p,i (4.6)
where L is the length of the membrane and F 0k,i is the feed flow rate of component i on
side k.
The system of equations was solved in gPROMS v3.6 by discretization of the length of
the membrane according to a Backward Finite Difference method using 50 uniformly
distributed grid points. The key parameters of the membrane system are the total
membrane area, key component permeance (Pi) and selectivity (α).
4.3 Case study 1: corn ethanol dehydration
The first case study analyzes the dehydration of corn derived ethanol. The dehydration of
ethanol is a crucial, energy intensive, step in the refining of corn derived ethanol which is
a $20 billion business in the U.S.A.. This separation step is particularly energy intensive
because of the azeotrope formed between ethanol and water at approximately 95wt%
ethanol. Membrane technologies are not limited by this azeotropic behaviour and have
been shown to be a promising alternative to traditional distillation technologies [47, 67].
A simulation study of the current technology, which is based on a three distillation
column configuration, is initially carried out to establish, both technical and economic,
performance benchmarks. These benchmarks become the yardstick by which the
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membrane-based systems are judged. The technical and economic merits of the following
membrane-based systems are studied:
1. a single membrane unit replacing all three columns
2. hybrid systems:
(a) a membrane placed before column(s) to accomplish the initial portion of the
separation requirements
(b) a membrane placed after column(s) to finish the separation requirement:
i. in single pass configuration
ii. a recycle configuration where the membrane retentate is recycled to the
distillation column feed
4.3.1 Base case: distillation modelling results
The current, state of the art, technology used to dehydrate ethanol produced by
fermentation of corn sugars is a series of three distillation columns whose configuration
is shown in figure 4.2 [36].
The feed to this system of columns is the fermentation tank eﬄuent and contains 12wt%
ethanol. The first column, known as the beer column, has 22 trays, a reboiler but no
condenser. The column produces a vapour top product that contains the feed ethanol
and approximately equal amounts of water. The steam flow to the reboiler is chosen such
that 99% of the ethanol is recovered in the top product. The bottom product contains all
the fermentation solids (corn kernels, yeast cells and corn oils) which, once dried, are sold
as dry distillers grains with solubles (DDGS) to be used as animal feed. The revenues from
DDGS contribute significantly towards the total revenue of these facilities and, as such,
should be recovered in any membrane-based design configuration. The second column,
the rectifying column, has 22 trays, a condenser but no reboiler. This column produces a
top liquid product at the azeotropic ethanol concentration of 95wt%. The bottom liquid
eﬄuent is fed to the third column, the stripping column. The stripping column has 35
trays, a reboiler but no condenser. It produces a top vapour product which is fed to the
bottom of the rectifying column. Again, the reboiler steam flowrate is chosen to recover
99% of the ethanol in the top product [36].
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Figure 4.2: Process flowsheet for ethanol distillation base case
The three columns have been simulated in Aspen Plus. The overall recovery achieved
is 99% and the top product purity is 95wt% ethanol. The reboiler energy costs are
the largest operating expenses of these columns and outweighs the capital costs [36]. The
Aspen Plus results show that the beer column uses 9.37MW and the stripping column uses
4.17MW of steam which costs $1.66MM/year and $0.74MM/year, respectively, assuming
natural gas boilers operating at 80% efficiency and $5.00/MMBTU natural gas price.
The key performance indicators that any membrane-based design must meet or exceed are
an ethanol recovery of 99% with a final product purity of 95wt%. These values become
the targets for the development of novel membrane based systems for the dehydration of
ethanol.
4.3.2 Membrane results and discussion
As mentioned in section 4.1, several membrane-based systems are studied. The first was
a stand-alone single membrane unit aimed at replacing all three distillation columns.
Following this, hybrid systems composed of a membrane unit and distillation column(s)
are studied. These include configurations with the membrane unit placed before and after
distillation columns.
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Stand-alone membrane system
A stand-alone membrane system capable of completely replacing all three distillation
columns is initially investigated. The membrane model described in section 4.2 is applied
to the ethanol dehydration system and solved in gPROMS v3.6. The membrane is
given a relatively high permeance and selectivity values of 10kg/hr.m2.atm and 1000,
respectively. The feed to the membrane is assumed to be composed of only ethanol and
water at the 12wt% ethanol fermentation product purity and completely vapourized at
constant pressure before being sent to the membrane unit. The ethanol recovery and
purity achieved as a function of membrane area are shown in figure 4.3 where the target
recovery is that achieved in the distillation columns, namely, 99%.
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Figure 4.3: Single membrane results. selectivity: 1000, ethanol permeance:
10kg/m2.hr.atm
The results show that as the membrane area increases more and more ethanol is recovered.
However, with increasing membrane area more water is also recovered which reduces the
product purity as membrane area increases. Given a target recovery of 99%, selected to
match the distillation system’s performance, the required membrane area is 598,000m2.
However, the achieved product purity at this membrane area is 70wt% which is below the
target purity of 95wt%, again selected to match the distillation system’s performance.
The fact that the product purity is below the target values and that a very high membrane
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area is required indicate that the stand-alone membrane system should not be investigated
further.
Hybrid systems
Having established that a stand-alone membrane system is incapable of economically
replacing the distillation system, hybrid systems composed of distillation column(s) and
a membrane unit are investigated.
As previously mentioned, two distinct hybrid systems are initially studied. These are
shown in figure 4.4 and 4.5. The first such system is shown in figure 4.4, which places
a membrane before the distillation column(s) and seeks to increase the concentration of
ethanol in the distillation feed which should, in theory, reduce the cost of distillation. A
similar system has been proposed previously [47]. In order to investigate the feasibility
of this membrane pre-distillation system, the potential energy savings from the reduced
distillation column are calculated. This is accomplished by investigating the effect on
the distillation columns’ energy requirement of an increase in the ethanol concentration
in the beer column feed stream in Aspen Plus. The results, in figure 4.6 and generated
using the Aspen Plus model of the three column system, show the total distillation energy
required as a function of the ethanol mass fraction in the distillation feed. Also shown are
the savings achieved by the increased feed ethanol concentration defined as the difference
between the total energy required and the base case total energy required (13.54MW). The
savings feasible when rectifying and stripping columns are eliminated (blue dashed line)
are also included in the results figure. The inclusion of the savings achieved by removing
the rectifying and stripping column is important as these are the savings achieved in the
configuration shown in figure 4.5.
The results show that, as expected, increasing the ethanol concentration in the distillation
feed stream reduced the total energy required. However, as highlighted by the blue dashed
line in figure 4.6 the total savings are not more than those achieved by eliminating the
rectifying and stripping columns. This blue dashed line also equals the total energy
savings that a membrane unit placed after the beer column would have assuming that
such a membrane could meet the required separation performance.
These results suggest that more energy can be saved when the membrane is placed after
the beer column, which remains unchanged from the base case scenario. Further support
for this configuration can be made by observing that the solids in the fermentation broth
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Figure 4.4: Schematic of hybrid system with membrane placed before column(s)
Figure 4.5: Schematic of hybrid system with membrane placed after column - single
pass configuration
will negatively affect the membrane’s performance. This issue is not found when the
membrane is placed after the beer column as this column separates out all solids in its
bottom stream.
To further understand the results, it is instructive to consider the ethanol-water
vapour-liquid equilibrium (VLE) curve, shown in figure 4.7. The VLE curve exhibits
a characteristic “bulge” at ethanol liquid mass fractions less than ∼50wt%. This
behaviour results in a large driving force for ethanol to be in the vapour phase at
these concentrations. In turn, this suggests that distillation is better suited, at these
concentrations, than other technologies. However, distillation becomes increasingly
difficult (and expensive) as the ethanol concentration approaches the azeotrope at 95wt%.
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Figure 4.6: Distillation energy analysis
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Figure 4.7: Ethanol-water vapour-liquid equilibrium at 2atm
The results in this section suggest that hybrid configurations with the membrane placed
after the beer column are both technically and economically favourable. The analysis of
this configuration is completed in the following section.
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Post-distillation membrane systems
Figure 4.8: Process schematic for recycle scheme
We begin with the configuration shown in figure 4.5 which must achieve the required
separation in a single pass. Figure 4.9 is an example of the type of results that are
generated using the gPROMS model described in section 4.2 and shows the ethanol purity
and recovery as a function of membrane area for a fixed permeance of 6kg/hr.m2.atm
and a selectivity of 250. In all cases in this section, the membrane is fed the beer column
eﬄuent which contains 56w% ethanol flowing at 5.43kg/sec which corresponds to a yearly
production of 30 million gallons of dehydrated ethanol. In figure 4.9, the purity initially
increases as more ethanol permeates through the membrane and dilutes the nitrogen
sweep gas. At approximately 4,000m2, the trend is reversed as an increasing amount of
water permeates through the membrane and dilutes the ethanol product stream. The
required membrane area is chosen as the area required to meet the 99% recovery target
as shown by the black arrow in the figure. Once the required membrane area is found,
the corresponding product purity can be read from the graph which in this case is just
above 95%.
We can repeat the analysis for a range of permeances and selectivities and produce
figure 4.10 which shows the final ethanol product purity achieved at the 99% recovery
target for different values of permeance. The figure shows that the achieved product
purity is a very weak function of permeance and that in order to achieve the desired
95wt% purity target a membrane with selectivity of at least 250 is required. Such a
value can be considered unrealistic given the current state of membrane technology [80]
and therefore a more reasonable value of 100 should be used. However, as shown in
figure 4.10 the required purity and recovery cannot both be met in a single-pass membrane
69
0 5000 10000 15000 20000 25000 30000
0.95
0.96
0.97
0.98
0.99
1.00
Ethanol Purity
Target Recovery
E
th
an
ol
 R
ec
ov
er
y/
P
ur
ity
Membrane Area (m2)
Ethanol Recovery
Figure 4.9: Ethanol product single pass recovery and purity vs. membrane area -
selectivity: 250, ethanol permeance: 10kg/hr.m2.atm
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Figure 4.10: Ethanol product purity vs. membrane selectivity for ethanol permeances 1
to 10kg/hr.m2.atm
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Figure 4.11: Ethanol product purity and recovery vs. membrane area - selectivity: 100,
ethanol permeance: 6kg/hr.m2.atm - target product purity shown by dashed red line
configuration with this selectivity.
Figure 4.11 shows ethanol product purity and recovery as a function of membrane area
for a membrane with selectivity 100 and a permeance of 6kg/hr.m2.atm. The single pass
membrane configuration must be operated at point 1 (17,800m2) for the required recovery
to be achieved; however, this means that the achieved product purity (point 2, ∼93wt%)
does not meet the 95wt% target. A smaller membrane can be used which achieves the
required product purity at point 3 (10,900m2) but does not achieve the required recovery
at point 4 (∼96%).
In order to increase the overall recovery, a recycle loop is introduced as shown in figure 4.8
with a purge stream to avoid material accumulation. In this configuration, both the target
purity and target recovery can be achieved with a membrane with selectivity 100.
The split fraction between the purge and recycled streams is set such that exactly 1% of
the feed ethanol is in the purge stream and therefore the overall recovery target of 99%
is achieved. As expected, the recycle stream will cause the beer column feed stream
to increase in flow rate and decrease in ethanol concentration, and this is expected
to increase the energy required in the beer column reboiler. The modified column is
modelled in Aspen Plus and the energy requirement is shown in figure 4.12 as well as the
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Figure 4.12: Column energy requirements for three scenarios
energy required in the base case and single pass configurations. The results show that, as
expected, the beer column in the recycle scenario uses slightly more energy than in the
single pass case. However, significant energy is saved compared to the base case. It was
found that 3.77MW are saved which corresponds to a savings of $656,000/year.
4.3.3 Membrane economics
The net present value (NPV) savings defined as the net present value of the savings
achieved over the current technology are calculated assuming a discount rate of 7%.
The NPV saving projections over the course of an assumed 20 year project lifetime for
a membrane cost of $100/m2 are shown in figure 4.13 for the same set of permeances
studied above. It is assumed that the membrane tubes have a lifetime of five years and
will cost half the initial investment to replace.
The NPV of the savings is calculated as follows:
NPV =
t=20∑
t=0
CFt
(1 + r)t
(4.7)
where CFt is the cash flow in year t and r is the discount rate. The value of CFt will
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depend on the specific year. For year 0:
CF0 = −CAPEXmem (4.8)
where CAPEXmem is the capital cost of the membrane system which is calculated as the
required membrane area multiplied by the membrane cost per square meter. For all years
greater than 0 and except years 5, 10, 15, and 20, which are years in which the membrane
must be replaced, the cash flow is defined as follows:
CFt = OPEXdist (4.9)
where OPEXdist is the total energy saving of $656,000/year. For years 5, 10, 15, and 20,
the CAPEX associated with the replacement of the membrane unit is subtracted from
the cash flow.
In figure 4.13, we see that each set of points follows a similar pattern which can be broken
down as follows:
• initial investment in the membrane unit results in a negative NPV in the first month
• total energy savings of $656,000/year are achieved over the next five years
• membrane tubes are assumed to have a lifetime of five years and cost half the initial
investment to replace appropriately discounted
• this pattern is repeated for the next 15 years
Overall, we see that as the permeance increases, the system’s economics improve because
the required membrane area decreases.
Obviously, the results in figure 4.13 will change according to the assumed membrane
cost. The process economics will improve with decreasing membrane costs as shown in
figure 4.14 for membranes with permeance of 4kg/hr.m2.atm.
In order to understand the trade-offs between increasing permeance or decreasing costs,
we plot the breakeven time, defined as the time in years needed to reach an NPV of zero,
against membrane costs for a set of permeances. These results are shown in figure 4.15.
To further improve the clarity and usefulness of our results we suggest a new parameter
termed “flow cost” which is calculated as the membrane cost ($/m2) divided by the
membrane permeance (kg/hr.m2.atm) and therefore has units of $/kg/hr.atm. The flow
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Figure 4.13: NPV savings projections for different ethanol permeance values -
membrane cost: $100/m2
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Figure 4.14: NPV savings projections for membrane cost values
- ethanol permeance: 4 kg/hr.m2.atm
74
cost can be thought of as the cost of ethanol flow rate through the membrane.
When the results shown in figure 4.15 are recast using this new parameter, the results
shown in figure 4.16 are obtained. In this figure, all the points lie on a single line as long
as the breakeven time is less than the lifetime of the membrane (assumed to be 5 years
here). Results with breakeven times higher than five years correspond to scenarios that
require at least one membrane replacement before breaking even and will result in a shift
to the breakeven against flow cost curve. This is the case for the point at $50/kg/hr
in figure 4.15. The five year membrane lifetime assumption provides a reasonable upper
bound on the required breakeven time. This breakeven upper bound sets a limit on the
flow cost of $42/kg/hr. Any membrane with a combination of membrane permeance and
cost that achieves this upper bound flow cost limit will be economically attractive given
the assumptions used.
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Figure 4.15: Breakeven time vs. membrane cost for different ethanol permeance values
It is interesting to investigate the sensitivity of the breakeven flow cost to the value of the
membrane lifetime. These results are shown in figure 4.17. These show that maximizing
the membrane lifetime greatly impacts the breakeven flow cost and breakeven time as
this minimizes the number of membrane required over the course of the project.
In the results shown so far in this section, a selectivity of 100 is assumed. It is possible
that such a selectivity cannot be achieved. In this case, the analyses presented above can
75
0 5 10 15 20 25 30 35 40 45 50
0
1
2
3
4
5
6
7
8
9
10
B
re
ak
ev
en
 T
im
e 
(y
ea
rs
)
Flow Cost ($/kg/hr.atm)
Figure 4.16: Breakeven time vs. flow cost
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Figure 4.17: Breakeven time vs. flow cost for different membrane lifetimes
be repeated for a membrane with selectivity of 50. In this case, the energy required in the
beer column increases to 11.14MW because more material is recycled. This has a knock-
on effect on the NPV economics. The breakeven flow cost for both values of selectivity
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is shown in figure 4.18. As expected, the membrane with a lower selectivity requires a
smaller flow cost (i.e. a cheaper or higher permeance membrane) for the same breakeven
time. However, this effect is not significant compared to the effect of membrane lifetime
shown in figure 4.17.
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Figure 4.18: Breakeven time vs. flow cost for membranes with selectivity of 100 and 50
4.3.4 Conclusions
We have designed a novel hybrid system that combines a distillation column with
a membrane unit to dehydrate corn derived ethanol. The distillation column is fed
the fermentation eﬄuent stream and produces a vapour product with an ethanol
concentration of 56wt%. This is fed to a membrane unit which dehydrates the ethanol
to the required 95wt% purity target. The overall ethanol recovery target of 99% is
achieved by the use of a recycle stream. The required membrane performance targets are a
selectivity of 100 and a flow cost less than $42/kg/hr. An energy savings of approximately
3.74MW is achievable which corresponds to 24.6% of the total energy currently used in
corn ethanol water distillation. Alternatively, a selectivity of 50 can be used in which case
the upper bound flow cost was found to be $22/kg/hr. This achieves an energy savings
of 2.57MW compared to traditional distillation columns.
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4.4 Case study 2: butane isomer separation
The second case study analyzed is the separation of butane isomers: normal and iso-
butane. n-Butane is used for gasoline blending and for the production of ethylene and
butadiene, both precursor molecules in the production of plastics. The separation of
butane isomers is traditionally accomplished via a distillation process. This process is
energy and capital intensive because of the closeness of the isomers’ boiling points. The
vapour-liquid equilibrium of the system is shown in figure 4.19. This figure highlights
the deficiency of current distillation technologies when applied to this system because
it clearly shows that a very small separation driving force is available. This points to
examining the potential of a solution based on membrane technologies.
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Figure 4.19: i-Butane vapour liquid equilibrium at 8.81 atm
4.4.1 Base case: distillation modelling results
The first task in this techno-economic analysis is to identify an industrially relevant base
case. Distillation is the current industrial technology used to separate butane isomers.
Typical industrial scale feed conditions are shown in table 4.1 [34].
An industrial scale distillation column was simulated using Aspen Plus. A schematic of
the column is shown in figure 4.20. The number of trays, feed tray location and column
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Table 4.1: Typical feed conditions for butane isomer separation
Pressure [atm] 8.81
Temperature [K] 343.3
Flow [kg/sec] 7.08
wt% n-Butane 0.697
wt% i-Butane 0.303
diameter are taken from the literature [34] and shown in table 4.2. It was found that n-
butane is recovered in the bottoms of the column with a purity of 99.5 wt% and recovery
of 98.6%. The column size data and the reboiler duty (10.24MW) and condenser duty
(10.50MW) are used to estimate the capital and operating costs of the column according
to the Guthrie correlations [18]. These are summarized in Table 4.3 which shows that
this choice of technology is both energy and capital intensive.
Table 4.2: Industrial scale butane isomer separation distillation column size parameters
Column height 51.8m
Column diameter 2.9m
Total number of trays 74
Feed tray location 37
Figure 4.20: n-butane - i-butane distillation column schematic
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Table 4.3: Operating and capital cost of distillation column for butane isomer separation
Annual Operating Cost (OPEX) $2.11 MM
Capital Cost (CAPEX) $2.20 MM
4.4.2 Single membrane unit process
A process composed of a single membrane unit shown in figure 4.21, is initially investigated
as a possible solution to the energy and capital intensive distillation column used to
separate butane isomers. Initially, a membrane with n-butane selectivity of 100 and n-
butane permeance of 10kg/hr.m2.atm is used as well as a sweep gas pressure of 1atm. An
inert sweep gas of nitrogen flows on the permeate side at 1mol/sec. The membrane mass
balance equations are the same as those described in section 4.2.
Figure 4.21: Schematic of membrane unit
Results for n-butane recovery and purity as a function of membrane area are shown in
figure 4.22. The target recovery shown in the figure is the same recovery as that achieved
in the distillation column. The purity achieved at this recovery is 97.4wt% which is lower
than the 99.5wt% achieved with distillation. The required area for this separation is
653m2.
The net present value (NPV) of the potential savings of this single membrane system
over the traditional distillation based system can be calculated. A discount rate of 7%
is assumed. The membrane is assumed to have a lifetime of 5 years and will cost 50%
of the initial investment to replace. The NPV savings for different values of membrane
costs are shown in figure 4.23. The NPV is calculated as follows:
NPV =
t=20∑
t=0
CFt
(1 + r)t
(4.10)
where CFt is the cash flow in year t and r is the discount rate. The value of CFt will
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Figure 4.22: n-Butane recovery and product purity vs. membrane area for single
membrane system. permeance: 10kg/hr.m2.atm, selectivity: 100, target recovery:
98.6%, target purity: 99.5wt%
depend on the specific year. For year 0 the definition is as follows:
CF0 = CAPEXdist − CAPEXmem − CAPEXvap (4.11)
where CAPEXdist is the CAPEX of the distillation based system calculated using the
Guthrie correlations [18]. CAPEXvap is the CAPEX of a vapourizer needed to vapourize
the feed stream which is assumed to be in the liquid state calculated using the Guthrie
correlations [18] and equals $0.87MM.
CAPEXmem is the CAPEX of the membrane system and defined as follows:
CAPEXmem = AmemCmem (4.12)
where Amem is required membrane area, and Cmem is the membrane cost per square
meter.
For all years greater than 0 and except years 5, 10, 15, and 20, which are years in which
the membrane must be replaced, the cash flow is defined as follows:
CFt = OPEXdist −OPEXvap (4.13)
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where OPEXvap is the operating cost of the vapourizer which was found, via Aspen Plus
simulation, to be $0.36MM. For years 5, 10, 15, and 20, the CAPEX associated with the
replacement of the membrane unit is subtracted from the cash flow.
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Figure 4.23: NPV of savings achieved by a single membrane unit system over distillation
technology for different values of membrane cost
As can be seen in figure 4.23, significant savings can be achieved by replacing the
distillation column with a membrane unit. However, as mentioned above the achieved
product purity of a single membrane unit is below that achieved via distillation.
The specific product purity target will depend on the specific downstream application.
Should a higher purity product be required, a system of cascading membrane has been
shown to improve overall product purity without sacrificing product recovery [38] and
will be investigated next.
4.4.3 Multi-membrane unit cascade process
A system composed of two membrane units was designed to improve the final product
purity. The design consists of two membranes operated in series with each membrane’s
permeate stream being used as the next membrane’s retentate feed as shown in figure 4.24.
A compressor is used between the membranes to recompress the inter-membrane stream.
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This compressor decouples the two membranes by allowing independent control over the
second membrane’s feed pressure. The key design parameter is the compressor outlet
pressure as this will determine the pressure driving forces across the second membrane.
Identical sweep stream pressures of 1atm are used in both membranes. The overall
recovery (OR) is calculated as follows:
OR = R1R2 (4.14)
where Ri is the recovery in membrane i. Given that higher recoveries require larger
membranes, an identical n-butane recovery is set for each membrane such that R1 equals
R2 in equation 4.14. The n-butane recovery in each membrane is found, therefore, by
taking the square root of the overall desired recovery (OR=98.6%).
Figure 4.24: Process schematic of two membrane cascade system
The choice of optimal compressor outlet pressure is investigated in figure 4.25 which
plots the total CAPEX (membrane CAPEX plus compressor CAPEX) against compressor
outlet pressure for several values of membrane costs. The figure shows that as membrane
costs increase the optimal compressor pressure increases. There is a trade-off between
membrane cost (determined by area times costs) and compressor cost (increases with
increasing outlet pressure). In all cases the first membrane is the same size as its feed
and sweep pressures remain unchanged. The optimal compressor outlet pressures for the
different membrane costs considered and associated CAPEX are shown in table 4.4.
The NPV savings projections for the two membrane system are shown in figure 4.26.
These are calculated using the same methodology as for the single membrane system
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Table 4.4: Optimal compressor outlet pressure and associated CAPEX breakdown for
different membrane costs
Membrane Comp. Mem.#1 Mem.#2 Compressor Total Mem. Total
Cost Pressure Area Area CAPEX CAPEX CAPEX
$200/m2 2atm 735m2 2101m2 $0.85MM $0.57MM $1.42MM
$500/m2 3atm 735m2 1000m2 $1.24MM $0.87MM $2.11MM
$1000/m2 4atm 735m2 656m2 $1.52MM $1.39MM $2.91MM
$2000/m2 6atm 735m2 389m2 $1.90MM $2.25MM $4.15MM
$5000/m2 8atm 735m2 276m2 $2.18MM $5.06MM $7.23MM
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Figure 4.25: Total CAPEX for two membrane system against compressor outlet
pressure for several values of membrane cost - n-Butane permeance: 10kg/hr.m2.atm
but subtracting the CAPEX of the compressor from CF0 and subtracting the compressor
OPEX from CFi for years i greater than 0. The compressor CAPEX is calculated using the
Guthrie correlations [18] based on compressor horsepower calculated using Aspen Plus.
The horsepower is used to calculated compressor OPEX assuming a cost of electricity
of $0.10/kWh and 8000hrs/year operation. The final product purity in this system was
found to be 99.8wt% which is above that achieved during distillation.
A similar breakeven analysis as that carried out for the ethanol dehydration case study
shows that using a maximum flow cost of $200/kg/hr will result in systems with breakeven
times less than three years. This flow cost corresponds to the $2000/m2 line in figure 4.26.
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Figure 4.26: NPV savings projections of two membrane system for several values of
membrane cost - n-Butane permeance: 10kg/hr.m2.atm
4.4.4 Conclusions
The analyses presented in this section have shown that significant savings can be made
using membrane-based systems rather than traditional distillation technology for the
separation of butane isomers. Two membrane cascading systems that are capable of
matching the product purity and recovery of distillation columns have been designed. A
promising potential application of this novel technology has been shown throughout this
study. Indeed, the work presented in this chapter has shown that economically attractive
processes, that can outperform traditional technology, can be designed for a broad set of
membrane performance criteria.
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CHAPTER 5
Detailed Mathematical Modelling of Adsorption-Diffusion based
Transport through Silica Support Zeolite Membranes
5.1 Introduction
Flux through zeolite membranes is driven by surface adsorption processes which are non-
linear with respect to pressure [9]. Current membrane models (used in Chapter 4) define
flux as the linear relationship between a fixed value of permeance and pressure as shown
in equation 4.2. The need for a non-linear description of flux through a zeolite layer
within a membrane unit is therefore imperative. To further illustrate the discrepancy
between current membrane models and the real beheaviour of these systems, we present
in figure 5.1 a sketch of a typical Langmuir adsorption curve in which two pairs of pressure
values, namely, [P1, P2] and [P3, P4] are selected. Both pairs have the same pressure
difference and therefore equation 4.2 would predict the same flux. However, the value of
the coverage difference for both pairs is clearly different and, therefore, each pair would
produce a different actual flux. This effect cannot be captured in pressure-driven flux
models and can be significant in high recovery membrane units where large changes in
partial pressures exist along the length of the unit. Indeed permeance and selectivity have
been shown experimentally to depend on many other factors as well such as temperature,
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pressure regimes, and feed conditions [11,71].
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Figure 5.1: Sketch of typical Langmuir adsorption curve
The objective of this work is to formulate a model of the transport phenomena through
a silica supported zeolite membrane which does not rely on estimates of selectivity and
permeance. The newly developed model will include a detailed mathematical formulation
of the adsorption and diffusion through the zeolite layer as well as diffusion through the
support layer. The model of mass flow of each side of the membrane layer is also extended
to include the effect of pressure drop. The combined model is able to predict membrane
flux and selectivity based on pressure regimes, temperature and feed conditions and results
in more accurate predictions of overall membrane performance.
The general mathematical description of transport phenomena (adsorption and diffusion)
of compounds through zeolitic materials has been widely studied for a variety of
industrially relevant compounds [33,35,39]. Within these generalized models the choice of
adsorption isotherm model is crucial for accurate predictions. Three types of adsorption
models exist of increasing computational complexity:
• Langmuir type models and multi-component extensions of these
• Ideal Adsorbed Solution Theory (IAST)
• Real Adsorbed Solution Theory (RAST)
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The chosen model should be that which predicts experimental results with reasonable
accuracy. The majority of previous research has focused on well mixed conditions
(constant partial pressure conditions) on either side of the zeolite membrane layer. Only
one contribution [68] was found that used adsorption-diffusion models to predict the flux
through a membrane unit with axially dispersed partial pressures. This contribution
used an extended Langmuir type isotherm to predict the beheaviour of membrane units
in various configurations (co-current, counter-current, and recycle) used for the separation
of methane-ethane and methane-propane mixtures.
5.2 Model development
The membrane module is modelled as a counter-current plug-flow membrane unit where
the feed enters the retentate side, molecules permeate through the membrane and leave
in the product stream on the shell side (permeate side). An inert sweep gas is used on
the permeate side and assumed not to permeate through the membrane. A schematic of
the membrane showing the support and membrane layers is shown in figure 5.2.
Tube (Retentate) Side 
Shell (Permeate) Side 
Feed Retentate 
Sweep Product 
z=0 z=L 
Zeolite Layer 
x2=0 
x2=1 
Support Layer 
x1=0 
x1=1 
z’=0 z’=L 
Figure 5.2: Schematic of silica supported zeolite membrane - not to scale
The membrane is divided into four sections:
1. retentate (tube) side
2. zeolite layer
3. silica support layer
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4. permeate (shell) side
It is important to note that the term retentate side and tube side are used interchangeably
and the same is true for permeate side and shell side.
Within each section, a different set of governing equations are solved in order to predict the
overall transport of species through the support and zeolite layers. Appropriate boundary
conditions are defined at the interfaces between the layers. The following assumptions
are also made:
• isothermal operation
• ideal gas equation of state is used to calculate appropriate variables
• plug flow on each side of membrane
• total membrane area achieved by summation of a number of identical membrane
units and feed is assumed evenly divided between each of these
5.2.1 Retentate and permeate section material balances
Dynamic mass balances are solved on both sides of the support-zeolite layer. The mass
balances are formulated as follows:
dCk,i
dt
=
4
pidp2
dFk,i
dz
− 4
dp
Ji (5.1)
where Ck,i is the mass concentration of species i on side k, Fk,i is the component flow
rate of component i on side k, dp is the diameter of the pipe, and Ji is the flux of species
i. The pressure drop along the length of the membrane unit is modelled according to the
Hagen-Poiseuille equation as follows [7]:
dPk
dz
= − 8µkm˙k
2
dp2
4 ρkAp
(5.2)
where P is the total pressure on side k, m˙k is the total mass flow rate on side k, µk is the
viscosity of side k, and ρk is the total density of side k.
The following boundary conditions are applied:
Fr,i|z=0 = F 0r,i (5.3)
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Fp,i|z′=L = F 0p,i (5.4)
where L is the length of the membrane and F 0k,i is the feed flow rate of component i on
side k.
The value of Ji, the flux of component i from tube side to shell side, is determined by
solving an adsorption and diffusion model for each component through the support and
zeolite layers described in section 5.2.2.
5.2.2 Zeolite membrane adsorption-diffusion and silica support
molecular diffusion models
Nitish Mittal, a fellow member of the Daoutidis and Tsapatsis groups, has formulated a
detailed mathematical model for describing the adsorption-diffusion through the zeolite
membrane structure. The membrane structure consists of a zeolite layer grown on a
porous silica support. Within the zeolite layer, the mixture adsorption is modelled using
the Real Adsorption Solution Theory while the multi-component diffusion is based on
Maxwell-Stefan equations. The permeation through the support layer is modelled using
the combined effect of the Knudsen and molecular diffusion and viscous flow. These
equations are then solved at each axial point along the membrane.
The transport through the zeolite layer of a binary system (molecules i and j) is governed
by the generalized Maxwell-Stefan equation (GMS):
− ρ θi
RT
∇µi =
n∑
j=1,j 6=i
qjNi − qiNj
qsati q
sat
j Dij
+
Ni
qsati Di
(5.5)
where the descriptions of each term are shown in table 5.1.
The first term:
− ρ θi
RT
∇µi (5.6)
corresponds to the adsorption isotherm and accounts for the driving force for transport
of molecular i through the membrane. The second term:
n∑
j=1,j 6=i
qjNi − qiNj
qsati q
sat
j Dij
(5.7)
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Table 5.1: Definition of terms used in GMS model
Term Definition
ρ density of zeolite
θi fractional surface loading of species i
R universal gas constant
T temperature
µi chemical potential of species i
qi surface loading of species i
qsati saturation surface loading of species i
Ni flux of species i
Di Maxwell-Stefan diffusion coefficient
Dij exchange coefficient
accounts for the interaction between molecule i and molecule j. The third term:
Ni
qsati Di
(5.8)
accounts for the interaction between molecule i and the zeolite layer.
Given individual Maxwell-Stefan diffusion coefficients, Di and Dj , the exchange
coefficient, Dij , is calculated according to the Vignes correlation as follows:
Dij = D
qi
qi+qj
i D
qj
qi+qj
j (5.9)
The Maxwell-Stefan diffusion coefficients, Di, depend on the fractional surface loading,
θi, as follows:
Di = D
o
i (1− θ1)(1− θ2) (5.10)
where Doi is a temperature dependent parameter.
5.2.3 Boundary conditions between sections
Appropriate boundary conditions are used at the interface between the different sections
of the membrane unit. Between the retentate side and zeolite layer, the following condition
is applied:
θi|0 = f(P reti , P retj ) ∀ i (5.11)
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where P reti is the partial pressure of component i on the retentate side and f(P
ret
i , P
ret
j )
is the function that describes surface adsorption (Langmuir, IAST or RAST).
Between the zeolite and support layers, the following condition is applied:
N supi |0 = Nmemi |1 ∀ i (5.12)
such that the flux of species i in the membrane, Nmemi , is equal to its flux in the support
layer, N supi , at the interface between these layers.
Finally, between support layer and permeate side, the following condition is applied:
P supi |1 = P permi ∀ i (5.13)
where P supi and P
perm
i are the partial pressures of component i in the support layer and
on the permeate side, respectively.
5.3 Model formulation and simulation
The complete model incorporating each subsection mentioned above is solved using
gPROMS v.3.6 assuming a 50 grid point discretization domain in each subsection. Each
subsection is discretized according to a different method. A schematic of the membrane
unit, showing the different axes used, is shown in figure 5.2. On the tube side a
second order backwards finite difference method is used based on the z-axis shown in
the figure 5.2, on the shell side a second order forward finite difference method is used
on the z’-axis shown in figure 5.2. The z-axis and z’-axis are both based on the same
set of grid points but are discretized according to different schemes because of where
the boundary conditions are applied. The feed enters at z′ = L on the retentate side
and therefore a forward finite difference method (with respect to z’-axis) is best suited.
The opposite is true on the permeate side where the feed enters at z = 0 and therefore
a backward finite difference method is best suited. The support and zeolite layers are
discretized according to a fourth order centered finite difference method.
92
5.4 Results, analysis and discussion
The GMS model is used to predict the flux through the silica supported zeolite membrane
layer based on partial pressures on either side which are themselve predicted from the flow
models described in section 5.2.1. The combined model is called the adsorption-diffusion
model compared to the models used in chpater 4 which predict flux based on pressure
difference and are, therefore, called pressure driven flux models. Both models are applied
to the butane isomer separation case study previously described in chapter 4. Nitish
Mittal found that the RAST method for predicting zeolite surface adsorption is better
suited for this butane isomer system than the Langmuir or IAST methods.
5.4.1 Adsorption-diffusion model results
The adsorption-diffusion model is solved for a variety of pressure regimes which are
summarized in table 5.2. The feed concentrations of n-butane and i-butane are chosen to
match those used in chapter 4 and shown in table 4.1.
Table 5.2: Conditions used in adsorption-diffusion model runs at 343K
Run Tube Side Shell Side
Number Pressure (atm) Pressure (atm)
1 3 1
2 3 0.5
3 3 0.1
4 5 1
5 5 0.5
6 5 0.1
7 7 1
8 7 0.5
9 7 0.1
These conditions are used to generate figures 5.3 and 5.4 which, respectively, plot the
membrane area required to recover 95% n-butane and the achieved product purity at this
recovery against pressure difference across the membrane.
Figure 5.3 shows that as shell side (product side) pressure decreases, smaller membrane
areas are required for the same tube side pressure (data with same colour/symbol in
figure 5.3). Similarly, as tube side (feed side) pressure increases, smaller membrane areas
are required for the same shell side (product side) pressure (data from same data label).
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Figure 5.3: Required membrane area vs. pressure difference across membrane for
different pressure regimes - data labels are shell side pressures
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Figure 5.4: Achieved product purity vs. pressure difference across membrane for
different pressure regimes - data labels are shell side pressures
Figure 5.4 shows that a monotonically increasing relationship exists between increasing
pressure difference and increased achieved product purity.
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5.4.2 Comparison results between adsorption-diffusion model and
pressure driven flux model
It is instructive to investigate the differences in predicted membrane areas and product
purities, two key operating characteristics, between simplified pressure-driven flux models
(discussed in chapter 4) and the more complex adsorption-diffusion model developed in
this chapter.
Before a comparison can be made, appropriate values of permeance and selectivity must
be found from the adsorption-diffusion model and then used in the pressure driven flux
models. The value of permeance (Pi) is found by rearranging equation 4.2 as follows:
Pi = Ji
(Pp,i − Pr,i) (5.14)
where Ji is the flux through the membrane predicted by the adsorption-diffusion model
and Pk,i is the partial pressure of species i on side k. Since the value of Ji predicted
by the adsorption-diffusion model will varying along the axial dimension (z-axis) of the
membrane unit, the value of Pi can be calculated at all points along the axial dimension
as well.
The value of selectivity is defined as follows:
α =
Jn
∆Pn
/ Jiso
∆Piso
(5.15)
where α is the selectivity, Jn and Jiso are the fluxes of n-butane and i-butane, respectively
and ∆Pn and ∆Piso are the partial pressure differences across the membrane of n-butane
and i-butane. The value of α is found for all points along the axial dimension (z-axis) of
the membrane unit.
Figures 5.5 and 5.6 show the permeance and selectivity, respectively, against membrane
area and axial dimension at a feed side pressure of 5atm and product side pressure of
0.1atm. These figures show that significant variation in the parameters exists along both
dimensions of axial length and membrane area.
In order to compare the pressure driven and adsorption-diffusion models, a single value
of n-butane permeance and selectivity is needed. It is, therefore, necessary to take an
average value of the parameters shown in figures 5.5 and 5.6. Two such averages can
be considered, namely, an overall average over all axial and area dimensions or an axial
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Figure 5.5: n-Butane permeance vs. membrane area and axial dimension
feed side pressure: 5atm, product side pressure: 0.1atm
average which is itself a function of membrane area.
Figure 5.7 shows the axially averaged n-butane permeance as a function of membrane
area for three selected pressure regimes. Figure 5.8 shows axially averaged selectivity as
a function of membrane area for three selected pressure regimes.
For the sake of an initial comparison, feed conditions of 5atm on the feed side and
0.1atm on the product side are selected. A comparison of predicted recovery is shown in
figure 5.9 where two simple models are used. The first simple model is given the axially
averaged value of n-butane permeance (44.18kg/hr.m2) and selectivity (720.33) at the
membrane area corresponding to the maximum recovery studied (95%); the second simple
model is given the parameter values found by an overall average of n-butane permeance
(35.53kg/hr.m2) and selectivity (826.33).
It is observed that both simple models overestimate the required membrane area. This
suggests that these pressure driven flux models, although easier to implement, cannot
accurately predict the behaviour of membrane technologies over a wide range of membrane
areas (and therefore recoveries) by only using a constant value of n-butane permeance and
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5.5 Conclusions
While these initial results suggest that the use of adsorption-diffusion models can better
predict a membrane’s performance than pressure-driven flux models, several key aspects
have not yet been investigated. These include the effect of temperature which is expected
to affect the prediction of flux and an investigation into multi-membrane systems which
would build on the work presented in chapter 4 where each membrane is given the same
permeance and selectivity.
The ability to predict a membrane unit’s performance based exclusively on its feed
pressures and temperatures is a significant development over traditional methods which
use predetermined and fixed values of permeance and selectivity.
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CHAPTER 6
Conclusions and Future Work
6.1 Conclusions
The work presented in this thesis applies principles and methods of Process Systems
Engineering to tackle a set of problems related to the conversion of biomass resources to
fuel and chemical products. The specific aim of the thesis was to address the energy use,
environmental impact and economics of these processes and technologies.
The first of these problems, analyzed in chapter 2, focused on a facility location
optimization problem of a novel super critical waste grease to biodiesel technology based
in Greater London. This research has shown that small scale distributed production of
biodiesel is economically feasible in a large city. Biodiesel production contributes to the
reduction of CO2 emissions from fossil fuel based diesel production and consumption.
Perhaps more importantly, this process can help reduce cooking oil waste processing by
converting it into biodiesel that is sourced, produced and sold locally.
A process synthesis problem was formulated for a multi-feedstock, multi-product
biorefinery and analyzed in chapter 3. The base case solution, a variety of sensitivity
analyses, multi-objective optimization, and Monte Carlo style analyses have shown that
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biorefineries capable of producing fuels and chemicals allow biorefinery systems to be
profitable under a wide range of material values and allow for the maximized utilization
of the biomass feedstock towards the system’s economic potential.
In chapter 4, a model of a novel hollow-fiber supported zeolite membrane technology is
formulated and used to analyze the technical and economic feasibility of two proposed
applications of this technology, namely, corn derived ethanol dehydration and butane
isomer separation. For the ethanol dehydration case study, a novel hybrid system that
combines a distillation column with a membrane unit has been designed and in order to
maximize product recovery a recycle stream from the membrane’s retentate stream back to
the distillation column feed is included. The required membrane performance targets are a
selectivity of 100 and a flow cost less than $42/kg/hr. An energy savings of approximately
3.74MW is achievable which corresponds to 24.6% of the total energy currently used in
corn ethanol distillation. For the butane isomer case study, the analyses have shown that
significant savings can be made using membrane based systems rather than traditional
distillation technology. Two membrane cascading systems that are capable of matching
the product purity and recovery of distillation columns have been designed. The breakeven
flow cost for this case study was found to be $200/kg/hr. The work presented in chapter 4
has shown that economically attractive processes that outperform traditional technology
can be designed for a broad set of membrane performance criteria.
Finally in chapter 5, a generalized Maxwell-Stefan model of the adsorption-diffusion
beheaviour of butane isomers on zeolites was used to predict the flux through a silica
supported zeolite membrane. Knudson and molecular diffusion as well as viscous flow
are considered in the support layer. These are combined with plug-flow material balance
equations for the retentate and permeate sides. The ability to predict a membrane unit’s
performance based exclusively on its feed pressures and temperatures is a significant
development over traditional methods which use predetermined and fixed values of
permeance and selectivity.
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6.2 Future Work
6.2.1 Process synthesis of biorefineries: integration with facility
location optimization
The biorefinery process synthesis work presented in chapter 3 has shown that biorefineries
offer a potentially lucrative use for the biomass resources available; however, the analysis
assumed a plentiful supply of biomass feedstocks and a limitless demand for the biofuels
and bio-chemicals produced. This assumption can be lifted and the effect of limited
demand for certain products and limited supply of certain feeds can be incorporated.
A study of the impact of limited supply and demand would further improve the
understanding of how biorefinery systems can be optimally designed given real world
limitations.
In reality, whilst the supply of biomass feedstocks is both limited and seasonal and the
demand for the biorefinery’s products is also limited, the supply and demand is also
geographically distributed. Clearly, different biomass types are more or less prevalent
in certain regions of the United States, and the same can be true for the biorefinery’s
products. For example, a precursor molecule produced at the biorefinery must be
delivered to an existing facility suitable for its upgrading. This delivery incurs a cost
and environmental impact associated with the transport of products from the biorefinery
to the upgrading facility. Similarly, transport of biomass feedstocks from the farm to the
biorefinery also incurs economic and environmental costs.
These supply chain considerations ultimately lead to the creation of facility location and
process synthesis model where each facility is optimally designed for its specific location.
This integration of supply chain and process design considerations enables the creation
of a complete decision making tool which spans both the enterprise and facility time and
length domains.
6.2.2 Zeolite membrane modelling
The work presented in chapter 5 suggest that the use of adsorption-diffusion models can
better predict a membrane’s performance than pressure-driven flux models; however,
several key aspects have not yet been investigated. The effect of temperature on
membrane performance has yet to be investigated. Lower temperatures are expected
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to produce lower fluxes but higher selectivities [76]. This can have significant impact
on multi-membrane systems which have not yet been investigated using the adsorption-
diffusion based models. For example, in chapter 4 a two unit system with inter-membrane
recompression was considered and compression costs were found to contribute significantly
to the total capital and operating costs; therefore, investigating the effect that an inter-
membrane heater or cooler produces on the system’s performance and costs will prove
insightful. This may improve the overall economics of these systems. Finally, more
accurate predictions of membrane flux and selectivity and therefore performance will lead
to faster development of this novel technology and ultimately the benefits of reduced
energy consumption that this technology promises will be achieved faster, safer, and
cheaper.
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