ABSTRACT. The most commonly used methods for solving classical (historical) ciphers are based on global optimization (meta-heuristic methods). Despite the fact that global optimization is a well-studied problem, in the case of classical ciphers, there are still many open questions such as the construction of fitness functions or efficient transformation of the cryptanalysis (breaking attempt) to an optimization problem. Therefore the transformation of a cryptanalytical task to an optimization problem and the choice of a suitable fitness function form an important part of the topic. In this paper, we focus on the simple columnar transposition in depth. Our main contribution is a detailed analysis and comparison of different fitness functions, fitness landscape analysis and solving experiments.
Columnar transposition
The columnar transposition is a cipher where the order of plain-text letters is modified based on some selected permutation. The plain-text is divided into blocks of size b (the length of the permutation). The letters in each block are reordered based on the permutation. These blocks can be written into a matrix. There are two variants of this cipher. The cipher-text can be constructed by reading the blocks in rows or by reading the blocks in columns. We investigate the variant of the cipher with reading the re-ordered letters in rows. As an example, we encrypted the hidden notice plain-text, using the key secret. First, we obtain a permutation from the key phrase using the Bellaso's method [3] (Table 1) . Table 1 . Permutation obtained from the key-phrase.
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The plain-text is divided into blocks (Table 2) . Table 2 . Transposition table.
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In the next step, we apply the permutation on the text blocks. 
Meta-heuristics
The main principle of a meta-heuristic method is an iterative search process, where the initial solution is mostly randomly generated. The saved solution(s) in a specific computation cycle (iteration) represent(s) the actual state of the method instance. In each iteration, a changing process is performed on these saved solution candidates. The goal is to improve these solutions [13] . In fact, this general description also describes one of the most commonly used metaheuristic method: the hill-climbing (HC, see Algorithm 1).
The goal of a meta-heuristic method is to reach the global optimum of the fitness function. Unfortunately these methods may get stuck in local optimum while searching the solution space. The number of local optima depends on the fitness landscape. The fitness landscape [15] describes the global geometry of our search space in a more detailed way.
Algorithm 1 Hill-climbing algorithm
1: Generate an initial random solution candidate S iteration counter k = 0. 2: Find the neighbours N (S) of S. 3: Randomly pick an element S from N (S). 4: Set S as a new solution candidate S = S , if S has better fitness than S. 5: Next iteration k ← k + 1. 6: While the termination criteria is not satisfied, jump to step 2.
If we check all the neighbours (step 3 of Algorithm 1) and select the best solution candidate, the method is called "steepest ascent" or "gradient ascent" hill-climbing [10, 15] . The gradient ascent version is commonly used in case of fitness landscape analysis.
Meta-heuristics in cryptanalysis
Meta-heuristics are mostly used as an approximation of the solution, based on some kind of intelligent search of a large solution space. The main idea of heuristic cryptanalysis is to transform the key space search to an optimization problem. The goal is to find the correct key of a selected cryptosystem. The quality of a solution candidate is evaluated with a fitness function -in our case, it is based on measuring the "meaningfulness" of the text [9, 14] . We can make an assumption that the correct result should be a meaningful text, and model this meaningfulness based on some statistical distance/similarity of quantitative characteristic of the text elements 1 (e.g. letter frequency).
The state of the art from this topic is presented in [1, 2, [4] [5] [6] [7] [8] 11, 12, [16] [17] [18] . The prior work covers different types of classical ciphers.
Using this methodology we were able to successfully solve the simple substitution (described in [1, 2] ). In this paper, we used this methodology to solve the columnar transposition 2 . We focused on analysis of the most commonly used fitness functions types:
• Distance -Manhattan distance (L1 distance) of the measured n-grams from the reference values.
where n is the number of different values for a given n-gram, REF contains the reference values and M ES contains the measured values.
• Rank -is based on the ranking order of n-grams. All the reference n-grams with the measured ones are sorted by their frequency in a descending order.
For each n-gram we calculate the distance of their position in measured set from the position in the reference set.
• Weighted sum -we calculate the weighted occurrence of all n-grams. For each n-gram we multiply the count with the estimated frequency from the reference values.
In our case the solution S (from Algorithm 1) is a permutation representing the key (see Table 2 and 3). Since the decryption algorithm is known and the solution candidate is directly the parameter of the decryption function, we can obtain the plain text candidate for each S. Instead of evaluating the quality of the key, we can evaluate the quality of the plain text with fitness functions described above.
In Algorithm 1 step 1, we are generating a random initial permutation. We defined N (S) as a set of permutations obtained by swapping all possible pairs of elements of permutation S.
Experiments
We can logically divide our research into three parts:
• Preliminary fitness function analysis.
• Empirical analysis and comparison of different meta-heuristic methods and fitness functions.
• Fitness landscape analysis of selected fitness functions.
Fitness function analysis
In our first experiment, we investigated if the fitness functions met the most important criteria: evaluating the correct solution with the best fitness value. In this experiment we selected only a subset of our dataset: 10 texts of length l. -n = 2, 3, . . . , 7
5
.
• Fitness functions:
-distance, -rank, -weighted sum.
The experiment itself tests all possible keys from the key space and evaluate them (the resulting plain-text candidate) one-by-one with the corresponding fitness function. The number of keys producing better score than the real one is stored. In Tables 4 and 5 the average values are visible.
We figured out that fitness functions based on measuring the statistical distance of obtained n-grams from the reference values are:
• not usable in case of n > 4 for any l,
• for k = 5 and n < 4 usable only in case of l >= 500,
• for k = 10 and n < 4 usable only in case of l >= 2000.
The best performing fitness function was based on weighted sum of n-grams. In case of k = 5 there are no false positive keys up to tested n = 7 for any text length. For k = 10 there are no false positive keys up to tested n = 5, for text long at least l = 500.
Comparison of meta-heuristic methods and fitness functions
We investigated the success rate of different meta-heuristics (variants of hillclimbing with restarts and genetic algorithm) with a combination of different fitness functions (based on n-gram statistics for different n). In our experiments, we selected various texts of different length from a reference corpus (100 different texts for each length). Each text was encrypted by a columnar transposition with a random key (random permutation of length k). We also used the corresponding plain-texts, to measure the match rate of the result with the correct solution. We analysed the success rate of various fitness functions -the match rate of the resulting solution with the correct solution and its dependence on the parameters of used meta-heuristics.
In this experiment we used the following parameters:
• Text lengths: -l = 50, 100, 150, . . ., 2000.
• Key lengths:
-k = 5, 10, 25 and 50.
• Fitness functions (with different language models):
(1) L1 distance of 2-grams from the reference values, (2) L1 distance of 3-grams from the reference values, (3) weighted sum of 1000 most frequent 3-grams frequencies, (4) weighted sum of 1000 most frequent 4-grams frequencies, (5) weighted sum of 1000 most frequent 5-grams frequencies.
• Meta-heuristic methods:
(1) hill-climbing, -termination criteria: 10000 and 100000 iterations. (2) hill-climbing with restarts, -r = 10, 100 restarts, -termination criteria: 10000 and 100000 iterations, -final result selected by the best score from all restarts. (3) steepest-ascent hill-climbing with restarts, -r = 10, 100, 1000, 5000 restarts, -termination criteria: nearest local/global optimum, -final result selected by the best score from all restarts. (4) genetic algorithm (the same configuration as described in [2] ).
In case of hill-climbing (HC) with restarts, we obtain very notable results (near 100 % match rate) in case of k = 5, 10 for almost all investigated fitness functions and n. As it can bee seen on Figures 1 and 2 , restarting the HC highly increase the success rate. On the other hand, the result is affected by the fitness function only slightly (compare the previous figures with Figure 3) .
In case of k = 25 we can obtain near 70 % match rate with only 100 restarts, but only in case of fitness function based on weighted sum of most frequent 4-grams and 5-grams frequencies (Figure 4 ). This can be increased with gradient version of HC (SAHC) up to 90 % with 5000 restarts using fitness function based on weighted sum of most frequent 3-grams frequencies ( Figure 5 ).
For k = 50 we were unable to reach any usable solution.
The obtained results depend also on the text length and on the number of restarts. Please note, that the average result on figures (the purple line) indicates the average result that can be obtained without restarts. The maximum result (the green line) is selected as the best one from all of the results/restarts (average for the measured 100 texts for a specific text length).
In case of genetic algorithm (GA), we tested several schemes. Surprisingly the success rate was worse than expected. In case of k = 5, we can still achieve 100 % match rate for several GA schemes using 3-grams (Figure 7 and 8) . For k = 10 the match rates of all GA schemes were below of those for HC. The best result for k = 10 (near 80 % match rate) can be obtained only with one GA scheme (scheme C 6 ) and with the maximal value of tested population size (p = 100) with 3-grams only (Figures 9 and 10 ). For k = 25, 50 we obtained unusable results. From the overall results we can say, that in case of GA, the resulting match rate is affected mainly on the used GA scheme, also on the used n-gram.
Fitness landscape analysis of selected fitness functions
To measure the difficulty of our optimization problem, we also investigated the fitness landscape for selected fitness function. We used a gradient hill-climbing 7 with random restarts and the same parameters than before.
We focus on the number of local optima (Figures 11, 13 , 12, 14 and 15). For large k it is impossible to find all the local optima, but we can guess it from the number of unique results obtained from restarts. The presented result is normalized with the number of restarts. The value 1 means, that each restart ends with a different result. The best scenario is to reach the 1/r value. From the obtained result it is clear that for smaller k we have less local optima. Increasing the k also increase the local optimum count. From k = 25 we reach the worst scenario.
Next we measured the average number of gradient hill-climbing iterations required to reach the first local optimum (Figures 16, 17 and 18) . From the results it is clear that it depends mainly on the used n-gram, also on the k.
The last part of the experiment is to measure if the correct key represents a local optimum. If not, we measured how many iterations are needed to obtain the nearest local optimum. The obtained results (Figures 19, 20 and 21) indicate that in case of fitness function distance it depends mainly on the size of k and on the used n-gram. The results also shown that the most suitable function is the weighted sum, where the correct solution is an optimum and it does not depend on the key size. 6 Half of the chromosomes are selected with tournament selection without any change.
The second half of the chromosomes are selected with tournament selection, using one swap as mutation. 7 Gradient/steepest-ascent hill-climbing always ends in a local (global) optimum.
Summary
The most commonly used methods for solving classical ciphers are based on global optimization. In this paper, we focus on the simple columnar transposition in depth. Our main contribution is a detailed analysis and comparison of different fitness functions, fitness landscape analysis and solving experiments.
In our first experiment, we investigated if the fitness functions met the most important criteria: evaluating the correct solution with the best fitness value. The best performing fitness function was based on weighted sum of n-grams.
In our second experiment we investigated the success rate of different metaheuristics with a combination of different fitness functions (based on n-gram statistics for different n). Investigated methods:
• hill-climbing,
• hill-climbing with restarts,
• steepest-ascent hill-climbing with restarts,
• genetic algorithm.
We analysed the success rate of various fitness functions-the match rate of the resulting solution with the correct solution and its dependence on the parameters of used meta-heuristics. The best performing meta-heuristic method was hillclimbing (also the steepest-ascent version) with restarts in combination with fitness functions based on 3-gram frequencies. We can obtain usable result up to k = 25. The result depends also on the text length and on the number of restarts.
The genetic algorithm performed worst than hill-climbing in general.
In our third experiment we investigated the fitness landscape for selected fitness function. We used a gradient hill-climbing with random restarts. We focus on the number of local optima and on the average number of gradient hillclimbing iterations required to reach the first local optimum. We also measured if the correct key represents a local optimum, and how many iterations are needed to obtain the nearest local optimum. The obtained results indicate that fitness functions weighted sum of 3-grams is the most suitable evaluation method in case of columnar transposition.
From all the obtained results we can state that in case of transposition ciphers it is important to use fitness functions based on weighted frequency sum rather than based on statistical distance. The success rate may vary depending on the text length, used n-grams and also on the parameters of the meta-heuristic method. We recommend to use 3-gram statistics.
There Appendix A with Table 4 and Table 5 Figure 9 . GA results for function 2; k=10; population size 100; 10000 iterations. 
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