Let z 0 and w 0 be given points in the open unit disk D with |w 0 | < |z 0 |. Let H 0 be the class of all analytic self-maps f of D normalized by f (0) = 0, and H 0 (z 0 , w 0 ) = {f ∈ H 0 : f (z 0 ) = w 0 }. In this paper, we explicitly determine the variability region of f ′′ (z 0 ) when f ranges over H 0 (z 0 , w 0 ). We also show a geometric view of our main result by Mathematica.
Introduction
First we fix some notation. For c ∈ C and r > 0, let D(c, r) = {z ∈ C : |z−c| < r} and D(c, r) = {z ∈ C : |z −c| ≤ r}. In particular we denote the open and closed unit disks D(0, 1) and D(0, 1) by D and D, respectively. Let z 0 and w 0 be given points in the open unit disk D with |w 0 | < |z 0 |. We denote by H 0 the set of all analytic selfmaps f of D normalized by f (0) = 0 and set H 0 (z 0 , w 0 ) = {f ∈ H 0 : f (z 0 ) = w 0 }. Schwarz's Lemma states that {f (z 0 ) : f ∈ H 0 } = D(0, |z 0 |) for any z 0 ∈ D, and f (z 0 ) ∈ ∂D(0, |z 0 |) if and only if f (z) = e iθ z for some θ ∈ R.
In 1934, Rogosinski [10] explicitly described the region of values of f (z 0 ) when f ranges over H 0 satisfying f ′ (0) = µ for some prescribed value µ ∈ D (see also [1] , [6] , [7] ). This refinement of Schwarz's lemma asserts that for z 0 ∈ D\{0},
(1 − |µ| 2 )|z 0 | 2 1 − |z 0 | 2 |µ| 2 .
Notice that the variability region is strictly contained in D(0, |z 0 |).
In 1931, Dieudonné [5] determined the variability region of f ′ (z 0 ) at a fixed point z 0 ∈ D\{0} when f ranges over H 0 (z 0 , w 0 ). We write (1.1)
T a (z) = z + a 1 + az , z, a ∈ D, and define
Then he obtained (1.2) {f ′ (z 0 ) : f ∈ H 0 (z 0 , w 0 )} = ∆(z 0 , w 0 ).
For f ∈ H 0 (z 0 , w 0 ) consider the functionf defined implicitly by
Notice that |f (z)| ≤ 1, z ∈ D. Differentiating both sides shows
By substituting z = z 0 , we have
and hence
Combining this and the estimate |f
.
Notice that f λ can be obtained by putting f λ = λ in (1.3). The result is nowadays called Dieudonné's lemma.
In 2013, Rivard [9] proved a Dieudonné's lemma of the second order (see also [4] ). The original result can be restated as follows. Theorem A(Rivard [9] ). Let λ ∈ D. Then
For completeness, in §2, we shall give an elementary proof of Theorem A and determine all the extremal functions.
Based on this result, the first author [3] gave the sharp estimate for |f ′′ (z 0 )|. In this paper, we would like to further study the second derivative f ′′ (z 0 ) by explicitly describing the variability region
From Theorem A it easily follows that
We note some basic properties of the set V (z 0 , w 0 ). The class H 0 (z 0 , w 0 ) is a compact convex subset of the linear space A of all analytic functions f in D endowed with the topology of locally uniformly convergence on D. The functional ℓ : A ∋ f → f ′′ (z 0 ) ∈ C is continuous and linear. Therefore the image V (z 0 , w 0 ) = ℓ(H 0 (z 0 , w 0 )) is also a compact convex subset of C. Furthermore the origin is an interior point of V (z 0 , w 0 ), because
Recall that a compact convex subset in C with nonempty interior is a Jordan closed domain (for a proof see [2, §11.2]). Therefore ∂V (z 0 , w 0 ) is a Jordan curve and V (z 0 , w 0 ) is the convex closed domain enclosed by ∂V (z 0 , w 0 ).
Moreover the relations
(i) If r + s ≤ 1 2 , then ∂V (r, s) coincides with the Jordan curve given by
(ii) If r − s ≥ 1 2 , then ∂V (r, s) coincides with the circle given by
(iii) If r + s > 1 2 and r − s < 1 2 , then ∂V (r, s) consists of the circular arc given by
and the simple arc given by
and J is the closed subarc of ∂D which has end points ζ 0 = re iθ0 − s 2(r 2 − s 2 ) and
and contains −1.
We show these three cases of ∂V (r, s) in Figure 1 (a), 1(b) and 2. In fact, Theorem 1.1 is a direct consequence of the following theorem which gives the unified parametric representation of ∂V (r, s) and the all extremal functions.
For θ ∈ R let r θ be the unique solution to the equation
Then a parametric representation (−π, π] ∋ θ → γ(θ) of the Jordan curve ∂V (r, s) is given by
Furthermore, the equality
Here T a is defined by (1.1). Similarly the equality
Envelope of a family of circles
We start this section with the proof of the second order Dieudonné's lemma, which is needed to determine the extremal functions in Theorem 1.2.
Proof of Theorem A. Let f ∈ H 0 (z 0 , w 0 ) and definef by (1.3). By differentiating both sides of (1.4) and substituting z = z 0 we have
Combining this and (1.5), we have
. Conversely for λ ∈ D and α ∈ D define analytic functionsf λ,α and f λ,α in D bỹ 
Furthermore, v θ can be expressed as
where ζ θ is defined in Theorem 1.2.
Before proving Proposition 2.1 we show the following lemma. Proof. The lemma easily follows from
Proof of Proposition 2.1. Let θ ∈ R. We show the existence and uniqueness of v θ ∈ ∂Ṽ (r, s) satisfying (2.3) and that v θ can be expressed as (2.4) .
Therefore there exists r ′ ≥ r such that
By Lemma 2.2 this implies
which is a contradiction. Thus we conclude ζ * θ ∈ D. Since k θ attains a maximum at the interior point ζ * θ ∈ D, we obtain
Similarly assuming |re iθ −s| ≥ 2(r 2 −s 2 ) we shall show that ζ * θ ∈ ∂D and ζ * θ = ζ θ . Suppose, on the contrary, ζ * θ ∈ D. Then (2.11) holds and hence
which contradicts |ζ * θ | < 1. Therefore ζ * θ ∈ ∂D. This implies (2.7) and there exists r ′ ≥ r satisfying (2.8) and (2.10) . Again from ζ * θ ∈ ∂D and Lemma 2.2 it follows that r ′ = r θ and ζ * θ = ζ θ . Now we have shown that ζ * θ = ζ θ . Combining this and (2.5) v θ can be expressed as (2.4) . This also implies the uniqueness of v θ .
is a continuous bijection and gives a parametric representation of ∂Ṽ (r, s).
Remark 2.4. For a compact convex set W ⊂ C, a point w 0 ∈ ∂W is called a corner point of W if there exists two closed half planes H 1 and H 2 such that W ⊂ H 1 ∩ H 2 and w 0 ∈ ∂H 1 ∩ ∂H 2 . For details, see [8, Section 3.4 ]. In the following proof we show there is no corner points ofṼ (r, s), which is equivalent to the injectivity of the mapping θ → v θ .
Proof of Proposition 2.3. Firstly, we show the mapping (−π, π] ∋ θ → v θ is continuous. By (1.18) and r −θ = r θ it suffices to show the mapping (−π, π] ∋ θ → r θ is continuous at any θ 0 ∈ [0, π].
(I). Assume |re iθ0 − s| < 2(r 2 − s 2 ). Then |re iθ − s| < 2(r 2 − s 2 ) holds on some neighborhood I of θ 0 and hence r θ ≡ r on I. Thus r θ is continuous at θ 0 .
(II). Assume |re iθ0 − s| > 2(r 2 − s 2 ). Then |re iθ − s| > 2(r 2 − s 2 ) holds on some neighborhood I of θ 0 . Hence r θ is the unique solution to the equation (1.17), which is equivalent to h θ (x)−1 = 0. In this case the continuity of r θ at θ 0 is a consequence of the inequality dh θ dx (x) < 0 (see Lemma 2.2) and the implicit function theorem.
(III). Assume |re iθ0 − s| = 2(r 2 − s 2 ). As in the case (II) there exists a neighborhood I of θ 0 the equation h θ (x) − 1 = 0 has the unique solution x(θ) which is continuous in θ and x(θ 0 ) = r. Since |re iθ − s| < 2(r 2 − s 2 ) for θ ∈ I 1 := I ∩ [0, θ 0 ), we have r θ ≡ r on I 1 . Similarly since |re iθ − s| > 2(r 2 − s 2 ) for θ ∈ I 2 := I ∩ (θ 0 , π], we have r θ ≡ x(θ) on I 2 . Therefore r θ is continuous at θ = θ 0 , as required.
Secondly, we show the mapping (−π, π] ∋ θ → v θ is injective. Suppose, on the contrary, v θ1 = v θ2 = v * for some −π < θ 1 < θ 2 ≤ π. For j = 1, 2 define a half plane H j by
Then
And the opening angle α of H 1 ∩ H 2 is less than π, which means v * is a corner point ofṼ (r, s). Take ζ * ∈ D and θ * ∈ R such that v * = c s (ζ * ) + ρ r (ζ * )e iθ * . If ζ * ∈ D, then the circle ∂D(c s (ζ * ), ρ r (ζ * )) is contained inṼ (r, s) and passes through v * ∈ ∂Ṽ (r, s). This contradicts α < π.
Assume ζ * ∈ ∂D. Then the curve {c s (ζ) : ζ ∈ ∂D} passes through v * = c s (ζ * ) and is contained inṼ (r, s). If c ′ s (ζ * ) = 0, then we have a contradiction as before. Notice that c ′ s (ζ * ) = 0 if and only if s = 1 2 and ζ * = 1. In this case, since r > s = 1 2 , v * = c 1 2 (1) = 1 2 ∈ D(0, r) ⊂ IntṼ (r, s), which is also a contradiction. We have shown that the mapping (−π, π] ∋ θ → v θ ∈ ∂Ṽ (r, s) is continuous and injective. Since ∂Ṽ (r, s) is a Jordan curve, by making use of the intermediate value theorem, one can easily conclude the mapping is also surjective. Therefore the mapping gives a parametric representation of ∂Ṽ (r, s). 
Proof of Theorems 1.1 and 1.2
In this section we begin with the proof of Theorem 1.2, which directly leads to Theorem 1.1.
Proof of Theorem 1.2. Recall that V (r, s) = A(r, s)Ṽ (r, s). Then by Proposition 2.3 we conclude that the mapping
gives the parametric representation of ∂V (r, s).
From the argument of the proof of Theorem A, we can easily get the all extremal functions as required.
Proof of Theorem 1.1. Noting
we consider the following three cases.
(i) If s + r ≤ 1 2 , then |re iθ − s| 2(r 2 − s 2 ) ≥ 1 always hold for θ ∈ (−π, π]. Thus ζ θ ∈ ∂D, v θ = c s (ζ θ ) and ∂V (r, s) is given by
As a function of θ, ζ θ is continuous on (−π, π] and injective since v θ is injective. Thus, the mapping ∂D ∋ e iθ → ζ θ ∈ ∂D is surjective and hence homeomorphic. Therefore, the map ∂D ∋ ζ → A(r, s)c s (ζ) is an another parametric representation of ∂V (r, s).
(ii) If r − s ≥ 1 2 , then |re iθ − s| 2(r 2 − s 2 ) ≤ 1 always hold for θ ∈ (−π, π]. Thus
, v θ = c s (ζ θ ) + ρ r (ζ θ )e iθ . And ∂V (r, s) is given by
Since
− (re iθ − s)(r 2 − s 2 ) 4(r 2 − s 2 ) 2 = 1 + 4(r 2 − s 2 ) re iθ − s 4(r 2 − s 2 ) ,
we conclude that ∂V (r, s) coincides with the circle given by (1.13).
(iii) If r − s < 1 2 and s + r > 1 2 , then |re iθ − s| = 2(r 2 − s 2 ) has the unique solution θ 0 = cos −1 r 2 +s 2 −4(r 2 −s 2 ) 2 2sr ∈ (0, π). For |θ| < θ 0 , we have |re iθ − s| 2(r 2 − s 2 ) < 1.
Thus ζ θ = re iθ − s 2(r 2 − s 2 ) ∈ D and v θ = c s (ζ θ ) + ρ r (ζ θ )e iθ . For θ 0 ≤ |θ| ≤ π, we have |re iθ − s| 2(r 2 − s 2 ) ≥ 1. Thus ζ θ ∈ ∂D and v θ = c s (ζ θ ). Therefore, ∂V (r, s) consists of the following two curves: (a) If |θ| < |θ 0 |, then γ(θ) = 2 r 2 − s 2 r 2 (1 − r 2 ) 2 c s (ζ θ ) + ρ r (ζ θ )e iθ = 1 2r 2 (1 − r 2 ) 2 1 + 4(r 2 − s 2 ) re iθ − s , coincides with (1.14).
(b) If |θ| ≥ |θ 0 |, then γ(θ) = 2 r 2 − s 2 r 2 (1 − r 2 ) 2 c s (ζ θ ), where ζ θ is defined as in Theorem 1.1. Notice that the map ζ θ is continuous and injective with respect to θ ∈ (−π, π] and ζ π = −1. Therefore, the set {ζ θ : |θ 0 | ≤ |θ| ≤ π} coincides with the closed subarc J of ∂D which has end points ζ 0 = re iθ0 − s 2(r 2 − s 2 ) and ζ 0 = re −iθ0 − s 2(r 2 − s 2 ) and contains −1.
