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SOS-CONVEX LYAPUNOV FUNCTIONS AND
STABILITY OF DIFFERENCE INCLUSIONS
AMIR ALI AHMADI AND RAPHAE¨L M. JUNGERS ∗
Abstract. We introduce the concept of sos-convex Lyapunov functions for stability analysis of
both linear and nonlinear difference inclusions (also known as discrete-time switched systems). These
are polynomial Lyapunov functions that have an algebraic certificate of convexity and that can be
efficiently found via semidefinite programming. We prove that sos-convex Lyapunov functions are
universal (i.e., necessary and sufficient) for stability analysis of switched linear systems. We show via
an explicit example however that the minimum degree of a convex polynomial Lyapunov function
can be arbitrarily higher than a non-convex polynomial Lyapunov function. In the case of switched
nonlinear systems, we prove that existence of a common non-convex Lyapunov function does not
imply stability, but existence of a common convex Lyapunov function does. We then provide a
semidefinite programming-based procedure for computing a full-dimensional subset of the region
of attraction of equilibrium points of switched polynomial systems, under the condition that their
linearization be stable. We conclude by showing that our semidefinite program can be extended to
search for Lyapunov functions that are pointwise maxima of sos-convex polynomials.
Key words. Difference inclusions, switched systems, nonlinear dynamics, convex Lyapunov
functions, algebraic methods in optimization, semidefinite programming.
1. Introduction. The most commonly used Lyapunov functions in control the-
ory, namely the quadratic ones, are convex functions. This convexity property is not
always purposefully sought after; it is simply an artifact of the nonnegativity require-
ment of Lyapunov functions, which for quadratic forms coincides with convexity. If
one however seeks Lyapunov functions that are polynomial functions of degree larger
than two (for instance, for improving some sort of performance metric), then convex-
ity is no longer implied by the nonnegativity requirement of the Lyapunov function
(consider, e.g., the polynomial x21x
2
2). In this paper we ask the following question:
what is there to gain (or to lose) by requiring that a polynomial Lyapunov func-
tion be convex? We also present a computational methodology, based on semidefinite
programming, for automatically searching for convex polynomial Lyapunov functions.
Our study of this question is motivated by, and for the purposes of this paper
exclusively focused on, the stability problem for difference inclusions, also known as
discrete time switched systems. We are concerned with an uncertain and time-varying
map
xk+1 = f˜k(xk), (1.1)
where
f˜k(xk) ∈ conv{f1(xk), . . . , fm(xk)}. (1.2)
Here, f1, . . . , fm : Rn → Rn are m different (possibly nonlinear) continuous maps
with fi(0) = 0, and conv denotes the convex hull operation. The question of interest
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is (local or global) asymptotic stability under arbitrary switching. This means that we
would like to know whether the origin is stable in the sense of Lyapunov (see [29] for
a definition) and attracts all initial conditions (either in a neighborhood or globally)
for all possible values that f˜k can take at each time step k.
The special case of this problem where the maps f1, . . . , fm are linear has been
and continues to be the subject of intense study in the control community, as well as
in the mathematics and computer science communities [11,15,19,25,30,31,37,48]. A
switched linear system in this setting is given by
xk+1 ∈ conv{Aixk}, i = 1, . . . ,m, (1.3)
where A1, . . . , Am are m real n×n matrices. Local (or equivalently global) asymptotic
stability under arbitrary switching of this system is equivalent to the joint spectral
radius of these matrices being strictly less than one.
Definition 1.1 (Joint Spectral Radius (JSR) [46]). The joint spectral radius of
a set of matrices M is defined as
ρ(M) = lim
k→∞
max
A1,...,Ak∈M
||A1 . . . Ak||1/k, (1.4)
where ‖ · ‖ is any matrix norm on Rn×n.
Deciding whether ρ < 1 is notoriously difficult. No finite time procedure for
this purpose is known to date, and the related problems of testing whether ρ ≤ 1 or
whether the trajectories of (1.3) are bounded under arbitrary switching are known
to be undecidable [50]. On the positive side however, a large number of sufficient
conditions for stability of such systems are known. Most of these conditions are based
on the numerical construction of special classes of Lyapunov functions, a subset of
which enjoy theoretical guarantees in terms of their quality of approximation of the
joint spectral radius [10,22,27,41,43].
It is well known that if the switched linear system (1.3) is stable1, then it admits
a common convex Lyapunov function, in fact a norm [25]. It is also known that stable
switched linear systems admit a common polynomial Lyapunov function [41]. It is
therefore natural to ask whether existence of a common convex polynomial Lyapunov
function is also necessary for stability. One would in addition want to know how the
degree of such convex polynomial Lyapunov function compares with the degree of a
non-convex polynomial Lyapunov function. We address both of these questions in
this paper.
It is not difficult to show (see [25, Proposition 1.8]) that stability of the linear
inclusion (1.3) is equivalent to stability of its “corners”; i.e. to stability of a switched
system that at each time step applies one of the m matrices A1, . . . , Am, but never
a matrix strictly inside their convex hull. This statement is no longer true for the
switched nonlinear system in (1.1)-(1.2); see Example 1 in Section 4.1 of this paper. It
turns out, however, that one can still prove switched stability of the entire convex hull
by finding a common convex Lyapunov function for the corner systems f1, . . . , fm.
This is demonstrated in our Proposition 4.2 and Example 2, where we demonstrate
that convexity of the Lyapunov function is important in such a setting.
Such considerations motivate us to seek efficient algorithms that can automat-
ically search over all candidate convex polynomial Lyapunov functions of a given
1Throughout this paper, by the word “stable” we mean asymptotically stable under arbitrary
switching.
degree. This task, however, is unfortunately intractable even when one restricts at-
tention to quartic (i.e., degree-four) Lyapunov functions and switched linear systems.
See our discussion in Section 2. In order to cope with this issue, we introduce the class
of sos-convex Lyapunov functions (see Definition 2.1). Roughly speaking, these Lya-
punov functions constitute a subset of convex polynomial Lyapunov functions whose
convexity is certified through an explicit algebraic identity. One can search over sos-
convex Lyapunov functions of a given degree by solving a single semidefinite program
whose size is polynomial in the description size of the input dynamical system. The
methodology can directly handle the linear switched system in (1.3) or its nonlinear
counterpart in (1.1)-(1.2), if the maps f1, . . . , fm are polynomial functions.
2
We will review some results from the thesis of the first author which show that for
certain dimensions and degrees, the set of convex and sos-convex Lyapunov functions
coincide. In fact, in relatively low dimensions and degrees, it is quite challenging to
find convex polynomials that are not sos-convex [7]. This is evidence for the strength
of this semidefinite relaxation and is encouraging from an application viewpoint. Nev-
ertheless, since sos-convex polynomials are in general a strict subset of the convex ones,
a more refined (and perhaps more computationally relevant) converse Lyapunov ques-
tion for switched linear systems is to see whether their stability guarantees existence
of an sos-convex Lyapunov function. This question is also addressed in this paper.
We shall remark that there are other classes of convex Lyapunov functions whose
construction is amenable to convex optimization. The main examples include poly-
topic Lyapunov functions, and piecewise quadratic Lyapunov functions that are a
geometric combination of several quadratics [14,20,23,28,30,43,44]. These Lyapunov
functions are mostly studied for the case of linear switched systems, where they are
known to be necessary and sufficient for stability. The extension of their applicability
to polynomial switched systems should be possible via the sum of squares relaxation.
Our focus in this paper however is solely on studying the power of sos-convex poly-
nomial Lyapunov functions. Only in our last section, do we briefly comment on
extensions to piecewise sos-convex Lyapunov functions.
1.1. Related work. The literature on stability of switched systems is too ex-
tensive for us to review. We simply refer the interested reader to [21, 25, 48] and the
references therein. Closer to the specific focus of this paper is the work of Mason
et al. [35], where the authors prove existence of polynomial Lyapunov functions for
switched linear systems in continuous time. Our proof of the analogous statement in
discrete time closely follows theirs. In [9], Ahmadi and Parrilo show that in the con-
tinuous time case, existence of the Lyapunov function of Mason et al. further implies
existence of a Lyapunov function that can be found with sum of squares techniques.
In [41], Parrilo and Jadbabaie prove that stable switched linear systems in discrete
time always admit a (not necessarily convex) polynomial Lyapunov function which
can be found with sum of squares techniques. Blanchini and Franco show in [12]
that in contrast to the case of uncontrolled switching (our setting), controlled linear
switched systems, both in discrete and continuous time, can be stabilized by means
of a suitable switching strategy without necessarily admitting a convex Lyapunov
function.
2While polynomial dynamical systems are already a broad and significant class of nonlinear
dynamical systems, certain extensions are possible. For example, our methodology extends in a
straightforward fashion to the case where the functions fi are rational functions with sign-definite
denominators. Extensions to trigonometric dynamical systems may also be possible using the ideas
in [36].
In [18], [17], Chesi and Hung motivate several interesting applications of working
with convex Lyapunov functions or Lyapunov functions with convex sublevel sets.
These include establishing more regular behavior of the trajectories, ease of optimiza-
tion over sublevel sets of the Lyapunov function, stability of recurrent neural networks,
etc. The authors in fact propose sum of squares based conditions for imposing con-
vexity of polynomials. However, it is shown in [6, Sect. 4] that these conditions lead
to semidefinite programs of larger size than those of sos-convexity, while at the same
time being at least as conservative. Moreover, the works in [18], [17] do not offer an
analysis of the performance (existence) of convex Lyapunov functions.
On the optimization side, the reader interested in knowing more about sos-convex
polynomials, their role in convex algebraic geometry and polynomial optimization,
and their applications outside of control is referred to the works by Ahmadi and
Parrilo [7], [8], Helton and Nie [24], and Magnani et al. [34], or to Section 3.3.3 of the
edited volume [13]. Finally, we note that a shorter version of the current paper with
some preliminary results appears in [2] as a conference paper.
1.2. Organization and contributions of the paper. The paper is organized
as follows. In Section 2, we present the mathematical and algorithmic machinery for
working with sos-convex Lyapunov functions and explain its connection to semidefinite
programming. In Section 3, we study switched linear systems. We show that given any
homogeneous Lyapunov function, the Minkowski norm defined by the convex hull of
its sublevel set is also a valid (convex) Lyapunov function (Proposition 3.1). We then
show that any stable switched linear system admits a convex polynomial Lyapunov
function (Theorem 3.2). Furthermore, we give algebraic arguments to strengthen this
result and prove existence of an sos-convex Lyapunov function (Theorem 3.4). While
existence of a convex polynomial Lyapunov functions is always guaranteed, we prove
that in worst case, the degree of such a Lyapunov function can be arbitrarily higher
than that of a non-convex polynomial Lyapunov function (Theorem 3.6).
In Section 4, we study nonlinear switched systems. We show that stability of
these systems cannot be inferred from the existence of a common Lyapunov function
for the corner systems (Example 1). However, we prove that this conclusion can be
made if the common Lyapunov function is convex (Proposition 4.2). We also give a
lemma that shows that the radial unboundedness requirement of a Lyapunov function
is implied by its convexity (Lemma 4.1). We then provide an algorithm based on
semidefinite programming that under mild conditions finds a full-dimensional inner
approximation to the region of attraction of a locally stable equilibrium point of a
polynomial switched system (Theorem 4.4). This algorithm is based on a search for an
sos-convex polynomial whose sublevel set is proven to be in the region of attraction via
a sum of squares certificate coming from Stengle’s Positivstellensatz. Some examples
are provided in Section 4.3.
Finally, in Section 5, we briefly describe some future directions and extensions of
our framework to a broader class of convex Lyapunov functions that are constructed
from combining several sos-convex polynomials. These extensions are still amenable
to semidefinite programming and have connections to the theory of path-complete
graph Lyapunov functions proposed in [4].
2. Sos-convex polynomials. A multivariate polynomial p(x) := p(x1, . . . , xn)
is said to be nonnegative or positive semidefinite (psd) if p(x) ≥ 0 for all x ∈ Rn. We
say that p is a sum of squares (sos) if it can be written as p =
∑
i q
2
i , where each qi is
a polynomial. It is well known that if p is of even degree four or larger, then testing
nonnegativity is NP-hard, while testing existence of a sum of squares decomposition,
which provides a sufficient condition and an algebraic certificate for nonnegativity,
can be done by solving a polynomially-sized semidefinite program [39], [40].
A polynomial p := p(x) is convex if its Hessian ∇2p(x) (i.e., the n × n poly-
nomial matrix of the second derivatives) is a positive semidefinite matrix for all
x ∈ Rn. This is equivalent to the scalar-valued polynomial yT∇2p(x)y in 2n vari-
ables (x1, . . . , xn, y1, . . . , yn) being nonnegative. It has been shown in [5] that testing
if a polynomial of degree four is convex is NP-hard in the strong sense. This moti-
vates the algebraic notion of sos-convexity, which can be checked with semidefinite
programming and provides a sufficient condition for convexity.
Definition 2.1. A polynomial p := p(x) is sos-convex if its Hessian ∇2p(x) can
be factored as
∇2p(x) = MT (x)M(x),
where M(x) is a polynomial matrix; i.e., a matrix with polynomial entries.
Polynomial matrices which admit a decomposition as above are called sos matri-
ces. The term sos-convex was coined in a seminal paper of Helton and Nie [24]. The
following theorem is an algebraic analogue of a classical theorem in convex analysis
and provides equivalent characterizations of sos-convexity.
Theorem 2.2 (Ahmadi and Parrilo [8]). Let p := p(x) be a polynomial of degree
d in n variables with its gradient and Hessian denoted respectively by ∇p := ∇p(x)
and ∇2p := ∇2p(x). Let gλ, g∇, and g∇2 be defined as
gλ(x, y) = (1− λ)p(x) + λp(y)− p((1− λ)x+ λy),
g∇(x, y) = p(y)− p(x)−∇p(x)T (y − x),
g∇2(x, y) = yT∇2p(x)y.
(2.1)
Then the following are equivalent to sos-convexity of p:
(a) g 1
2
(x, y) is sos3.
(b) g∇(x, y) is sos.
(c) g∇2(x, y) is sos.
The above theorem is reassuring in the sense that it demonstrates the invariance
of the definition of sos-convexity with respect to the characterization of convexity that
one may choose to apply the sos relaxation to. Since existence of an sos decomposition
can be checked via semidefinite programming (SDP), any of the three equivalent
conditions above, and hence sos-convexity of a polynomial, can also be checked by
SDP. Even though the polynomials g 1
2
, g∇, g∇2 above are all in 2n variables and have
degree d, the structure of the polynomial g∇2 allows for much smaller SDPs (see [6]
for details).
In general, finding examples of convex polynomials that are not sos-convex seems
to be a nontrivial task, though a number of such constructions are known [7]. A
complete characterization of the dimensions and the degrees for which the notions of
convexity and sos-convexity coincide is available in [8].
Crucial for our purposes is the fact that semidefinite programming allows us to
not only check if a given polynomial is sos-convex, but also search and optimize
over the set of sos-convex polynomials of a given degree. This feature enables an
3The constant 1
2
in g 1
2
(x, y) of condition (a) is arbitrary and chosen for convenience. One can
show that g 1
2
being sos implies that gλ is sos for any fixed λ ∈ [0, 1]. Conversely, if gλ is sos for some
λ ∈ (0, 1), then g 1
2
is sos.
automated search over a subset of convex polynomial Lyapunov functions. Of course,
a Lyapunov function also needs to satisfy other constraints, namely positivity and
monotonic decrease along trajectories. Following the standard approach, we replace
the inequalities underlying these constraints with their sum of squares counterparts
as well.
Throughout this paper, what we mean by an sos-convex Lyapunov function is
a polynomial function which is sos-convex and satisfies all other required Lyapunov
inequalities with sos certificates.4 When the Lyapunov function can be taken to be
homogeneous—as is the case when the dynamics are homogeneous [45]—then the
following lemma establishes that the convexity requirement of the polynomial auto-
matically meets its nonnegativity requirement.
Recall that a homogeneous polynomial (or a form) is a polynomial whose mono-
mials all have the same degree.
Lemma 2.3. Convex forms are nonnegative and sos-convex forms are sos.
Proof. See [24, Lemma 8] or [8, Lemma 3.2].
For stability analysis of the switched linear system in (1.3), the requirements of
a (common) sos-convex Lyapunov function V are therefore the following:
V (x) sos-convex
V (x)− V (Aix) sos for i = 1, . . . ,m. (2.2)
Given a set of matrices {A1, . . . , Am} with rational entries, the search for the
coefficients of a fixed-degree polynomial V satisfying the above conditions amounts to
solving an SDP whose size is polynomial in the bit size of the matrices. If this SDP
is (strictly) feasible, the switched system in (1.3) is stable under arbitrary switching.
We remark that the same implication is true if the sos-convexity requirement of V is
replaced with the requirement that V is sos; see [41, Thm. 2.2]. (This statement fails
to hold for switched nonlinear systems.)
In the next section, we study the converse question of existence of a Lyapunov
function satisfying the semidefinite conditions in (2.2).
3. Sos-convex Lyapunov functions and switched linear systems. As re-
marked in the introduction, it is known that asymptotic stability of a switched linear
system under arbitrary switching implies existence of a common convex Lyapunov
function, as well as existence of a common polynomial Lyapunov function. In this
section, we show that this stability property in fact implies existence of a common
Lyapunov function that is both convex and polynomial (cf. Subsection 3.1). More-
over, we strengthen this result to show existence of a common sos-convex Lyapunov
function (cf. Subsection 3.2).
Before we prove these results, we state a related proposition which shows that in
the particular case of switched linear systems, any common Lyapunov function (e.g.
a non-convex polynomial) can be turned into a common convex Lyapunov function,
although not necessarily an efficiently computable one. We believe that this statement
must be known, but since we could not pinpoint a reference, we include a proof here.
Proposition 3.1. Consider the switched linear system in (1.3). Suppose V is
a common homogeneous and continuous Lyapunov function for (1.3); i.e. satisfies
4Even though an sos decomposition in general merely guarantees nonnegativity of a polynomial,
sos decompositions obtained numerically from interior point methods generically provide proofs of its
positivity; see the discussion in [1, p.41]. In this paper, whenever we are concerned with asymptotic
stability and prove a result about existence of a Lyapunov function satisfying certain sos conditions,
we make sure that the resulting inequalities are strict (cf. Theorem 3.4).
V (x) > 0,∀x 6= 0, and V (x)− V (Aix) > 0,∀x 6= 0,∀i = 1, . . . ,m. Let
S := {x ∈ Rn| V (x) ≤ 1}.
Then, the Minkowski (a.k.a. gauge) norm defined by the set S, i.e. the function
W (x) := inf{t > 0| x
t
∈ conv(S)},
is a convex common Lyapunov function for (1.3).
Proof. Since under the assumptions of the proposition the set conv(S) is compact,
origin symmetric, and has nonempty interior, the function W is a norm (see e.g. [16, p.
119]) and hence convexity and positivity of W are already established. It remains to
show that for any i ∈ {1, . . . ,m} and x 6= 0 we have
W (Aix) = inf{t > 0| Aixt ∈ conv(S)}
< inf{t > 0| xt ∈ conv(S)}
= W (x).
To see the inequality, first note that because V is a common Lyapunov function, there
must exist a constant γ ∈ (0, 1) such that if z ∈ S, then Aiz ∈ γS. Now observe that
if for some t > 0 we have xt ∈ conv(S), then by definition xt =
∑
j λjyj for some
yj ∈ S and λj ≥ 0 with
∑
j λj = 1. Hence,
Aix
t
=
∑
j
λjAiyj =
∑
j
λjγwj ,
for some wj ∈ S. But this means that Aixγt ∈ conv(S).
3.1. Existence of convex polynomial Lyapunov functions. The goal of
this subsection is to prove the following theorem.
Theorem 3.2. If the switched linear system (1.3) is asymptotically stable under
arbitrary switching, then there exists a convex positive definite homogeneous polyno-
mial p that satisfies p(Aix) < p(x) for all x 6= 0 and all i ∈ {1, . . . ,m}.
Our proof is inspired by [35], which proves the existence of a convex polynomial
Lyapunov function for continuous time switched systems, but we are not aware of an
equivalent statement in discrete time. We will also need the following classical result,
which to the best of our knowledge first appears in [46].
Theorem 3.3 (see [25,46]). Consider a set of matrices M⊂ Rn×n with JSR ρ.
For all  > 0, there exists a vector norm | · | in Rn such that for any matrix A in M,
|x| ≤ 1 ⇒ |Ax| ≤ ρ+ .
Proof. (of Theorem 3.2.) Let M := {A1, . . . , Am} and denote the JSR of M by
ρ. By assumption we have ρ < 1 and by Theorem 3.3, there exists a norm, which
from here on we simply denote by | · |, such that ∀i ∈ {1, . . . ,m},
|x| ≤ 1⇒ |Aix| ≤ ρ+ 1
2
(1− ρ).
We denote the unit ball of this norm by B and use the notation
MB := {Aix| Ai ∈M and x ∈ B}.
Hence, we have MB ⊆ (ρ+ 12 (1− ρ))B.
The goal is to construct a convex positive definite homogeneous polynomial pd of
some degree 2d, such that its 1-sublevel set Sd satisfies
(ρ+
1
2
(1− ρ))B ⊆ int(Sd) ⊂ Sd ⊆ B.
As Sd ⊆ B and MB ⊆ (ρ+ 12 (1− ρ))B, it would follow that
MSd ⊆MB ⊆ int(Sd).
This would imply that pd(Aix) < p(x),∀x ∈ ∂Sd, and for i = 1, . . . ,m. By homogene-
ity of pd, we get the claim in the statement of the theorem.
To construct pd, we proceed in the following way. Let
C = {x ∈ Rn| |x| ≤ ρ+ 3
4
(1− ρ)}.
To any x ∈ ∂C, we associate a (nonzero) dual vector v(x) orthogonal to a supporting
hyperplane of C at x. This means that ∀y ∈ C, v(x)T y ≤ v(x)Tx. Since x ∈ intB,
the set
S(x) = {y ∈ Rn| v(x)T y > v(x)Tx and |y| = 1}
is a relatively open nonempty subset of the boundary ∂B of our unit ball. Moreover,
x
|x| ∈ S(x). Now, the family of sets S(x) is an open covering of ∂B, and hence we can
extract a set of points x1, . . . , xN such that the union of the sets S(xi) covers ∂B. Let
vi := v(xi). For any natural number d, we define
5
pd(y) =
N∑
i=1
(
vTi y
vTi xi
)2d
and Sd = {y ∈ Rn| pd(y) ≤ 1}.
Note that pd is convex as the sum of even powers of linear forms and homogeneous.
We first show that
(ρ+
1
2
(1− ρ))B ⊆ int(Sd).
As (ρ+ 12 (1− ρ))B ⊂ int(C), for all y ∈ (ρ+ 12 (1− ρ))B and for all i = 1, . . . , N , we
have vTi y < v
T
i xi. Hence there exists a positive integer d such that(
max
i
max
y∈(ρ+ 12 (1−ρ))B
vTi y
vTi xi
)2d
<
1
N
and so pd(y) < 1 for all y ∈ (ρ+ 12 (1− ρ))B.
We now show that Sd ⊆ B. Let y ∈ Sd, and so pd(y) ≤ 1. This implies that
vTi y
vTi xi
≤ 1,∀i = 1, . . . , N.
From this, we deduce that y /∈ ∂B. Indeed if y ∈ ∂B, there exists i ∈ {1, . . . , N}
such that y ∈ S(xi), which implies that vTi y > vTi xi and contradicts the previous
statement. Hence ∂B ∩ Sd = ∅. As both B and Sd contain the zero vector, we
conclude that Sd ⊆ int(B) ⊆ B. Note that this guarantees positive definiteness of pd
as pd is homogeneous and its 1-sublevel set is bounded.
5Note that vTi xi 6= 0. In fact, we have vTi xi > 0, ∀i. Indeed, there exists αi > 0 such that
αivi ∈ C and hence vTi xi ≥ αi||vi||22 > 0.
3.2. Existence of sos-convex polynomial Lyapunov functions. We now
strengthen the converse result of the previous subsection by showing that asymptot-
ically stable switched linear systems admit an sos-convex Lyapunov function. This
in particular implies that such a Lyapunov function can be found with semidefinite
programming.
Recall that a homogeneous polynomial h is said to be positive definite (pd) if
h(x) > 0 for all x 6= 0.
Theorem 3.4. If the switched linear system (1.3) is asymptotically stable under
arbitrary switching, then there exists a homogeneous polynomial q that satisfies the
sum of squares constraints
q(x) sos-convex,
q(x)− q(Ajx) sos for j = 1, . . . ,m.
Moreover, this polynomial q is positive definite and is such that the m polynomials
q(x)− q(Ajx) are also positive definite.
Our proof will make crucial use of the following Positivstellensatz due to Schei-
derer.
Theorem 3.5 (Scheiderer [47]). Given any two positive definite homogeneous
polynomials h and g, there exists a positive integer N such that hgN is sos.
Proof. (of Theorem 3.4). We have already shown in the proof of Theorem 3.2 that
under our assumptions, there exist vectors a1, . . . , aN ∈ Rn and a positive integer d
such that the convex form p(x) =
∑N
i=1(a
T
i x)
2d is positive definite and makes the m
forms p(x)− p(Ajx) also positive definite. Note also that as a sum of powers of linear
forms, p is already sos-convex and sos. Let Sn−1 denote the unit sphere in Rn and
define
αj :=
1
2
min
x∈Sn−1
p(x)− p(Ajx).
By definition of αj , we have that p(x) − p(Ajx) − αj(
∑
i x
2
i )
d is positive definite.
Furthermore, as αj > 0 (this is a consequence of p(x)−p(Ajx) being positive definite)
and as p(Ajx) is sos, we get that p(Ajx) + αj(
∑
i x
2
i )
d is positive definite. Hence,
from Theorem 3.5, there exist an integer K such that(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
· p(x)K (3.1)
is sos and an integer K ′ such that(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
·
(
p(Ajx) + αj(
∑
i
x2i )
d
)K′
(3.2)
is sos.
Take k := max{2K + 1, 2K ′ + 1} and define q(x) = p(x)k. It is easy to see that
q is positive definite as p is positive definite. We first show that q is sos-convex. We
have
∇2q(x) = k(k − 1)p(x)k−2∇p(x)∇p(x)T + kp(x)k−1∇2p(x).
As p is sos, any power of it is also sos. Furthermore, we have
∇2p(x) =
N∑
i=1
2d(2d− 1)(aTi x)2d−2aiaTi ,
which implies that there exists a polynomial matrix V (x) such that∇2p(x) = V (x)V (x)T .
As a consequence, we see that
yT∇2q(x)y = k(k − 1)p(x)k−2(∇p(x)T y)2 + kp(x)k−1(V (x)T y)2
is a sum of squares and hence q is sos-convex.
We now show that for j = 1, . . . ,m, the form q(x) − q(Ajx) is positive definite
and sos. For positive definiteness, simply note that as p(x) > p(Ajx) for any x 6= 0
and p is nonnegative, we get pk(x) > pk(Ajx) for any k ≥ 1 and x 6= 0.
To show that q(x)− q(Ajx) is sos, we make use of the following identity:
ak − bk = (a− b)
k−1∑
l=0
ak−1−lbl. (3.3)
Applying (3.3), we have
pk(x)−
(
p(Ajx) + αj(
∑
i
x2i )
d
)k
=
(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
·
k−1∑
l=0
p(x)k−1−l
(
p(Ajx) + αj(
∑
i
x2i )
d
)l
=
k−1∑
l=0
(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
· p(x)k−1−l
(
p(Ajx) + αj(
∑
i
x2i )
d
)l
. (3.4)
For any l ∈ {0, . . . , k− 1}, either k− 1− l ≥ k−12 or l ≥ k−12 . Suppose that the index
l is such that k − 1 − l ≥ k−12 : by definition of k, this implies that k − 1 − l ≥ K.
Since the polynomial in (3.1) sos and since (p(Ajx) +αj(
∑
i x
2
i )
d)l is sos, we get that
the term(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
· p(x)k−1−l
(
p(Ajx) + αj(
∑
i
x2i )
d
)l
in the sum (3.4) is sos. Similarly, if the index l is such that l ≥ k−12 , we have that
l ≥ K ′ by definition of k. Sine the polynomial in (3.2) is sos, we come to the conclusion
that the term(
p(x)− p(Ajx)− αj(
∑
i
x2i )
d
)
· p(x)k−1−l
(
p(Ajx) + αj(
∑
i
x2i )
d
)l
in the sum (3.4) is sos. When summing over all possible l ∈ {0, . . . , k − 1}, as each
term in the sum is sos, we conclude that the sum
pk(x)−
(
p(Ajx) + αj(
∑
i
x2i )
d
)k
itself is sos. Now note that we can write
pk(x)−
(
p(Ajx) + αj(
∑
i
x2i )
d
)k
= p(x)k − p(Aj)k −
k∑
s=1
(
k
s
)
αsj(
∑
i
x2i )
ds · p(Ajx)k−s,
which enables us to conclude that
q(x)− q(Ajx) = pk(x)−
(
p(Ajx) + αj(
∑
i
x2i )
d
)k
+
k∑
s=1
(
k
s
)
αsj(
∑
i
x2i )
ds ·p(Ajx)k−s
is sos as the sum of sos polynomials.
3.3. Non-existence of a uniform bound on the degree of convex poly-
nomial Lyapunov functions. It is known that there are families of n× n matrices
M = {A1, . . . , Am} for which the switched linear system (1.3) is asymptotically stable
under arbitrary switching, but such that the minimum degree of a common polyno-
mial Lyapunov function is arbitrarily large [3]. (In fact, this is the case already when
m = n = 2.) In the case where M admits a common polynomial Lyapunov function
of degree d, it is natural to ask whether one can expect M to also admit a com-
mon convex polynomial Lyapunov function of some degree dˆ, where dˆ is a function of
d, n,m only? In this subsection, we answer this question in the negative.
Consider the set of matrices A = {A1, A2}, with
A1 =
[
1 0
1 0
]
, A2 =
[
0 1
0 −1
]
. (3.5)
This is a benchmark set of matrices that has been studied in [10], [41] mainly because
it provides a “worst-case” example for the method of common quadratic Lyapunov
functions. Indeed, it is easy to show that ρ(A) = 1, but a common quadratic Lya-
punov function can only produce an upper bound of
√
2 on the JSR. In [41], Parrilo
and Jadbabaie give a simple degree-4 (non-convex) common polynomial Lyapunov
function that proves stability of the switched linear system defined by the matices
{γA1, γA2}, for any γ < 1. In sharp contrast, we show the following:
Theorem 3.6. Let A1, A2 be as in (3.5) and consider the sets of matrices Mγ =
{γA1, γA2} parameterized by a scalar γ < 1. As γ → 1, the minimum degree of a
common convex polynomial Lyapunov function for Mγ goes to infinity.
Proof. It is sufficient to prove that the set {A1, A2} has no convex invariant set
defined as the sublevel set of a polynomial. Indeed, if there were a uniform bound D
on the degree of a convex polynomial Lyapunov function for the sets {γA1, γA2}, this
would imply the existence of an invariant set—which is the sublevel set of a convex
polynomial function of degree D—for the set {A1, A2} itself.
We prove our claim by contradiction. In fact, we will prove the slightly stronger fact
that for these matrices, the only convex invariant set is the unit square
S = {(x, y) ∈ R2| ||(x, y)||∞ ≤ 1},
or, of course, a scaling of it.
Let A = {A1, A2} and let A∗ denote the set of all matrix products out of A.
Suppose for the sake of contradiction that there was a convex bivariate polynomial
p whose unit level set was the boundary of an invariant set for the switched system
defined by A. More precisely, suppose we had
∀x ∈ R2, ∀A ∈ A, p(Ax) ≤ p(x). (3.6)
Let x∗ ∈ R be such that
p(x∗, x∗) = 1.
It is easy to check that the following matrices can be obtained as products of matrices
in A: {(
0 1
0 −1
)
,
(
0 1
0 1
)
,
(
0 −1
0 1
)
,
}
⊂ A∗. (3.7)
This implies that
p(x) = 1
for x ∈ {(x∗,−x∗), (−x∗,−x∗), (−x∗, x∗)}
as well, because these points can all be mapped onto each other with matrices from
(3.7).
Suppose that there is an x > x∗, −x∗ < y < x∗, such that p(x, y) = 1. Then we
reach a contradiction because (3.7) implies that (x, y) can be mapped on (x, x), which
contradicts (3.6) because x > x∗. This implies that p(x∗, y) ≥ 1,∀y ∈ (−x∗, x∗).
However, convexity of p implies that p(x∗, y) ≤ 1,∀y ∈ (−x∗, x∗). Thus, we have
proved that p(x∗, y) = 1,∀y ∈ (−x∗, x∗). The same is true for p(−x∗, y) by symmetry.
In the same vein, if there is a y > x∗, −x∗ < x < x∗ such that p(x, y) = 1,
this point can be mapped on (−y,−y), which again leads to a contradiction, because
p(−x∗,−x∗) = 1. Hence, p(x, x∗) = p(x,−x∗) = 1,∀x ∈ (−x∗, x∗), which concludes
the proof.
4. SOS-convex Lyapunov functions and switched nonlinear systems. In
this section, we turn our attention to stability analysis of switched nonlinear systems
xk+1 = f˜(xk), (4.1)
f˜(xk) ∈ conv{f1(xk), . . . , fm(xk)},
where f1, . . . , fm : Rn → Rn are continuous and satisfy fi(0) = 0. We start by
demonstrating the significance of convexity of Lyapunov functions in this setting. We
then consider the case where f1, . . . , fm are polynomials and devise algorithms that
under mild conditions find algebraic certificates of local asymptotic stability under
arbitrary switching. These algorithms produce a full-dimensional inner approximation
to the region of attraction of the origin, which comes in the form of a sublevel set of
an sos-convex polynomial.
4.1. The significance of convexity of the Lyapunov function. The follow-
ing example demonstrates that unlike the case of switched linear systems, one cannot
simply resort to a common Lyapunov function for the maps f1, . . . , fm to infer a proof
of stability of a nonlinear difference inclusion.
Example 1. Consider the nonlinear switched system (4.1) with m = n = 2 and
f1(x) = (x1x2, 0)
T , (4.2)
f2(x) = (0, x1x2)
T .
The function
V (x) = x21x
2
2 + (x
2
1 + x
2
2) (4.3)
is a common Lyapunov function for both f1 and f2, but nevertheless the system in
(4.1) is unstable.
To see this, note that
V (fi(x)) = x
2
1x
2
2 < V (x) = x
2
1x
2
2 + (x
2
1 + x
2
2)
for i = 1, 2, and for all x 6= 0.
On the other hand, (4.1) is unstable since in particular the dynamics xk+1 = f(xk)
with
f(x) =
(x1x2
2
,
x1x2
2
)
∈ conv{f1(x), f2(x)}
is obviously unstable.
Note that the Lyapunov function in (4.3) was not convex. Proposition 4.2 below
shows that a convexity requirement on the Lyapunov function gets around the problem
that arose above. To prove this proposition, we first give a lemma which is potentially
of independent interest for global stability analysis. Recall that Lyapunov’s theorem
for global asymptotic stability commonly requires that the Lyapunov function V be
radial unbounded (i.e., satisfy ||x|| → ∞ =⇒ V (x) → ∞). Our lemma shows that
convexity brings this property for free.6
Lemma 4.1. Suppose a function V : Rn → R satisfies V (0) = 0 and V (x) > 0
for all x 6= 0. If V is convex, then it is radially unbounded.
Proof. We proceed by contradiction. Suppose that V is not radially unbounded.
This implies that there exists a scalar s > 0 for which the sublevel set
S := {x ∈ Rn| V (x) ≤ s}
of V is unbounded. As V is convex, S is convex, and as any nonempty sublevel set
of V contains the origin, S contains the origin. We claim that S must in fact contain
an entire ray originating from the origin.
Indeed, as S is unbounded, there exists a sequence of points {xk} such that
limk→∞ ||xk|| =∞ and such that V (xk) ≤ s for all k ∈ N. Consider now the sequence
{xk/||xk||}: this is a bounded sequence and hence has a subsequence that converges.
Let xˆ be the limit of this subsequence. We argue that the ray {cxˆ| c ≥ 0} is contained
in S. Suppose that it was not: then V (αxˆ) > s for some fixed α > 0, and since S
is closed (as a sublevel set of a continuous function), there exists a scalar  > 0 such
that for all y ∈ Rn with ||y − αxˆ|| ≤ , we have V (y) > s. As limk→∞ ||xk|| =∞ and
a subsequence of {xk/||xk||} converges to xˆ, there must exist an integer k0 such that
||xk0 || > α and ||xˆ−
xk0
||xk0 ||
|| ≤ /α.
Note that
||αxˆ− α xk0||xk0 ||
|| ≤ ,
which implies that V (αxn0/||xk0 ||) > s and hence αxk0/||xk0 || does not belong to S.
But this contradicts convexity of S as
αxk0
||xk0 ||
=
α
||xk0 ||
· xk0 + (1−
α
||xk0 ||
) · 0
6We remind the reader that radial unboundedness is not equivalent to radial unboundedness
along restrictions to all lines, hence the need for the subtleties in this proof.
and xk0 and 0 are in S.
We now consider the restriction of V to this ray, which we denote by g(z) = V (zxˆ),
where z ≥ 0. We remark that as a univariate function, g is convex, and positive
everywhere except at zero where it is equal to zero. By convexity of g, we have the
inequality
1
w
g(w) +
(
1− 1
w
)
g(0) ≥ g
(
1
w
· w + (1− 1/w) · 0
)
for all w ∈ N. This is equivalent to
g(w)
w
≥ g(1). (4.4)
Note that g(1) > 0, but g(w) ≤ s ∀w ∈ N since g is a restriction of V to a ray
contained in S. This contradicts the inequality in (4.4) when w is large. Hence, S
cannot be unbounded and it follows that V must be radially unbounded.
Proposition 4.2. Consider the nonlinear switched system in (4.1).
(i) If there exists a convex function V : Rn → R that satisfies V (0) = 0, V (x) > 0
for all x 6= 0, and
V (fi(x)) < V (x), ∀x 6= 0,∀i ∈ {1, . . . ,m}, (4.5)
then the origin is globally asymptotically stable under arbitrary switching.
(ii) If there exist a scalar β > 0 and a convex function V : Rn → R that satisfies
V (0) = 0, V (x) > 0 for all x 6= 0, and
V (fi(x)) < V (x), ∀x 6= 0 with V (x) ≤ β, and ∀i ∈ {1, . . . ,m}, (4.6)
then the origin is locally asymptotically stable under arbitrary switching and the
set {x ∈ Rn| V (x) ≤ β} is a subset of the region of attraction of the origin.
Proof. The proof of this proposition is similar to the standard proofs of Lyapunov’s
theorem except for the parts where convexity intervenes. Hence we only prove part
(i) and leave the very analogous proof of part (ii) to the reader.
Suppose the assumptions of (i) hold. Then, for all xk 6= 0 we have
V (xk+1)− V (xk) = V
(
m∑
i=1
λi(k)fi(xk)
)
− V (xk)
≤
m∑
i=1
λi(k)V (fi(xk))− V (xk)
=
m∑
i=1
λi(k) (V (fi(xk))− V (xk))
< 0,
(4.7)
where the first inequality follows from convexity of V, and the second from (4.5)
and the fact that
∑m
i=1 λi(k) = 1. Hence, our Lyapunov function decreases in each
iteration independent of the realization of the uncertain and time-varying map f˜ in
(4.1).
To show that the origin is stable in the sense of Lyapunov, consider an arbitrary
scalar δ > 0 and the ball B(0, δ) := {x ∈ Rn| ||x|| ≤ δ}. Recall that as a consequence
of Lemma 4.1, all sublevel sets of V are bounded. Let δˆ > 0 be the radius of a ball
that is contained in a (full-dimensional) sublevel set of V which itself is contained in
B(0, δ). Then, from (4.7), we get that x0 ∈ B(0, δˆ) =⇒ xk ∈ B(0, δ),∀k.
To show that the origin attracts all initial conditions, consider an arbitrary
nonzero point x0 ∈ Rn and denote by {xk} any sequence that this initial condi-
tion can generate under the iterations of (4.1). We know that the sequence {V (xk)}
is positive and decreasing (unless xk in finite time lands on the origin, in which case
the proof is finished). It follows that {V (xk)} → c for some scalar c ≥ 0. We claim
that c = 0, in which case we must have xk → 0 as k → ∞ which is the desired
statement. Suppose for the sake of contradiction that we had c > 0. Then, we must
have
xk ∈ Ω := {x ∈ Rn| c ≤ V (x) ≤ V (x0)},∀k.
Note that the set Ω is closed and bounded as V , being a convex function, is
continuous and by Lemma 4.1 also radially unbounded. Let ∆m denote the unit
simplex in Rm and let
η = sup
x∈Ω,λ∈∆m
V
(
m∑
i=1
λifi(x)
)
− V (x).
We claim that η < 0. This is because of (4.7) and the fact that the above
supremum is achieved as the objective functions is continuous and the feasible set
is compact. Hence, the sequence {V (xk)} decreases in each step by at least |η| and
hence must go to −∞. This however contradicts positivity of V on Ω.
4.2. Computing regions of attraction for switched nonlinear systems.
In this section, we consider the switched nonlinear system in (4.1), where f1, . . . , fm
are polynomials. It is quite common in this case for the system to not be globally sta-
ble but yet to have a locally attractive equilibrium point. Under the assumption that
ρ(A1, . . . , Am) < 1, where A1, . . . , Am are the matrices associated with the lineariza-
tions of f1, . . . , fm around the origin, we design an algorithm based on semidefinite
programming that provably finds a full-dimensional inner approximation to the re-
gion of attraction of the nonlinear switched system. Note that if the origin of (4.1)
is locally asymptotically stable, then we must have ρ(A1, . . . , Am) ≤ 1. The only case
to remain is the boundary case ρ(A1, . . . , Am) = 1, which is left for our future work.
Our procedure for finding the region of attraction will have two steps:
(i) Use SDP to find a common sos-convex Lyapunov function V for the linearizations
of f1, . . . , fm around the origin; i.e., find a positive definite sos-convex form V (x)
such that V (x)− V (Aix) is sos and positive definite for i = 1, . . . ,m. Existence
of such a function is guaranteed by Theorem 3.4, which was the main result of
Section 3.
(ii) Find a scalar β > 0 such that
∀x 6= 0, V (x) ≤ β ⇒ V (fi(x)) < V (x), for i = 1, . . . ,m.
We will prove that semidefinite programming can find such a β in finite time
and certify the above implication algebraically.
Once this procedure is carried out, the set {x ∈ Rn| V (x) ≤ β} is guaranteed
to be a subset of the region of attraction. Implementation of step (ii) requires the
reader to be reminded of the following fundamental theorem in algebraic geometry.
Recall that a basic semialgebraic set is a set defined by a finite number of polynomial
inequalities and equations.
Theorem 4.3 (Stengle’s Positivstellensatz [49]). The basic semialgebraic set
S = {x ∈ Rn| g1(x) ≥ 0, . . . , gm(x) ≥ 0, h1(x) = 0, . . . , hs(x) = 0}
is empty if and only if there exist polynomials t1(x), . . . , ts(x) and sum of squares
polynomials {σa1...am | (a1, . . . , am) ∈ {0, 1}m} such that
−1 =
s∑
j=1
tj(x)hj(x) +
∑
a1,...,am∈{0,1}m
σa1...am(x)
m∏
i=1
gaii (x).
Theorem 4.4. Consider the switched nonlinear system in (4.1), where f1, . . . , fm :
Rn → Rn are polynomials. Let
f l1(x) = A1x, . . . , f
l
m(x) = Amx
be the linearizations of f1, . . . , fm around zero, and suppose ρ(A1, . . . , Am) < 1. Let
y ∈ R be a new variable. Then, there exist an sos-convex positive definite form V (x),
a scalar β > 0, a polynomial t, and sum of squares polynomials
{σa0...am | (a0, . . . , am) ∈ {0, 1}m+1}
such that
−1 =t(x, y)(
n∑
i=1
x2i · y − 1)
+
∑
a0,...,am∈{0,1}m+1
σa0...am(x, y)(β − V (x))a0
m∏
i=1
(V (fi(x))− V (x))ai .
(4.8)
Conversely, if (4.8) holds, then the switched nonlinear system in (4.1) is locally
asymptotically stable under arbitrary switching and the set
{x ∈ Rn| V (x) ≤ β}
is a subset of the region of attraction.
Proof. We start with the converse as it is the easier direction to prove. Note that
if (4.8) holds for some sos-convex positive definite form V (x) and some scalar β > 0,
then the set
{(x, y) ∈ Rn+1| V (x) ≤ β, (
n∑
i=1
x2i ) · y = 1, V (fi(x))− V (x) ≥ 0, i = 1, . . . ,m} (4.9)
is empty. Indeed, if there was a point (xˆ, yˆ) in this set, then plugging it into (4.8)
would give a contradiction as the right hand side would evaluate to a nonnegative real
number. We observe that emptiness of (4.9) is equivalent to emptiness of
{x ∈ Rn| V (x) ≤ β, x 6= 0, V (x)− V (fi(x)) ≤ 0, i = 1, . . . ,m}, (4.10)
which in turn implies that
∀x 6= 0, V (x) ≤ β ⇒ V (fi(x)) < V (x), for i = 1, . . . ,m.
From Proposition 4.2 (part (ii)), it follows that the switched nonlinear system in (4.1)
is locally asymptotically stable under arbitrary switching and that the set
{x ∈ Rn| V (x) ≤ β}
is a subset of the region of attraction.
We now show the opposite direction. Since ρ(A1, . . . , Am) < 1, we know from
Theorem 3.4 that there exists a positive definite sos-convex form V of some even
degree r such that
V (Aix) < V (x), ∀x 6= 0, and i = 1, . . . ,m. (4.11)
We prove that there exists a scalar β > 0 such that
∀x 6= 0, V (x) ≤ β ⇒ V (fi(x)) < V (x), for i = 1, . . . ,m, (4.12)
by considering the Taylor expansion of V around the origin. As the maps fi, i =
1, . . . ,m, are twice differentiable, we have
V (fi(x))− V (x) = V (Aix+O(||x||2))− V (x)
= V (Aix) + g(x)− V (x), (4.13)
where g(x) is O(||x||r+1), that is, there exist δi > 0 and Ki > 0 such that if ||x|| < δi,
|g(x)| ≤ Ki||x||r+1. (4.14)
Also, note that V (Aix)−V (x) is a degree-r form which is negative definite. Hence,
if we define
λi := −1
2
min
||x||=1
(V (Aix)− V (x)),
we have λi > 0 and
V (Aix)− V (x) < −λi||x||r. (4.15)
Let i = min(δi,
λi
Ki
) and note that i > 0. For any nonzero x such that ||x|| ≤ i, we
have
V (fi(x))− V (x) < −λi||x||r +O(||x||r+1)
≤ −λi||x||r +Ki||x||r+1
≤ 0,
where the first inequality follows from (4.13) and (4.15), the second from (4.14) as
||x|| ≤ δ, and the third from the fact that ||x|| ≤ λiKi . By compactness of the sublevel
sets of V and homogeneity of V , there exists βi > 0 such that V (x) ≤ βi ⇒ ||x|| < i.
Taking β = mini=1,...,m βi concludes the proof of (4.12).
Now observe that the statement in (4.12) implies that the set in (4.10) is empty.
This is equivalent to the set in (4.9) being empty as noted previously. From Theorem
4.3, this implies that there exist a polynomial t, and sum of squares polynomials
{σa0...am | (a0, . . . , am) ∈ {0, 1}m+1} such that the algebraic identity in (4.8) holds.
Theorem 4.4 gives rise to a hierarchy of semidefinite programs whose rth level
involves searching for a polynomial t and sum of squares polynomials
{σa0...am | (a0, . . . , am) ∈ {0, 1}m+1}
of degree less than or equal to 2r that satisfy the algebraic identity in (4.8) (note that
V is fixed here). For fixed r, one can obtain the largest β for which (4.8) is feasible
by doing bisection on β. If the number m of maps and the level r of the hierarchy are
fixed, one can check that the size of the resulting SDP is polynomial in the number
of variables n.
We also remark that this SDP-based procedure terminates in finite time with
a full-dimensional estimate of the ROA. Indeed, one can bound the degrees of the
polynomials tj , j = 1, . . . , r and σa1...am , a1, . . . , am ∈ {0, 1}m in Theorem 4.3 by
quantities that only depend on the degree of the polynomials hi and gi, m, n, and s
(see [33] for the precise bound). So in theory, if we fix the degree of the polynomials
t and σa1...am , a1, . . . , am ∈ {0, 1}m in (4.8) to that bound, start with any β > 0, and
halve β when the SDP is infeasible, then the procedure will terminate in finite time
with a positive β for which the SDP is feasible. The bounds in [33] are too large
however to be practical and hence our remark here is of theoretical interest only. In
practice, we observe that the first few levels of the hierarchy are sufficient to obtain
a full-dimensional estimate of the ROA.
4.3. Examples: ROA computation for nonlinear switched systems. We
give two examples of the ideas we have seen so far for local stability analysis.
Example 2. Let us revisit the system (4.2) of Example 1. We claim that the
function
W (x) = x21 + x
2
2,
which is convex, is a common Lyapunov function for f1, f2 on the set
S = {x ∈ Rn| ||(x1, x2)T ||∞ ≤ 1}.
Indeed, for i = 1, 2, and nonzero x ∈ S,
W (fi(x)) = x
2
1x
2
2
< x21 + x
2
2
= W (x).
Moreover, S is an invariant set for f1 and f2. Hence, for the system (4.2), the set S
is part of the region of attraction of the origin under arbitrary switching.
We now give an example where quadratic Lyapunov functions do not suffice for
a proof of local stability and our SDP procedure is carried out in full.
Example 3. Consider the dynamical system in (4.1), with m = n = 2 and
f1(x1, x2) =
(− 14x1 − 14x2 + 15x21−x1 + 110x1x2
)
,
f2(x1, x2) =
(
3
4x1 +
3
4x2 − 110x1x2− 12x1 + 14x2
)
.
The linearizations of f1 and f2 at (x1, x2) = 0 are given by f
l
1(x) = A1x and f
l
2(x) =
A2x, where
A1 =
(−1/4 −1/4
−1 0
)
and A2 =
(
3/4 3/4
−1/2 1/4
)
.
Fig. 4.1. The 1-level set of V in (4.16) as well as three possible trajectories of the nonlinear
switched system in Example 3 starting from the same initial condition.
One can check that these matrices do not admit a common quadratic Lyapunov func-
tion. We will consequently be searching for polynomials of higher order. In this case,
imposing convexity becomes essential as it is no longer implied by nonnegativity of
the polynomial. Using the parser YALMIP [32] and the SDP solver MOSEK [38],
we look for a quartic form V satisfying the sos conditions of Theorem 3.4. Our SDP
solver returns the sos-convex form
V (x1, x2) = 19.14x
4
1 + 10.57x
3
1x2 + 47.88x
2
1x
2
2 + 16.47x1x
3
2 + 10.49x
4
2. (4.16)
This implies that ρ(A1, A2) < 1. By solving a second SDP, one can find a polynomial
t of degree ≤ 4 and sos polynomials σ0, σ1, σ2, σ3, σ12, σ23, σ13 and σ123 of degree ≤ 4
that satisfy (4.8) with β = 1. From the “easy” direction of Theorem 4.4, this implies
that the set
{x ∈ Rn| V (x) ≤ 1}
is part of the region of attraction of the nonlinear switched system given by f1 and
f2. This is illustrated in Figure 4.1, where we have plotted the 1-level set of V , and
three possible trajectories of our switched dynamical system. These trajectories are
generated by the dynamics xk+1 = λf1(xk) + (1− λ)f2(xk), where x0 = (0.2, 0.4) for
all three trajectories and λ is picked uniformly at random in [0, 1] at each iteration.
As can be seen, all trajectories flow to the origin as predicted by the theory.
5. Conclusions and extensions to multiple Lyapunov functions. In this
paper, we introduced the concept of sos-convex Lyapunov functions for stability anal-
ysis of switched linear and nonlinear systems. For switched linear systems, we proved
a converse Lyapunov theorem on guaranteed existence of sos-convex Lyapunov func-
tions. We further showed that the degree of a convex polynomial Lyapunov function
can be arbitrarily higher than the degree of a non-convex one. For switched nonlin-
ear systems, we showed that sos-convex Lyapunov functions allow for computation of
regions of attraction under arbitrary switching, while non-convex Lyapunov functions
in general do not.
Our work can be extended in at least two different directions. The first direction
concerns the computation of the region of attraction of the nonlinear switched system
in (4.1) when the joint spectral radius of the matrices associated to the linearizations
of f1 . . . , fm is exactly equal to one. In this scenario, the assumption of Theorem 4.4
is violated. Nevertheless, one can directly search for an sos-convex polynomial V , a
scalar β > 0, a polynomial t, and sos polynomials σa0...am satisfying (4.8) to have
a certificate that the β-sublevel set of V is in the ROA of the origin. The problem
with this approach however is that the coefficients of V and σa0...am are all decision
variables and their multiplication leads to a nonconvex constraint. A principled way
of getting around this issue with convex relaxations is left for our future work.
The second direction is motivated by scalability issues encountered when solving
semidefinite programs arising from sos constraints on high-degree polynomials. In
general, it is more efficient to work with multiple low-degree sos-convex Lyapunov
functions as opposed to a single one of high degree. This is because the underlying
semidefinite program will end up having semidefinite constraints on much smaller
matrices (though possibly a higher number of them). Nevertheless this trade-off is
almost always computationally beneficial for interior point solvers.
A systematic approach for searching for multiple Lyapunov functions that to-
gether imply stability of a switched linear system has been proposed in [4]. If the
switched system is defined by xk+1 = Aixk, i = 1, . . . ,m, and our candidate Lya-
punov functions are V1, . . . , Vr, the works in [4] and [26] completely characterize all
collections of Lyapunov inequalities of the type
{Vj(Aix) < Vk(x)}
that prove stability. This characterization is based on the concept of path-complete
graphs (see [4, Definition 2.2]), which is a notion that relates to the theory of finite
automata and languages. In our future work, we would like to extend this theory to
cover nonlinear switched systems. In this setting, the property of convexity needs to
be carefully incorporated, as the current paper has demonstrated. More precisely, we
would like to understand which path-complete paths give rise to a common convex
Lyapunov function, assuming that the nodes of the graph are all associated with
convex Lyapunov functions. The proposition below provides a large family of such
graphs, though we suspect that there must be others. In the reader’s interest, we
present the proposition in a self-contained fashion with no mention to the terminology
of path-complete graphs. The common convex Lyapunov function obtained here will
be a pointwise maximum of convex functions. A complete study of the more general
question above would likely need to extend the ideas in [42, Section III] and [26,
Section IV].
For simplicity, we state the proposition below for global asymptotic stability.
The analogous statement for local asymptotic stability is simple to derive (similarly
to what was done in Proposition 4.2).
Proposition 5.1. Consider the nonlinear switched system in (4.1) defined by
continuous maps f1, . . . , fm : Rn → Rn. If there exist K convex Lyapunov functions
V1, . . . , VK : Rn → R that satisfy Vi(0) = 0, Vi(x) > 0 for all x 6= 0, ∀i ∈ {1, . . . ,K},
and
∀(i, j) ∈ {1, . . . ,m} × {1, . . . ,K}, ∃k ∈ {1, . . . ,K}
such that Vj(fi(x)) < Vk(x), ∀x 6= 0, (5.1)
then the origin is globally asymptotically stable under arbitrary switching. Moreover,
if these constraints are satisfied, then the convex function
W (x) := max{V1(x), . . . , VK(x)}
is a common Lyapunov function for f1, . . . , fm.
Proof. It suffices to show the latter claim because the former would then follow
from Proposition 4.2, part (i), as it is clear that W so constructed is positive definite
and convex. Let i ∈ {1, . . . ,m} be fixed. From (5.1), for any j ∈ {1, . . . ,K}, there
exists k ∈ {1, . . . ,K} such that
Vj(fi(x)) < Vk(x),∀x 6= 0.
As W is the pointwise maximum of Vk, k = 1, . . . ,K, it follows that
Vj(fi(x)) < W (x),∀x 6= 0 and ∀j ∈ {1, . . . ,K}.
Hence W (fi(x)) < W (x),∀x 6= 0.
In the case where f1, . . . , fm are polynomials, and V1, . . . , Vk are parametrized
as sos-convex polynomials, the search for W can be carried out by semidefinite pro-
gramming after replacing the inequalities in (5.1) with their sos counterparts. Note
that the above proposition does not give just one way of formulating such an SDP,
but rather Km
2
of them. Indeed, for any fixed pair (i, j), there are K choices for
the index k. In the language of [4], each of these SDPs corresponds to a particular
path-complete graph and its feasibility provides a proof of stability.
Acknowledgments. The authors are thankful to Alexandre Megretski for in-
sightful discussions around convex Lyapunov functions.
REFERENCES
[1] A. A. Ahmadi. Non-monotonic Lyapunov functions for stability of nonlinear and switched
systems: theory and computation. Master’s thesis, Massachusetts Institute of Technology,
June 2008. Available from http://dspace.mit.edu/handle/1721.1/44206.
[2] A. A. Ahmadi and R. M. Jungers. Switched stability of nonlinear systems via sos-convex Lya-
punov functions and semidefinite programming. In In Proceedings of the IEEE Conference
on Decision and Control, pages 727–732, 2013.
[3] A. A. Ahmadi and R. M. Jungers. Lower bounds on complexity of Lyapunov functions for
switched linear systems. Nonlinear Analysis: Hybrid Systems, 21:118–129, 2016.
[4] A. A. Ahmadi, R. M. Jungers, P. A. Parrilo, and M. Roozbehani. Joint spectral radius and
path-complete graph Lyapunov functions. SIAM Journal on Control and Optimization,
52(1):687–717, 2014.
[5] A. A. Ahmadi, A. Olshevsky, P. A. Parrilo, and J. N. Tsitsiklis. NP-hardness of deciding
convexity of quartic polynomials and related problems. Mathematical Programming, 137(1-
2):453–476, 2013.
[6] A. A. Ahmadi and P. A. Parrilo. On the equivalence of algebraic conditions for convexity and
quasiconvexity of polynomials. In Proceedings of the 49th IEEE Conference on Decision
and Control, 2010.
[7] A. A. Ahmadi and P. A. Parrilo. A convex polynomial that is not sos-convex. Mathematical
Programming, 135(1-2):275–292, 2012.
[8] A. A. Ahmadi and P. A. Parrilo. A complete characterization of the gap between convexity
and sos-convexity. SIAM Journal on Optimization, 23(2):811–833, 2013.
[9] A. A. Ahmadi and P. A. Parrilo. Sum of squares certificates for stability of planar, homogeneous,
and switched systems. IEEE Transactions on Automatic Control, 62(10):5269–5274, 2017.
[10] T. Ando and M.-H. Shih. Simultaneous contractibility. SIAM Journal on Matrix Analysis and
Applications, 19:487–498, 1998.
[11] F. Blanchini, P. Colaneri, and M.E. Valcher. Co-positiveLyapunov functions for the stabilization
of positive switched systems. IEEE Transactions on Automatic Control, 57(12):3038–3050,
2012.
[12] F. Blanchini and C. Savorgnan. Stabilizability of switched linear systems does not imply the
existence of convex Lyapunov functions. Automatica, 44(4):1166–1170, 2008.
[13] G. Blekherman, P. A. Parrilo, and R. Thomas (editors). Semidefinite Optimization and Convex
Algebraic Geometry. MOS-SIAM Series on Optimization, 2012.
[14] V. D. Blondel and Yu. Nesterov. Computationally efficient approximations of the joint spectral
radius. SIAM J. Matrix Anal. Appl., 27(1):256–272, 2005.
[15] T. Bousch and J. Mairesse. Asymptotic height optimization for topical IFS, Tetris heaps, and
the finiteness conjecture. Journal of the American Mathematical Society, 15(1):77–111,
2002.
[16] S. Boyd and L. Vandenberghe. Convex Optimization. Cambridge University Press, 2004.
[17] G. Chesi and Y. S. Hung. On the convexity of sublevel sets of polynomial and homogeneous
polynomial Lyapunov functions. In Proceedings of the 45th IEEE Conference on Decision
and Control, pages 5198–5203, 2006.
[18] G. Chesi and Y. S. Hung. Establishing convexity of polynomial Lyapunov functions and their
sublevel sets. IEEE Trans. Automat. Control, 53(10):2431–2436, 2008.
[19] J. M. Hendrickx G. Vankeerberghen and R. M. Jungers. The JSR toolbox. Matlab Central,
http://www.mathworks.com/matlabcentral/fileexchange/33202-the-jsr-toolbox.
[20] R. Goebel, T. Hu, and A. R. Teel. Dual matrix inequalities in stability and performance analysis
of linear differential/difference inclusions. In Current Trends in Nonlinear Systems and
Control, pages 103–122. 2006.
[21] R. Goebel, R. G. Sanfelice, and A. R. Teel. Hybrid Dynamical Systems: Modeling, Stability,
and Robustness. Princeton University Press, 2012.
[22] N. Guglielmi and V. Protasov. Exact computation of joint spectral characteristics of linear
operators. Foundations of Computational Mathematics, pages 1–61, 2012.
[23] N. Guglielmi, F. Wirth, and M. Zennaro. Complex polytope extremality results for families of
matrices. SIAM Journal on Matrix Analysis and Applications, 27(3):721–743, 2005.
[24] J. W. Helton and J. Nie. Semidefinite representation of convex sets. Mathematical Program-
ming, 122(1, Ser. A):21–64, 2010.
[25] R. M. Jungers. The joint spectral radius, theory and applications. In Lecture Notes in Control
and Information Sciences, volume 385. Springer-Verlag, Berlin, 2009.
[26] R. M. Jungers, A. A. Ahmadi, P. A. Parrilo, and M. Roozbehani. A characterization of Lya-
punov inequalities for stability of switched systems. IEEE Transactions on Automatic
Control, 62(6):3062–3067, 2017.
[27] R. M. Jungers, N. Guglielmi, and A. Cicone. Lifted polytope methods for the asymptotic
analysis of matrix semigroups. preprint.
[28] R. M. Jungers and V. Yu. Protasov. Counterexamples to the CPE conjecture. SIAM Journal
on Matrix Analysis and Applications, 31(2):404–409, 2009.
[29] H. Khalil. Nonlinear Systems. Prentice Hall, 2002. Third edition.
[30] J. W. Lee and G. E. Dullerud. Uniform stabilization of discrete-time switched and Markovian
jump linear systems. Automatica, 42(2):205–218, 2006.
[31] D. Liberzon. Towards robust Lie-algebraic stability conditions for switched linear systems. In
Proceedings of the IEEE CDC, special session on hybrid systems, Atlanta, 2010.
[32] J. Lo¨fberg. Yalmip : A toolbox for modeling and optimization in MATLAB. In Proceedings of
the CACSD Conference, 2004. Available from https://yalmip.github.io/.
[33] H. Lombardi, D. Perrucci, and M.-F. Roy. An elementary recursive bound for effective Posi-
tivstellensatz and Hilbert 17th problem. Preprint available at arXiv:1404.2338, 2014.
[34] A. Magnani, S. Lall, and S. Boyd. Tractable fitting with convex polynomials via sum of squares.
In Proceedings of the 44th IEEE Conference on Decision and Control, 2005.
[35] P. Mason, U. Boscain, and Y. Chitour. Common polynomial Lyapunov functions for linear
switched systems. SIAM Journal on Control and Optimization, 45(1):226–245, 2006.
[36] A. Megretski. Positivity of trigonometric polynomials. In In the Proceedings of the 42nd IEEE
Conference on Decision and Control, volume 4, pages 3814–3817, 2003.
[37] I. Morris. A rapidly-converging lower bound for the joint spectral radius via multiplicative
ergodic theory. Advances in Mathematics, 225:3425–3445, 2010.
[38] ApS Mosek. The MOSEK optimization toolbox for MATLAB manual, 2015.
[39] P. A. Parrilo. Structured semidefinite programs and semialgebraic geometry methods in robust-
ness and optimization. PhD thesis, California Institute of Technology, May 2000.
[40] P. A. Parrilo. Semidefinite programming relaxations for semialgebraic problems. Mathematical
Programming, 96(2, Ser. B):293–320, 2003.
[41] P. A. Parrilo and A. Jadbabaie. Approximation of the joint spectral radius using sum of squares.
Linear Algebra Appl., 428(10):2385–2402, 2008.
[42] M. Philippe, N. Athanasopoulos, D. Angeli, and R. M. Jungers. On path-complete Lyapunov
functions: geometry and comparison. Preprint available at arXiv:1712.00381, 2017.
[43] V. Y. Protasov, R. M. Jungers, and V. D. Blondel. Joint spectral characteristics of matrices:
a conic programming approach. SIAM Journal on Matrix Analysis and Applications,
31(4):2146–2162, 2010.
[44] V. Yu. Protasov. The geometric approach for computing the joint spectral radius. In Pro-
ceedings of the 44th IEEE Conference on Decision and Control and the European Control
Conference 2005, pages 3001–3006, 2005.
[45] L. Rosier. Homogeneous Lyapunov function for homogeneous continuous vector fields. Systems
and Control Letters, 19(6):467–473, 1992.
[46] G. C. Rota and W. G. Strang. A note on the joint spectral radius. Indag. Math., 22:379–381,
1960.
[47] C. Scheiderer. A Positivstellensatz for projective real varieties. Manuscripta Mathematica,
138(1-2):73–88, 2012.
[48] R. Shorten, F. Wirth, O. Mason, K. Wulff, and C. King. Stability criteria for switched and
hybrid systems. SIAM Review, 49:545–592, 2007.
[49] G. Stengle. A Nullstellensatz and a Positivstellensatz in semialgebraic geometry. Mathematische
Annalen, 207(2):87–97, 1974.
[50] J. N. Tsitsiklis and V.D. Blondel. The Lyapunov exponent and joint spectral radius of pairs of
matrices are hard- when not impossible- to compute and to approximate. Mathematics of
Control, Signals, and Systems, 10:31–40, 1997.
