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Structural Target Controllability of Undirected
Networks
Jingqi Li, Ximing Chen, Sérgio Pequito, George J. Pappas, and Victor M. Preciado
Abstract—In this paper, we study the target controllability
problem of networked dynamical systems, in which we are
tasked to steer a subset of network states towards a desired
objective. More specifically, we derive necessary and sufficient
conditions for the structural target controllability problem of
linear time-invariant (LTI) systems with symmetric state ma-
trices, such as undirected dynamical networks with unknown
link weights. To achieve our goal, we first characterize the
generic rank of symmetrically structured matrices, as well as
the modes of any numerical realization. Subsequently, we
provide a graph-theoretic necessary and sufficient condition
for the structural controllability of undirected networks with
multiple control nodes, for which there are no previous results
in the literature. Finally, we derive a graph-theoretic necessary
and sufficient condition for structural target controllability of
undirected networks. Remarkably, apart from the standard
reachability condition, only local topological information is
needed for the verification of structural target controllability.
I. INTRODUCTION
Complex networks have been shown to be a powerful tool
for modeling dynamical systems [1–3]. In particular, when
analyzing and designing networked systems, it is crucial
to verify their controllability, i.e., a property ensuring the
existence of an input sequence allowing us to drive the
states of the system towards arbitrary states within finite
time. Nonetheless, verifying such a property requires full
knowledge of the parameters describing the system’s dynam-
ics [4]. In applications involving large-scale networks, those
parameters are difficult, or even impossible, to obtain [5].
Alternatively, it is more viable to identify the presence of
dynamical interconnections among the states of a network.
Subsequently, it is of interest to analyze system properties
such as controllability using topological information of the
system dynamics, which led to the development of system
analysis tools using graph theory [6].
Seminal work on graph-theoretic analysis of controllabil-
ity can be found in [7], in which the notion of structural
controllability was stated. Following this seminal work,
the authors in [8–11] provided necessary and sufficient
conditions for structural controllability of multi-input linear
time-invariant (LTI) systems using various graph-theoretic
notions. Nonetheless, existing results on structural controlla-
bility assumed implicitly that the parameters are either fixed
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zeros or independent free variables. Such an assumption
is often violated in practical scenarios, for instance, when
the system is characterized by undirected networks [12], or
when different interconnections in the system are strongly
correlated [13]. Consequently, it is of interest to provide
necessary and sufficient conditions for structural systems
characterized by graph with special weight constraints. Such
problems are considered in [14] and [15]. However, the
result in [14] is not applicable to systems modeled by undi-
rected graph, whereas the matrix net approach in [15] may
suffer from computational complexity in large-scale systems.
Recently, the authors in [16] and [17] proposed graph-
theoretic necessary and sufficient conditions for structural
controllability of dynamical systems modeled by symmetric
graph. Different from their approaches, in this paper, we
provide a full characterization of the controllable modes
using structural information of an undirected network, which
facilitates a deeper understanding of structural controllability
for systems involving symmetric parameter constraints.
However, in certain scenarios, we are only concerned
about our ability to steer a collection of states, which
can be captured by the notion of (structural) target con-
trollability [18, 19]. The target controllability problem is
a particular case of output controllability problem [20],
while the necessary and sufficient condition of structural
output controllability is still unknown [21]. Recently, the
authors in [22, 23] proposed conditions for strong target
controllability using zero-forcing sets. Nonetheless, to the
best of our knowledge, providing necessary and sufficient
conditions for structural target controllability remains an
unsolved problem.
In this paper, we derive necessary and sufficient condi-
tions for the problem of structural target controllability of
LTI systems with symmetric state matrices, such as undi-
rected dynamical networks with unknown link weights. Our
contribution is three-fold: First, we introduce the concept of
symmetrically structured matrix. We then characterize the
generic rank of symmetrically structured matrices, as well
as generic spectral properties of any numerical realization.
Secondly, we propose graph-theoretic necessary and suffi-
cient conditions for structural controllability of undirected
networks with multiple inputs. Finally, we derive a necessary
and sufficient condition for structural target controllability of
undirected networks.
The rest of the paper is organized as follows. In Section II,
we introduce preliminaries in algebra and graph theory. We
formulate the problem under consideration in Section III.
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In Section IV, we present our main results. In Section V,
we present an example to illustrate our results. Finally, we
conclude the paper in Section VI. All the proofs are included
in the Appendix.
II. NOTATION AND PRELIMINARIES
We denote the cardinality of a set S by |S|. We adopt the
notation [n] to represent the set of integers {1, . . . , n}. Let
0n×m ∈ Rn×m be the matrix with all entries equals to zero.
Whenever clear from the context, 0n×m is abbreviated as 0.
Given M1 ∈ Rn×m1 and M2 ∈ Rn×m2 , we let
[M1,M2] ∈ Rn×(m1+m2) be the concatenation of M1 and
M2. The ij-th entry of M ∈ Rn×n is denoted by [M ]ij .
Moreover, we let [M ]j1,...,jki1,...,ik be the k × k submatrix of
M formed by collecting i1, . . . , ik-th rows and j1, . . . , jk-th
columns of M . The determinant of a matrix M ∈ Rn×n is
defined by the expansion:
detM =
∑
σ∈Sn
(
sgn(σ)
n∏
i=1
[M ]iσ(i)
)
, (1)
where Sn is the set of all permutations of {1, . . . , n}, and
sgn(σ) is the signature1 of a permutation σ ∈ Sn.
A matrix M¯ ∈ {0, ?}n×m is called a structured matrix,
if [M¯ ]ij is either a fixed zero or an independent free
parameter denoted by ?. In particular, we define a matrix
M¯ ∈ {0, ?}n×n to be symmetrically structured, if the value
of the free parameter associated with [M¯ ]ij is constrained
to be the same as the value of the free parameter associated
with [M¯ ]ji, for all j and i. For example, consider M¯ and
A¯ be specified by
M¯ =
[
0 m12
m21 m22
]
and A¯ =
[
0 a12
a12 a22
]
,
where m12,m21,m22 and a12, a22 are independent param-
eters. In this case, M¯ is a structured matrix whereas A¯ is
symmetrically structured.
In the rest of the paper, we refer to M˜ as a numerical
realization of a (symmetrically) structured matrix M¯ , i.e.,
M˜ is a matrix obtained by independently assigning real
numbers to each independent free parameter in M¯ . In
addition, we say that the structured matrix M¯ ∈ {0, ?}n×m
is the structural pattern of the matrix M ∈ Rn×m, where
[M¯ ]ij = ? if and only if [M ]ij 6= 0, for ∀i ∈ [n],∀j ∈ [m].
Given a (symmetrically) structured matrix M¯ , we let nM¯
be the number of its independent free parameters and we
associate with M¯ a parameter space RnM¯ . Furthermore,
we use vector pM˜ = (p1, . . . , pnM¯ )
> ∈ RnM¯ to encode
the value of independent free entries of M¯ in a numerical
realization M˜ .
In what follows, a set V ⊆ Rn is called a variety if
there exist polynomials ϕ1, . . . , ϕk, such that V = {x ∈
Rn : ϕi(x) = 0,∀i ∈ {1, . . . , k}}, and V is a proper variety
when V 6= Rn. We denote by V c := Rn\V its complement.
1The signature of a permutation equals to 1 if |{(x, y) : x < y, σ(x) >
σ(y)}| is even, and −1 otherwise.
The term rank [6] of a (symmetrically) structured matrix
M¯ , denoted as t–rank(M¯), is the largest integer k such that,
for some suitably chosen distinct rows i1, . . . , ik and distinct
columns j1, . . . , jk, all of the entries {[M¯ ]i`j`}k`=1 are ?-
entries. Additionally, a (symmetrically) structured matrix
M¯ ∈ {0, ?}n×m is said to have generic rank k, denoted
as g–rank(M¯) = k, if there exists a numerical realization
M˜ of M¯ , such that rank(M˜) = k. If g–rank(M¯) > 0, it is
worth noting that the set of parameters describing all pos-
sible realizations forms a proper variety when rank(M˜) <
g–rank(M¯) [11].
In the rest of the paper, we let D = (V, E) denote a
directed graph whose vertex-set and edge-set are denoted
by V = {v1, . . . , vn} and E ⊆ V × V, respectively. A
path P in D is defined as an ordered sequence of distinct
vertices P = (v1, . . . , vk) with {v1, . . . , vk} ⊆ V and
(vi, vi+1) ∈ E for all i = 1, . . . , k − 1. A cycle is either a
path (v1, . . . , vk) with an additional edge (vk, v1) (denoted
as C = (v1, . . . , vk, v1)), or a vertex with an edge to itself
(i.e., self-loop, denoted as cycle C = (v1, v1)). We denote
by VC ⊆ V the set of vertices in C, and EC ⊆ E the set of
edges in C. The length of a cycle C, is defined as the number
of distinct vertices in C, and is denoted by |C|. Given a set
S of vertices in D, we let DS = (S,S × S ⊂ E) be the
subgraph of D induced by S. We say that DS can be covered
by disjoint cycles if there exists C1, . . . , Cl, such that S =⋃l
i=1 VCi and VCi ∩VCj = ∅, for all i 6= j, i, j ∈ {1, . . . , l}.
Given a set S ⊆ V , we define the in-neighbour set of S as
N (S) = {vi ∈ V|(vi, vj) ∈ E , vj ∈ S}. We say a vertex
vi is reachable from vertex vj in D(V, E), if there exists a
path from vertex vj to vertex vi.
Given a directed graph D = (V, E) and two sets S1,S2 ⊆
V , we define the bipartite graph B(S1,S2, ES1,S2) as an
undirected graph, whose vertex set is S1 ∪ S2 and edge
set2 ES1,S2 = {{s1, s2} : (s1, s2) ∈ E , s1 ∈ S1, s2 ∈ S2}.
Given B(S1,S2, ES1,S2), and a set S ⊆ S1 or S ⊆ S2, we
define bipartite neighbor set of S as NB(S) = {j : {j, i} ∈
ES1,S2 , i ∈ S}. A matching M is a set of edges in ES1,S2
that do not share vertices, i.e., given edges e = {s1, s2} and
e′ = {s′1, s′2}, e, e′ ∈ M only if s1 6= s′1 and s2 6= s′2.
The vertex v is said to be right-unmatched with respect to
a matching M associated with B(S1,S2, ES1,S2) if v ∈ S2,
and v does not belong to an edge in the matching M.
III. PROBLEM STATEMENTS
We consider a linear time-invariant system whose dynam-
ics is captured by
x˙ = Ax+Bu, y = Cx, (2)
where x ∈ Rn, y ∈ Rk and u ∈ Rm are the state, the
output and the input vectors, respectively. In addition, the
matrix A ∈ Rn×n is the state matrix, B ∈ Rn×m is the
input matrix and C ∈ Rk×n is the output matrix. In this
paper, we consider the following assumption:
2We denote undirected edges using curly brackets {vi, vj}, in contrast
with directed edges, for which we use parenthesis.
Assumption 1. The state matrix A ∈ Rn×n is symmetric,
i.e., A = A>.
This symmetry assumption is motivated by control prob-
lems arising in undirected networked dynamical systems.
Furthermore, this assumption will be crucial when estab-
lishing graph-theoretic results characterizing structural con-
trollability problems in undirected networks.
Hereafter, we use the 3-tuple (A,B,C) to represent the
system (2). In particular, we use the pair (A,B) to denote a
system without a measured output. A pair (A,B) is called
reducible if there exists a permutation matrix P , such that
PAP−1 =
[
A11 0
A21 A22
]
, PB =
[
0
B2
]
, (3)
where A11 ∈ Rq×q and B2 ∈ R(n−q)×m, 1 ≤ q < n. The
pair (A,B) is called irreducible otherwise. Furthermore, we
use A¯ and B¯ to represent the structural pattern of A and B,
respectively. In particular, by Assumption 1, we consider
A¯ to be symmetrically structured. Thus, (A¯, B¯) is referred
to as the structural pair of the system (A,B). Given a
structured matrix A¯, we associate it with a directed graph
D(A¯) = (X , EX ,X ), which we refer to as the state digraph,
where X = {x1, . . . , xn} is the state vertex set, and EX ,X =
{(xj , xi) : [A¯]ij = ?} is the set of edges. Similarly, we
associate a directed graph D(A¯, B¯) = (X ∪U , EX ,X ∪EU,X )
with the structural pair (A¯, B¯), where U = {u1, . . . , um} is
the set of input vertices and EU,X = {(uj , xi) : [B¯]ij = ?}
is the set of edges from input vertices to state vertices. We
refer to D(A¯, B¯) as the system digraph.
Definition 1 (Structural Controllability [7]). A structural
pair (A¯, B¯) is structurally controllable if there exists a
numerical realization (A˜, B˜), such that the controllability
matrix Q(A˜, B˜) := [B˜, A˜B˜, . . . , A˜n−1B˜] has full row rank.
While controllability is concerned about the ability to
steer all the states of a system to a desired final state, under
certain circumstances, it is more preferred to control the
behavior of only a subset of states. More specifically, given
a set T ⊆ [n], which we refer to as the target set, it is of
interest to consider whether the set of selected states can
be steered arbitrarily. If so, we say that the pair (A,B) is
target controllable with respect to T [18]. Notice that this
does not exclude the possibility of some other states indexed
by [n]\T being controllable as well. Similarly, we introduce
the notion of structural target controllability in the context
of structural pairs.
Definition 2 (Structural Target Controllability [19]). Given a
structural pair (A¯, B¯), and a target set T = {i1, . . . , ik} ⊆
[n], let XT be the set of state vertices corresponding to T
in D(A¯, B¯). We define a matrix CT ∈ Rk×n by
[CT ]`j =
{
1, if j = i`, i` ∈ T ,
0, otherwise.
(4)
The structural pair (A¯, B¯) is structurally target control-
lable with respect to T if there exists a numerical real-
ization (A˜, B˜), such that the target controllability matrix
QT (A˜, B˜) := CT [B˜, A˜B˜, . . . , A˜n−1B˜] has full row rank.
Note that structural controllability is equivalent to struc-
tural target controllability when T = [n]. Therefore, the
necessary and sufficient conditions for structurally target
controllable undirected networks can be applied to charac-
terize structural controllability. Subsequently, in this paper,
we consider the following problem:
Problem 1. Given a structural pair (A¯, B¯), where A¯ is
symmetrically structured and B¯ is a structured matrix, and a
target set T ⊆ [n], find a necessary and sufficient condition
for (A¯, B¯) to be structurally target controllable with respect
to T .
IV. MAIN RESULTS
In this section, we first introduce a proposition that is
crucial for developing our solution to Problem 1. Then,
we characterize the generic rank of symmetrically struc-
tured matrices in Lemma 1. Subsequently, we characterize
the relationship between the term-rank of a symmetrically
structured matrix and the presence of non-zero simple eigen-
values in a numerical realization in Lemma 2. This allows
us to obtain a result characterizing the relationship between
irreducibility and structural controllability of a structural pair
involving symmetrically structured matrix (see Lemma 3).
Based on these results, we propose graph-theoretic neces-
sary and sufficient conditions for structural controllability
and structural target controllability in Theorems 1 and 2,
respectively.
Proposition 1 (Popov-Belevitch-Hautus (PBH) test [24]).
The pair (A,B) is uncontrollable if and only if there exists a
λ ∈ C and a nontrivial vector e ∈ Cn, such that e>A = λe>
and e>B = 0.
Given a pair (A,B), where A ∈ Rn×n and B ∈ Rn×m,
we say that the mode (λ, e) of A, where λ ∈ C and e ∈ Cn,
is an uncontrollable mode if e>A = λe> and e>B = 0.
A. Generic Properties
If a symmetrically structured matrix is generically full
rank, then any numerical realization has almost surely
no zero eigenvalue. In this subsection, we characterize
the generic rank of a symmetrically structured matrix in
Lemma 1, which lays the foundation for a further charac-
terization of spectral properties of numerical realizations.
Lemma 1. Consider an n × n symmetrically structured
matrix A¯, and a set T = {i1, . . . , ik} ⊆ [n]. Let D(A¯) =
(X , EX ,X ) be the digraph representation of A¯, XT ⊆ X
be the set of vertices indexed by T , and CT be defined as
in (4). The generic-rank of CT A¯ equals to k if and only if
|N (S)| ≥ |S|, ∀S ⊆ XT .
Lemma 1 establishes a relationship between the generic
rank of a submatrix of a symmetrically structured matrix
and the topology of its corresponding digraph. Subsequently,
Corollary 1 follows, which characterizes the generic rank
of the concatenation of a symmetrically structured matrix
A¯ ∈ {0, ?}n×n and a structured matrix B¯ ∈ {0, ?}n×m.
Corollary 1. Consider a structural pair (A¯, B¯), where A¯ is
symmetrically structured, and a set T = {i1, . . . , ik} ⊆ [n].
Let D(A¯, B¯) = (X ∪ U , EX ,X ∪ EU,X ) be the digraph
representation of (A¯, B¯), and XT ⊆ X be the set of
vertices indexed by T . If |N (S)| ≥ |S|, ∀S ⊆ XT , then
g–rank(CT [A¯, B¯]) = k.
In the remaining subsections, we aim to provide necessary
and sufficient conditions for structural controllability. To
achieve this goal, we notice that the eigenvalues of the
state matrix are closely related to controllability, as indicated
by Proposition 1. Besides, the approach in [10] shows
that for an irreducible structural pair with no symmetric
parameter dependencies, all the nonzero modes of its nu-
merical realization are almost surely simple and control-
lable. Similarly, to characterize structural controllability of
undirected networks, we will provide characterizations of
the modes in the numerical realization of a structural pair
involving symmetrically structured matrix. Instead of using
the maximum order of principle minor as in [10], we derive
below a condition based on the term rank to ensure that
generically the numerical realization of a symmetrically
structured matrix has k nonzero simple eigenvalues.
Lemma 2. Given an n×n symmetrically structured matrix
A¯, if t–rank(A¯) = k, then there exists a proper variety
V1 ⊂ RnA¯ , such that for any numerical realization A˜, where
the numerical values assigned to free parameters of A¯ are
encoded in the vector pA˜ ∈ RnA¯ \ V1, A˜ has k nonzero
simple eigenvalues.
Remark 1. The challenge in the proof of Lemma 2 is to
construct a finite number of nonzero polynomials, i.e., the
polynomials of where not every coefficient is zero, such that
the numerical values assigned to free parameters of A¯ in a
numerical realization A˜, where A˜ does not have k nonzero
simple eigenvalues, are the zeros of those polynomials. Since
the set of zeros of a nonzero polynomial has Lebesgue mea-
sure zero [25], it follows that for any numerical realization
A˜, A˜ has almost surely k nonzero simple eigenvalues.
Remark 2. Lemma 2 generally is not true for a structured
matrix. For example, consider M¯ =
[ 0,?
0,0
]
, t–rank(M¯) = 1,
but for any numerical realization, M˜ has no nonzero mode.
As shown in [7, 10], irreducibility is a necessary condition
for structural controllability. We can expect that irreducibil-
ity also plays a similar role in symmetrically structured
systems. Moreover, we show below that irreducibility en-
sures that all nonzero simple modes of A˜ are controllable,
generically.
Lemma 3. Given a structural pair (A¯, B¯), where A¯ is
symmetrically structured and t–rank(A¯) = k, if (A¯, B¯)
is irreducible, then there exists a proper variety V ⊂
RnA¯+nB¯ , such that for any numerical realization (A˜, B˜)
with [pA˜,pB˜ ] ∈ RnA¯+nB¯ \V , A˜ has k nonzero, simple and
controllable modes.
B. Structural Controllability
We have shown that irreducibility guarantees that generi-
cally all non-zero simple modes of (A˜, B˜) are controllable.
In this subsection, Theorem 1 proposes conditions guaran-
teeing that generically both the nonzero and zero modes
of (A˜, B˜) are controllable, therefore establishes a graph-
theoretic necessary and sufficient condition for structural
controllability in symmetrically structured system.
Theorem 1. Let (A¯, B¯) be a structural pair, with A¯ being
a symmetrically structured matrix, and let X be the set
of state vertices in D(A¯, B¯). The structural pair (A¯, B¯)
is structurally controllable, if and only if, the following
conditions hold simultaneously in D(A¯, B¯) :
1) all the state vertices are input-reachable;
2) |N (S)| ≥ |S|, ∀S ⊆ X .
Notice that Conditions 1) and 2) in Theorem 1 admits
a similar form as the conditions for structural controlla-
bility (see, for example [7]). Subsequently, if a structural
pair with symmetric parameter dependencies is structurally
controllable, then the structural pair with the same structural
pattern without symmetric parameter dependencies, will also
be structurally controllable. However, the converse cannot be
trivially derived due to symmetric parameter dependencies
in Assumption 1.
C. Structural Target Controllability
We now extend the solution approach in Theorem 1 to
establish graph-theoretic necessary and sufficient conditions
for structural target controllability of the given structural pair
(A¯, B¯) and target set T .
Theorem 2. Consider a structural pair (A¯, B¯), with A¯
being symmetrically structured, and a target set T ⊆ [n].
Let XT be the set of state vertices corresponding to T in
D(A¯, B¯). The structural pair (A¯, B¯) is structurally target
controllable with respect to T , if and only if, the following
conditions hold simultaneously in D(A¯, B¯) :
1) all the states vertices in XT are input-reachable;
2) |N (S)| ≥ |S|, ∀S ⊆ XT .
Remark 3. Condition 2) in Theorem 2 can be verified using
local topological information in the network. In particular,
this condition is satisfied if there exists a matching in the
bipartite graph B(S1,S2, ES1,S2) associated with D(A¯, B¯),
where S1 = X ∪ U and S2 = XT , such that all vertices in
S2 are right-matched. The existence of such a matching can
be verified in O(√|S1 ∪ S2||ES1,S2 |) time [26, §23.6].
Through the proof of Theorem 2, we notice that the
characterization of structural target controllability relies on
the assumption that the state matrix is symmetric. More
specifically, since the state matrix is symmetric, the eigen-
vectors of the state matrix form a complete basis of the state
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Figure 1: the digraph representation of the structural pair (A¯, B¯), where
the red and black vertices represent input and state vertices, respectively.
The black arrows represent edges in D(A¯, B¯).
space, which allows us to generalize the PBH test in the
context of target controllability problems. On the contrary,
when the system is characterized by a directed network,
the state matrix A is, in general, non-diagonalizable, which
prevents us from generalizing PBH test to characterize the
target controllability problems - see [21, Example 3] for a
reference.
In addition, the proof of Theorem 2 suggests that, even
for the case where A¯ is not symmetrically structured, the
violation of either Conditions 1) or 2) results in that (A¯, B¯)
is not structurally target controllable. Therefore, in general,
when the structured matrix A¯ ∈ {0, ?}n×n is not symmet-
rically structured, the Conditions 1) and 2) in Theorem 2
are necessary but not sufficient conditions for the structural
target controllability of the pair (A¯, B¯).
V. ILLUSTRATIVE EXAMPLES
In this section, we provide an example to illustrate our
necessary and sufficient conditions in Theorem 1 and Theo-
rem 2. We consider a symmetrically structured system with
10 states and 2 inputs modeled by an undirected network
with unknown link weights. The structural representations
of its state and input matrix are denoted by A¯ ∈ {0, ?}10×10
and B¯ ∈ {0, ?}10×2, as follows.
A¯ =

0 a12 0 a14 a15 0 0 0 0 0
a12 0 a23 0 0 0 0 0 0 0
0 a23 0 a34 0 0 0 0 0 0
a14 0 a34 0 0 0 0 0 0 0
a15 0 0 0 0 0 a57 0 0 0
0 0 0 0 0 a66 a67 0 0 0
0 0 0 0 a57 a67 0 0 a79 0
0 0 0 0 0 0 0 0 a89 0
0 0 0 0 0 0 a79 a89 0 a910
0 0 0 0 0 0 0 0 a910 0
 , B¯ =

0,b12
b21,0
0,0
0,0
0,b52
0,0
0,0
0,0
0,0
0,0
 .
In addition, we let the target set be T = {2, 6, 8}. Subse-
quently, CT , defined according to (4), equals to
CT =
[
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0
]
.
We also associate the structural pair (A¯, B¯) with the digraph
D(A¯, B¯) = (X ∪ U , EX ,X ∪ EU,X ) as depicted in Figure 1,
where X = {x1, . . . , x10}, U = {u1, u2} and XT =
{x2, x6, x8}.
Notice that by letting S = {x8, x10}, we have N (S) =
{x9}. As a result, according to Theorem 1, ∃S ⊆ X ,
|N (S)| < |S| implies that the system is not structurally
controllable. However, since all the vertices in XT are input-
reachable, and |N (S)| ≥ |S|, ∀S ⊆ XT , by Theorem 2,
(A¯, B¯) is structurally target controllable with respect to T .
This example also shows that, if the input-reachability of
the vertices in XT is guaranteed, then the structural target
controllability in undirected networks can be verified by only
local topological information.
VI. CONCLUSIONS
In this paper, we study the problem of characterizing
structural target controllability in undirected networks with
unknown link weights. We achieved this goal by first char-
acterizing the generic properties of symmetrically structured
matrices. We then proposed a necessary and sufficient con-
dition for structural controllability of undirected networks
with multiple control inputs. Finally, we provided a graph-
theoretic necessary and sufficient condition for structural
target controllability of undirected networks. In the future,
we will use the conditions to implement algorithms for
designing minimum number of input actuations to ensure
the structural target controllability of undirected networks.
APPENDIX
A. Proof of Lemma 1 and related results
Before we proceed to the proof of Lemma 1, we introduce
Proposition 2, which lays the foundation for the proof of
Lemma 1.
Proposition 2 ([6, §1.2]). Given a (symmetrically) struc-
tured matrix M¯ ∈ {0, ?}n×m and B(S1,S2, ES1,S2), where
S1 = {v1, . . . , vm}, S2 = {v′1, . . . , v′n} and ES1,S2 =
{{vi, v′j} : [M¯ ]ji 6= 0, vi ∈ S1, v′j ∈ S2}, then t–rank(M¯) =
n if and only if |NB(S)| ≥ |S| for all S ⊆ S2.
Proof of Lemma 1. First, we show the sufficiency of the
theorem. Notice that the generic-rank of CT A¯ equals k, if
and only if, there exists a k-by-k non-zero minor in CT A¯;
hence, it suffices to find that minor. Since |N (S)| ≥ |S|,
∀S ⊆ XT , there exists k entries that lie on distinct rows and
distinct columns of CT A¯ according to Proposition 2. As a
result, we can select rows indexed by T = {i1, . . . , ik} and
columns indexed j1, · · · , jk in A¯ such that {[A¯]i`j`}k`=1 lies
on distinct rows and distinct columns. Next, we consider the
following two cases.
On one hand, if {j1, . . . , jk} = {i1, . . . , ik}, then
M = CT A¯C>T is a square submatrix of A¯. We consider
a particular numerical realization A˜ of A¯, as follows. Let
[A˜]ij 6= 0 for all (i, j) /∈ {(i`, j`) : ` ∈ [k]}, [A˜]ij = [A˜]ji,
and [A˜]ij = 0 otherwise. Subsequently, by computing
the determinant , det(CT A˜C>T ) = sgn(σ1)Π
k
`=1[A˜]i`j` +
sgn(σ2)Πk`=1[A˜]j`i` , where sgn(σ1) and sgn(σ2) are the
signatures of the permutations σ1 = {(i`, j`) : ` ∈ [k]},
and σ2 = {(j`, i`) : ` ∈ [k]}, respectively. Notice that if
sgn(σ1) = sgn(σ2), then it follows that det(CT A˜C>T ) 6= 0.
Furthermore, if {A˜ : det(CT A˜C>T ) = 0} is a proper
variety, we have that M admits an k-by-k non-zero minor
generically. Thus, the generic-rank of CT A¯ equals to k.
On the other hand, when {j1, . . . , jk} 6= {i1, · · · , ik},
it sufficies to show there exists a numerical realization A˜
such that det([A˜]j1,··· ,jki1,··· ,ik ) 6= 0. We consider a numerical
realization A˜ by assigning distinct real values to ?-entries
corresponding to {[A¯]i`j`}k`=1 while keeping [A˜]ij = [A˜]ji,
and assigning 0 otherwise. Without loss of generality,
we can permute {`}k`=1 such that for each [A¯]i`r j`r ∈
{[A¯]i`r j`r }pr=1, [A¯]j`r i`r is not in matrix [A¯]j1,··· ,jki1,··· ,ik , and
for each [A¯]i`r j`r ∈ {[A¯]i`r j`r }kr=p+1, [A¯]j`r i`r is in matrix
[A¯]j1,··· ,jki1,··· ,ik . We declaim that there is only one nonzero entry
in either the i`r th row or j`r th column, ∀r ∈ [p], otherwise it
contradicts that {[A¯]i`j`}k`=1 are in distinct rows and distinct
columns of [A¯]. Thus, we compute det([A˜]j1,··· ,jki1,··· ,ik ),
det([A˜]
j1,··· ,jk
i1,··· ,ik ) = (
p∏
r=1
[A˜]i`r j`r ) · det([A˜]
j`p+1
,··· ,j`k
i`p+1
,··· ,i`k
) 6= 0,
(5)
where det([A˜]
j`p+1 ,··· ,j`k
i`p+1 ,··· ,i`k ) 6= 0 is true because of the reason-
ing in the first case {i1, · · · , ik} = {j1, · · · , jk}. Thus, there
exists numerical realization such that det([A˜]j1,··· ,jki1,··· ,ik ) 6= 0.
Next, we show the necessity of the theorem by contra-
positive. We assume that there exists S ⊆ XT , such that
|N (S)| < |S| . Then, by Proposition 2, there does not exist
k entries that lie on the distinct rows and distinct columns
of CT A¯, which implies g–rank(CT A¯) < k.
B. Proof of Corollary 1
Proof. Suppose |N (S)| ≥ |S|, ∀S ⊆ XT , then, by
Proposition 2, there exist k entries, {[A¯, B¯]i`j`}k`=1, such
that they are all ?-entries which lie on distinct rows and
distinct columns of [A¯, B¯]. Among those k entries, suppose
{[A¯, B¯]i`j`}q`=1 are in columns of A¯, and {[A¯, B¯]i`j`}k`=q+1
are in the columns of B¯. By Lemma 1, there exists a
numerical realization A˜, such that det([A˜, B˜]j1,...,jqi1,...,iq ) 6= 0.
Since B¯ is a structured matrix, there exists a numerical
realization B˜ such that det([A˜, B˜]jq+1,...,jkiq+1,...,ik ) 6= 0 Hence,
there exists a numerical realization [A˜, B˜] with
det([A˜, B˜]
j1,...,jk
i1,...,ik
) = det([A˜, B˜]
j1,...,jq
i1,...,iq
) det([A˜, B˜]
jq+1,...,jk
iq+1,...,ik
)
6= 0,
which implies that g–rank(CT
[
A¯, B¯
]
) = k.
C. Proof of Lemma 2
We introduce Proposition 3, Proposition 4 and Lemma 4
to support the proof of Lemma 2.
Proposition 3 ([27, §2.1]). Let ϕ1(s) and ϕ2(s) be poly-
nomials in s with ϕ1(s) =
∑n1
i=0 ais
n1−i, and ϕ2(s) =∑n2
i=0 bis
n2−i, respectively. Let R(ϕ1, ϕ2) be defined as
R(ϕ1, ϕ2) = det


an1 an1−1 ··· a0 0 ··· 0
0 an1 ··· a1 a0 ··· 0
...
...
. . .
...
...
. . .
...
0 0 ··· an1 an1−1 ··· a0
0 0 ··· ··· b0
...
... . .
. ...
... . .
. ...
0 bn2 ··· b1 b0 ··· 0
bn2 bn2−1 ··· b0 0 ··· 0


. (6)
If an1 6= 0 and bn2 6= 0, then ϕ1(s) and ϕ2(s) have a
nontrivial common factor if and only if the R(ϕ1, ϕ2) = 0.
Proposition 4 (Hoffman-Wielandt Theorem [28, §6.3]).
Given n×n symmetric matrices A and E, let λ1, . . . , λn be
the eigenvalues of A, and λˆ1, . . . , λˆn be the eigenvalues of
A+E. There is a permutation σ(·) of the integers {1, . . . , n}
such that
n∑
i=1
(λˆσ(i) − λi)2 ≤ ‖E‖2F , (7)
where ‖E‖F =
√
tr(EE>).
Lemma 4. Let A¯ be an n×n symmetrically structured ma-
trix, and let D(A¯) = {X , EX ,X } be the digraph associated
with A¯. Assume t–rank(A¯) = k, and denote {[A¯]i`j`}k`=1 as
the k entries that lie on distinct rows and distinct columns.
We define S = {xi1 , . . . , xik} ⊆ X . Then, DS can be
covered by disjoint cycles.
Proof of Lemma 4. We approach the proof by contradiction.
Suppose DS cannot be covered by disjoint cycles, then at
least one vertex xi ∈ S can only be covered by cycles
intersecting with other cycles in DS , which implies that there
does not exist k edges in which no two edges share the same
’tail’ or ’head’ vertex in D(A¯), i.e., there does not exist k
entries that lie on distinct rows and distinct columns of A¯,
which, by Proposition 2, contradicts t–rank(A¯) = k.
Proof of Lemma 2. We expand the characteristic polyno-
mial of a matrix A˜ as
det(sI − A˜) = sn+ an−1sn−1 · · ·+ an−ksn−k + · · ·+ a0. (8)
Besides, we have
aq = (−1)n−q
∑
1≤k1<···<kn−q≤n
det([A˜]
k1,...,kn−q
k1,...,kn−q ), (9)
where q = 0, 1, . . . , n − 1. Since t–rank(A¯) = k, there
exists a numerical realization A˜ and a set of indexes,
{i1, . . . , ik} ⊆ [n], such that det([A˜]i1,...,iki1,...,ik) 6= 0. Further-
more, V0 := {pA˜ ∈ RnA¯ : an−k = 0} is a proper variety.
Since the maximum order of principle minor is at most the
term rank of a matrix, we have an−k−1 = · · · = a0 = 0.
Thus, to characterize nonzero eigenvalues, we define the
polynomial ϕA˜(s) as
ϕA˜(s) = s
k + an−1s
k−1 + · · ·+ an−k. (10)
In the rest of the proof, we show that there exists a
numerical realization pA˜ ∈ V c0 such that A˜ has k non-zero
simple eigenvalues. Since t–rank(A¯) = k, we define the set
S as in Lemma 4. By Lemma 4, there exist disjoint cycles
C1, . . . , Cl covering DS . Let us denote by Ci the i-th cycle
in {C1, . . . , Cl}. Moreover, without loss of generality, we let
the length of cycle Ci be either |Ci| = 2q, or |Ci| = 2q + 1,
for some q ∈ N. Note that by definition, there is a one-to-one
correspondence between the edge in D(A¯) and the ?-entry in
A¯. From this observation, we denote by A¯i ∈ {0, ?}|Ci|×|Ci|
the square submatrix formed by collecting rows and columns
corresponding to the indexes of vertices in VCi of the cycle
Ci. We let all the ?-entries of A¯ be zero, except for ?-entries
corresponding to edges in {ECi}li=1. Hence, there exists a
permutation matrix P and numerical realization A˜, such that
PA˜P−1 is a block diagonal matrix,
PA˜P−1 =

A˜1 0 · · · 0 0
0 A˜2 · · · 0 0
...
...
. . .
...
...
0 0 · · · A˜l 0
0 0 · · · 0 0
 . (11)
If |Ci| = 2q, without loss of generality, we could
assume Ci = (xi1 , xj1 , xi2 , xj2 , . . . , xiq , xjq , xi1). Since
DVCi is a subgraph of the digraph D(A¯) associated
with the symmetrically structured matrix A¯, there exist
q disjoint cycles of length-2 covering DVCi , i.e., cycles
(xi1 , xj1 , xi1), (xi2 , xj2 , xi2), . . . , (xiq , xjq , xiq ). We assign
distinct nonzero weights to ?-entries of A¯i that correspond
to edges in the q cycles of length-2, and assign zero weights
to other ?-entries in A¯i. As a result, we have
A˜i =

0 ai1j1
· · · 0 0
ai1j1
0 · · · 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · 0 aiqjq
0 0 · · · aiqjq 0
 ,
where ai1j1 , . . . , aiqjq are q nonzero distinct weights. Thus,
A˜i has 2q simple nonzero eigenvalues.
If |Ci| = 1, then the eigenvalue of A˜i ∈ R1×1 can be
placed to any value. If |Ci| = 2q+1 and q > 0, then there are
2q vertices in Ci that can be covered by q cycles of length-
2, and one vertex that cannot be covered by any length-
2 cycle in a vertex-disjoint way in DVCi . Assign distinct
nonzero weights to ?-entries corresponding to the q cycles
of length-2, and zero to other ?-entries in A¯i. As a result, the
constructed numerical realization, A˜i, has 2q nonzero simple
eigenvalues and one zero eigenvalue. Denote by λj(A˜i) the
jth eigenvalue of A˜i, j ∈ {1, . . . , |Ci|}.
By Proposition 4, given a sufficiently small  > 0, ∃δ > 0
and permutation σ(·) of integers {1, . . . , |Ci|}, such that for
two numerical realizations of A¯i: A˜i and A˜ip, if ||A˜ip −
A˜i||F < δ, then max{|λσ(j)(A˜ip) − λj(A˜i)|} < . Perturb
?-entries of A˜i corresponding to edges in ECi , such that
A˜ip, which is derived by this perturbation of A˜i, satisfies
||A˜ip− A˜i||F < δ. Moreover, since t–rank(A¯i) = 2q+1, by
Lemma 1, g–rank(A¯i) = 2q + 1. The above analysis shows
that we can perturb A˜i, such that rank(A˜ip) = 2q + 1, and
min
j 6=r,j,r∈{1,...,|Ci|}
|λj(A˜ip)− λr(A˜ip)| >
min
j 6=r,j,r∈{1,...,|Ci|}
|λj(A˜i)− λr(A˜i)| − 2.
It implies that there exists A˜ip which has 2q + 1 nonzero
simple eigenvalues. Notice that A˜ip is also a numerical real-
ization of A¯i. Hence, for either |Ci| = 2q, or |Ci| = 2q + 1,
there exists a numerical realization A˜i such that A˜i has |Ci|
nonzero simple eigenvalues. Also, there exists A˜ that has∑l
i=1 |Ci| = k nonzero simple eigenvalues.
Denote by ϕ′
A˜
the derivative of ϕA˜ with respect to λ.
If pA˜ ∈ V c0 , and A˜ has repeated nonzero modes, then ϕA˜
and ϕ′
A˜
have a common nontrivial zero (i.e., by Proposi-
tion 3, R(ϕA˜, ϕ
′
A˜
) = 0). Define V1 = {pA˜ ∈ RnA¯ : an−k =
0 or R(ϕA˜, ϕ
′
A˜
) = 0}, where an−k = 0 and R(ϕA˜, ϕ′A˜) = 0
are both polynomials of ?-entries of A¯. Since we have shown
that there exists A˜ which has k nonzero simple eigenvalues,
i.e., ∃pA˜ ∈ RnA¯ such that an−k 6= 0 and R(ϕA˜, ϕ′A˜) 6= 0,
we conclude that V1 is proper.
Remark 4. To characterize the generic rank of [A¯, B¯],
which is crucial in the derivation of Lemma 3, we should
consider the proper variety in parameter space RnA¯+nB¯ .
Since each ?-entry of A¯ is independent of those in B¯, V1 is
also a proper variety in RnA¯+nB¯ . Let us redefine V1 as
V1 = {[pA˜,pB˜ ] ∈ RnA¯+nB¯ : an−k = 0 or R(ϕA˜, ϕ′A˜) = 0}.
(12)
D. Proof of Lemma 3
We first introduce Lemma 5 in support of proving
Lemma 3.
Lemma 5. Consider an irreducible structural pair (A¯, B¯),
where A¯ ∈ {0, ?}n×n is a symmetrically structured matrix
with t–rank(A¯) = k. Let V1 ⊂ RnA¯+nB¯ be defined as in
(12). There exists a proper variety V2 ⊂ RnA¯+nB¯ such that
if [pA˜,pB˜ ] ∈ V c1 , then there exists a non-zero uncontrollable
mode of A˜ if and only if [pA˜,pB˜ ] ∈ V2.
Sketch of Proof of Lemma 5. We will first prove that V2
exists. Suppose [pA˜,pB˜ ] ∈ V c1 , by a similar reasoning as
in Lemma 2, all the k nonzero eigenvalues of A˜ are simple.
Let λ be a nonzero eigenvalue of A˜, and ϕA˜(s) be defined
as in (10), then we have,
ϕA˜(λ) = λ
k + an−1λ
k−1 + · · ·+ an−k = 0. (13)
Let us further assume that (λ, v) is an uncontrollable mode
of A˜; in other words,
v>A˜ = λv>, v>B˜ = 0. (14)
Since all the nonzero eigenvalues λ are simple, recall the
fact in [10] that the left eigenvector v> equals (apart from
a constant scalar) any of the nonzero row of the adjugate
matrix adj(λI − A˜). Hence,
adj(λI − A˜)B˜ = 0n×m. (15)
Equations (13) and (15) imply that the two polynomials (16)
and (17) have a common zero λ, namely,
ϕA˜(s) = s
k + an−1s
k−1 + · · ·+ an−k = 0, (16)
ψA˜,B˜(s) = tr([adj(sI − A˜)B˜][adj(sI − A˜)B˜]>) = 0. (17)
The variety V2 is defined as follows,
V2 = {[pA˜,pB˜ ] ∈ RnA¯+nB¯ : R(ϕA˜, ψA˜,B˜) = 0}, (18)
where R(ϕA˜, ψA˜,B˜) = 0 is a polynomial of the ?-entries
in A¯ and B¯. The properness of V2 can be shown by
contradiction by adapting the proof in [10, Theorem 2].
Conversely, suppose [pA˜,pB˜ ] ∈ V2 ∩ V c1 , by the definition
of V1 and V2, ϕA˜ and ψA˜,B˜ have a common zero λ 6= 0.
Since λ is a zero of ϕA˜, λ is also an eigenvalue of A˜, which
is an uncontrollable eigenvalue.
Proof of Lemma 3. Define V = V1 ∪ V2, where V1 and V2
are defined as in (12) and (18), respectively. We can prove
V1 is proper by a similar reasoning as the one in Lemma 2.
By Lemma 5, V2 is proper. Hence, V = V1∪V2 is proper. If
[pA˜,pB˜ ] ∈ V c, A˜ has k nonzero simple controllable modes.
E. Proof of Theorem 1
We first introduce Lemma 6, which lays the foundation
for the proof of Theorem 1.
Lemma 6. Consider a structural pair (A¯, B¯), and a tar-
get set T with the corresponding state vertex set XT in
D(A¯, B¯). We define CT according to (4). Given a numerical
realization (A˜, B˜), we define controllability matrix Q(A˜, B˜)
as in Definition 1. Then, for any numerical realization
(A˜, B˜), we have that rank(CTQ(A˜, B˜)) ≤ |N (XT )|.
Proof of Lemma 6. Suppose we have a numerical realiza-
tion (A˜, B˜). By Cayley-Hamilton theorem,
rank(CT [B˜, A˜Q(A˜, B˜)]) = rank(CT [B˜, A˜B˜, . . . , A˜n−1B˜, A˜nB˜])
= rank([CTQ(A˜, B˜), CT A˜nB˜])
= rank(CTQ(A˜, B˜)).
(19)
In D(A¯, B¯), let m1,m2 be the number of input, state
vertices in N (XT ), respectively. Then, (19) yields,
rank(CTQ(A˜, B˜)) = rank(CT [B˜, A˜Q(A˜, B˜)])
≤ rank(CT B˜) + rank(CT A˜Q(A˜, B˜))
≤ m1 +min(rank(CT A˜), rank(Q(A˜, B˜)))
≤ m1 +m2
= |N (XT )|.
This completes the proof.
Proof of Theorem 1. To show the necessity of the theorem,
suppose that there exists a vertex xi ∈ X that is not input-
reachable, then the i-th row of controllability matrix will be
zero row, which implies that rank(Q(A˜, B˜)) < n, for any
numerical realization of the pair (A¯, B¯). On the other hand,
suppose there exists a set S ⊆ X , such that |N (S)| < |S|,
then by Lemma 6, rank(Q(A˜, B˜)) < n, for any numerical
realization of the pair (A¯, B¯). Hence, the necessity is proved.
To show the sufficiency, we proceed as follows. First,
since |N (S)| ≥ |S|, ∀S ⊆ X , it follows from Corollary 1
that g–rank([A¯, B¯]) = n. Because all the state vertices are
input-reachable, (A¯, B¯) is irreducible. If we denote the term-
rank of A¯ as k, then by Lemma 3, there exists a proper
variety V ⊂ RnA¯+nB¯ such that, if [pA˜,pB˜ ] ∈ V c then A˜
has k nonzero, simple and controllable modes. Let λ be
an eigenvalue of A˜. On one hand, if λ 6= 0, then λ is
controllable by Lemma 3. On the other hand, if λ = 0,
since g–rank([A¯, B¯]) = n, then there exists a proper variety
W ⊂ RnA¯+nB¯ , such that if [pA˜,pB˜ ] ∈ W c ∩ V c, then
rank([A˜, B˜]) = n. As a result, λ = 0 is controllable by the
eigenvalue PBH test. Since all the modes of A˜ are control-
lable generically, (A¯, B¯) is structurally controllable.
F. Proof of Theorem 2
Proof. The necessity of Conditions 1) and 2) can be proved
in a similar approach as the proof in Theorem 1. What
remains to be shown is their sufficiency. It suffices to show
that Conditions 1) and 2) result in that generically the left
null space of target controllability matrix is trivial.
Suppose there exists an input-unreachable state vertex
xi ∈ X \ XT . Since all the vertices in XT are input-
reachable, for ∀xj ∈ XT , there is no path from xj to xi,
and there is also no path from xi to xj due to the symmetry
in D(A¯). This implies in model (2) that the ith state has no
impact on the dynamics of T corresponding states. Omitting
the ith state from the system will not change the dynamics
of T corresponding states. Hence, we could assume that
(A¯, B¯) is irreducible. By Lemma 3, there exists a proper
variety V ⊂ RnA¯+nB¯ , such that if [pA˜,pB˜ ] ∈ V c, then
all the nonzero modes of A˜ are controllable. In the rest of
the proof, we assume [pA˜,pB˜ ] ∈ V c. Denote by e1, . . . , el
the left eigenvectors corresponding to zero modes of A˜, and
el+1, . . . , en the left eigenvectors for nonzero modes. Denote
the left null space of a matrix M as N(M>).
From Lemma 3, we have that if [pA˜,pB˜ ] ∈ V c, then
N((Q(A˜, B˜))>) ⊆ span{e>1 , . . . , e>l }. For the target set T ,
define the matrix CT according to (4). By the assumption
|N (S)| ≥ |S|, ∀S ⊆ XT , and Corollary 1, we have that
g–rank(CT [A¯, B¯]) = |T |, which implies that there exists a
proper variety W ⊂ RnA¯+nB¯ , such that if [pA˜,pB˜ ] ∈ V c ∩
W c, then rank(CT [A˜, B˜]) = |T |, i.e., N((CT [A˜, B˜])>) =
0. Define Iˆ ∈ Rn×n as
[Iˆ]ij =
{
1, if j = i, i ∈ T ,
0, otherwise.
(20)
We claim that there does not exist a nontrivial vector e ∈ Cn
such that Iˆe = e, e>A˜ = 0e> and e>B˜ = 0. Otherwise,
e>[A˜, B˜] = 0, which contradicts N((CT [A˜, B˜])>) = 0.
Hence, if [pA˜,pB˜ ] ∈ V c∩W c, then there is no nontrivial
vector v ∈ C|T |, such that v>CT ∈ span{e>1 , . . . , e>l }.
Thus, generically, N((CTQ(A˜, B˜))>) = 0. The (A¯, B¯) is
structurally target controllable with respect to T .
REFERENCES
[1] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, “Controllability
of complex networks,” Nature, vol. 473, no. 7346, p. 167,
2011.
[2] N. J. Cowan, E. J. Chastain, D. A. Vilhena, J. S. Freudenberg,
and C. T. Bergstrom, “Nodal dynamics, not degree distri-
butions, determine the structural controllability of complex
networks,” PloS one, vol. 7, no. 6, p. e38398, 2012.
[3] F. Pasqualetti, S. Zampieri, and F. Bullo, “Controllability
metrics, limitations and algorithms for complex networks,”
IEEE Transactions on Control of Network Systems, vol. 1,
no. 1, pp. 40–52, 2014.
[4] R. E. Kalman, “Mathematical description of linear dynamical
systems,” Journal of the Society for Industrial and Applied
Mathematics, Series A: Control, vol. 1, no. 2, pp. 152–192,
1963.
[5] R. Barco, L. Díez, V. Wille, and P. Lázaro, “Automatic
diagnosis of mobile communication networks under imprecise
parameters,” Expert systems with Applications, vol. 36, no. 1,
pp. 489–500, 2009.
[6] K. Murota, Systems analysis by graphs and matroids: struc-
tural solvability and controllability. Springer Science &
Business Media, 2012, vol. 3.
[7] C.-T. Lin, “Structural controllability,” IEEE Transactions on
Automatic Control, vol. 19, no. 3, pp. 201–208, 1974.
[8] R. Shields and J. Pearson, “Structural controllability of
multiinput linear systems,” IEEE Transactions on Automatic
control, vol. 21, no. 2, pp. 203–212, 1976.
[9] K. Glover and L. Silverman, “Characterization of structural
controllability,” IEEE Transactions on Automatic control,
vol. 21, no. 4, pp. 534–537, 1976.
[10] S. Hosoe and K. Matsumoto, “On the irreducibility condition
in the structural controllability theorem,” IEEE Transactions
on Automatic Control, vol. 24, no. 6, pp. 963–966, 1979.
[11] S. Hosoe, “Determination of generic dimensions of control-
lable subspaces and its application,” IEEE Transactions on
Automatic Control, vol. 25, no. 6, pp. 1192–1196, 1980.
[12] S. A. Myers, A. Sharma, P. Gupta, and J. Lin, “Information
network or social network?: the structure of the twitter follow
graph,” in Proceedings of the 23rd International Conference
on World Wide Web. ACM, 2014, pp. 493–498.
[13] G. A. Pagani and M. Aiello, “The power grid as a complex
network: a survey,” Physica A: Statistical Mechanics and its
Applications, vol. 392, no. 11, pp. 2688–2700, 2013.
[14] J. Corfmat and A. Morse, “Structurally controllable and struc-
turally canonical systems,” IEEE Transactions on Automatic
Control, vol. 21, no. 1, pp. 129–131, 1976.
[15] B. D. Anderson and H.-m. Hong, “Structural controllability
and matrix nets,” International Journal of Control, vol. 35,
no. 3, pp. 397–416, 1982.
[16] T. Menara, D. S. Bassett, and F. Pasqualetti, “Structural
controllability of symmetric networks,” IEEE Transactions on
Automatic Control, to be published.
[17] S. S. Mousavi, M. Haeri, and M. Mesbahi, “On the structural
and strong structural controllability of undirected networks,”
IEEE Transactions on Automatic Control, 2017.
[18] J. Gao, Y.-Y. Liu, R. M. D’souza, and A.-L. Barabási, “Target
control of complex networks,” Nature communications, vol. 5,
p. 5415, 2014.
[19] E. Czeizler, K. C. Wu, C. Gratie, K. Kanhaiya, and I. Pe-
tre, “Structural target controllability of linear networks,”
IEEE/ACM Transactions on Computational Biology and
Bioinformatics, 2018.
[20] I. Petre, “Target controllability of linear networks,” in Com-
putational Methods in Systems Biology: 14th International
Conference, CMSB 2016, Cambridge, UK, September 21-23,
2016, Proceedings, vol. 9859. Springer, 2016, p. 67.
[21] K. Murota and S. Poljak, “Note on a graph-theoretic criterion
for structural output controllability,” IEEE Transactions on
Automatic Control, vol. 35, no. 8, pp. 939–942, 1990.
[22] N. Monshizadeh, K. Camlibel, and H. Trentelman, “Strong
targeted controllability of dynamical networks,” in Decision
and Control (CDC), 2015 IEEE 54th Annual Conference on.
IEEE, 2015, pp. 4782–4787.
[23] H. J. van Waarde, M. K. Camlibel, and H. L. Trentelman, “A
distance-based approach to strong target control of dynamical
networks,” IEEE Transactions on Automatic Control, vol. 62,
no. 12, pp. 6266–6277, 2017.
[24] T. Kailath, Linear systems. Prentice-Hall Englewood Cliffs,
NJ, 1980, vol. 156.
[25] H. Federer, Geometric measure theory. Springer, 2014.
[26] T. H. Cormen, Introduction to algorithms. MIT press, 2009.
[27] S. Barnett, “Matrices in control theory with applications to
linear programming,” 1971.
[28] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge
university press, 1990.
