ABSTRACT Wireless energy replenishment using mobile wireless charging equipment (WCE) has been a hot topic recently in areas of wireless rechargeable sensor networks (WRSNs) and mobile computing. Previous studies of multi-node charging planning usually assumed that the WCE was equipped with sufficient energy to accomplish the charging task. However, the energy of the WCE is limited in practice. Therefore, a multi-node charging planning algorithm with energy-limited WCE in WRSNs is proposed in this paper. Moreover, three charging planning models and their corresponding charging planning algorithms are proposed based on the different real conditions of the WCE: sufficient moving energy and limited charging energy, limited moving energy and sufficient charging energy, as well as both limited moving energy and charging energy. Furthermore, a hybrid simulated annealing discrete fireworks algorithm (HSA-DFWA) is proposed due to the NP-Hard complexity of the charging planning problem. The experiments show that compared to DFWA, MM-ANT, E-greedy, and P-greedy algorithms, the HSA-DFWA outperforms these algorithms empirically.
WSNs
Wireless Energy problem is one of the most challenging problems in Wireless Sensor Networks (WSNs) [1] . The sensor nodes in WSNs are powered by batteries with limited energy, and it will be hard to replace batteries in a harsh environment. To solve the energy problem and prolong the lifetime of WSNs, some researchers studied energy supplementary methods by collecting wind energy, solar energy and vibration energy from the environment [2] . In recent years, some researchers used Wireless Power Transfer [3] technology to transmit energy to sensor nodes through wireless transmission, which has been a new way to solve the energy problem of WSNs [4] . WSNs to which the WPT technology is applied are known as Wireless Rechargeable Sensor Networks (WRSNs), and WRSNs have recently attracted lots of attention. In WRSNs, the mobile WCE is employed to charge the sensor nodes. The key point of charging planning problem for the mobile WCE is what the order of sensor nodes to be charged is and how much energy the sensor nodes should be replenished. According to the charging range of WCE, the charging planning can be divided into two categories, single-node charging planning and multi-node charging planning [5] . In this paper, we study the multi-node charging planning for energy replenishment in WSNs by using a mobile WCE.
Most of the existing studies assumed that the energy of the WCE was sufficient, and the energy consumption of the WCE is not considered during the charging planning [6] . However, in reality, those assumptions are too ideal. Actually, the energy of the WCE is limited due to the limited energy capacity of the WCE. When considering the limited energy, the charging planning problem becomes more complex. To maximize the utility of charging planning, the conditions of the network such as the distribution of sensor nodes, energy consumptions, and position of sensor nodes, the charging sequence of the WCE, the charging time for sensor nodes and charging strategy should be taken into consideration.
Furthermore, charging planning problems are discrete combinational optimization issues, and usually belong to NP-hard problems [7] , which are difficult to find polynomial complexity algorithms to solve them. To get the optimal solution of charging planning problems, the methods can be classified into two main categories: mathematical programming and heuristic algorithms. Mathematical programming is computationally fast for some applications, and even the optimal solution can be proven mathematically. However, mathematical programming usually has strict restrictions on the optimal objective function, and in some applications it can only solve differentiable and convex problems [8] . Heuristic algorithms, especially meta-heuristic algorithms such as Genetic Algorithm, Particle Swarm Algorithm, Simulated Annealing Algorithm and Fireworks Algorithm etc., have great performance in the global searching ability and have fewer or no restrictions on the optimal objective function. However, as far as we know, little work has been performed to solve the charging planning problems using meta-heuristic algorithms.
In this paper, the idea of limited energy of WCE is firstly proposed by realistic settings in the multi-node charging planning problem. A hybrid meta-heuristic algorithm based on Simulated Annealing Algorithm and Fireworks Algorithm is designed for solving the problem. The main contributions of this paper are as follows:
1) Three cases of WRSNs with energy-limited WCE are formulated, and their corresponding charging plannings are designed. Then, a balanced charging strategy is proposed to determine the charging time of each sensor node when the charging energy is limited. 2) A novel Hybrid Simulated Annealing Discrete Fireworks Algorithm (HSA-DFWA) is proposed to solve the multi-node charging planning problem. The proposed algorithm increases the diversity of the population and improves the quality of the solution. The rest of the paper is organized as follows. The related work and background are given in Section II. In Section III, the problem statement is formulated. The shortcomings of the charging planning under ideal assumptions are analyzed. The problem with the optimization objective of maximizing the energy utilization of the WCE under realistic assumptions is proposed. In Section IV, the charging planning algorithm is designed, and the HSA-DFWA is proposed to solve the problem. Section V presents and analyzes the experimental results. Section VI is the conclusion of this work.
II. BACKGROUND A. CHARGING PLANNING IN WRSNS
Yang et al. systematically analyzed and elaborated on the relevant theories in the field of WRSNs in their book Wireless Rechargeable Sensor Networks [9] . According to the mobility of the WCE, the charging planning problems can be divided into two types: stationary deployment problems and mobile charging planning problems. He et al. [10] studied the stationary deployment problem of minimizing the quantity VOLUME 7, 2019 of WCEs. Compared with the stationary deployment, it is more cost-effective by using the mobile WCE. Lu et al. [5] made a systematical literature review of the mobile charging planning problems, in which the charging planning was classified as single-node charging planning and multi-node charging planning according to the capability of the charging coverage of the WCE.
As for single-node charging planning, Shi et al. [4] studied the periodic charging planning problem to keep the whole network operating properly during a charging cycle. Based on the Travel Salesman Problem (TSP), it was proved that maximizing the vacation time ratio of the WCE was equal to finding the shortest Hamilton loop of WCE to travel through all the sensor nodes. Ren et al. [11] proposed a charging scheme targeting for maximizing charging throughput. Considering the dynamic energy consumption of sensor nodes, an offline algorithm and an online algorithm were designed respectively. Xu et al. [12] put forward an algorithm that maximized the WCE energy consumption ratio over a long period of monitoring to improve the utility of WCE. Fu et al. [13] came up with an ESync algorithm for energy synchronous charging planning, which can reduce the energy supplement for some unnecessary sensor nodes. He et al. [14] proposed an on-demand mobile charging planning method and used the queuing theory to solve the problem.
In terms of the multi-node charging planning, based on literature [4] , Xie et al. [6] firstly considered the WCE could simultaneously charge sensor nodes, and they approximated the problem from a nonlinear programming to a mixed integer linear programming. Tong et al. [15] assumed that the WCE charged all the sensor nodes in the charging range at the same time. They studied how to assign a certain number of sensor nodes to each site so that all the data generated by the sensor nodes could reach the base station and get high charging efficiency. Literature [16] , [17] proposed a linear programming method and a heuristic approximation algorithm to minimize the average charging delay of all sensor nodes by planning the optimal charging sequence of the WCE. Literature [18] proposed an On-demand Multinode Charging (OMC) strategy to minimize the number of the charging anchors of the WCE. Contrary to existing solutions, the proposed algorithm focused on shortening the charging delays. Han et al. [19] proposed a grid-based multi-nodes joint routing and charging algorithm for industrial WRSNs to solve the charging planning problem.
B. META-HEURISTIC METHODS
The charging planning problems are usually combination optimization, and the solution space is discrete and small. As a general class of heuristic algorithms, metaheuristic algorithms are more suitable to solve such problems. However, little work has been performed to solve the charging planning problems by using meta-heuristic algorithms.
The meta-heuristic methods can be divided into four categories according to reference [20] , evolutionary algorithms (Genetic Algorithm, Biogeography Based Optimizer, etc.), swarm intelligence algorithms (Particle Swarm Optimization, Ant Colony Optimization, etc.), physics-based optimization algorithms (Simulated Annealing, Gravitational Search Algorithm, Fireworks Algorithm, etc.) and algorithms which simulated the human behavior (Tabu Search, Harmony Search, etc.). We will follow these four categories to introduce the previous studies that used meta-heuristic methods to solve the problems in WRSNs.
In term of evolutionary algorithms, an efficient algorithm based on Genetic Algorithm was proposed to maximize the charging efficiency and routing efficiency in [21] . In [22] , a heuristic algorithm based on Genetic Algorithm, was proposed to deploy static chargers to minimize the charging time of sensor nodes. In [23] , a Genetic Algorithm-based algorithm was proposed to minimize the traveling cost under the constraints of the urban road networks.
In term of swarm intelligence algorithms, the proposed algorithm in [24] was based on MAX-MIN Ant System. In [25] , a path planning algorithm was designed to minimize the number of the mobile WCE based on the Ant Colony Optimization.
In term of physical-based optimization algorithms, a MultiObjective Discrete Fireworks Algorithm based on grid was proposed to maximize the lifespan of the network and the amount of collected data in [26] . In [27] , mobile vehicles were used to charge the sensor nodes in an indoor environment, and a charging planning based on Simulated Annealing algorithm was proposed for solving the Travelling Salesman Problem. In [28] , an efficient charger planning mechanism was proposed by using Simulated Annealing algorithm. On the basis of [28] , the performance of the Simulated Annealing algorithm was improved in [29] . In [30] , a charging strategy based on Gravitational Search Algorithm was proposed to minimize the latency of the network.
In term of algorithms simulating the human behavior, a novel problem was investigated with the aim of maximizing the flow rate at one or more sinks by using mobile chargers in [31] . Three methods were proposed to solve the problem. The first one was greedy method, the second one was based on Tabu Search, and the third one was Lagrange Dual and subgradient algorithm. Their experiments results showed that Tabu Search had the best performance.
From the above analysis, previous work used single metaheuristic method to solve the problems. Compared with single meta-heuristic method, the hybrid method combines the advantages of two or more meta-heuristic algorithms to balance the capability between the local search and the global search. Therefore, in this paper, we designed a hybrid algorithm to solve the problem. The proposed algorithm is based on the Simulated Annealing and the Discrete Fireworks Algorithm [32] .
C. DISCRETE FIREWORKS ALGORITHM
In this section, we introduce the Discrete Fireworks Algorithm (DFWA). The DFWA was based on Fireworks Algorithm (FWA) which was proposed by Tan in 2010 [32] and was inspired by the spark splashing scene in the fireworks explosion. The FWA was simple and efficient with superior performance to achieve multi-point searching for the solution space. Different from the FWA, the DFWA was proposed to solve the Travelling Salesman Problem.
The framework of the DFWA are as follows. explosion sparks according to explosion operation. 4) Mutation operation: for each firework x i , generate mutation sparks. 5) Amplitude adjustment: change the amplitude of explosion adaptively. 6) Population Selection: select N individuals as the next generation population from the explosion sparks and the mutation sparks. 7) Output: Repeat step 2) to step 6) until the termination condition is satisfied, and output the best individual. Next, we describe the spark number, explosion operation, mutation operation, amplitude adjustment and population selection, respectively.
Spark number of the fireworks x i is calculated according to (1) , where ε is used to prevent that the divisor equals to zero, and M e is a constant parameter. The optimal objective value of the fireworks x i is denoted as L xi and L max = max(L x i ).
Explosion operation contains two kinds of explosion operations, explosion I and explosion II. Explosion I and explosion II are respectively based on 2-opt and 3-opt which are local search methods.
In explosion I, for each firework, two swapping points i and j are randomly selected. The length of the edge between
After swapping, the length of the edge [i, j] 
. The diagram of the operation is shown in Fig. 1 . If L m < L 0 , the swapping is accepted, otherwise the acceptance probability of the swap-
· θ , where θ is the explosion rate.
In explosion II, for each firework, the 3-opt randomly selects three points i, j, andk in the loop, and removes the edges the reconnection is accepted, otherwise we accept a worse solution with probability p α .
Mutation operation adopts the uniform variation, and 2h-opt is used when the 2-opt and 3-opt operation cannot improve the solution. The diagram of the 2h-opt is shown in . If the optimal objective value of the new loop is better, it will be retained. Otherwise, it follows the original loop. The probability of choosing each point is equivalent, so it is a uniform variation.
Amplitude adjustment adopts an adaptive strategy. In each generation, all fireworks have the same explosion rate θ. The explosion rate is self-adaptive. If the explosion produces a better solution, then the explosion is expanded to enhance the capability of global search. If no better solution VOLUME 7, 2019 is obtained, we reduce θ and strengthen the capability of local search. Due to the large difference of local adaptive value in the discrete optimization, it is often not effective to evaluate whether an iteration produces a better solution. If there are no changes in 10 consecutive generations, we reduce θ. Otherwise, we increase it.
Population Selection uses the elite strategy. The best solution is selected to the next generation, and the remaining N −1 individuals are selected according to the Roulette method.
Denote that the probability of the firework x i of being 
III. NEW PROBLEM WITH ENERGY-LIMITED WCE A. MOTIVATION
Under ideal conditions, the WCE has sufficient energy or unlimited energy. For the traveling path, the WCE can travel through all the sensor nodes in the network by Hamilton loop way, which starts from and stop at the Charging Station (CS). For the charging time for each senor node, the WCE can charge the sensor nodes to E max . Therefore, the charging planning problems are transformed into path optimization problems, which aims to find the optimal path to achieve the optimization objective. For instance, a periodic multi-node charging planning was proposed to maximize the vacation time ratio of the WCE in [6] , and the shortest Hamilton loop is the best solution according to the mathematical programming method. However, under the realistic conditions, the energy of the WCE is insufficient and limited. The WCE cannot visit all the sensor nodes through Hamilton loop when the moving energy is limited, and how to design the route of the WCE. Furthermore, the WCE cannot charge all the sensor nodes to E max because of the limited charging energy, and how much energy should be replenished for each sensor node. Therefore, this new problem with realistic assumptions needs to be modeled, and the charging planning should be designed to solve this problem.
B. SCENARIO IN WRSNS
A WRSN is deployed in a two-dimensional area includes one fixed base station BS, one charging station CS and n sensor nodes. The sensor nodes are fixed after being deployed, and the position of each sensor node is pre-known. Each sensor node is equipped with the same rechargeable battery. The battery capacity is denoted as E max , and when the energy is below E min the sensor node cannot work. In the beginning, all the sensor nodes have the same amount of energy E max . All the sensor nodes have the same computing and communication capabilities. The set of sensor nodes in WRSNs is 
N + is the set of positive integer, and s i is the ith sensor node. The energy consumption rate of sensor node s i is p i .
There is one mobile WCE in the network, and the charging radius of the WCE is r. The WCE can charge the sensor nodes within its coverage at the same time by multi-node way. After completing the charging task, the WCE returns to the charging station for maintenance until the next cycle. The WCE carries two independent energy, moving energy and charging energy. In theory, the WCE can move to any position in the two-dimensional area so that its path space is infinite. However, the random moving path cannot draw a definite charging planning from the perspective of application. Therefore, we adopt the partition method proposed in [6] to partition the network. The network is covered by a virtual cellular network composed of congruent regular hexagons and the side length of the hexagons is r. Each hexagon forms a cell, and the WCE moves to the cell center and charges the sensor nodes in the cell. The diagram of network model is shown in Fig. 4 . The set of cells that contain sensor nodes is denoted as H . We renumber the cells, and the set of sensor nodes contained in the kth k = 1, 2, . . . , |H | , k ∈ N + cell is denoted as H k . Obviously, we have
As shown in Fig. 5 , for sensor node h k i in the kth cell, the distance between sensor node and center is d k i . Then we have
where U k i is the charging reception power of the sensor node h k i in the kth cell. U (unit W) is the wireless charging power is a distance-related decreasing function [33] . The distance between the sensor nodes and the cell center is different. Thus, each sensor node receives different charging power. The working states of the WCE are divided into moving state, charging state and vacation state. Three states are described as follows.
1) MOVING STATE
In this state, with the moving power P M (unit W), at the speed v(unit m/s), the WCE travels through the cell centers or between the charging station and the cell center. The charging path is denoted as Q = (π 0 , π 1 , π 2 , . . . , π j , . . . , π 0 ), j ∈ [1, |H |], j ∈ N + , where π 0 represents CS, and π j represents the jth cell center visited by the WCE. Denote D π j ,π j+1 as the distance between two neighbor cell centers in the charging path. D π 0 ,π j or D π j ,π 0 is the distance between charging station and the cell center. The moving time of the WCE satisfies
Especially, when all cell centers in the network are visited by the WCE only once, the moving path is a Hamilton loop, which is denoted as Q = π 0 , π 1 , π 2 , . . . , π |H | , π 0 .
2) CHARGING STATE
In this state, the WCE stays at the cell center and charges the sensor nodes in the cell. The charging time in the jth cell is denoted as τ j . The total charging time τ 
3) VACATION STATE
In this state, the WCE replenishes its own energy at charging station CS. The vacation time in the charging station after passing through the path Q is denoted as τ
Then, the total time T in path Q satisfies
C. PROBLEMS WITH ENERGY-LIMITED WCE
In ideal conditions, the moving and charging energy of the WCE are sufficient, and the charging planning can be carried out in accordance with the method proposed in [6] . However, when the energy of the WCE is limited, it is difficult to get solutions by using this methods. In fact, there are some necessary conditions to implement the charging planning, and the charging power U , moving speed v and cycle time T should satisfy the Theorem. The proof of the Theorem is shown in Appendix. In realistic conditions, the moving and charging energy of the WCE is limited. As a consequence, the charging power, moving speed and cycle time may not satisfy the Theorem.
Theorem: The following conditions should be satisfied to construct a periodic charging planning.
1) The charging power of WCE satisfies
2) The range of period time satisfies
3) The moving speed of WCE satisfies
Next, we will analyze the two main problems of charging planning brought by the limited energy of the WCE. One problem is how to determine the charging time of the WCE at each cell center when the charging energy is limited. The WCE may not have enough energy to charge all the sensor nodes to E max . The energy of the sensor node h k i in the cell k is denoted as e k i (t)(E min ≤ e k i (t) ≤ E max ), where t is the arrival time of the WCE at the cell k. Then, the charging time of the sensor node from current energy e k i (t) to E max satisfies
As the distance between the sensor node and the cell center is different, and the energy reception of the sensor nodes is dependent on the distance, there are three possible situations of the charging time: 1) The charging time is very short and all the sensor nodes in the cell are not full of energy.
2) The charging time is very long and all the sensor nodes in the cell are full of energy.
3) The charging time is between the above two situations, and some sensor nodes are full of energy which keep the energy E max , while some of them are not fully charged.
For all the sensor nodes in cell k, the charging time τ of each sensor node can be calculated according to (7) .
when the charging time τ k satisfies τ k ≤ b k , all sensor nodes are not fully charged. When it satisfies τ k ≥ b k , all sensor nodes are fully charged. When it satisfies a k ≤ τ k ≤ b k , some of the sensor nodes are already fully charged, while some of the sensor nodes are not yet fully charged. Therefore, the energy of sensor nodes in cell k before and after being charged satisfies
As shown in (8) , when the charging energy is limited, the charging time has an impact on the energy of sensor nodes, which is more complicated than simply charging all the sensor nodes to E max when the charging energy is sufficient.
As for the other problem, for a given WRSN, there will be three possible network cases with energy-limited WCE. When the coverage of the network is small and the charging requirements of the sensor nodes are relatively high but the charging energy is insufficient, so that the WCE has sufficient energy to travel through all the cells, which is the first case. In some sparse network applications, the distance between the cells is far because of the cluster distribution of the sensor nodes, so that the moving energy is insufficient and the charging energy is sufficient, which is the second case. For the larger scale networks, the number of the sensor nodes is large and the moving and charging energy may be insufficient. This is the third case. It is difficult to accurately calculate the moving energy and charging energy to be carried in a given WRSN of any scale according to the previous researches.
For a given WRSN, the minimum moving time of the WCE to visit all the cells in the shortest Hamilton loop is τ min tsp . Therefore, the required minimum moving energy E M of the WCE satisfies E M = P M τ min tsp . When all the sensor nodes in the cell are charged from E min to E max , the charging time of the WCE in each cell can be calculated and the charge energy E C that WCE needs to carry satisfies
According to the relationship among E M , E C , E M and E C , it can be concluded that the WCE with limited energy can be divided into the following three cases.
Case I: E M ≥ E M , E C < E C . That is, the maximum moving energy is sufficient and the maximum charging energy is limited. In this case, the moving energy of the WCE is sufficient to visit all the cells through the Hamilton loop. It carries limited charging energy, so the WCE cannot charge each sensor node from its current energy to E max .
Case II:
That is, the maximum moving energy is limited, and the maximum charging energy is sufficient. In this case, the WCE cannot visit all the cell centers through the Hamilton loop.
Case III: E M < E M , E C < E C . That is, the maximum moving energy and charging energy are both limited. In this case, the WCE should return back to charging station to replenish itself when the energy runs out.
D. OPTIMIZATION PROBLEM
To measure the performance of the WCE, if the remaining moving energy and charging energy of the WCE are as low as possible when it returns to the charging station, then the carried energy can be used as fully as possible in the network. Therefore, the optimization objective is to maximize the energy utilization φ of the WCE and the optimization problem OPT-D is as follows.
where E use is the used energy of the WCE in the charging planning, and E carry is the carried energy of the WCE. The optimization variables of this problem are the charging path of WCE Q and the charging time
The number of sensor node n, p i , U , v, E max and E min are pre-known parameters. Due to the similarities between charging planning problems and the Vehicle Routing Problems (VRPs), we analyze the complexity of OPT-D. There are similarities and differences between the charging planning problems and VRPs. VRPs aim to obtain the optimal path for vehicles to deliver goods to a certain number of customers, which have different requirements for the goods. Vehicles should achieve some optimal goals (such as the shortest distance, the lowest cost, the least time consuming and the maximum efficiency, etc.) by starting from the distribution center and travelling through the appropriate paths under certain limits. In charging planning problems, the WCE, sensor nodes, the energy needed to be replenished for sensor nodes and the charging station can be regarded as a vehicle, customers, goods, and the distribution center in VRPs, respectively.
However, different from VRPs, there is a coupling relationship between sensor nodes in charging planning problems. In VRPs, the requirements (goods) of one customer is generally unaffected by the other customers. But the energy requirement in one sensor node is affected by the other sensor nodes. That is, the time when the WCE charges a sensor node affects the energy requirements of the other sensor nodes. Therefore, VRPs are special forms of the charging planning problems. VRPs usually have NP-hard complexity [34] , [35] , therefore, charging planning problems belong to NP-hard problem [7] .
IV. PROPOSED CHARGING PLANNING ALGORITHM
In this section, we discuss the charging planning algorithm of the above problem OPT-D. We firstly describe the framework of the charging planning in subsection A. In subsection B, the charging path determination strategy of the three cases is designed. To get the charging time of the sensor node, the charging time determination strategy when the charging energy of the WCE is limited is proposed in subsection C. Due to the complexity of the OPT-D, a Hybrid Simulated Annealing Discrete Fireworks Algorithm (HSA-DFWA) based on DFWA and the Simulated Annealing Algorithm is proposed to get the solution of the problem in subsection D. Lastly, we show the multi-node charging planning with the energy-limited WCE by using HSA-DFWA. 
A. FRAMEWORK OF CHARGING PLANNING
The framework of the charging planning is shown in Fig. 6 . The charging planning consists of a series of continuous Charging Cycle (yellow part in Fig. 6 ). Each Charging Cycle satisfies the condition that all the cells in the network have been charged only once, and it consists of a series of continuous Charging Round and Charging Interval. The Charging Round (green part in Fig. 6 ) means that the WCE starts from the charging station, travels through a series of cell centers, stays in each cell to replenish energy to the sensor node and then returns to the charging station. At any time during this process, the moving energy and charging energy of the WCE are higher than or equals to zero, and the energy of sensor nodes is higher than E min . The Charging Interval (blue part in Fig. 6 ) refers to the vacation time at the charging station after completing a Charging Round.
In the Charging Round (p ∈ N + ) of the charging schedule R q (q ∈ N + ), the WCE will arrive at cell centers in order and charge the sensor nodes (the purple part in Fig. 6 ). The grey part in Fig. 6 is the WCE moving time. It is easy to conclude that the charging planning proposed by the reference [6] is a special case of this paper.
From Fig. 6 and (8) we can see, for Case I, the moving energy is sufficient and the charging energy is insufficient, thus we have q = 1 and τ k ≤ b k . For Case II, the moving energy is insufficient and the charging energy is sufficient. Thus, we have q > 1 and τ k = b k . For Case III, the moving 
B. CHARGING PATH DETERMINATION STRATEGY
We have discussed the overall design of the charging planning under the condition that the WCE carries limited energy. In this section, we describe the charging path determination strategy designed for the three cases as follows.
For Case I, as shown in Fig. 7(b) , since the moving energy is relatively sufficient, the path of the WCE is simple, and VOLUME 7, 2019 the WCE can visit all the cell centers containing the sensor nodes through the Hamilton loop. Because of the limited charging energy carried by the WCE, the charging time of each sensor node should be determined (will be discussed later).
For Case II, as shown in Fig. 7(c) , since the charging energy is relatively sufficient, the charging time for each sensor is simple, and the WCE can charge the sensor nodes to E max at each cell. Due to limited moving energy, the WCE cannot visit all the cell centers through the Hamilton loop. Therefore, the cells in the network should be divided into several groups. Within each group, the WCE visits all the cell centers in the group only once with the charging station as the start and end point, and then visits the next group.
For Case III, charging planning is performed when both moving energy and charging energy are limited. As shown in Fig. 7(d) , due to the limited moving energy, the WCE needs to supplement the moving energy by returning to the charging station several times. The charging energy is limited and the WCE cannot fully charge all sensor nodes at the cell, and the charging time at each cell should be determined (will be discussed later).
C. CHARGING TIME DETERMINATION STRATEGY
When the charging energy is insufficient, the WCE cannot charge all sensor nodes to E max . To determine the charging time of each sensor node, we have proposed a balanced charging energy distribution strategy of sigle-node charging planning in [24] . In this section, we extend this strategy to the multi-node charging planning.
The network lifetime is the time from the start of the network when all the sensor nodes are at the maximum energy E max to the death of the first sensor node in the network. If the energy of the sensor nodes falls below E min , the sensor nodes will die. Under the condition of the limited charging energy carried by the WCE, it is difficult to ensure that the network will survive forever. If the lifetime of all the sensor nodes in the network can be balanced as much as possible, the network lifetime can be prolonged, and the variance of the residual energy of the sensor nodes reflects the balance of the remaining energy among the sensor nodes. Each time when WCE arrives at a cell center, a remaining energy variance minimization approach will be adopted to calculate the charging time of WCE at the cell centers.
At time t, the remaining lifetime l k i (t) of sensor node s i in the cell k is
According to (8) , WCE arrive at the center of cell k at time t k , and the charging time in this cell is τ k . The remaining lifetime of the sensor nodes in cell k during time period (t k , t k + τ k ) and the remaining lifetime of sensor node s j in another cell h (h = 1, 2, . . . , |H | , h ∈ N + ) should satisfy (11) and (12), respectively.
Therefore, at time (t k + τ k ), the average remaining lifetime l (t k + τ k ) of all the sensor nodes in the network should satisfy
The variance s 2 (t k + τ k ) of the remaining lifetime of all the sensor nodes in the network at time (t k + τ k ) can be calculated by (14) . (14) is a quadratic equation about τ k . By minimizing the variance, the charging time τ k at the center of each cell can be obtained. As shown in (11), the remaining lifetime of the sensor nodes in the charged cell is a piecewise function of the charging time τ k , and it is difficult to solve equation (14) . Therefore, the cell center where the WCE stays is approximated as a virtual sensor node which can represent all the sensor nodes in the cell. All the sensor nodes in cell k are equivalent to a virtual sensor node k at the cell center. The time when WCE arrives at the cell is t k . The remaining lifetime of k at time (t k + τ k ) can be expressed as
where e k (t k ) is the remaining energy of k at time t k , p k is the energy consumption of k , and E min is the minimum energy of k . Before visualization, as for the sensor node h k i in the cell k, its remaining lifetime at time (t k + τ k ) can be expressed as follows.
As shown in (15) and (16), p k , e k (t k ) and E min are related to the sensor nodes receiving power function, so here we use the weighted mean of p k , e k (t k ) and E min as the indexes of virtual node.
The remaining lifetime of the virtual sensor node k and the remaining lifetime of the other virtual sensor node k can be calculated by following equation.
The average remaining lifetime l(t k + τ k ) of all the sensor nodes in the network at time (t k + τ k ) can be calculated as
By minimizing the variance, the charging time of each cell can be calculated, and the smooth fluctuation of the remaining lifetime among the sensor nodes can be obtained, and the remaining lifetime of the sensor nodes in the network can be balanced. However, the variance only reflects fluctuations. There is still a possibility that the variance is small but the total energy in the network falls. If this situation continues, the network will prematurely die. To solve this problem, we need to add the constraint (21) .
Compared with DFWA, the HSA-DFWA has three improvements as follows. 1 The DFWA and SA algorithm are combined to enhance the global search abilities. 2 The Metropolis Criterion is introduced to accept the inferior solutions with a certain probability. 3 The explosion operation is improved by replacing the 2-opt and 3-opt search with 4-opt search to enhance the local search abilities. Previous studies have shown that the 4-opt search is more effective than the 2-opt and 3-opt search in solving the Travelling Salesman Problem. It can significantly change the current solution without destroying the quality of the solution. Almost all the instances of TSP have achieved good effects [32] . As shown in Fig. 8, 4 -opt method randomly selects four point i, j, k and l, and removes the edges [i,
There are 6 reconnecting types of the 4-opt method according to the characteristics of the reconnection. As shown in Fig. 8, Fig. 8(a) can be seen as implemented 2-opt operation twice. The three types in Fig. 8(b) , (c) and (d) are invalid reconnections because the circuit is cut after the reconnection. Therefore, Fig. 8(e) , (f) are the types used in this paper.
The steps of the HSA-DFWA are as follows and the pseudo-code of HSA-DFWA is described in Algorithm 1. 1) Generate the fireworks population of by arranging the cells number randomly according to charging path determination strategy designed in subsection B of the three cases. 2) For each firework, compute the fitness value and the spark number. 3) Generate a new spark by using 4-opt, if the spark is better than the firework and then reserve the new spark, otherwise, accept the inferior spark according to probability of the Metropolis criterion. Repeat this step until the number of sparks meets the spark number. 4) Use 2h-opt to generate mutation sparks. 5) Select N indivuals into the next generation by using the selection strategy. 6) Repeat steps 2)-5) in each Markov length. 7) Repeat steps 2)-6) until the annealing temperature is below the minimum temperature and output the best solution.
E. CHARGING PLANNING BY USING HSA-DFWA
For a given WRSN, to get the solution of the OPT-D, the key point to obtain the best energy utility of the WCE is to find VOLUME 7, 2019 the best traveling path of the WCE and the charging time in each cell center. Therefore, we first initialize the parameters of the WRSN and generate a virtual cellular network with side length r according to the position and energy consumption rate of sensor nodes. Calculate the distance between sensor nodes and their cell center, and the distance between cell centers. Then, we compute the minimum moving and charging energy to determine the case of the given network. Finally, we conduct the Algorithm 1 to get the best traveling path of the WCE, and return the best solution. The multi-node charging planning algorithm by using HSA-DFWA is detailed in Algorithm 2.
V. SIMULATION ANALYSIS A. SIMULATION SETTINGS
We consider a WRSN with 50 sensor nodes distributed over a 1000m × 1000m area. The base station BS is located at coordinate (500m, 500m) and the charging station CS is located at the coordinate (0m, 0m). All the simulation experiments are executed by MATLAB R2016. In the simulation experiment, it is assumed that E max = 10800J, E min = 540J, v = 15m/s, U = 10W, P M = 50W and r = 2.7m.The charging efficiency function η (d) has the same parameters as those in [6] . The consumption rate p i is randomly set from 0.01W to 1W.
B. DESIGN OF SIMULATION
The simulation consists of three experiments: 1 In experiment I, we analyze the influence of the parameters of HSA-DFWA. The parameters that affect the HSA-DFWA are the annealing temperature attenuation coefficient λ (0 < λ < 1), the Markov chain length l m at each temperature and the number of fireworks. In order to analyze the influence of each parameters on the proposed algorithm, we randomly generate 20 networks, and each network with 50 randomly generated sensor nodes are completed. 2 In experiment II, we compare HSA-DFWA with MM-ANT proposed in [24] , DFWA proposed in [32] , as well as P-greedy and E-greedy algorithms. The MM-ANT algorithm, as well as P-greedy and E-greedy algorithms (will be described later). We randomly select a network from 20 networks generated in experiment I, and the results of 50 runs are done to analyze the performance of these algorithms. 3 In experiment III, we select the optimal solution obtained from HSA-DFWA in the three cases from experiment II and show the charging planning in the three cases. The MM-ANT algorithm was proposed in [24] to solve the single-node charging planning problem with energy-limited WCE. The MM-ANT algorithm was based on the MAX-MIN Ant Colony algorithm. In this paper, we studied the multinode charging planning. Therefore, we adopt the MM-ANT algorithm in our problem as a contrast.
P-greedy algorithm is a static strategy. In P-greedy, the travel path of the WCE is determined according to the Generate an initial firework w i by arranging the cells serial number randomly; 5: end if 6: if (case.flag = 2 || case.flag = 3) then 7: Generate an initial firework by arranging the cells serial number randomly; 8: Insert the service station into the initial firework to generate the firework w i when the moving energy cannot arrive at the next cell; 9: end if 10: if w i satisfied all the constraints then 11: Add w i to the population pop;
12:
end if 14: end while 15: while Te > T low do 16: for l t ← 1 to l m do 17: for each w i ∈ pop do 18: f i = g(w i ); //compute the fitness of w i .
19:
f max = max f i ; 20: end for 21: for each w i ∈ pop do compute the quantity of sparks generated by firework w i by (1); 22: for j ← 1 to sn i do 23: Explosion Operation: generate a new spark sp i by using 4-opt; 24: f j = g(sp i ); //compute the fitness of the spark. 25 :
if g < 0 then 27: Reserve the new spark sp i ;
28:
Generate a random number θ ∈ (0, 1); 30: if exp (− g/T ) > 0 then 31: Reserve the new spark sp i ; 32: end if 33: end if 34: end for 35: Mutation: use 2h-opt to generate mutation sparks; 
//compute the distance between each node and the cell center. 5: end for 6: for i ← 1 to |H | do 7: for j ← i + 1 to |H | do 8 :
end for 10: end for 11: Compute the minimum Hamilton path length L tsp of all cell centers; 12: τ min tsp = L tsp /v; //compute the minimum moving time. 13 : E M = τ min tsp * P M ; // get the minimum moving energy. 14: for k ← 1 to |H | do 15: for i ← 1 to |H k | do 16: 
end for 18: e cmax = max e c ;
19:
E C = E C + e cmax ; //compute the minimum charging energy. 20: end for 21: if (E M > E M ) and (E C < E C ) then 22: case.flag = 1; 23: else if (E M < E M ) and (E C > E C ) then 24: case.flag = 2; 25: else if (E M < E M ) and (E C < E C ) then 26: case.flag = 3; 27: end if 28: Conduct Algorithm 1 to get the solution; sort order of the energy consumption rate of sensor nodes. Specifically, we arrange all the sensor nodes in descending order by the energy consumption rate. Then, we take out the cell where the sensor node are located, and remove duplicate cells. Finally, we get the charging order. When the energy of the WCE is used up, WCE returns to the charging station to replenish energy. After that, WCE will continue to charge the other cells. When all the cells are fully charged, the charging cycle will be completed and the next charging cycle will start. E-greedy algorithm is a dynamic strategy. In E-greedy, the travel path of WCE is determined according to the remaining energy of sensor nodes. E-greedy aims to prevent sensor nodes from dying early because of consuming large amounts of energy. The WCE will preferentially charge the cells with the sensor nodes with little-remaining-energy. At the initial time, the energy of all the sensor nodes in the network is full. The cell the closest to the charging station is selected to be charged. When the WCE arrives at a cell, all the sensor nodes in the cell are charged to E max . We calculate the remaining energy of the sensor nodes in the other remaining cell and arrange them in order from low to high, and then select the cell with the lowest remaining energy. Let the WCE move to charge it.
C. RESULTS AND ANALYSIS OF SIMULATION
The results of experiment I are shown in Fig. 9, 10 and 11 . Fig.9(a), (b) and (c) show the average energy utilization of 20 experiments in case I, case II and case III, respectively. The annealing temperature attenuation parameter λ(0 < λ < 1) varies from 0.1 to 0.9 in the three cases. It can be seen from the curve that the maximum energy utilization are obtained when λ = 0.9. This is because the annealing temperature attenuation function used in this paper is a geometric attenuation. Therefore, when the value of λ is large, the attenuation is slow, which is beneficial to the optimization of the algorithm. In fact, the larger the Markov chain length is, the better the experimental result is. But it cannot be too large, for it will take a long time to get it. Fig.11(a) , (b), and (c) show the influence of the quantity of fireworks on the optimal objective value in the three cases. According to the experiments in [24] , 5-7 fireworks are suitable. This conclusion has also been verified in this paper.
In experiment II, we set the parameters of HSA-DFWA according to the optimal parameters of experiment I. And we randomly select one of the 20 networks in experiment I to accomplish experiments II. The location coordinates and energy consumption rate of the 50 sensor nodes are shown in Table 1 .
The location of cell centers and sensor nodes in each cell center are shown in Table 2 by using the cellular method. In case I, the initial moving energy is 14000J and the charging energy is 10000J. In case II, the initial moving energy is 20000J and the charging energy is 4000J. In case III, the initial moving energy is 14000J and the charging energy is 4000J. Fig. 12 HSA-DFWA, DFWA, MM-ANT, E-greedy and P-greedy. From Fig. 12 , it can be seen that the HSA-DFWA, the DFWA and the MM-ANT are superior to the P-greedy and the E-greedy. But the complexity of P-greedy and E-greedy are low, which are suitable for solving the large-scaled problem with low precision applications. The P-greedy algorithm sorts and charges the sensor nodes based on the energy consumption rate from low to high, so it will cause some sensor nodes to die early due to the lack of energy (The red cross in Fig. 12(c) ). Table 3 shows the best, worst, average and median value of these algorithms in three cases. The HSA-DFWA outperforms these algorithms. The average value of HSA-DFWA is as well as DFWA, and they are 3.6% better than MM-ANT in case I. The average value of HSA-DFWA is 0.4% and 2% better than DFWA and MM-ANT respectively in case II. The average value of HSA-DFWA is 1.9% and 3.7% better than DFWA and MM-ANT respectively in case III. Fig. 14 shows the convergence of the HSA-DFWA, DFWA and MM-ANT. It can be seen that the convergence speed of MM-ANT is faster than HSA-DFWA and DFWA, but the optimal objective value is worse than the other two algorithms.
In experiment III, the best solution in three cases of charging path, moving energy consumption and consumption are shown in Table 4 , and the number of the path is the cell number, where 0 stands for the charging station.
VI. CONCLUSION
In this paper, we studied the problem of multi-node charging planning in WRSNs. We first formulated the model of multi-node charging planning, and analyzed the shortcomings of previous studies under ideal assumptions. Then, we proposed an improved charging planning with realistic assumptions. A Hybrid Simulated Annealing Discrete Firework Algorithm and two greedy algorithms were proposed to solve the problem due to the NP-Hard complexity. The simulations show that the improved charging planning was feasible and superior to DFWA, MM-ANT, E-greedy and P-greedy algorithms. As far as we know, this is the first time to design hybrid meta-heuristic algorithm to solve the multi-node charging planning problems, which provides a new idea to this area.
Future work will focus on solving these problems as follows. In large-scale network applications, a mobile WCE cannot operation properly, therefore, the multi-WCE charging planning should be studied. Besides, some new metaheuristic algorithms should be adopted to deal with the charging planning problems.
APPENDIX THEOREM PROOF
Under realistic condition, the energy of WCE is sufficient. Because of the sufficient moving energy carried by WCE, the charging path is a Hamilton loop. Due to the sufficient charging energy, the WCE is able to replenish all the sensor nodes in the cell to E max when it reaches the cell center. When the WCE arrives at the kth cell center, the time of staying in the cell is τ k . Then, sensor node h k i will be charged to the maximum energy. For a sensor node in the cell, the energy consumed in one cycle should be less than or be equal to the energy to be supplemented. For the cell, the charging time of the WCE is the time when all sensor nodes are charged to E max , so we have
Therefore, τ k satisfies
According to (6) , the total time T satisfies T = τ As shown in (24) , T is minimum when the vacation time equals to 0 (τ vac = 0). If the T is less than this value, the vacation time will be less than 0 and the charging planning cannot be completed.
For sensor node h k i , the replenished energy is the maximum when the WCE reaches the cell and the energy of the sensor node is just the critical value (E min ). However, there is only one charging time for each sensor node in each cycle. Thus, we have (26) According to (23) and (26), we have
For each sensor node, equation (27) needs to be satisfied, so we have
If the cycle time T exceeds this upper limit, sensor nodes will die. According to (24) and (28) 
To sum up, Theorem can be proved.
