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EMPIRICAL DISTRIBUTIONS, GEODESIC LENGTHS,
AND A VARIATIONAL FORMULA IN FIRST-PASSAGE
PERCOLATION
ERIK BATES
Abstract. This article resolves, in a dense set of cases, several open
problems concerning geodesics in i.i.d. first-passage percolation on Zd.
Our primary interest is in the empirical measures of edge-weights observed
along geodesics from 0 to nξ, where ξ is a fixed unit vector. For various
dense families of edge-weight distributions, we prove that these measures
converge weakly to a deterministic limit as n→∞, answering a question
of Hoffman. These families include arbitrarily small L∞-perturbations
of any given distribution, almost every finitely supported distribution,
uncountable collections of continuous distributions, and certain discrete
distributions whose atoms have any prescribed sequence of probabilities.
Moreover, the constructions are explicit enough to guarantee examples
possessing certain features, for instance: both continuous and discrete
distributions whose support is all of [0,∞), and distributions given by
a density function that is k-times differentiable. All results also hold
for ξ-directed infinite geodesics. In comparison, we show that if Zd is
replaced by the infinite d-ary tree, then any weight distribution admits
a unique limiting empirical measure along geodesics. In both the lattice
and tree cases, our methodology is driven by a new variational formula
for the time constant, which requires no assumptions on the edge-weight
distribution. Incidentally, this variational approach also allows us to
obtain new convergence results for geodesic lengths, which have been
unimproved in the subcritical case since the seminal 1965 manuscript of
Hammersley and Welsh.
Contents
0. Outline of paper 2
1. Introduction: definitions and main questions 4
2. Variational formula for the time constant 13
3. Applications of variational formula: main results and their proofs 17
4. First-passage percolation on d-ary tree 29
5. Negative weights and passage times along geodesics 31
6. Construction of the constraint set 60
7. Proof of variational formula 75
8. Proof of empirical measure convergence in tree case 84
9. Acknowledgments 87
References 88
List of symbols 91
2010 Mathematics Subject Classification. 60K35, 60K37, 60J80, 82B43.
Key words and phrases. First-passage percolation, empirical measure, time constant,
variational formula, geodesic length, branching random walk.
This research was partially supported by NSF grant DMS-1902734.
1
ar
X
iv
:2
00
6.
12
58
0v
1 
 [m
ath
.PR
]  
22
 Ju
n 2
02
0
2 ERIK BATES
0. Outline of paper
In a broad view, this article proposes a method for studying asymptotic
properties of geodesics in first-passage percolation (FPP). We are motivated
by several well-known open problems. Chief among these is the following
question: as the endpoint of a geodesic is brought to infinity in a fixed
direction, does the empirical measure of edge-weights appearing along the
path converge weakly to some limit? In brief, we show in Section 3.2 that the
answer is yes for edge-weight distributions belonging to any one of a variety of
dense collections. Rather than rush the reader to these statements, we provide
here a roadmap which highlights our methodology and its implications for
other long-standing problems in FPP. On the other hand, for the fastest
possible entry into our main results, see Theorem 1.12 after reading (1.9)
and Definition 1.9.
For the purposes of this outline, we use the following notation despite
having not yet defined the model: τe ≥ 0 is an edge-weight, L is the law of
τe, and F its distribution function. For a unit vector ξ, the time constant in
the ξ-direction is µξ. The geodesics under consideration are either finite and
between 0 and [nξ] (with n→∞), or infinite and ξ-directed. Finally, pc(Zd)
is the critical probability for Bernoulli bond percolation on Zd. A complete
list of symbols is provided on page 91.
Section 1 (Introduction: definitions and main questions). The FPP
model is formally defined in Section 1.1, the time constant µξ in Section 1.2,
and geodesics in Section 1.3. After these preliminaries, Section 1.4 introduces
the notion of empirical measures and the main motivation for this article:
Question 1.5, which was paraphrased above. We also offer a first example:
• Theorems 1.6 and 1.13: If F (0) ≥ pc(Zd), then empirical measures
along geodesics converge weakly to the Dirac delta mass at 0.
On the other hand, if 0 < F (0) < pc(Zd), then variability in the number of
zero-weight edges prevents convergence of empirical measures; we thus turn
our focus to empirical measures of only the positive-weight edges, rephrasing
Question 1.5 as Question 1.8. Before developing our approach to answering
these questions, we discuss in Section 1.5 the related matter of geodesic
lengths. The following statements are proved in Section 3.2.1 en route to
our main results concerning empirical measures:
• Theorem 1.25: Replace every edge-weight τe by τe+h. Then the scaled
geodesic length converges for all but countably many h > 0.
• Theorem 1.26: Replace every τe by τe + h1{τe>0}. The scaled number
of positive-weight edges converges for all but countably many h > 0.
The first theorem was originally obtained in restricted cases by Hammersley
and Welsh [32]. Partial removals of the restrictions have only been realized by
improved generality for the time constant; a modern version using a minimal
moment assumption is given by Krishnan, Rassoul-Agha, and Seppa¨la¨inen
[42]. Our version has removed all restrictions.
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Meanwhile, the second theorem is a new observation. By allowing for
an atom at zero, it works to make progress on the following open problem
discussed in Example 1.18. If 0 < F (0) < pc(Zd), does the scaled length of
the shortest geodesic from 0 to [nξ] converge? In both theorems, however,
the perturbation of τe introduces a “mass gap” above 0. We will give the
first proof that this gap is not a necessary feature, a fact that is unachievable
from the approach of Hammersley and Welsh.
• Theorem 1.28: There exist edge-weight distributions satisfying F (h) >
F (0) for all h > 0, such that the scaled geodesic length converges.
Section 2 (Variational formula for time constant). The manuscript’s
theoretical engine is a new variational formula for µξ, stated in (2.6) as part
of Theorem 2.1. This formula is advantaged in three key ways: it requires
no assumptions on L, it minimizes a linear functional, and the underlying
constraint set has no dependence on L. These features combine with the
following fact (stated imprecisely) to make for an evidently useful tool in
studying asymptotic properties of geodesics:
• Theorem 2.3: If F (0) < pc(Zd), then every sequence of geodesics admits
a subsequence whose empirical measures converge to a minimizer of
(2.6). An analogous statement holds for infinite ξ-directed geodesics.
Section 3 (Applications: main results and their proofs). As will be
described in Section 2.2, our perspective is to view τe as some deterministic
function τ(Ue) of a uniform random variable Ue on [0, 1]. The simple but
crucial observation—stated as Lemma 3.1—is that the variational formula
(2.6) is concave in the (nonnegative) function τ . It is then not difficult to
prove that empirical measures along geodesics have a unique limit when τ
belongs to any of the following families:
• Theorem 3.7: almost every function taking finitely many values.
• Theorem 3.9: various functions taking countably many values.
• Theorem 3.16: a dense Gδ subset of Ck([0, 1], [0,∞)) for any k ≥ 0.
• Theorem 3.19: a dense Gδ set of L∞-perturbations of any given τ .
See Remarks 3.8, 3.14, 3.15, 3.21 and Examples 3.10, 3.11, 3.17, 3.20 for
further interpretation.
Section 4 (First-passage percolation on d-ary tree). If the lattice Zd
is replaced by the infinite complete d-ary tree Td, then the constraint set for
our variational formula is a sublevel set of relative entropy. In particular,
this set is strictly convex and so admits a unique minimizer. This allows us
completely answer Question 1.5 in the tree case:
• Theorem 4.1: In FPP on Td, any weight distribution admits a unique
limit for the empirical measures along geodesics.
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Section 5 (Negative weights and passage times along geodesics).
Of possible independent interest are three utilitarian results. The first of
these allows us to handle edge-weight distributions supported at 0, the second
permits us to forgo any moment assumption, and the third enables us to
parlay results about finite geodesics into ones about infinite geodesics.
• Proposition 5.1: If F (0) < pc(Zd), then a shape theorem holds even if
edge-weights are perturbed slightly in the negative direction.
• Proposition 5.4: Passage times along geodesics between 0 and [nξ] scale
to the time constant µξ once a small number of edges are removed.
• Proposition 5.6: When appropriately scaled, the passage time along
any ξ-directed infinite geodesic converges to µξ.
These statements are not novel in spirit, but were unavailable from the
literature in their present form. The proofs are largely independent from the
rest of the paper and use mostly standard tools.
Sections 6, 7, and 8 (Remaining proofs). The constraint set for the
variational formula is constructed in Section 6, and then Section 7 proves the
actual formula in tandem with Theorem 2.3. Finally, the proof of Theorem
4.1 is given in Section 8 and incidentally leads to the following deterministic
statement unrelated to FPP:
• Theorem 8.3: If a sequence of probability measures on [0, 1] converges
weakly, and the relative entropy of each measure with respect to
some fixed Radon probability measure is uniformly bounded, then the
sequence converges strongly.
I have not been able to locate any previous observation of this fact.
1. Introduction: definitions and main questions
1.1. First-passage percolation model. Let E(Zd) denote the undirected
edges of the integer lattice Zd, d ≥ 2. Consider a family of i.i.d. nonnegative
random variables {τe : e ∈ E(Zd)}, called the edge-weights, defined on some
complete probability space (Ω,F ,P). The shared law will be denoted by L,
and the associated distribution function will be written as
F (t) := P(τe ≤ t) = L((−∞, t]). (1.1)
For each pair x, y ∈ Zd, let P(x, y) denote the collection of all self-avoiding
nearest-neighbor paths starting at x and ending at y. (A path is viewed as a
set of edges.) The passage time between x and y is the random quantity
T (x, y) := inf
γ∈P(x,y)
T (γ), where T (γ) :=
∑
e∈γ
τe. (1.2)
We allow the empty path in P(x, x) so that T (x, x) = 0. So that we are not
restricted to integer coordinates, for general x ∈ Rd we will write [x] to denote
the unique element of Zd such that x ∈ [x] + [0, 1)d. With this notation, we
take P(x, y) = P([x], [y]) for x, y ∈ Rd, so that T (x, y) = T ([x], [y]).
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1.2. Time constant and limit shape. A classical result is the existence
of a time constant, which records the law of large numbers for passage times
between 0 and [nv]. In the theorem quoted below, pc(Zd) denotes the critical
probability for bond percolation on Zd.
Theorem A. [37, Thm. 3.1, Thm. 6.1] For any v ∈ Rd, there is a constant
µv = µv(L) ∈ [0,∞) such that
T (0, nv)
n
→ µv in probability as n→∞. (1.3)
Furthermore, µv > 0 if and only if F (0) < pc(Zd).
If F (0) < pc(Zd), then v 7→ µv is a norm on Rd, and the unit ball
B0 := {v ∈ Rd : µv ≤ 1} under this norm is called the limit shape. If instead
F (0) ≥ pc(Zd), then µv = 0 for all v, in which case B0 = Rd. In either case,
we have µαv = αµv for any α ≥ 0, and so µ(·) is completely determined by
its values on the unit sphere Sd−1. Therefore, we will henceforth restrict our
attention to any fixed unit vector ξ ∈ Sd−1.
Remark 1.1. It is common in FPP to restrict attention to the case when ξ
is equal to e1, the first standard basis vector. In order to make our results
available for general directions, we will not afford ourselves this convenience.
Consequently, one annoying detail is that the location [nξ] can change at non-
integer values of n, and in no periodic fashion. To avoid rogue subsequences,
we specify now that all limits as n→∞ hold even if n varies continuously ,
unless n is explicitly declared an integer. We continue to use the symbol n
only to match standard notation, and the reader is encouraged to imagine
that n is a positive integer. Indeed, nothing is lost conceptually in doing so,
as most quantities we consider will change at only countably many values of
n. In any case, the symbols i, j, k, `, will always denote integers.
1.3. Geodesics, finite and infinite. We say that γ ∈ P(x, y) is a geodesic
if T (γ) = T (x, y); that is, γ achieves the infimum in (1.2). Let Geo(x, y)
denote the set of all geodesics between [x] and [y]. To give our results context,
it is important to know that geodesics actually exist.
Theorem B ([62, Cor. 1.3], [37, Sec. 9.23], [66, Thm. 2]). Almost surely,
Geo(x, y) is nonempty for all x, y ∈ Zd, provided one of the following holds:
(a) d = 2;
(b) F (0) < pc(Zd);
(c) F (0) > pc(Zd);
(d) F (0) = F (h) for some h > 0.
Remark 1.2. For d ≥ 3, it remains a long-standing open problem to prove
the existence of geodesics if F (0) = pc(Zd) without further assumptions.
There does exist a sufficient condition for existence (see [67, Thm. 8.1.8]
and [7, pg. 74]), although all the scenarios currently known to satisfy this
condition are already included above in (a) or (d). Nevertheless, in the very
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special cases for which Theorem B is not known, the results of this paper
concerning geodesics can be read as conditional on their existence. The same
comment applies to infinite geodesics, which are discussed below.
Remark 1.3. I am not aware of any written proof for case (d), but it
is essentially trivial: Take any sequence of paths γk ∈ P(x, y) such that
T (γk) ↘ T (x, y) as k → ∞. If |γk| does not diverge to ∞, then there is
some γ ∈ P(x, y) equal to γk for infinitely many k, and so T (γ) = T (x, y).
Otherwise, take some pair of edges ex1 and e
y
1, containing x and y respectively,
that appear as the first and last edges of γk for infinitely many k. After
passing to a subsequence of such k, we can identify ex2 and e
y
2, adjacent
to ex1 and e
y
1 respectively, that appear simultaneously in infinitely many
γk. Repeating this indefinitely, we will identify infinite paths γ
x and γy
starting at x and y. Since |γk| → ∞, these paths will never intersect, and
so T (γx) + T (γy) = T (x, y). Because τe ≥ h whenever τe > 0, each of γx
and γy can only use finitely many nonzero-weight edges; in particular, both
paths eventually enter an infinite connected cluster of zero-weight edges. As
this cluster is almost surely unique (e.g. [29, Thm. 8.1]), we can link the two
points of entry (via zero-weight edges) to form a finite path γ of passage
time T (γ) = T (x, y).
An infinite path of the form Γ = {e1, e2, . . . }, where e1 is incident with e2,
e2 with e3, and so on, is an infinite geodesic if for each `, the subpath
Γ(`) := {e1, . . . , e`} (1.4)
is a finite geodesic. Let us write x` for the vertex shared by e` and e`+1.
Then Γ is said to be ξ-directed if x`/‖x`‖2 → ξ as `→∞. More generally,
for Ξ ⊂ Sd−1, we say Γ is Ξ-directed if the limit points of the sequence
(x`/‖x`‖2)`≥1 are contained in Ξ.
It is known in d = 2 that for each linear face of the limit shape B0,
corresponding say to the directions Ξ ⊂ S1, there is at least one Ξ-directed
geodesic starting at the origin [20, Thm. 1.1]. For a conjectural picture and
the most recent results, the reader is referred to [1, 2, 12].
Remark 1.4. The methods of this paper could be adapted to last-passage
percolation (LPP) and potentially other stochastic optimization models. In
one respect, the LPP setting is simpler than FPP, as the paths under consid-
eration all have the same length: see [49] for a definition. Consequently, more
is known regarding the existence and coalescence of infinite geodesics than in
FPP; for the state of the art, see [35] and references therein. On the other
hand, (1+1)-dimensional LPP admits integrable models whose rich algebraic
structure or stationarity properties allow for much finer asymptotic analysis.
For one such case, similar objectives as those of this paper are pursued by
Sly and Zhang [56]; the methods, however, are very different. Whereas we
develop results for abstract dense collections of weight distributions, [56]
focuses on a fixed, exactly solvable model.
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1.4. Empirical measures associated to paths. For a topological space
T with its Borel sigma-algebra B, a measurable f : T→ R, and a measure ν
on (T,B), let us write
〈f, ν〉 :=
ˆ
T
f(t) ν(dt). (1.5)
Recall that a net of finite measures (να) on (T,B) is said to converge weakly
to ν, and we write να ⇒ ν, if
lim
α
〈ϕ, να〉 = 〈ϕ, ν〉 for every bounded, continuous ϕ : T→ R.
Let P denote the space of Borel probability measures on [0,∞), equipped
with the topology of weak convergence. Given a realization of the edge-
weights τe, each finite, nonempty path γ can be associated to an element of
P, namely the following empirical measure:
νˆγ :=
1
|γ|
∑
e∈γ
δτe , (1.6)
where |γ| is the length of γ (the number of edges it contains), and δt is the
Dirac delta measure at t ∈ [0,∞). In this notation, the passage time along γ
can be expressed as
T (γ) = |γ|
ˆ ∞
0
t νˆγ(dt) = |γ|〈t, νˆγ〉. (1.7)
The main purpose of this paper is to address the following question, a version
of which was raised by C. Hoffman during a 2015 workshop at the American
Institute of Mathematics [4]. Recall that ξ denotes a unit vector.
Question 1.5. If γn ∈ Geo(0, nξ), does νˆγn converge weakly as n→∞?
Our answer is generically yes, where “generically” is given a variety of
meanings in Section 3.2. Nevertheless, we should be clear from the outset
that exceptional scenarios do exist (see Remark 3.8), a fact which makes
Question 1.5 all the more intriguing. For a straightforward first example,
though, we look to the so-called critical and supercritical cases.
Theorem 1.6. If F (0) ≥ pc(Zd), then almost surely the following holds for
any sequence (xk)k≥1 in Zd such that ‖xk‖2 →∞:
νˆγk ⇒ δ0 as k →∞, for any choice of γk ∈ Geo(0, xk).
Indeed, Theorem 1.6 is fairly clear if (1.3) is known to hold almost surely,
for then it is not difficult to deduce νˆγn ⇒ δ0 from (1.7).1 But absent any
moment assumption on τe, the ratio T (0, nξ)/n may actually be unbounded in
n. Fortunately, Proposition 5.4 says we can recover almost sure convergence
to the time constant by deleting O(1) many edges from the beginnings of
1The convergence in (1.3) is almost sure if and only if Emin(τ (1)e , . . . , τ (2d)e ) <∞, where
τ
(1)
e , . . . , τ
(2d)
e are i.i.d. copies of τe, at least when v has rational coordinates [7, Lem. 2.3].
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geodesics, and o(nε) many edges from the ends. The simple proof of Theorem
1.6 can then be carried out in all cases, as we do in Theorem 7.1(c1).
Example 1.7 (Supercritical nonzero atom). A situation similar to Theorem
1.6 can occur in certain directions when there is b > 0 such that
F (b) > 0 and F (b−) = 0. (1.8)
Namely, if F (b) exceeds the critical probability for oriented bond percolation
on Z2, then µξ = b‖ξ‖1 for all ξ within the so-called percolation cone (see
[25]). This corresponds to a flat edge in the limit shape, as discovered
by Durrett and Liggett [26, Thm. 9] and identified precisely by Marchand
[48, Thm. 1.3]. Considering that (1.8) implies every γ ∈ P(0, x) satisfies
T (γ) ≥ b‖x‖1, the equality µξ = b‖ξ‖1 forces νˆγn → δb for any choice of
γn ∈ Geo(0, nξ).
With the critical and supercritical cases resolved in Theorem 1.6, we can
focus on answering Question 1.5 in the subcritical regime. But first we
need to account for the complication created by an atom at zero. Indeed,
when 0 < F (0) < pc(Zd), Question 1.5 has a negative answer for the reason
that a geodesic will occasionally pass through a box consisting entirely of
zero-weight edges. By following either longer or shorter routes through such
boxes, the geodesic can raise or lower the proportion of its edges which have
weight 0. Recent work of Krishnan, Rassoul-Agha, and Seppa¨la¨inen [42]
makes this idea precise, to the effect of extending results from [58].
This discussion leads us to ask a refined version of Question 1.5. Let us
define the following empirical measure, modified from (1.6) to now include
only nonzero-weight edges:
νˆ+γ :=
1
|{e ∈ γ : τe 6= 0}|
∑
e∈γ: τe 6=0
δτe . (1.9)
We take the convention that νˆ+γ is the zero measure if τe = 0 for all e ∈ γ.
Question 1.8. If F (0) < pc(Zd) and γn ∈ Geo(0, nξ), does νˆ+γn converge
weakly as n→∞?
Notice that νˆ+γ = νˆγ when F (0) = 0, in which case Questions 1.5 and 1.8
are equivalent. So let us make the following definition, recalling that L ∈P
is the law of τe.
Definition 1.9. For ξ ∈ Sd−1, we will write L ∈Pemp(ξ) if either
(a) F (0) ≥ pc(Zd); or
(b) F (0) < pc(Zd) and there is a deterministic measure νˆ+ = νˆ+(L, ξ) ∈P
such that, almost surely we have the following weak convergence:
νˆ+γn ⇒ νˆ+ as n→∞, for any choice of γn ∈ Geo(0, nξ).
Example 1.10. Any distribution of the form L = pδ0 + (1 − p)δt, with
p ∈ (0, 1) and t > 0, trivially belongs to Pemp(ξ). Indeed, either p ≥ pc(Zd)
or νˆ+γn = δt for all n large enough that T (0, nξ) > 0.
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After introducing in Section 2 a variational formula for the time constant,
we will state and prove several results in Section 3 to the effect that Pemp(ξ)
is dense in P. Here is one result that already shows this fact, where “dense”
is with respect to the topology of weak convergence.
Theorem 1.11. Fix any ξ ∈ Sd−1 and p0, p1, . . . , pN ∈ [0, 1] satisfying∑N
i=0 pi = 1. For Lebesgue-almost every (t1, . . . , tN ) ∈ (0,∞)N , we have
p0δ0 +
∑N
i=1 piδti ∈Pemp(ξ).
This result is later stated and proved as Theorem 3.7. Our other main
results, namely Theorems 3.9, 3.16, 3.19, manifest further dense families
belonging to Pemp(ξ). Their exact statements, however, are best read after
we have introduced certain notations related to the variational formula,
hence our postponing these results until Section 3.2. Nevertheless, they allow
us to make the following, stronger denseness statement. Said in the most
concise way, it establishes that Pemp(ξ) is dense in P with respect to the
∞-Wasserstein distance.
Theorem 1.12. Fix any ξ ∈ Sd−1. For every edge-weight distribution
L ∈P and every ε > 0, there is L′ ∈Pemp(ξ) that can be coupled with L
using random variables X ∼ L and Y ∼ L′ satisfying
|X − Y | ≤ ε and X = 0 ⇐⇒ Y = 0.
Finally, one can extend Questions 1.5 and 1.8 to infinite geodesics, and we
address the case when these geodesics have the correct asymptotic direction.
Recall the notation Γ(`) = {e1, . . . , e`} from (1.4), and let Geo∞ be the set of
all infinite geodesics. First, we have the following analogue of Theorem 1.6.
Theorem 1.13. If F (0) ≥ pc(Zd), then almost surely
νˆΓ(`) ⇒ δ0 as `→∞, for every Γ ∈ Geo∞.
Remark 1.14. If d = 2 and F (0) > pc(Z2) = 1/2, then it is not difficult to
reason that all infinite geodesics eventually consist of entirely zero-weight
edges (because the complement of the infinite open cluster has no infinite
component). This statement holds also for d ≥ 3 so long as F (0) is sufficiently
close to 1 [30], although it is not clear if the eventually-always-zero property
of geodesics is in effect whenever F (0) > pc(Zd). When F (0) = pc(Zd), the
existence of infinite geodesics is itself unclear.
Given Theorem 1.13, it makes sense to extend Definition 1.9 as follows.
For ξ ∈ Sd−1, let Geo∞(ξ) denote the set of all ξ-directed infinite geodesics.
Definition 1.15. For ξ ∈ Sd−1, we will write L ∈P∞emp(ξ) if either
(a) F (0) ≥ pc(Zd); or
(b) F (0) < pc(Zd) and there is a deterministic νˆ+∞ = νˆ+∞(L, ξ) ∈P such
that, almost surely we have
νˆ+
Γ(`)
⇒ νˆ+∞ as `→∞, for every Γ ∈ Geo∞(ξ).
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It seems reasonable to believe that Pemp(ξ) = P∞emp(ξ) with νˆ+ = νˆ+∞.
While we are unable to show this in general, the aforementioned dense families
identified in Section 3.2 also belong to P∞emp(ξ). In particular, Theorem 1.12
still holds if we demand L′ ∈Pemp(ξ) ∩P∞emp(ξ). Finally, for comparison:
Example 1.16. In [14, pg. 673], Chaika and Krishnan exhibit a stationary
ergodic FPP model admitting infinite geodesics with neither an asymptotic
direction nor a limiting empirical measure.
1.5. Lengths of geodesics. Here we discuss a problem very much related
to Question 1.5. The following question was posed by M. Damron, also at
the 2015 AIM workshop [4]. Its origins can be traced back to the landmark
paper of Hammersley and Welsh [32, Sec. 8.2] credited with initiating the
study of FPP. The problem was also promoted in the early work of Smythe
and Wierman [57, Chap. VIII], and more recently in [7, Question 4.1.4].
Question 1.17. If γn ∈ Geo(0, nξ), does |γn|/n converge as n→∞?
Just as we did with Question 1.5, we will refine our inquiry after first
noting some counterexamples.
Example 1.18 (Non-critical atom at zero). If F (0) > 0, then the answer
to Question 1.17 is no. This is by the same discussion as preceded (1.9).
Nevertheless, one can instead consider the quantities
Nξn := inf{|γ| : γ ∈ Geo(0, nξ)}, Nξn := sup{|γ| : γ ∈ Geo(0, nξ)}. (1.10)
In the case F (0) > pc(Zd), Zhang [66, Thm. 4] showed that n−1Ne1n converges
to a deterministic constant, improving previous results from [65, 68]. The
case 0 < F (0) < pc(Zd) remains unsettled.
Example 1.19 (Critical atom at zero). For d = 2 and F (0) = pc(Z2) =
1/2, it was recently shown by Damron and Tang [23] that geodesics have
superlinear length, verifying a conjecture of Kesten [37, Sec. 9.24].
To motivate our next definition, consider the unsettled case mentioned
in Example 1.18. While this problem remains challenging, one possible
approach is to study the decomposition |γ| = |γ|0 + |γ|+, where
|γ|0 := |{e ∈ γ : τe = 0}|, |γ|+ := |{e ∈ γ : τe > 0}|. (1.11)
One can hope (possibly falsely) that the convergence of Nξn/n holds at least
when L belongs to the following class.
Definition 1.20. For ξ ∈ Sd−1, we will write L ∈ Plength(ξ) if there is a
deterministic constant λ = λ(L, ξ) such that, almost surely,
lim
n→∞
|γn|+
n
= λ for any choice of γn ∈ Geo(0, nξ).
For completeness, we include the following (partial) companion result to
Theorem 1.6. A short proof can be found in Section 7.4. The supercritical
case is a straightforward consequence of [66, Thm. 1], and the second scenario
is easy once we have Proposition 5.4. The general critical case remains open.
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Theorem 1.21. If F (0) > pc(Zd) or F (0) = F (h) = pc(Zd) for some h > 0,
then almost surely the following holds for any sequence (xk)k≥1 in Zd such
that ‖xk‖2 →∞:
lim
k→∞
|γk|+
‖xk‖2 = 0 for any choice of γk ∈ Geo(0, xk). (1.12)
In particular, L ∈Plength(ξ) for every ξ ∈ Sd−1, with λ = 0.
Remark 1.22. If τe is bounded and F (0) = F (h) = pc(Zd) for some h > 0,
then it is immediate from [16, Thm. B] that |γn|+ = O(nε) for all ε > 0. See
also [38, Rmk. 3]. If we further assume d = 2, then |γn|+ is approximately
log n [15, 39, 22], and there is a related body of work on the triangular
lattice. For Bernoulli(1/2) site weights, Yao [63, 64] proved an explicit limit:
|γn|+/ log n converges to 1/(
√
3pi) in probability but not almost surely. To
obtain the latter, one needs to instead consider the point-to-line passage
time (rather than point-to-point), and for this quantity a universality result
was obtained by Damron, Hanson, and Lam [21].
When F (0) < pc(Zd), Question 1.17 is simply a relaxation of Question
1.8. This is intuitively clear from (1.7): if a sequence of geodesics admits a
limiting empirical measure, then T (γn)/n→ µξ implies |γn|/n must converge
as well. We make this precise in the following lemma, the proof of which can
be found in Section 7.4. In the interest of generality, we state the result for
any sequence (nk)k≥1 of real numbers such that nk →∞ as k →∞, rather
than insisting on a geodesic for every n. See also Remark 7.5.
Lemma 1.23. If F (0) < pc(Zd), then with probability one the following
implications hold for every ξ ∈ Sd−1, any sequence of real numbers (nk)k≥1
tending to +∞, and any choice of γnk ∈ Geo(0, nkξ):
νˆγnk ⇒ νˆ as k →∞ =⇒ limk→∞
|γnk |
nk
=
µξ´∞
0 t νˆ(dt)
, (1.13)
and
νˆ+γnk
⇒ νˆ+ as k →∞ =⇒ lim
k→∞
|γnk |+
nk
=
µξ´∞
0 t νˆ
+(dt)
. (1.14)
Example 1.24. As in Example 1.10, consider L = pδ0 + (1 − p)δt with
t > 0 and p < pc(Zd). In this case, for every path γ we have T (γ) = t|γ|+,
and for γn ∈ Geo(0, nξ) we have T (γn)/n→ µξ as n→∞. It follows that
|γn|+/n → µξ/t, in agreement with (1.14). Furthermore, if we identify a
sequence (nk)k≥1 such that νˆγnk ⇒ νˆ, where νˆ = (1 − p′)δ0 + p′δt, then|γnk |+/|γnk | → p′. Hence |γnk |/nk → µξ/(tp′), in agreement with (1.13).
The crucial consequence of Lemma 1.23 is the following implication:
F (0) < pc(Zd), L ∈Pemp(ξ) =⇒ L ∈Plength(ξ). (1.15)
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In particular, the upcoming results of Section 3.2 will provide many examples
of L ∈Plength(ξ). Having relaxed to Question 1.17, though, we are able to
obtain stronger results: Theorems 1.25 and 1.26 stated below.
If F (0) = 0, then |γn|+ = |γn|, and so determining whether or not L
belongs to Plength(ξ) is equivalent to answering Question 1.17. In this
case, there is the following theorem due essentially to Hammersley and
Welsh [32, Thm. 8.2.3], with refinements given by Smythe and Wierman
[57, Thm. 7.9 and 8.2] and more recently by Krishnan, Rassoul-Agha, and
Seppa¨la¨inen [42]. The result as stated here offers a further improvement,
namely the elimination of all moment assumptions. For h ∈ R, denote by
L ⊕ h the law of τe + h.
Theorem 1.25. Fix any ξ ∈ Sd−1. For every L ∈ P, there are at most
countably many values of h > 0 for which L ⊕ h /∈Plength(ξ).
Unfortunately, Theorem 1.25 says nothing about the case h = 0. In
particular, the open problem from Example 1.18 remains unaddressed, since
L ⊕ h clearly has no atom at zero when h > 0. Nevertheless, by considering
|λn|+ instead of |λn|, we are able to obtain examples of L ∈Plength(ξ) with
F (0) > 0. This offers a simple but apparently new shift in paradigm with
respect to Question 1.17. Let L ⊕ h1{t>0} denote the law of τe + h1{τe>0}.
Theorem 1.26. Fix any ξ ∈ Sd−1. For every L ∈ P, there are at most
countably many values of h > 0 for which L ⊕ h1{t>0} /∈Plength(ξ).
Remark 1.27. Note that geodesics do exist in the environments generated
by both L ⊕ h and L ⊕ h1{t>0}. In the first case, we have F (0) = 0; in
the second, F (0) = F (h). Hence parts (b) and (d) of Theorem B apply.
Furthermore, if F (0) < pc(Zd), then Proposition 3.3 will allow us to extend
Theorems 1.25 and 1.26 to h > −h, where h is a small positive number
depending on L and d.
In Theorems 1.25 and 1.26, the price paid to guarantee membership in
Plength(ξ) is introducing a “mass gap” above zero, i.e. F (h) = F (0) for
some h > 0. Given that the only affirmative cases to date for Question 1.17
have come from the argument of Hammersley and Welsh, there have been
no examples of distributions belonging to Plength(ξ) without this gap. The
following result fills this void.
Theorem 1.28. For any ξ ∈ Sd−1 and any p0 ∈ [0, 1]\{pc(Zd)}, there exists
L ∈Plength(ξ) such that F (0) = p0 and F (h) > p0 for all h > 0.
The edge-weight distributions claimed here include both discrete and
continuous distributions, or even a combination of the two: see Examples
3.10, 3.20 and Remark 3.21, respectively. For p0 < pc(Zd), the proof of
Theorem 1.28 is to simply pair these examples, which actually show that
L belongs to Pemp(ξ), with (1.15). If F (0) > pc(Zd), then Theorem 1.21
automatically gives L ∈Plength(ξ).
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2. Variational formula for the time constant
2.1. Coupling the environment to uniform variables. Recall that L is
the law of τe, and F is the associated distribution function. Our variational
formula arises from viewing the environment (τe)e∈E(Zd) as given by
τe = τ(Ue), (2.1)
where τ : [0, 1] → [0,∞) is measurable, and (Ue)e∈E(Zd) is a collection of
i.i.d. uniform [0, 1]-valued random variables supported on (Ω,F ,P). Our
assuming such a coupling poses no loss of generality, for if τ is equal to2
F−1(u) := inf{t ∈ R : F (t) ≥ u}, (2.2)
then τ(Ue) does indeed have F as its distribution function. In other words,
if Λ denotes Lebesgue measure on [0, 1], then L has been realized as the
pushforward measure τ∗(Λ), defined by
[τ∗(Λ)](B) := Λ(τ−1B), measurable B ⊂ [0,∞).
The representation (2.1) with τ = F−1 has occasionally been used to couple
passage times for different edge-weight distributions (e.g. [17, Sec. 2], [19,
pg. 811], and [37, pg. 226]). But here—and this is crucial—we allow F−1 to
be replaced by any other τ such that τ∗(Λ) = L. Moreover, the underlying
Ue’s will be more than just a technical device for us; we will reduce questions
about empirical measures to questions about the family (Ue)e∈E(Zd).
2.2. Statement of theorem. Ignoring technical details, the idea for our
variational formula is as follows. For simplicity, we assume ξ = e1. Associate
to each γ ∈ P(0, ne1) an empirical measure with respect to the Ue’s:
σγ :=
1
n
∑
e∈γ
δUe . (2.3)
Note that we have scaled by n instead of |γ|. The reason for doing so is that
under the coupling (2.1), we now have
T (γ)
n
=
ˆ 1
0
τ(u) σγ(du) = 〈τ, σγ〉.
In this notation, the time constant can be expressed as
µe1 = limn→∞
T (0, ne1)
n
= lim
n→∞ infγ∈P(0,ne1)
〈τ, σγ〉.
Now we have the luxury of working with measures on the compact set
[0, 1]. In particular, given any choice of γn ∈ Geo(0, ne1), there exists some
sequence (γnk)k≥1 such that σγnk converges weakly to some measure σ∞.
From this we obtain
〈τ, σ∞〉 = lim
k→∞
〈τ, σγnk 〉 = µe1 . (2.4)
2If τe is unbounded, then F
−1(1) =∞, but one can choose an arbitrary value for τ(1)
without changing the distribution of τ(Ue).
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But we could have used the same compactness trick with any sequence of
paths, not just geodesics. So if we define Re1∞ as the set of all (finite) positive
measures σ∞ on [0, 1] that can be obtained as a limit σγnk ⇒ σ∞ for some
sequence of paths γnk ∈ P(0, nke1), then in general we have
〈τ, σ∞〉 = lim
k→∞
〈τ, σγnk 〉 = limk→∞
T (γnk)
nk
≥ µe1 . (2.5)
Viewing (2.4) and (2.5) together, we deduce
µe1 = inf
σ∞∈Re1∞
〈τ, σ∞〉.
In order for this variational formula to be useful, however, we need to know
thatRe1∞ is a deterministic set. This fact is established in Theorem 6.4. While
the technical aspects of the proof are somewhat delicate, little intuition is lost
in regarding this fact as nothing more than a consequence of Kolmogorov’s
zero-one law.
To now make this discussion formal, let Σ be the set of finite, positive Borel
measures σ on [0, 1] with total mass at least 1. When we wish to normalize
a measure ν to be a probability measure, we will write νˆ = ν/〈1, ν〉 if ν 6= 0;
otherwise νˆ = 0. By µξ(τ) we mean the time constant (1.3) associated to
the edge-weight law L = τ∗(Λ), where Λ is Lebesgue measure on [0, 1].
Theorem 2.1. For each ξ ∈ Sd−1, there is a deterministic subset Rξ ⊂ Σ
such that:
(a) For any measurable τ : [0, 1] → [0,∞), the ξ-direction time constant
under the coupling (2.1) is given by
µξ(τ) = inf
σ∈Rξ
〈τ, σ〉. (2.6)
(b) If F (0) 6= pc(Zd), then the set of minimizers is nonempty:
Rξτ := {σ ∈ Rξ : 〈τ, σ〉 = µξ(τ)} 6= ∅. (2.7)
(c) Finally, there is a constant C = C(d) such that
σˆ(B) ≤ C(log Λ(B)−1)−1 for all σ ∈ Rξ, measurable B ⊂ [0, 1]. (2.8)
Remark 2.2. Part (c), which is proved in Theorem 6.4 separately from (a)
and (b), implies that every σ ∈ Rξ is absolutely continuous with respect to
Lebesgue measure Λ, and (2.8) gives some control on the Radon–Nikodym
derivative dσˆ/dΛ. Using the proof method of Proposition 8.1, one can also
show that for every σ ∈ Rξ, the relative entropy of σˆ with respect to Λ is
at most log κd, where κd is the connective constant for self-avoiding walks
on Zd (see [45, Sec. 6.2]). It is also worth mentioning that the method by
which we obtain (2.8) could be used to directly establish tightness (and
thus subsequential limits) for the family (νˆγn)n∈[0,∞) from Question 1.5.
Therefore, the fact that (2.1) allows us to consider a compact space is less
important—although extremely convenient technically—than the fact that
the constraint set Rξ in (2.6) is non-random and has no dependence on τ .
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An earlier variational formula for the time constant was proved for bounded,
stationary-ergodic edge-weights by Krishnan [40, 41], whose view of FPP
as a homogenization problem led to ξ 7→ µξ being understood as solving
a certain Hamilton–Jacobi–Bellman equation. In the setting of LPP and
directed polymers (the positive-temperature version of LPP), two different
methodologies were pursued in [52,51,54,28], yielding “cocycle” and “entropy”
variational formulas. In yet another direction, directed polymers also enjoy
a Markovian structure—not present in FPP—which has led to “endpoint”
variational formulas [9, 10,13,8]. Unlike the cocycle and entropy formulas,
these have not yet met analogous expressions in zero-temperature models.
The “cocycle” branch of [52,51,54,28] has also been developed for FPP
[34,43] and bears connections to the formula of Krishnan. Meanwhile, the
“entropy” branch led to an LPP formula [28, Thm. 7.3] very similar to (2.6);
see also [28, Thm. 7.2, disp. (1.4)] and the follow-up paper [53]. Despite this
similarity, the approach of [28] is entirely different from ours: the authors
derive their LPP variational formula from one for the positive-temperature
model, which in turn is obtained using large deviations principles from [52,51]
for empirical measures. In this paper, however, we work directly in a zero-
temperature setting; this allows us to not only generate a variational formula,
but also prove that empirical measures associated to geodesics converge to
its minimizers. This is discussed in Section 2.3.
There is currently no (nontrivial) edge-weight distribution for which the
exact numerical value of µe1 is known; see [7, Ques. 2.1.1]. If the set Rξ were
given a sufficiently explicit description—certainly a difficult problem—in
principle (2.6) could enable the computation of µξ for any distribution. More
important, it remains a compelling but unrealized possibility that one could
use variational formulas to derive geometric properties of the limit shape
B0 from Section 1.2. In turn, these properties are fundamental to the study
of fluctuations, coalescence of geodesics, and existence of infinite geodesics
(e.g. see [7, Chap. 3–5]).
2.3. Connection to empirical measures of geodesics. As the proof
sketch preceding Theorem 2.1 suggests, the minimizing set Rξτ is related to
geodesics through (2.4). But the relation (2.4) involves just a single test
function, namely τ from the coupling (2.1).3 That is, the means of the
empirical measures converge to the mean of some limiting measure. It stands
to reason, though, that by using the full strength of the weak convergence
σγnk ⇒ σ∞, we can conclude that the empirical measures themselves converge.
Indeed, this is the claim of Theorem 2.3 stated below.
3The reader would be correct to raise the following concern regarding (2.4). We do
not assume anything more than measurability of the function τ , but a priori the weak
convergence σγnk ⇒ σ∞ implies 〈f, σγnk 〉 → 〈f, σ∞〉 only for bounded, continuous f . This
is where Lemma 6.13 enters: because we can specify τ before realizing the Ue’s, the weak
convergence will almost surely apply to τ , or to any other specified function f . For the
deterministic implications of these statements, see Corollary 6.14.
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Generalizing (2.3), we define
σγ :=
1
‖x− y‖2
∑
e∈γ
δUe , γ ∈ P(x, y). (2.9)
Recall the empirical measures νˆγ and νˆ
+
γ from (1.6) and (1.9). In order to
match the scaling for σγ , let us also define
νγ :=
1
‖x− y‖2
∑
e∈γ
δτe , ν
+
γ :=
1
‖x− y‖2
∑
e∈γ: τe 6=0
δτe , γ ∈ P(x, y). (2.10)
Under the coupling (2.1), we have νγ = τ∗(σγ) and νˆγ = τˆ∗(σγ) = τ∗(σˆγ),
where τ∗(σ) is the pushforward of the measure σ by the map τ :
〈f, τ∗(σ)〉 = 〈f ◦ τ, σ〉 for measurable f : R→ R. (2.11)
We will write τ+∗ (σ) for the measure defined by
〈f, τ+∗ (σ)〉 = 〈(f ◦ τ)1{τ(u)6=0}, σ〉 for measurable f : R→ R, (2.12)
so that ν+γ = τ
+∗ (σγ) and νˆ+γ = τˆ+∗ (σγ).
4 We can now state our convergence
result for empirical measures associated to geodesics. Recall the notation Γ(`)
from (1.4) for subsets of infinite paths, and note that the case F (0) ≥ pc(Zd)
is already addressed in Theorems 1.6 and 1.13.
Theorem 2.3. Assume F (0) < pc(Zd) and that the function τ : [0, 1] →
[0,∞) satisfies τ∗(Λ) = L.5 Under the coupling (2.1), for each ξ ∈ Sd−1
there is a probability-one event Ωξτ on which the following statements hold:
(a) For any sequence (nk)k≥1 of real numbers with nk → ∞ as k → ∞,
and any choice of γnk ∈ Geo(0, nkξ), there is a subsequence (γnkj )j≥1
such that
σγnkj
⇒ σ as j →∞, for some σ ∈ Rξτ , (2.13)
in which case
νγnkj
⇒ τ∗(σ), νˆγnkj ⇒ τˆ∗(σ), ν
+
γnkj
⇒ τ+∗ (σ), νˆ+γnkj ⇒ τˆ
+
∗ (σ). (2.14)
(b) For any increasing sequence (`k)k≥1 of positive integers and any Γ ∈
Geo∞(ξ), there is a subsequence (`kj )j≥1 such that
σ
Γ
(`kj
) ⇒ σ as j →∞, for some σ ∈ Rξτ ,
in which case
ν
Γ
(`kj
) ⇒ τ∗(σ), νˆ
Γ
(`kj
) ⇒ τˆ∗(σ), ν+
Γ
(`kj
) ⇒ τ+∗ (σ), νˆ+
Γ
(`kj
) ⇒ τˆ+∗ (σ).
4Note that τˆ+∗ (σ) 6= τ+∗ (σˆ) whenever 〈1{τ(u)=0}, σ〉 > 0, but τˆ+∗ (σ) = τˆ+∗ (σˆ).
5We do distinguish τ and τ ′ even if τ = τ ′ Lebesgue-almost everywhere. The reason for
this distinction is very minor: while µξ(τ) = µξ(τ
′) in Theorem 2.1, the probability-one
events Ωξτ and Ω
ξ
τ ′ in Theorem 2.3 may differ.
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Theorems 1.6, 1.13, 2.1(a,b), 2.3 are proved in Section 7.2 following the
more general Theorems 7.1 and 7.3, which allow sequences that are not
strictly geodesics. In the next section, we will combine Theorem 2.3 with
elementary convex analysis to identify various families inPemp(ξ)∩P∞emp(ξ).
Namely, we will determine cases in which τ+∗ (σ) is constant over σ ∈ Rξτ .
By Theorem 2.3, this is sufficient to show that empirical distributions along
geodesics have a unique, almost sure limit.
Remark 2.4. This approach to proving convergence of empirical measures
is certainly sufficient but may not be necessary. More precisely, it is not
clear whether every σ ∈ Rξτ can be realized as the weak limit σγnk ⇒ σ for
some sequence of γnk ∈ Geo(0, nkξ). Hence it remains a possibility that
L ∈Pemp(ξ) despite τ∗(σ) not being constant over Rξτ . If, however, every
σ ∈ Rξτ can be realized as a weak limit with geodesics, then we would be
able to make additional progress on the open problem from Example 1.18.
Remark 2.5. By Theorem 2.1(c), every σ ∈ Rξ is absolutely continuous
with respect to Lebesgue measure, which implies that any subsequential limit
νˆ of empirical measures is absolutely continuous with respect to L. When
these empirical measures are those of geodesics, it is generally expected that
the reverse is also true: L is absolutely continuous with respect to any such
limit. This was effectively proved by van den Berg and Kesten [60] when
E(τe) < ∞; see [60, Rmk. 2.15]. In d = 2, Marchand [48] showed that the
assumption of a finite mean is not needed.
3. Applications of variational formula: main results and their
proofs
3.1. Concavity of variational formula. The utility of Theorem 2.1 comes
from the following fact, which is a more general version of [32, disp. (6.5.2)].
Lemma 3.1. For any τ0, τ1 : [0, 1]→ [0,∞) and α ∈ [0, 1], we have
µξ((1− α)τ0 + ατ1) ≥ (1− α)µξ(τ0) + αµξ(τ1). (3.1)
Proof. First observe that µξ(·) is homogeneous: for every α ≥ 0, we have
µξ(ατ) = inf
σ∈Rξ
〈ατ, σ〉 = α inf
σ∈Rξ
〈τ, σ〉 = αµξ(τ).
Also, µξ(·) is superadditive:
µξ(τ0 + τ1) = inf
σ∈Rξ
〈τ0 + τ1, σ〉
≥ inf
σ∈Rξ
〈τ0, σ〉+ inf
σ∈Rξ
〈τ1, σ〉 = µξ(τ0) + µξ(τ1).
The concavity statement (3.1) is immediate from these two properties. 
To leverage this concavity, we will restrict µξ to various function spaces.
As usual, concavity implies some level of differentiability depending on
the dimension of the space. We will always interpret this differentiability
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as some uniqueness property for the minimizing set Rξτ from (2.7), with
a tradeoff between dimension and the scope of the differentiability. To
witness this tradeoff, compare Lemma 3.5 (one-dimensional), Lemma 3.6
(finite-dimensional), and Theorems 3.9, 3.16, 3.19 (infinite-dimensional).
The link between differentiability of the time constant and properties of
geodesics is not new. But to my knowledge, this relationship has previously
been developed only in the context of Question 1.17. That is, only the
derivative in the “direction” τ ≡ 1 was considered (i.e. the effect of adding
a constant h to every τe). A key contribution of this article is to relate the
“full” derivative to the more complex Questions 1.5 and 1.8. In the process,
we can still return to the question of geodesic lengths to recover Theorem
1.25 and also establish the new Theorem 1.26. On this topic, let us give
some additional background.
Hammersley and Welsh [32, Sec. 8.2] noticed that the map h 7→ µξ(τ+h) is
concave and thus has right and left derivatives at all h > 0. This observation
was refined by Smythe and Wierman [57, Sec. 8.1] to include h = 0 when
F (0) is small enough6, resulting in
D+µξ(τ + h)
∣∣
h=0
≤ lim inf
n→∞
1
n
Nξn, (3.2a)
D−µξ(τ + h)
∣∣
h=0
≥ lim sup
n→∞
1
n
N
ξ
n a.s., (3.2b)
where Nξn and N
ξ
n were defined in Example 1.18. Kesten [36, Cor. to Thm. 3]
showed that F (0) < pc(Zd) is sufficient if d = 2 and E(τe) < ∞, although
the necessary input was later generalized to all d in [37, Prop. 5.8]. Now,
because of Proposition 5.4, we do not need any moment assumption at all.
Theorem 3.2. If F (0−) = 0, then (3.2) holds for all ξ ∈ Sd−1.
Notice that to interpret (3.2b), one must allow slightly negative edge-
weights. The proposition stated below permits this consideration. Given
some measurable function τpert : [0, 1]→ R, we will write T˜ for the passage
time when each τe = τ(Ue) is replaced by τ˜e = τ˜(Ue), where τ˜ = τ + τ
pert.
Proposition 3.3. If F (0) < pc(Zd), then there exists h = h(L, d) > 0 such
that the following statements hold whenever ‖τpert‖∞ ≤ h.
(a) For every ξ ∈ Sd−1, there is µξ = µξ(τ˜, ξ) ∈ [h,∞) such that
T˜ (0, nξ)
n
→ µξ in probability as n→∞.
(b) The variational formula (2.6) still applies,
µξ(τ˜) = inf
σ∈Rξ
〈τ˜, σ〉,
and Rξτ˜ := {σ ∈ Rξ : 〈τ˜, σ〉 = µξ(τ˜)} is still nonempty.
6The requirement was F (0) < κ−1d , where κd is the connective constant for self-avoiding
walks on Zd; see [45, Sec. 6.2].
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Part (a) is a special case of Proposition 5.1(b,c), and part (b) is included
in Theorem 7.3. Under certain moment assumptions, statements like (a)
have been proved before when τpert is a constant function, for instance
[57, Thm. 5.13] and [36, disp. (4.2)]. The full generalization to (a) requires
some additional analysis aided by modern inputs. The argument uses anyway
a setup already required for Propositions 5.4 and 5.6. On a technical
note, Proposition 3.3 is possible because we have stipulated in our passage-
time definition (1.2) that all paths under consideration are self-avoiding
(otherwise a single negative-weight edge could be traversed repeatedly to
generate passage times of −∞). Outside the subcritical regime, however,
the restriction to self-avoiding paths does not prevent this degeneracy; the
following statement is also proved in Section 5.
Proposition 3.4. If F (0) ≥ pc(Zd) and τpert ≡ −h with h > 0, then almost
surely T˜ (x, y) = −∞ for all x 6= y.
Propositions 3.3 and 3.4 will allow us to prove Theorem 3.2 in Section 7.4.
As a final comment, one consequence of (3.2) is that if
lim inf
n→∞
1
n
Nξn < lim sup
n→∞
1
n
N
ξ
n with positive probability, (3.3)
then D+µξ(τ +h)
∣∣
h=0
< D−µξ(τ +h)
∣∣
h=0
. This strategy was used by Steele
and Zhang to exhibit a point of non-differentiability for L = Bernoulli(p)
and d = 2, with p ∈ (12 − ε, 12).7 In the forthcoming work [42], this result is
extended all edge-weight distributions with an atom at the origin, subject
to F (0) < pc(Zd) and a moment bound. For LPP on the complete directed
graph, a similar differentiability question is studied in [27].
3.2. Differentiability and uniqueness of minimizers. In general, the
proper setting for us will be an open, convex subset C of a Banach space
B. Recall that a continuous, concave function f : C → R is Gaˆteaux
differentiable at v ∈ C if and only if there exists a unique continuous linear
functional Df [v] such that
f(w)− f(v) ≤ Df [v](w − v) for all w ∈ C .
For example, see [50, Prop. 1.8]. Of course, when B = RN , this notion
coincides with usual differentiability of concave functions.
3.2.1. One-dimensional spaces. When C = (0,∞), we obtain the strongest
conclusion with respect to differentiability. Here and elsewhere, “countable”
means finite or countably infinite.
Lemma 3.5. Fix ξ ∈ Sd−1 and measurable functions τ, ψ : [0, 1]→ [0,∞).
7Steele and Zhang worked with ξ = e1, and strictly speaking, they did not obtain (3.3).
Rather, they proved the analogous inequality for paths that are optimal among those
constrained to the rectangle (0, n)× (−3n, 3n). Because these paths still achieve the correct
time constant, this is sufficient to conclude D+µξ(τ + h)
∣∣
h=0
< D−µξ(τ + h)
∣∣
h=0
.
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(a) The map [0,∞)→ [0,∞) given by h 7→ f(h) = µξ(τ + hψ) is concave.
In particular, f is differentiable in (0,∞) off a countable set Cbad =
Cbad(L, ξ, τ, ψ). Furthermore,
D+f(h) ≤ inf
σ∈Rξτ+hψ
〈ψ, σ〉 for all h ≥ 0, (3.4a)
D−f(h) ≥ sup
σ∈Rξτ+hψ
〈ψ, σ〉 for all h > 0. (3.4b)
(b) If Df+(h) = Df−(h), then 〈ψ, σ〉 = Df(h) for all σ ∈ Rξτ+hψ.
(c) If Λ({u ∈ [0, 1] : τ(u) = 0}) < pc(Zd) and ‖ψ‖∞ ≤ 1, then parts (a)
and (b) hold even for h ∈ (−h,∞), where h > 0 is the constant from
Proposition 3.3.
Proof. Let us write τ (h) = τ + hψ and f(h) = µξ(τ
(h)). Lemma 3.1 can be
used to show f is concave on [0,∞). Then observe that every σ ∈ Rξ
τ (h)
satisfies the following whenever h, h+ ε ≥ 0:
f(h+ ε)− f(h) = inf
σ′∈Rξ
〈τ (h+ε), σ′〉 − 〈τ (h), σ〉
≤ 〈τ (h+ε) − τ (h), σ〉 = ε〈ψ, σ〉.
Since f is concave, we conclude from this inequality that (3.4) holds, thus
completing the proof of (a). When Df+(h) = Df−(h), the quantity 〈ψ, σ〉
must be equal to Df(h) for every σ ∈ Rξ
τ (h)
; this proves part (b). Finally, we
obtain (c) using the same arguments supplemented by Proposition 3.3. 
We can now obtain Theorems 1.25 and 1.26. Recall the various empirical
measures σγ , νγ , and ν
+
γ from (2.9) and (2.10), defined for γ ∈ P(0, nξ).
Proof of Theorems 1.25 and 1.26. Let τ be such that τ∗(Λ) = L. For h > 0,
let us write τ (h) = τ + h and τ (h+) = τ + h1{τ>0}. Then τ
(h)
∗ (Λ) = L ⊕ h
and τ
(h+)
∗ (Λ) = L ⊕ h1{t>0}. By Lemma 3.5 with ψ ≡ 1, if h > 0 avoids a
certain countable set, then
λ = 〈1, σ〉 is constant over σ ∈ Rξ
τ (h)
.
Similarly, applying Lemma 3.5 with ψ ≡ 1{τ>0} shows
λ+ = 〈1{τ(u)>0}, σ〉 is constant over σ ∈ Rξτ (h+) ,
again assuming h > 0 avoids a certain countable set. Now take any γn ∈
Geo(0, nξ) in the edge-weight environment (τe + h)e∈E(Zd). By Theorem
2.3, it is almost surely the case that within any sequence (nk)k≥1 satisfying
nk →∞ as k →∞, there is a subsequence (nk`)`≥1 such that σγnk` ⇒ σ as
`→∞, for some σ ∈ Rξ
τ (h)
. Upon realizing that |γn|/‖[nξ]‖2 = 〈1, νγn〉 and
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‖[nξ]‖2/n→ 1 as n→∞, we now have
lim
`→∞
|γnk` |
nk`
= lim
`→∞
〈1, νγnk` 〉
(2.14)
= 〈1, τ (h)∗ (σ)〉 (2.11)= 〈1, σ〉 = λ.
As this holds for any (nk)k≥1 such that nk →∞, we conclude |γn|/n→ λ as
n→∞.
Similarly, consider any geodesics γn ∈ Geo(0, nξ) in the environment
(τe + h1{τe>0})e∈E(Zd). If P(τe = 0) ≥ pc(Zd), then Theorem 1.21 tells us
L ⊕ h1{t>0} ∈ Plength(ξ) with λ+ = 0. Otherwise, Theorem 2.3 permits
us to take, along any sequence nk → ∞, a further subsequence such that
σγnk`
⇒ σ as `→∞, for some σ ∈ Rξ
τ (h+)
. We then have
lim
`→∞
|γnk` |+
nk`
= lim
`→∞
〈1, ν+γnk` 〉
(2.14)
= 〈1, τ (+h)+∗ (σ)〉 (2.12)= 〈1{τ (+h)(u)>0}, σ〉
= 〈1{τ(u)>0}, σ〉 = λ+.
As this holds for every (nk)k≥1 with nk →∞, we conclude |γn|+/n→ λ+. 
3.2.2. Finite-dimensional spaces. When C = (0,∞)N for any positive integer
N , we obtain the following by the same proof as in Lemma 3.5, now using
the fact that concave functions on RN are differentiable almost everywhere.
Lemma 3.6. Fix ξ ∈ Sd−1 and measurable functions τ0, ψ1, . . . , ψN : [0, 1]→
[0,∞). Write ψ = (ψ1, . . . , ψN ) and t ·ψ = t1ψ1 + · · ·+ tNψN for t ∈ RN .
(a) The map [0,∞)N → [0,∞) given by t 7→ f(t) = µξ(τ0 + t · ψ) is
concave. In particular, f is differentiable in (0,∞)N off a Lebesgue
null set Cbad = Cbad(L, ξ, τ0,ψ).
(b) For t ∈ (0,∞)N \ Cbad and every σ ∈ Rξτ0+t·ψ, we have
〈s ·ψ, σ〉 = Df [t](s) for all s ∈ RN .
In particular, for each i = 1, . . . , N , we have
〈ψi, σ〉 = ∂f
∂ti
[t] for all σ ∈ Rξτ0+t·ψ.
We can now prove our first main result regarding Question 1.8. It says
that almost every distribution supported on N points, and possibly also 0,
admits a unique limit for empirical measures along geodesics.
Theorem 3.7. Fix ξ ∈ Sd−1 and p0, p1, . . . , pN ∈ [0, 1] satisfying
∑N
i=0 pi =
1. For Lebesgue-almost every t = (t1, . . . , tN ) ∈ (0,∞)N , we have
p0δ0 +
N∑
i=1
piδti ∈Pemp(ξ) ∩P∞emp(ξ).
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Proof. Consider the partition of [0, 1) into intervals
⊎N
i=0 Ii, where
Ii :=
[ i−1∑
j=0
pj ,
i∑
j=0
pj
)
, i ∈ {0, 1, . . . , N}. (3.5)
By design, we have Λ(Ii) = pi, where Λ is Lebesgue measure. Set ψi = 1Ii
for i ≥ 1 and write τ = t · ψ as in Lemma 3.6 (here τ0 ≡ 0). Under the
coupling τe = τ(Ue) from (2.1), we have
L = τ∗(Λ) = p0δ0 +
N∑
i=1
piδti .
If p0 ≥ pc(Zd), then L ∈ Pemp(ξ) ∩P∞emp(ξ) by Definitions 1.9 and 1.15.
Otherwise, Theorem 2.1(b) says Rξτ is nonempty. In this latter scenario,
whenever Df [t] exists as in Lemma 3.6(b), we have
σ(Ii) = 〈ψi, σ〉 = ∂f
∂ti
[t] for all σ ∈ Rξτ , i ∈ {1, . . . , N}.
In particular, σ(Ii) takes the same value for every σ ∈ Rξτ . Since τ is
constant on each Ii and equal to zero on [0, 1] \
⊎N
i=1 Ii, it follows that
τ+∗ (σ) is the same measure for every σ ∈ Rξτ . By Theorem 2.3, we conclude
τ∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ). 
Remark 3.8. For p0 < pc(Zd), Theorem 3.7 is optimal in the following sense.
The results of [42] imply that L /∈ Plength(ξ) whenever L contains atoms
satisfying a suitable linear relation with integer coefficients (for example,
3t1 = t2). In RN , the union V of varieties associated to these relations is
a set of Hausdorff dimension N − 1, yet Lemma 1.23 shows that whenever
t ∈ V, the law p0δ0 +
∑N
i=1 piδti does not belong Pemp(ξ).
3.2.3. Infinite-dimensional spaces, I. Turning to the infinite-dimensional case,
we will offer two different methods for leveraging the variational formula (2.1)
with Lemma 3.1. The first is to adapt the approach of Theorem 3.7 to generate
further examples of discrete distributions belonging to Pemp(ξ) ∩P∞emp(ξ),
but now having infinite support. Let Bbv denote the Banach space of
real-valued sequences t = (t1, t2, . . . ) of bounded variation:
‖t‖bv := |t1|+
∞∑
i=1
|ti+1 − ti| <∞.
Let Bεbv be the subset of Bbv consisting of t such that ti ≥ ε for all i.
Theorem 3.9. Fix ξ ∈ Sd−1, p0 ∈ [0, 1), and any two sequences of positive
numbers p = (p1, p2, . . . ), β = (β1, β2, . . . ) such that
∞∑
i=0
pi = 1 and
∞∑
i=1
βi
log p−1i
<∞. (3.6)
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For every ε > 0, there is a Gδ subset Dε = Dε(L, ξ,p,β) ⊂ B0bv such that
every t ∈ Bεbv is a limit point of Dε, and
p0δ0 +
∞∑
i=1
piδβiti ∈Pemp(ξ) ∩P∞emp(ξ) for every t ∈ Dε.
Before proving Theorem 3.9, let us elaborate on two types of interesting
examples it produces.
Example 3.10 (Discrete distribution with full support). Choose any p and
β such that β1, β2, . . . is an enumeration of the positive rationals, and (3.6)
holds (for example, pi  e−i3 with βi ≤ i for all i). By Theorem 3.9, there is
some t ∈ D2 within distance 1 of the constant sequence equal to 2; hence
|ti| ∈ [1, 3] for all i ≥ 1. Because t ∈ Bbv, ti must converge to some t∞ ∈ [1, 3]
as i → ∞. It follows that {tiβi}∞i=1 is dense in [0,∞). That is, we have
identified a discrete distribution in Pemp(ξ) ∩P∞emp(ξ) whose support is all
of [0,∞), including an atom at 0 of mass p0.
Example 3.11 (Discrete distribution with prescribed probabilities). In the
previous example, we imposed a decay condition on p so that β could
enumerate an unbounded set. Alternatively, we can let p be arbitrary while
choosing any summable β in order to satisfy (3.6). In this way, Theorem 3.9
produces discrete distributions in Pemp(ξ)∩P∞emp(ξ) whose atoms have any
desired sequence of probabilities p.
Proof of Theorem 3.9. Consider the partition of [0, 1) into intervals
⊎∞
i=0 Ii,
where Ii is again given by (3.5). Set ψi = βi1Ii and write τ = t · ψ =∑∞
i=1 tiψi for t ∈ Bbv so that under the coupling (2.1), we have
L = τ∗(Λ) = p0δ0 +
∞∑
i=1
piδβiti .
Note that τ is indeed a measurable function [0, 1] → [0,∞) because for
any particular u ∈ [0, 1], there is at most one i such that ψi(u) is nonzero.
Using Lemma 3.1, it is easy to check that the map B0bv → [0,∞) given
by t 7→ f(t) = µξ(t · ψ) is concave. Furthermore, this map is continuous:
if (t(j))j≥1 is a sequence of elements in Bbv such that ‖t(j) − t‖bv → 0 as
j → ∞, then t(j) · ψ converges to t · ψ pointwise everywhere, and thus
µξ(t
(j) · ψ) → µξ(t · ψ) by [37, Thm. 6.9]. For the purposes of applying
convex function theory, we will restrict f to
Cε :=
∞⋃
j=1
{
t ∈ Bbv : ti ≥ ε
2
+ j−1 for all i ≥ 1
}
, (3.7)
which is a convex, open subset ofBbv containingB
ε
bv. SinceBbv is separable,
Mazur’s Theorem (see [50, Thm. 1.20]) guarantees the existence of a dense
Gδ subset Dε ⊂ Cε such that f is Gaˆteaux differentiable at all t ∈ Dε.
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Now consider any t ∈ Dε, and let us continue to write τ = t ·ψ. Observe
that Λ({u ∈ [0, 1] : τ(u) = 0}) = Λ(I0) = p0. If p0 ≥ pc(Zd), then
L ∈ Pemp(ξ) ∩P∞emp(ξ) by Definitions 1.9 and 1.15. So let us assume
p0 < pc(Zd), in which case Theorem 2.1(b) ensures Rξτ is nonempty. For
every σ ∈ Rξτ and s ∈ Cε, we have
µξ(s ·ψ)− µξ(t ·ψ) = inf
σ′∈Rξ
〈s ·ψ, σ′〉 − 〈t ·ψ, σ〉
≤ 〈(s− t) ·ψ, σ〉
=
∞∑
i=1
βi(si − ti)σ(Ii)
(2.8)
≤ ‖s− t‖bv
∞∑
i=1
C〈1, σ〉βi
log p−1i
.
Since the sum in the final expression is finite by (3.6), we have shown that
the map s 7→ 〈s · ψ, σ〉 is equal to Df [t] for every σ ∈ Rξτ . For each i ≥ 1,
we can apply this map to the element s(j) ∈ Bbv given by s(j)i = β−1j 1{i=j},
to determine
σ(Ij) = 〈1Ij , σ〉 = 〈s(j) ·ψ, σ〉 = Df [t](s(j)) for all σ ∈ Rξτ .
In particular, σ(Ij) is constant over σ ∈ Rξτ . Since τ is constant on each Ij
and equal to zero on [0, 1]\⊎∞j=1 Ij , it follows that τ+∗ (σ) is the same measure
for each σ ∈ Rξτ . By Theorem 2.3, we conclude L ∈Pemp(ξ)∩P∞emp(ξ). 
Remark 3.12. It is a standard exercise using Baire’s theorem to show that
if D is a Gδ subset of a Banach space B, and D is also dense in some open
subset of B, then D is uncountable. In the specific case of Theorem 3.9, we
realized Dε as a dense Gδ subset of the open set Cε from (3.7); hence Dε is
uncountable. The same is true for the analogous sets in Theorems 3.16, 3.19.
Remark 3.13. Continuing on Remark 3.8 and Example 3.11, we point out
that Theorems 3.7 and 3.9 both work for arbitrary probabilities p0, p1, and
so on. As a tentative heuristic, then, obstructions to a discrete distribution’s
belonging to Pemp(ξ) arise because of the locations of its atoms rather than
these atoms’ weights.
3.2.4. Infinite-dimensional spaces, II. Our second approach is as follows:
1. Start with a fixed, measurable τ : [0, 1]→ [0,∞).
2. Consider all perturbations of τ by functions ϕ : [0, 1]→ [0,∞) which
belong to a Banach space B (or rather an open, convex subset C ⊂ B)
that separates measures on [0, 1].
3. Appeal to convex analysis to guarantee that the map ϕ 7→ µξ(τ + ϕ)
is Gaˆteaux differentiable on a dense subset of C .
4. Because C separates measures, conclude that differentiability at ϕ
implies (τ + ϕ)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ).
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Remark 3.14. The reader may find the upcoming Theorems 3.16 and
3.19 more transparent by simply setting τ ≡ 0. Nevertheless, including a
general τ in the statements does qualitatively widen the set of examples we
have of L ∈ Pemp(ξ) ∩P∞emp(ξ). For instance, for any bounded moment
condition one might wish to impose, there is L ∈Pemp(ξ) ∩P∞emp(ξ) failing
that assumption. Moreover, both Theorem 3.16 and Theorem 3.19 imply
Theorem 1.12.
Remark 3.15. A finer point is that the procedure outlined above offers
no guarantee of preserving the zero set of τ . That is, we may begin with a
distribution such that F (0) > 0 but be left with F (0) = 0 after perturbation,
which would defeat the purpose of our having modified Question 1.5 to
Question 1.8. To avoid this possibility, we will replace the interval [0, 1]
by [p0, 1] and assume that all relevant functions are identically zero on
[0, p0). This approach was already featured in Theorems 3.7 and 3.9. In
this way, within every class of functions τ considered (piecewise constant,
continuous, differentiable, etc.) and for every p0 ∈ [0, 1), we obtain examples
of L = τ∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ) with F (0) = p0.
For the choice of B, we offer two flavors. The first is the Banach space
Ck([p0, 1]) = C
k([p0, 1],R) of functions ϕ : [p0, 1] → R with k continuous
derivatives, equipped with the norm
‖ϕ‖Ck :=
k∑
j=0
‖ϕ(k)‖∞.
Let us extend each ϕ ∈ Ck([p0, 1]) to all of [0, 1] by defining
ϕ¯(u) =
{
0 0 ≤ u < p0,
ϕ(u) p0 ≤ u ≤ 1.
(3.8)
We may not have ϕ¯ ∈ Ck([0, 1]), but this will not be of concern.
Theorem 3.16. Fix ξ ∈ Sd−1. Given k ≥ 0 and p0 ∈ [0, 1), let
C = {ϕ ∈ Ck([p0, 1]) : ϕ(u) > 0 for all u ∈ [p0, 1]}.
For any measurable function τ : [0, 1]→ [0,∞) with τ |[0,p0) ≡ 0, there exists
a dense Gδ subset D = D(L, ξ, k, p0, τ) ⊂ C such that
(τ + ϕ¯)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ) for every ϕ ∈ D .
Proof. Lemma 3.1 shows that ϕ 7→ f(ϕ) = µξ(τ + ϕ¯) is concave on C , since
ϕ = (1− α)ϕ0 + αϕ1 =⇒ τ + ϕ¯ = (1− α)(τ + ϕ¯0) + α(τ + ϕ¯1).
Furthermore, if (ϕi)i≥1 is a sequence in C such that ‖ϕi − ϕ‖Ck → 0 as
i → ∞, then clearly ‖(τ + ϕ¯i) − (τ − ϕ¯)‖∞ → 0, which in turn implies
f(ϕi)→ f(ϕ) by [37, Thm. 6.9]. Since Ck([p0, 1]) is separable and C is open
and convex, it now follows from Mazur’s Theorem (again, see [50, Thm. 1.20])
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that there is a dense Gδ subset D ⊂ C such that f is Gaˆteaux differentiable
at all ϕ ∈ D .
Consider any ϕ ∈ C that is a point of differentiability. If p0 ≥ pc(Zd),
then we already have (τ + ϕ¯)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ) by Definitions 1.9
and 1.15. So let us assume p0 < pc(Zd) and consider any σ ∈ Rξτ+ϕ¯. For
every φ ∈ C , we have
f(φ)− f(ϕ) = inf
σ′∈Rξ
〈τ + φ¯, σ′〉 − 〈τ + ϕ¯, σ〉 ≤ 〈φ¯− ϕ¯, σ〉.
Considering that φ 7→ 〈φ¯, σ〉 is indeed a continuous linear functional on
Ck([p0, 1]), we see that this map is precisely Df [ϕ]. In particular, the quantity
〈φ¯, σ〉 assumes the same value for every σ ∈ Rξτ+ϕ¯. Because Ck([p0, 1]) is
dense in C0([p0, 1]), this is enough to conclude that σ restricted to [p0, 1] is
the same measure for every σ ∈ Rξτ+ϕ¯. Since (τ+ ϕ¯)(u) = 0 for all u ∈ [0, p0),
it follows that (τ + ϕ¯)+∗ (σ) is the same measure for every σ ∈ Rξτ+ϕ¯. In light
of Theorem 2.3, we conclude (τ + ϕ¯)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ). 
Example 3.17 (Continuous distribution with differentiable density). Let τ
be any nonnegative, nondecreasing function that vanishes on [0, p0] and is
k-times continuously differentiable on (0, 1). For k ≥ 1, the proof of Theorem
3.16 works without modification if C is replaced by
C ′ := {ϕ ∈ Ck([p0, 1]) : ϕ(u), ϕ′(u) > 0 for all u ∈ [p0, 1]}.
Whenever ϕ ∈ C ′, the sum τ + ϕ¯ is strictly increasing on [p0, 1] and again
k-times continuously differentiable on (p0, 1). Regarding τ + ϕ¯ as the inverse
of some cumulative distribution function—in the sense of (2.2)—we conclude
that (τ + ϕ¯)∗(Λ) is the law of XY , where X ∼ Bernoulli(1 − p0) and Y is
an independent continuous random variable bearing a density (with respect
to Lebesgue measure) possessing k − 1 continuous derivatives. If we further
assume that τ is unbounded, then so too is Y .
Our second flavor for B is realized as follows. We continue to use the
notation ϕ¯ from (3.8) to extend functions on [p0, 1] to all of [0, 1]. Recall
that Σ is the set of all finite measures on [0, 1] with total mass at least 1. Let
ΣΛ ⊂ Σ denote the set of those σ that are absolutely continuous with respect
to Lebesgue measure Λ. This subset is of interest to us because Theorem
2.1(c) implies Rξ ⊂ ΣΛ. Now consider any countable family F of measurable
functions ψ : [p0, 1]→ [0,∞) satisfying the following two conditions:
(i) ‖ψ‖∞ ≤ 1 for all ψ ∈ F .
(ii) If σ1, σ2 ∈ ΣΛ are such that 〈ψ¯, σ1〉 = 〈ψ¯, σ2〉 for every ψ ∈ F , then
σ1|[p0,1] = σ2|[p0,1].
Example 3.18. One suitable choice for F is the set of indicator functions
for intervals of the form [q, 1], where q ∈ [p0, 1] is a rational number. Another
possibility is any countable, dense subset of C0([p0, 1], [0,∞)) with each
element scaled to satisfy (ii).
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Let `1(N) denote the Banach space of sequences t = (t1, t2, . . . ) such that
‖t‖1 :=
∑∞
i=1 |ti| <∞. We will write `1(N)+ for the subset of those t with
ti ≥ 0 for all i. For a sequence of functions ψ1, ψ2, . . . , we use the notation
ψ = (ψ1, ψ2, . . . ) and t · ψ¯ =
∑∞
i=1 tiψ¯i. Note that when t ∈ `1(N) and each
ψi belongs to an F satisfying condition (i), we have
‖t · ψ¯‖∞ ≤ ‖t‖1. (3.9)
Theorem 3.19. Fix ξ ∈ Sd−1 and p0 ∈ [0, pc(Zd)). Let F = (ψi)i≥1 be a
sequence of measurable functions [0, p0]→ [0,∞) satisfying (i) and (ii) shown
above. For any measurable τ : [0, 1] → [0,∞) with {u : τ(u) = 0} = [0, p0],
there is a convex, open set C = C (L, ξ, p0,F , τ) ⊂ `1(N) that contains
`1(N)+ and is such that:
(a) The map C → (0,∞) given by t 7→ f(t) = µξ(τ + t · ψ¯) is well-defined
and satisfies
µξ(τ + t ·ψ) = inf
σ∈Rξ
〈τ + t ·ψ, σ〉.
Moreover, the set Rξτ+t·ψ = {σ ∈ Rξ : 〈τ + t ·ψ, σ〉 = µξ(τ + t ·ψ)} is
nonempty for every t ∈ C .
(b) There exists a dense Gδ subset D ⊂ C such that
(τ + t · ψ¯)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ) for every t ∈ D ∩ `1(N)+.
Proof. If L = τ∗(Λ), then the assumption on τ gives F (0) < pc(Zd). There-
fore, the existence of C ⊃ `1(N)+ satisfying part (a) is immediate from
Proposition 3.3 and (3.9). For instance, with h > 0 denoting the constant
from Lemma 3.3, we can take
C :=
{
t ∈ `1(N) :
∞∑
i=1
(−ti ∨ 0) < h
}
.
We can now mostly repeat the proof of Theorem 3.16 to obtain part (b).
As before, concavity of f is immediate from Lemma 3.1. Meanwhile, the
continuity of f is verified as follows. Whenever ‖t(j)− t‖1 → 0 as j →∞, we
have ‖(τ+t(j) ·ψ)− (τ+t ·ψ)‖∞ → 0 by (3.9). Now appeal to [37, Thm. 6.9]
once more to obtain continuity of f .8 Given concavity and continuity, Mazur’s
Theorem again provides a dense Gδ subset D ⊂ C such that f is Gaˆteaux
differentiable at every t ∈ D .
Now consider any t ∈ `1(N)+ that is a point of differentiability. For every
σ ∈ Rξ
τ+t·ψ¯ and s ∈ C , we have
f(s)− f(t) = inf
σ′∈Rξ
〈τ + s · ψ¯, σ′〉 − 〈τ + t · ψ¯, σ〉 ≤ 〈(s− t) · ψ¯, σ〉. (3.10)
8Technically, the theorem referenced applies only for t ∈ `1(N)+, but it can be modified
to work for t ∈ C , provided one has Lemma 5.9. No circular logic is created here, as
Lemma 5.9 is needed for the proofs of Theorems 2.1 and 2.3, as well as Proposition 3.3.
See also Footnote 11.
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Figure 1. Illustration for Example 3.20. The thick curve on the
diagonal is Ψ, the piecewise constant function is Ψ(k), and the strictly
increasing curve approximating Ψ(k) is ψ
(k)
j . As j →∞, we demand
ψ
(k)
j (u)→ Ψ(k)(u) for Lebesgue-almost every u ∈ [p0, 1].
Observe that s 7→ 〈s · ψ¯, σ〉 is linear on `1(N), and continuous by (3.9).
Because of (3.10), the assumption of differentiability implies that this map
is equal to Df [t] for every σ ∈ Rξτ+ϕ¯. Because F satisfies condition (ii), it
follows that σ restricted to [p0, 1] is the same measure for every σ ∈ Rξτ+t·ψ¯.
Given the hypothesis (τ + t · ψ¯)(u) = 0 for all u ∈ [0, p0), we deduce that
(τ +t · ψ¯)+∗ (σ) is the same measure for every σ ∈ Rξτ+t·ψ¯. In light of Theorem
2.3, we conclude (τ + t · ψ¯)∗(Λ) ∈Pemp(ξ) ∩P∞emp(ξ). 
Example 3.20 (Continuous distribution with full support). Consider the
following modification of the first choice for F in Example 3.18. To begin,
enumerate the rationals in (p0, 1) as q1, q2, and so on. Next define functions
Ψ,Ψ(k) : [0, 1]→ [0, 1] by
Ψ(u) :=
{
0 0 ≤ u < p0,
u−p0
1−p0 p0 ≤ u ≤ 1,
Ψ(k)(u) :=
{
0 0 ≤ u < qi,
qk−p0
1−p0 qk ≤ u ≤ 1.
For each i, let ψ
(k)
1 , ψ
(k)
2 , . . . be a sequence of continuous, nonnegative, strictly
increasing functions on [p0, 1] such that ψ
(k)
j ≤ Ψ for all j, and ψ(k)j converges
pointwise almost everywhere on [p0, 1] to Ψ
(k) as j → ∞. For an example
illustration, see Figure 1. We claim that F = {ψ(k)j : j, k ≥ 1} satisfies
conditions (i) and (ii).
Since ψ
(k)
j ≤ Ψ and ‖Ψ‖∞ = 1, condition (i) is clear. For (ii), recall that
every σ ∈ ΣΛ admits a density dσ/dΛ ∈ L1(Λ). By dominated convergence
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(the dominating function being dσ/dΛ), we have
lim
j→∞
〈ψ¯(k)j , σ〉 = limj→∞
ˆ 1
0
ψ¯
(k)
j (u)
dσ
dΛ
(u) du =
ˆ 1
0
Ψ(k)(u)
dσ
dΛ
(u)
=
qk − p0
1− p0 〈1[qk,1], σ〉.
Therefore, if 〈ψ¯(k)j , σ1〉 = 〈ψ¯(k)j , σ2〉 for all j, then 〈1[qk,1], σ1〉 = 〈1[qk,1], σ2〉.
In turn, if the latter equality holds for all i, then σ1|[p0,1] = σ2|[p0,1] as desired.
Now let τ be any continuous function that vanishes on [0, p0], is strictly
increasing on [p0, 1), and diverges to ∞ at 1. Enumerate the elements of F
as ψ1, ψ2, . . . , and consider any t belonging to the set D ∩ `1(N)+ guaranteed
by Theorem 3.19. Because each ψi is continuous and strictly increasing on
[p0, 1], so too is τ + t · ψ¯. Furthermore, for each u ∈ [p0, 1], we have
τ(u) ≤ (τ + t · ψ¯)(u) ≤ τ(u) + ‖t‖1Ψ(u) = τ(u) + u− p0
1− p0 .
Consequently, we have
(τ + t · ψ¯)∣∣
[0,p0]
≡ 0, lim
u↘p0
(τ + t · ψ¯)(u) = 0, lim
u↗1
(τ + t · ψ¯)(u) =∞,
which means (τ + t · ψ¯)∗(Λ) is an element of Pemp(ξ) ∩P∞emp(ξ) that has
an atom at 0 of mass p0, and is otherwise continuous and supported on all
of [0,∞].
Remark 3.21 (Distributions with mixed properties). The various theorems
in the infinite-dimensional setting could be combined to generate examples of
L ∈Pemp(ξ)∩P∞emp(ξ) containing both discrete and continuous components.
More precisely, we could take as given any probabilities p0 +pbv +pCk +p`1 =
1 and any function τ : [0, 1] → [0,∞) that vanishes on [0, p0 + pbv) and
is strictly positive on
(
(1 + pc(Zd))(1 − p`1), 1
]
. Now perturb τ in the
several ways we have seen, depending on the subinterval of [0, 1]. Within
[p0, p0 + pbv), add the scaled indicator functions from the proof of Theorem
3.9; on [p0 +pbv, p0 +pbv +pCk ], use a strictly positive ϕ ∈ Ck as in Theorem
3.16; and on (1− p`1 , 1], perturb by a sum of functions in F as in Theorem
3.19. Applying the relevant convex function theory in the single Banach space
Bbv×Ck([p0 + pbv, 1− p`1 ])× `1(N), we can obtain L ∈Pemp(ξ)∩P∞emp(ξ)
which, for instance, exhibits the characteristics of Examples 3.10, 3.17, 3.20
simultaneously, each one on the corresponding subinterval.
4. First-passage percolation on d-ary tree
It is possible to strengthen our results regarding empirical measures when
Zd is replaced by the infinite (complete) d-ary tree Td, d ≥ 2. That is, Td is
the rooted tree in which every node has exactly d children. For x, y ∈ Td, let
us write y ≤ x if y is an ancestor of x (allowing y = x). Also, |x| will denote
the generation number of x, i.e. the graph distance from x to the root, which
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we denote by 0. Once we assign each x ∈ Td with an i.i.d. random variable
τx (not necessarily nonnegative) having law L, we define
T (x) :=
∑
0<y≤x
τy, Tn := inf
x: |x|=n
T (x). (4.1)
(Here n is an integer.) We will write
Geon = {x ∈ Td : |x| = n, T (x) = Tn}. (4.2)
Under a suitable moment assumption, there is once again a time constant.
Theorem C. [55, Thm. 1.3] If E(e−ατx) <∞ for some α > 0, then
lim
n→∞
Tn
n
= µTd a.s., (4.3)
where
µTd = − infα>0
log d+ logE(e−ατx)
α
∈ R.
As in the lattice case, we assume τx = τ(Ux) for some measurable
τ : [0, 1]→ R, where (Ux)x∈Td is a family i.i.d. uniform random variables on
[0, 1]. We then define, analogous to (1.6) and (2.9),
νˆx =
1
|x|
∑
0<y≤x
δτy , σˆx =
1
|x|
∑
0<y≤x
δUy . (4.4)
Let Σˆ denote the set of all Borel probability measures on [0, 1]. For σˆ,R ∈ Σˆ,
let us write σˆ  R if σˆ is absolutely continuous with respect to R. Recall
that the relative entropy or Kullback–Leibler divergence of σˆ with respect to
R is
DKL(σˆ ||R) :=

ˆ 1
0
log
dσˆ
dR
(t) σˆ(dt) if σˆ  R,
∞ otherwise,
(4.5)
where dσˆ/dR is the Radon–Nikodym derivative. We then have the following
result, which assumes a slightly stronger moment assumption than does
Theorem C. Recall that τ− = −τ ∨ 0 denotes the negative part of τ .
Theorem 4.1. Assume L = τ∗(Λ), where τ : [0, 1]→ R satisfies
〈eατ−(u)β ,Λ〉 <∞ for some α > 0 and β > 1.
(a) The time constant from (4.3) is given by the variational formula
µTd(τ) = inf
σˆ:DKL(σˆ || Λ)≤log d
〈τ, σˆ〉. (4.6)
(b) The set of minimizers is nonempty:
RTdτ := {σˆ ∈ Σˆ : DKL(σˆ || Λ) ≤ log d, 〈τ, σˆ〉 = µTd(τ)} 6= ∅. (4.7)
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(c) Almost surely, for any increasing sequence of integers (nk)k≥1 and any
sequence (xnk)k≥1 in Td such that |xnk | = nk and T (xnk)/nk → µTd as
k →∞, there is a subsequence (xnkj )j≥1 such that
σˆxnkj
⇒ σˆ as j →∞, for some σˆ ∈ RTdτ ,
in which case
νˆxnkj
⇒ τ∗(σˆ).
(d) Let b ∈ [−∞,∞) denote the essential infimum of L. If P(τx = b) ≥ 1/d,
then τ∗(σˆ) = δb for every σˆ ∈ RTdτ . If instead P(τx = b) < 1/d, then
RTdτ = {σˆ?}, where σˆ? is the unique solution to
minDKL(σˆ || Λ) subject to 〈τ, σˆ〉 = µTd(τ). (4.8)
In particular, statements (c) and (d) combine to show that every sequence
of empirical measures (νˆxn)n≥1, with xn ∈ Geon, converges to a deterministic
limit. The formulation of (4.8) is meant to emphasize that σ∗ can be
estimated numerically, for instance using the method of [44]. The proof
of Theorem 4.1 hinges on the large deviations principle for the empirical
measure of i.i.d. samples from a given distribution. The details are presented
in Section 8.
5. Negative weights and passage times along geodesics
This lengthy section is included primarily for two reasons: (1) so that
in the subcritical case F (0) < pc(Zd), we can allow slightly negative edge-
weights; and (2) so that nowhere else in the paper do we require any moment
assumption. The inputs and key ideas come mostly from percolation theory
and are largely independent from this article’s more central themes. Before
stating the results, let us say a word about why they are needed.
Regarding goal (1), we have yet to prove Proposition 3.3, which was needed
in the proof of Theorem 3.19 to extend the map τ 7→ µξ(τ) to a suitable
open set. Only then could we appeal to differentiability results for concave
functions on Banach spaces. Proposition 3.3(a) is implied by Proposition
5.1, while 3.3(b) will be included in Theorem 7.3. The main difficulty of
negative edge-weights is the loss of subadditivity; that is, T no longer satisfies
the triangle inequality. While a natural way of bypassing this issue is to
instead consider so-called cylinder passage times (see [37, pg. 136]), doing so
would not let us say anything about geodesics. Instead, we will update the
construction of “shell passage times” due to Cox and Durrett [18] and Kesten
[37], with Lemma 5.19 serving as the necessary surrogate for subadditivity.
Tail bounds such as Proposition 5.1(a), Lemma 5.14, and Proposition 5.18,
as well as the shape theorem (5.5), may be useful inputs in other studies. In
particular, they go beyond just saying that shell passage times have finite
moments.
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Concerning (2): without any moment assumption, we may not have
the almost sure convergence T (0, nξ)/n → µξ, which is crucial to proving
the variational formula (2.6) and the convergence results of Theorem 2.3.
Fortunately, Proposition 5.4 says we can delete o(n) many edges in order to
recover almost sure convergence to the time constant. Our proof will make
use of the shell construction developed for Proposition 5.1. Arguments of a
similar nature appear in [6, Sec. 6]. The principal complication we need to
resolve is that honest geodesics need not coincide with geodesics in the shell
environment.
5.1. Notation and statements of key results. Consider edge-weights of
the form τ˜e := τe + τ
pert
e , e ∈ E(Zd), where τe and τperte are random variables
on the complete probability space (Ω,F ,P). For z ∈ Zd, we write Tz : Ω→ Ω
to denote translation of the environment:
τe(Tzω) = τe−z(ω), τperte (Tzω) = τ
pert
e−z (ω), (5.1)
where the translation of the edge e = {x, y} has been denoted by e − z =
{x− z, y − z}. We assume that
τe, e ∈ E(Zd), are i.i.d. and nonnegative, (5.2a)
(τ˜e)e∈E(Zd) is stationary and ergodic with respect to every Tz, (5.2b)
P
(|τperte | ≤ h for all e ∈ E(Zd)) = 1, (5.2c)
where h is a nonnegative constant whose purpose is explained by Proposition
5.1. Notice that these assumptions allow for flexibility in the joint law of
(τe, τ
pert
e ). For instance, (τe)e∈E(Zd) and (τ
pert
e )e∈E(Zd) could be independent
families; in the other extreme, we could have τe = τ(Ue) and τ
pert
e = τpert(Ue)
as in Proposition 3.3. The law L and the distribution function F are always
associated to just τe as in (1.1), rather than τ˜e. So that we can still on
occasion write T as in (1.2) for passage times with respect to the τe’s, we
define separate notation for passage times with respect the τ˜e’s:
T˜ (x, y) := inf
γ∈P(x,y)
T˜ (γ), where T˜ (γ) :=
∑
e∈γ
τ˜e. (5.3)
There will be no need for us to decorate other notations such as µξ and Geo,
as these will always be taken with respect to the τ˜e’s.
Throughout this section, C and c will denote positive constants depending
only on the edge-weight distribution L and the dimension d. In particular,
these constants will never depend on n, the direction ξ, locations in Zd, or
the perturbation variables (τperte )e∈E(Zd). For notational simplicity, though,
we do allow the values of C and c to change from line to line.
Our first result is that if τperte is not allowed to be too large (so that τ˜e is
not too negative), then the FPP model (5.3) with self-avoiding paths is still
well-behaved. The following proposition generalizes [37, Thm. 2.26] and, for
our purposes, replaces Theorem A.
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Proposition 5.1. If F (0) < pc(Zd), then there exists h = h(L, d) > 0
such that whenever (5.2) holds, there is a collection of random variables
{T̂ (x, y) : x, y ∈ Zd}, defined in (5.11), with the following properties. (As
before, we declare T̂ (x, y) = T̂ ([x], [y]) for x, y ∈ Rd.)
(a) For all x, y ∈ Zd, we have
P(T̂ (x, y) ≤ −s) ≤ C e−cs for all s ≥ 0,
as well as
P(T̂ (x, y) ≥ s‖x− y‖∞) ≤ C e−c(s‖x−y‖∞)1/d for all s ≥ s = s(L, d).
(b) The family {T̂ (x, y)− T˜ (x, y) : x, y ∈ Zd} is tight.
(c) For every ξ ∈ Sd−1, there is a constant µξ ∈ [h,∞) such that
lim
n→∞
T̂ (0, nξ)
n
= µξ a.s. and in L
p, p ∈ [1,∞). (5.4)
(d) The map ξ 7→ µξ is continuous, and
lim
n→∞ supξ∈Sd−1
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣ = 0 a.s. and in Lp, p ∈ [1,∞). (5.5)
If F (0) ≥ pc(Zd), then the same statements hold with h = 0 and µξ ≡ 0.
Remark 5.2. Part (b) ensures that when τperte = 0 for all e ∈ E(Zd), the
time constant µξ coincides with the one from Theorem A. Also, the notation
T̂ is not related to the hat decoration in νˆ, which denotes the normalization
of a measure ν.
For completeness (and eventually to prove Theorem 3.2 in Section 7.4),
we check the optimality of Proposition 5.1 in the critical and supercritical
cases. Unsurprisingly, if F (0) ≥ pc(Zd), then no positive value for h can be
allowed. The following is a restatement of Proposition 3.4.
Proposition 5.3. If F (0) ≥ pc(Zd) and τperte = −h for all e ∈ E(Zd), with
h > 0, then almost surely T˜ (x, y) = −∞ for all x 6= y.
In preparation for our next result, we introduce the following notation.
Given a path γ ∈ P(x, y), consider the natural ordering of its edges e1, . . . , e|γ|
with initial vertex x ∈ e1 and terminal vertex y ∈ e|γ|. For positive integers
a0 and a1 such that a0 + a1 ≤ |γ|, define
γ(a0,a1) := {e1+a0 , . . . , e|γ|−a1}. (5.6)
That is, γ(a0,a1) is the subpath of γ obtained by deleting its first a0 edges
and its last a1 edges.
Proposition 5.4. Assume (5.2), where in (5.2c) the constant h ≥ 0 is from
Proposition 5.1. There exist random nonnegative integers A0 and (An)n∈[1,∞)
for which the following statements hold:
(a) For any ε > 0, we almost surely have An/n
ε → 0 as n→∞.
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(b) For each x ∈ Zd \{0} and γ ∈ Geo(0, x), there are nonnegative integers
a0(γ) and a1(γ) such that
a0(γ) ≤ A0 and a1(γ) ≤ An whenever x = [nξ] for some ξ ∈ Sd−1,
and the following limit holds almost surely and in Lp, p ∈ [1,∞):
lim
n→∞ sup
ξ∈Sd−1
γ∈Geo(0,nξ)
∣∣∣ T˜ (γ(a0(γ),a1(γ)))
n
− µξ
∣∣∣ = 0. (5.7)
(c) The random integers A0 and An can be chosen to satisfy the bounds
P(A0 ≥ r) ≤ C e−cr1/d , P(An ≥ r) ≤ Cnd e−cr1/d for all r ≥ 1, n ∈ [1,∞).
(d) Finally, if ess sup τe <∞, then part (b) holds even if one takes A0 = 0
and An = 0 for all n ∈ [1,∞).
Remark 5.5. If we only need that (b) holds for a single deterministic
direction ξ, then the factor of nd can be removed from the second tail bound
in (c), meaning (An)n∈[1,∞) is tight in this restricted setting. Irrespective of
this comment, if we only demand almost sure convergence in (5.7), then we
can take A0 = 0. This is because A0 is only needed to remove high-weight
edges near 0, and although these edges will not change the almost sure
convergence, they can spoil integrability.
When dealing with infinite geodesics, we will also make use of the following
sister result. I do not believe it has appeared in the literature before. It
says that infinite geodesics almost surely achieve the correct time constant
even without any moment assumption on the edge-weights. For any infinite
path, we label its vertices in the order traversed as x0, x1, . . . . Also recall
the subpath notation Γ(`) from (1.4).
Proposition 5.6. Assume (5.2), where in (5.2c) the constant h ≥ 0 is from
Proposition 5.1. For any x ∈ Zd, we have
lim
n→∞ supξ∈Sd−1
sup
Γ∈Geo∞
x0=x, x`=x+[nξ]
∣∣∣ T˜ (Γ(`))
n
− µξ
∣∣∣ = 0 a.s. (5.8)
In particular, if Γ ∈ Geo∞(ξ), then
lim
n→∞
T˜ (Γ(`))
x` · ξ = µξ.
(5.9)
The limit in (5.8) could be made valid in Lp, p ∈ [1,∞), if we allowed
ourselves to delete a random, unit-order number of edges from the beginning
of Γ. We have not stated the result in this way for two reasons. First, the
main distinction between Propositions 5.4 and 5.6 is that in the latter, we
do not need to delete any edges, even near the vertex [nξ]. Second, the
statement (5.8) holds for a fixed starting vertex x0 = x. Therefore, the utility
of Proposition 5.6 comes from the fact that, on a probability-one event, (5.8)
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holds simultaneously for every x ∈ Zd. Consequently, (5.9) is valid for any
Γ ∈ Geo∞(ξ), regardless of its starting point.
Sections 5.2, 5.3, 5.4 accumulate a set of preliminary results that will allow
us prove Propositions 5.1, 5.3, 5.4, 5.6 in Section 5.5.
5.2. The Cox–Durrett–Kesten shell passage time. Here we review
only the essential features of the shell construction; a full treatment can
found in [37, pg. 137–153]. Fix a constant t that is large enough (depending
on d and L). Each site x ∈ Zd is assigned a color. We take Yx = 1 (white) if
all edges e containing x have weight τe ≤ t, and Yx = 0 (black) otherwise. Let
W denote the union of all infinite components of the subgraph of Zd induced
by the white vertices. For each x ∈ Zd, a random shell S(x) = S(x, ω) ⊂ Zd
around x can be identified such that:
(i) [37, disp. (2.22) and pg. 141] The shell S(x) contains only white vertices,
does not contain x, and almost surely contains some w ∈ W.
(ii) [37, Lem. 2.23 and 2.24] Almost surely, S(x) is finite and connected,
and every infinite self-avoiding path starting at x must intersect S(x).
(iii) [37, Lem. 2.24] The following two inequalities hold for all r ≥ 1:
P
(
inf
w∈S(x)
‖x− w‖∞ ≥ r
)
≤ C e−cr, (5.10a)
P
(
sup
w,z∈S(x)
‖w − z‖∞ ≥ r
)
≤ C e−cr . (5.10b)
(iv) The value of S(x) depends only on (τe)e∈E(Zd). Furthermore, for any
x, z ∈ Zd, we have S(x,Tzω) = S(x− z, ω).
(v) If τe is bounded, then we assume t ≥ ess sup τe so that (i)–(iv) are
satisfied by S(x) = {y ∈ Zd : ‖x− y‖1 = 1}.
We will repeatedly refer back to these properties, in order to demonstrate
that the following random variables satisfy Proposition 5.1:
T̂ (x, y) := T˜ (S(x),S(y)), x, y ∈ Zd, (5.11)
where T˜ (S1, S2) := infw∈S1,z∈S2 T˜ (w, z) for S1, S2 ⊂ Zd. Note that properties
(i) and (ii) together imply
S(x) ⊂ W for all x ∈ Zd, almost surely. (5.12)
The following observation is essentially contained in [37], but we include a
proof for completeness.
Lemma 5.7. Almost surely, W has a single component.
Proof. By [37, disp. (2.30)], if x and y are adjacent, then there exists z ∈ Zd
with the following property: There are nearest-neighbor paths from z to
S(x) and from z to S(y) that use only white vertices. Therefore, S(x) and
S(y) belong to the same component of W. Since this holds for every pair
x, y of adjacent vertices, we deduce that
⋃
x∈Zd S(x) is contained in a single
component of W . Finally, if an infinite self-avoiding path passes through x ∈
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Zd, then it is also passes through S(x) by property (ii). Consequently, there
can be no component of W other than the one containing ⋃x∈Zd S(x). 
Meanwhile, property (iii) can be leveraged in the following manner. We
denote a d-dimensional box centered at x ∈ Zd by
Br(x) := {y ∈ Zd : ‖x− y‖∞ ≤ r}, (5.13a)
and its boundary by
∂Br(x) := {y ∈ Zd : ‖x− y‖∞ = r}. (5.13b)
It will be useful to define the quantity
R(x) := sup
z∈S(x)
‖x− z‖∞, (5.14)
so that S(x) ⊂ BR(x)(x) and thus |S(x)| ≤ (2R(x) + 1)d. Considering that
R(x) ≤ inf
w∈S(x)
‖x− w‖∞ + sup
w,z∈S(x)
‖w − z‖∞,
the inequalities in (5.10) give
P(R(x) > r) ≤ C e−cr . (5.15)
Let P(x) denote the set of all self-avoiding paths starting at x ∈ Zd. As
demonstrated in the next two lemmas, (5.15) leads to tail bounds for the
following quantities, which are defined for x ∈ Zd, h ∈ R, and q > 0:
A(x) := sup
{|γ| : γ ∈ P(x), γ avoids S(x)}+ 1,
L(x;h) := sup
{|γ| : γ ∈ P(x), T˜ (γ) < h|γ|} ∨ 0,
Q(x;h, q) := sup
{|γ| : γ ∈ P(x), |{e ∈ γ : τ˜e ≤ h}| ≥ q|γ|}. (5.16)
Lemma 5.8. For every x ∈ Zd and r ≥ 0, we have
P(A(x) ≥ r) ≤ C e−cr1/d . (5.17)
Proof. The claimed bound is immediate from (5.15) once we show that
A(x) ≤ (2R(x) + 1)d. Indeed, every path γ starting at x and having length
|γ| ≥ (2R(x) + 1)d = |BR(x)(x)|, must reach some vertex y /∈ BR(x)(x).
Since S(x) ⊂ BR(x)(x), it is possible to construct an infinite self-avoiding
path that starts at y and never passes through S(x). Therefore, by property
(ii) of the shell S(x), the path γ must hit S(x) prior to reaching y. We
conclude A(x) ≤ (2R(x) + 1)d, as needed. 
The next lemma explains the origin of h in Proposition 5.1.
Lemma 5.9. If F (0) < pc(Zd), then exist constants h = h(L, d) > 0 and
q = q(L, d) < 1 such that whenever (5.2a) and (5.2c) hold, the following
inequalities hold for all x ∈ Zd, h ≤ h, q ≥ q, and r ≥ 0:
P(L(x;h) ≥ r) ≤ C e−cr and P(Q(x;h, q) ≥ r) ≤ C e−cr . (5.18)
If F (0) ≥ pc(Zd), then we take h = 0 so that L(x;h) = 0 for all h ≤ 0.
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Proof. By [37, Prop. 5.8], there exists a constant h0 = h0(L, d) > 0 such that
P
(
∃ γ ∈ P(x) such that |γ| ≥ r,
∑
e∈γ
(τe ∧ 1) ≤ h0|γ|
)
≤ C e−cr . (5.19)
Upon taking h = (h0 ∧ 1)/4 and assuming h ≤ h and |τperte | ≤ h for all
e ∈ E(Zd), we have the following for all r ≥ 1:
L(x;h) ≥ r =⇒ ∃ γ ∈ P(x) s.t. |γ| ≥ r, T˜ (γ) < h|γ| ≤ h|γ|
=⇒
∑
e∈γ
(τe ∧ 1) ≤ T (γ) ≤ T˜ (γ) + h|γ| ≤ 2h|γ| ≤ h0|γ|.
If in addition we set q = (1− 3h)/(1− 2h) and consider q ≥ q, then
Q(x;h, q) ≥ r =⇒ ∃ γ ∈ P(x) s.t. |γ| ≥ r, |{e ∈ γ : τ˜e ≤ h}| ≥ q|γ|
=⇒ |{e ∈ γ : τe ≤ 2h}| ≥ q|γ|
=⇒
∑
e∈γ
(τe ∧ 1) ≤ 2hq|γ|+ (1− q)|γ| = 3h|γ| ≤ h0|γ|.
Therefore, (5.18) follows from (5.19) and (5.2c). We assume C ≥ 1 so that
(5.18) holds for r = 0. 
Lemma 5.10. Assume (5.2c). Almost surely we have
−T˜ (γ) ≤ hmin{L(x; 0),L(y; 0)} for any x, y ∈ Zd, γ ∈ P(x, y). (5.20)
Proof. We have T˜ (γ) < 0 only if L(x; 0) ≥ |γ|. In addition, since τe ≥ 0, we
trivially have T˜ (γ) ≥ −h|γ| by (5.2c). These two observations collectively
yield −T˜ (γ) ≤ hL(x; 0). By symmetry, we also have −T˜ (γ) ≤ hL(y; 0),
hence (5.20). 
Lemma 5.11. Assume (5.2a) and (5.2c), where h ≥ 0 is the constant from
Lemma 5.9. For all x, y ∈ Zd, we have
P(T̂ (x, y) ≤ −s) ≤ C e−cs for all s ≥ 0. (5.21)
Proof. If F (0) ≥ pc(Zd) so that h = 0, then T̂ (x, y) ≥ 0. Consequently, the
claim holds so long as C ≥ 1. Therefore, let us assume F (0) < pc(Zd) so
that h > 0. By Lemma 5.10, we have
T̂ (x, y) = T˜ (S(x),S(y)) ≥ −h sup
w∈S(x)
L(w; 0) a.s.
Therefore, for any positive integer s, a union bound gives
P(T̂ (x, y) ≤ −s) ≤ P(R(x) > s) + P
(
sup
w∈Bs(x)
L(w; 0) ≥ s
h
)
(5.15)
≤ C e−cs +2(2s+ 1)dP
(
L(x; 0) ≥ s
h
) (5.18)
≤ C e−cs .
By suitably adjusting C, the upper bound trivially extends to all s ≥ 0. 
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5.3. Coupling with Bernoulli percolation. Let p ∈ (pc(Zd), 1) be a
parameter (sufficiently close to 1) to be chosen later in Lemma 5.12. We
color each edge e = {x, y} ∈ E(Zd) according to the rule
Ye :=
{
1 if Yx = Yy = 1,
0 otherwise.
Note that P(Ye = 1) = P(τe ≥ t)4d−1, and that Ye and Ye′ are independent
whenever e and e′ are distance at least 2 apart (by which we mean the
minimum graph distance between a vertex of e and a vertex of e′ is at least
2). In other words, (Ye)e∈E(Zd) is a 1-dependent process, and P(Ye = 1) can
be made arbitrarily close to 1 by choosing t sufficiently large. It is thus
possible, by either [47, Thm. 0.0] or [29, Thm. 7.65], to take t large enough
that (Ye)e∈E(Zd) stochastically dominates the Bernoulli(p) product measure
on E(Zd).9 To be precise, let (Xe)e∈E(Zd) be a collection of independent
Bernoulli(p) random variables. In the usual percolation parlance, we say e
is open if Xe = 1, and closed if Xe = 0. An open cluster is a component of
the subgraph of Zd induced by the open edges. The stochastic domination
discussed above means we can couple (Xe)e∈E(Zd) and (Ye)e∈E(Zd) in such a
way that
Xe ≤ Ye for all e ∈ E(Zd). (5.22)
In particular, if O ⊂ Zd denotes the infinite open cluster (for uniqueness, see
[29, Thm. 8.1]), then O ⊂ W. Our choice of p is dictated by the following
lemma.
Lemma 5.12. [6, Lem. 6.3] There exists p0 ∈ (pc(Zd), 1) such that for every
p ∈ [p0, 1], there is some constant cp > 0 satisfying
P(some path x→ ∂Br(x) avoids O) ≤ e−cpr ∀ x ∈ Zd, r ≥ 1. (5.23)
We henceforth assume p ∈ [p0, 1).
5.4. Chemical distances in the clusters. Call a path open if all of its
edges are open. For x, y ∈ Zd, let us write x↔ y if x and y are connected via
some open path. The minimum length of such a path is called the chemical
distance:
Do(x, y) := inf{|γ| : γ ∈ P(x, y), γ is open}, x, y ∈ Zd. (5.24)
Lemma 5.13. There exists a constant C1 = C1(L, d) > 0 such that
P
(
Do(x, y) ≥ C1r for some x, y ∈ O ∩Br(0)
)
≤ C e−cr ∀ r ≥ 1. (5.25)
9Strictly speaking, these references deal with Zd-indexed k-dependent processes, but
the results can be understood equally well for E(Zd)-indexed processes. For example,
one could embed E(Zd) ↪→ Zd+1 via {x, x + ei} 7→ (x, i), extend Y to the remainder of
Zd+1 as independent Bernoulli(p) random variables, apply the result for Zd+1-indexed
(k + d)-dependent processes, and then reverse the embedding.
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Proof. By [5, Thm. 1.1], there is a constant C0 = C0(p) > 0 such that
P
(
0↔ y,Do(0, y) ≥ C0‖y‖1
) ≤ C e−c‖y‖1 for all y ∈ Zd. (5.26)
Suppose there exists some z ∈ O such that ‖z‖∞ = 2r. Then every x ∈ Br(0)
satisfies
r ≤ ‖x− z‖∞ ≤ ‖x− z‖1 ≤ d‖x− z‖∞ ≤ d(‖x‖∞ + ‖z‖∞) ≤ 3dr.
Moreover, if x, y ∈ O ∩Br(0), then
Do(x, y) ≤ Do(x, z) +Do(z, y) ≤ 2 sup
x∈O∩Br(0)
Do(x, z).
From these trivial inequalities, we deduce the following implication:
x, y ∈ O ∩Br(0), Do(x, y) ≥ 6C0dr =⇒ sup
x∈O∩Br(0)
Do(x, z) ≥ 3C0dr
=⇒ sup
x∈O∩Br(0)
Do(x, z)
‖x− z‖1 ≥ C0.
In summary, we have
P
(
Do(x, y) ≥ 6C0dr for some x, y ∈ O ∩Br(0)
)
≤ P(O ∩B2r(0) = ∅) + P
( ⋃
‖z‖∞=2r
⋃
x∈Br(0)
{
x↔ z, Do(x, z)‖x− z‖1 ≥ C0
})
.
(5.27)
Concerning the first term on the right-hand side, observe that if some path
0→ ∂B2r(0) hits O before or upon reaching ∂B2r(0), then B2r(0) necessarily
intersects O. Hence
P(B2r(0) ∩ O = ∅) ≤ P(every path 0→ ∂B2r(0) avoids O)
≤ P(some path 0→ ∂B2r(0) avoids O)
(5.23)
≤ e−cr .
Meanwhile, the second term on the right-hand side of (5.27) is controlled by
a simple union bound:
P
( ⋃
‖z‖∞=2r
⋃
x∈Br(0)
{
x↔ z, Do(x, z)‖x− z‖1 ≥ C0
})
(5.26)
≤ |∂B2r(0)| · |Br(0)| · C e−cr ≤ C e−cr .
Using the two previous displays in (5.27), we obtain the desired result with
C1 = 6C0d. 
Recall that an edge e is colored white if and only if both of its vertices
are white. Let us say that a path is white if all of its edges are white. A
chemical distance can be defined with respect to these paths:
Dw(w, z) := inf{|γ| : γ ∈ P(w, z), γ is white}, w, z ∈ Zd. (5.28)
Because of (5.22), all open paths are necessarily white. Hence Dw ≤ Do.
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Lemma 5.14. There exists a constant C2 = C2(L, d) > 0 such that
P
(
Dw(w, z) ≥ C2r for some w, z ∈ W ∩Br(0)
)
≤ C e−cr1/d ∀ r ≥ 1.
(5.29)
Proof. Let C1 be as in Lemma 5.13, and suppose Do(x, y) ≤ 2C1r for every
x, y ∈ O ∩B2r(0). Suppose further that the following event occurs:
Ar :=
⋂
w∈Br(0)
{
every path w → ∂Bb r1/d−1
2
c(w) intersects O
}
.
Since |Bb(r1/d−1)/2c(w)| ≤ r, this event implies that every self-avoiding path γ
which starts in Br(0) and has length |γ| ≥ r, must intersect O. Now consider
any w, z ∈ W ∩Br(0). By Lemma 5.7, there is a white path γ ∈ P(w, z) of
length |γ| = Dw(w, z) <∞. If |γ| ≥ r, then the discussion from above tells
us that γ reaches some x ∈ O within r edges of w. Similarly, γ reaches some
y ∈ O within r edges of z. That is,
Dw(w, x) ≤ r and Dw(y, z) ≤ r.
Since x and y necessarily belong to B2r(0), we also have
Dw(x, y) ≤ Do(x, y) ≤ 2C1r.
Together, the two previous displays yield Dw(w, z) ≤ 2(C1 + 1)r. We deduce
from this argument that
P
(
Dw(w, z) > 2(C1 + 1)r for some w, z ∈ W ∩Br(0)
)
≤ P
(
Do(x, y) ≥ 2C1r for some x, y ∈ O ∩B2r(0)
)
+ P(Ω \ Ar)
(5.25),(5.23)
≤ C e−cr +(2r + 1)dC e−cr1/d ≤ C e−cr1/d .
Hence C2 = 3(C1 + 1) suffices for (5.29). 
We can now obtain an upper-tail bound on T̂ (x, y) to complement the
lower-tail bound from Lemma 5.11.
Lemma 5.15. Assume (5.2a) and (5.2c), where h ≥ 0 is the constant from
Lemma 5.9. There exists s = s(L, d) > 0 such that
P(T̂ (x, y) ≥ s‖x− y‖∞) ≤ C e−c(s‖x−y‖∞)1/d ∀ x, y ∈ Zd and s ≥ s.
Proof. Let C2 be the constant from Lemma 5.14. Observe that
T̂ (x, y) = T˜ (S(x),S(y))
(5.2c)
≤ (t + h) inf
w∈S(x),z∈S(y)
Dw(w, z) a.s.,
and recall from (5.12) that S(x),S(y) ⊂ W almost surely. Furthermore, if
R(x) ≤ r and R(y) ≤ r, then S(x),S(y) ⊂ B‖x−y‖∞+2r(x). Therefore, for
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any positive integer r and positive numbers s and κ, a union bound shows
P(T̂ (x, y) ≥ s‖x− y‖∞)
≤ 2P(R(x) > r) + P
( ⋃
w,z∈W∩B‖x−y‖∞+2r(x)
{
Dw(w, z) ≥ s‖x− y‖∞
t + h
})
,
(5.30)
where we have used the translation invariance from property (iv) and (5.2a)
to write P(R(y) > r) = P(R(x) > r). This first term on the right-hand side
of (5.30) is controlled by (5.15). Turning our attention to the second term,
we set s = 6C2(t + h) and κ = 1/s, so that the following inequalities hold for
all s ≥ s:
1
t + h
≥ 3C2(s−1 + κ)
=⇒ s‖x− y‖∞
t + h
≥ 3C2(1 + κs)‖x− y‖∞
≥ C2(‖x− y‖∞ + 2dκs‖x− y‖∞e).
Taking r = dκs‖x− y‖∞e, the tail bound (5.29) now shows
P
(
Dw(w, z) ≥ s‖x− y‖∞
t + h
for some w, z ∈ W ∩B‖x−y‖∞+2r(x)
)
≤ C e−c((1+2κs)‖x−y‖∞)1/d ≤ C e−c(κs‖x−y‖∞)1/d for all s ≥ s.
Upon inserting the same value of r into (5.30) and then absorbing κ into the
constant c, we arrive at
P(T̂ (x, y) ≥ s‖x− y‖∞) ≤ C e−cκs‖x−y‖∞ +C e−c(κs‖x−y‖∞)1/d (5.31)
≤ C e−c(s‖x−y‖∞)1/d for all s ≥ s. 
Remark 5.16. I expect that the correct exponent on s in (5.31) is 1 rather
than 1/d, in agreement with [5, Thm. 1.2]. With sufficient effort, one may be
able to adapt the methods of that paper to better understand the geometry of
the set W and make this improvement. Absent a present necessity, however,
we do not pursue this line of inquiry.
5.5. Final arguments. Proposition 5.1(a) has already been established in
Corollaries 5.11 and 5.15.
5.5.1. Tightness. For Propositions 5.1(b), 5.4, 5.6, we will use the following
lemma. Let Sint(x) denote the “interior” of S(x), i.e. the set of all y ∈
Zd \ S(x) such that every infinite self-avoiding path starting at y must
intersect S(x). In particular, since x /∈ S(x) by property (i), we have
x ∈ Sint(x) by property (ii). Let Eint(x) be the set of all edges with at least
42 ERIK BATES
one vertex in Sint(x). Recall the quantity L(x;h) from (5.16), and define
∆int(x) :=
∑
e∈Eint(x)
|τ˜e|,
∆ext(x) := (t + h)|S(x)|+ 2h sup
w∈S(x)
L(w; 0).
(5.32)
Lemma 5.17. Assume (5.2c), where h ≥ 0 is the constant from Lemma 5.9.
The following statements hold.
(a) If x, y ∈ Zd and γ ∈ P(x, y) satisfy A(x) +A(y) < |γ|, then γ must
intersect both S(x) and S(y). Furthermore, if we let γ′ denote the
(nonempty) portion of γ between its first intersection with S(x) and its
last intersection with S(y), as in Figure 2, then
|T˜ (γ′)− T̂ (x, y)| ≤ T˜ (γ)− T˜ (x, y) + ∆ext(x) + ∆ext(y) a.s. (5.33)
(b) If x, y ∈ Zd satisfy
R(x) +R(y) < ‖x− y‖∞, (5.34)
then
|T˜ (x, y)− T̂ (x, y)| ≤ ∆int(x) + ∆int(y) + ∆ext(x) + ∆ext(y) a.s. (5.35)
Proof. Assume A(x) +A(y) < |γ|. By the definition of A(·) from (5.16),
the first intersection of γ with S(x), say at vertex w′, must occur within
A(x) edges of x. In particular, γ reaches w′ before its last intersection with
S(y), say at z′, which occurs within A(y) edges of y. Hence γ′ ∈ P(w′, z′)
described in the statement of the lemma is well-defined. Let γpre be the
portion of γ before reaching w′, and γpost the portion after reaching z′. By
choice of w′ and z′, we have that
all vertices of γpre belong to Sint(x) ∪ {w′}, (5.36a)
all vertices of γpost belong to Sint(y) ∪ {z′}, (5.36b)
as well as
|T˜ (γ′)− T˜ (γ)| ≤ ∆int(x) + ∆int(y).
Since T˜ (γ) ≥ T˜ (x, y) by definition of T˜ , a triangle inequality now shows
|T˜ (γ′)− T˜ (x, y)| ≤ T˜ (γ)− T˜ (x, y) + ∆int(x) + ∆int(y). (5.37)
To reach (5.33), we must work a bit harder. Let wˆ ∈ S(x) and zˆ ∈ S(z) be
such that T˜ (wˆ, zˆ) = T̂ (x, y); this is possible because S(x) and S(y) all almost
surely finite by property (ii). Given any ε > 0, we can choose γˆ ∈ P(wˆ, zˆ)
such that T˜ (γˆ) ≤ T̂ (x, y) + ε. Following γˆ from wˆ to zˆ, let wˆlast be the
last intersection with S(x). Next let zˆfirst be the first intersection with S(y)
that occurs after wˆlast (although this may be wˆlast itself). These choices
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partition γˆ into three subpaths: γˆbeg ∈ P(wˆ, wˆlast), γˆmid ∈ P(wˆlast, zˆfirst),
and γˆend ∈ P(zˆfirst, zˆ). By construction, we have that
no vertices of γˆmid other than wˆlast and zˆfirst
belong to S(x) ∪ Sint(x) ∪ S(y) ∪ Sint(y). (5.38)
Now take any self-avoiding path γ1 from w
′ to wˆlast using only vertices in
S(x) (recall that S(x) is connected by property (ii)). Similarly, let γ2 be any
self-avoiding path from zˆfirst to z
′ confined to S(y). By (5.36) and (5.38),
the following path between x and y is self-avoiding (see Figure 2):
γ˜ := γpre ∪ γ1 ∪ γˆmid ∪ γ2 ∪ γpost.
Hence γ˜ is a candidate path for T˜ (x, y), which means
T˜ (x, y) ≤ T˜ (γ˜) = T˜ (γpre) + T˜ (γ1) + T˜ (γˆmid) + T˜ (γ2) + T˜ (γpost)
= T˜ (γ1) + T˜ (γ2) + T˜ (γ)− T˜ (γ′) + T˜ (γˆ)− T˜ (γˆbeg)− T˜ (γˆend)
≤ T˜ (γ1) + T˜ (γ2) + T˜ (γ)− T˜ (γ′) + T̂ (x, y) + ε− T˜ (γˆbeg)− T˜ (γˆend).
We can rewrite this inequality as
T˜ (γ′)− T̂ (x, y) ≤ T˜ (γ1) + T˜ (γ2) + T˜ (γ)− T˜ (x, y) + ε− T˜ (γˆbeg)− T˜ (γˆend).
In addition, we trivially have T˜ (γ′) − T̂ (x, y) ≥ 0 because w′ ∈ S(x) and
z′ ∈ S(y). We now work to bound from above the first and last pairs of
terms on the right-hand side. For every e connecting two vertices in S(x),
we have τe ≤ t because all vertices in S(x) are white. Since we almost surely
have |τperte | ≤ h for all e ∈ E(Zd) by (5.2c), this observation results in
T˜ (γ1) ≤ (t + h)|S(x)| and T˜ (γ2) ≤ (t + h)|S(y)| a.s.
Next observe that Lemma 5.10 implies
−T˜ (γˆbeg) ≤ hL(wˆ; 0) ≤ h sup
w∈S(x)
L(w; 0) a.s.
as well as
−T˜ (γˆend) ≤ hL(zˆ; 0) ≤ h sup
z∈S(y)
L(z; 0) a.s.
The inequality (5.33) can now be read from the previous four displays, once
ε is taken to 0. This completes the proof of part (a).
For (b), the assumption (5.34) ensures that S(x) ∪ Sint(x) is disjoint from
S(y)∪Sint(x). In this case, property (ii) of the shell construction forces every
γ ∈ P(x, y) to intersect both S(x) and S(y), where again the first intersection
with S(x) occurs before the last intersection with S(y). Therefore, (5.35) is
immediate from (5.37) and (5.33) by choosing γ so that T˜ (γ) is arbitrarily
close to T˜ (x, y). 
Proof of Proposition 5.1(b). Let h be as in Lemma 5.9, so that h > 0
if F (0) < pc(Zd), and h = 0 otherwise. In either case, we assume from
(5.2c) that |τperte | ≤ h for all e ∈ E(Zd). The tightness of the collection
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Figure 2. Illustration for the proof of Lemma 5.17. If the top curve
γ = γpre ∪ γ′ ∪ γpost is a geodesic for T˜ (x, y), and the bottom curve
γˆ = γˆbeg ∪ γˆmid∪ γˆend is a geodesic for T̂ (x, y), then the concatenated
curve γ˜ = γpre ∪ γ1 ∪ γˆmid ∪ γ2 ∪ γpost is a near-geodesic for T̂ (x, y).
{T˜ (x, y)− T̂ (x, y) : x, y ∈ Zd} is now deduced as follows. Let ε > 0 be given.
First, (5.15) allows us to choose r1 = r1(L, d) sufficiently large that
P(Bx) ≥ 1− ε/6, where Bx := {R(x) ≤ r1}.
By (5.18)—or the fact that h = 0 when F (0) ≥ pc(Zd)—there is r2 = r2(L, d)
such that
P(Cx) ≥ 1− ε/6, where Cx :=
{
h sup
w∈Br1 (x)
L(w; 0) ≤ r2
}
. (5.39)
Finally, since r1 has been fixed, there is some r3 such that
P(Dx) ≥ 1− ε/6, where Dx :=
{ ∑
E(Br1 (x))
(τe + h) ≤ r3
}
, (5.40)
where E(Br(x)) is the set of all edges in which both vertices belong to Br(x).
By the translation invariance from property (iv) and (5.2a), the values of
P(Bx) and P(Dx) do not depend on x. Similarly, the value of P(Dx) does
not depend on x because of (5.2a). Meanwhile, the lower bound in (5.39) is
valid for all x, since the constants in (5.18) do not depend on x.
Consider any x, y ∈ Zd such that ‖x − y‖∞ > 2r1. If Bx and By both
occur, then (5.34) holds, in which case we can apply (5.35) in conjunction
with the events considered in (5.39) and (5.40). The resulting conclusion is
that on the event Bx ∩By ∩Cx ∩Cy ∩Dx ∩Dy, which occurs with probability
at least 1− ε, we have
|T˜ (x, y)− T̂ (x, y)| ≤ 2(t + h)(2r1 + 1)d + 2r2 + 2r3.
As ε > 0 is arbitrary, we have shown {T˜ (x, y)− T̂ (x, y) : ‖x− y‖∞ > 2r1}
is tight. On the other hand, because of (5.2b), the complementary family
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{T˜ (x, y)− T̂ (x, y) : ‖x− y‖∞ ≤ 2r1} is also tight, as there are only finitely
many distinct distributions represented. 
Another consequence of Lemma 5.17 is the following result on the length
of geodesics with respect to T˜ . It is an extension of [7, Thm. 4.9] and will
be needed in Section 7.
Proposition 5.18. Assume F (0) < pc(Zd), (5.2a), and (5.2c), where h > 0
is the constant from Lemma 5.9. There is a constant m = m(L, d) such that
P
(
sup
γ∈Geo(x,y)
|γ| ≥ m‖x− y‖∞
)
≤ C e−c‖x−y‖1/d∞ for all x, y ∈ Zd.
Proof. Recall from (5.15) that
P
(
R(x) ≥ ‖x− y‖∞
2
)
≤ C e−c‖x−y‖∞ ,
and so the probability that (5.34) holds is at least 1−C e−c‖x−y‖∞ . Suppose
that (5.34) does hold, so that—using the notation from Lemma 5.17—we
can invoke (5.33) to write the following inequality for any γ ∈ Geo(x, y):
T˜ (γ′)− T̂ (x, y) ≤ ∆ext(x) + ∆ext(y) a.s. (5.41)
Recall the constant s from Lemma 5.15, and suppose further that
T̂ (x, y) ≤ s‖x− y‖∞. (5.42)
In order to simplify the coming notation, we define the quantity
R0 =
⌊
1
2
(s‖x− y‖∞
2(t + h)
)1/d − 1
2
⌋
.
Suppose even further that
R(x) ≤ R0, R(y) ≤ R0, (5.43)
and
sup
w∈BR0 (x)∪BR0 (y)
L(w; h) <
s
h
‖x− y‖∞. (5.44)
Now we make use of these several suppositions. First, since every edge in
γ \ γ′ contains a vertex in either S(x) or S(y), there is the trivial inequality
|γ| ≤ |γ′|+ |S(x)|+ |S(y)|
≤ |γ′|+ (2R(x) + 1)d + (2R(y) + 1)d
(5.43)
≤ |γ′|+ s‖x− y‖∞
t + h
≤ |γ′|+ s
h
‖x− y‖∞.
(5.45)
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Second, we have
∆ext(x) + ∆ext(y) = (t + h)
(|S(x)|+ |S(y)|)+ h sup
w∈S(x)∪S(y)
L(w; 0)
(5.45),(5.43)
≤ s‖x− y‖∞ + h sup
w∈BR0 (x)∪BR0 (y)
L(w; h)
(5.44)
≤ 3s‖x− y‖∞.
(5.46)
Third, by (5.43) and (5.44), every γ ∈ P(x, y) with |γ′| ≥ 4(s/h)‖x − y‖∞
must have
T˜ (γ′) > h|γ′| ≥ 4s‖x− y‖∞.
On the other hand, combining (5.41), (5.42), and (5.46) shows
sup
γ∈Geo(x,y)
T˜ (γ′) ≤ 4s‖x− y‖∞.
To reconcile these two observations, we must have
sup
γ∈Geo(x,y)
|γ′| ≤ 4s
h
‖x− y‖∞.
Combining this bound with (5.45), we arrive at
sup
γ∈Geo(x,y)
|γ| ≤ 5s
h
‖x− y‖∞.
In summary, we have shown
P
(
sup
γ∈Geo(x,y)
|γ| ≤ 5s
h
‖x− y‖∞
)
≥ P((5.34), (5.42), (5.43), (5.44) all hold).
We saw at the beginning of the proof that (5.34) occurs with probability
least 1− C e−c‖x−y‖∞ . By Lemma 5.15 and (5.15), each of (5.42) and (5.43)
occurs with probability at least 1−C e−c‖x−y‖1/d∞ . Finally, by applying (5.18)
with a union bound over BR0(x) ∪BR0(y), the probability of (5.44) is seen
to be at least 1− C e−c‖x−y‖∞ . We conclude that m = 5s/h suffices. 
5.5.2. Subadditivity. The next lemma shows that both T̂ and T˜ are almost
subadditive. The inequality (5.49) also appeared in [57, disp. (5.34)]. Recall
the quantity ∆ext(x) from (5.32), and note that the following tail bound is
immediate from (5.15), Lemma 5.9, and the fact that S(x) ⊂ BR(x)(x):
P(∆ext(x) ≥ s) ≤ C e−cs1/d for all x ∈ Zd and s ≥ 0. (5.47)
Lemma 5.19. Assume (5.2c). For any x, y, z ∈ Zd, we have
T̂ (x, y) ≤ T̂ (x, z) + T̂ (z, y) + ∆ext(z) a.s., (5.48)
as well as
T˜ (x, y) ≤ T˜ (x, z) + T˜ (z, y) + 2hL(z; 0) a.s. (5.49)
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(a) If γ1 and γ2 intersect, then we set γ = γ
pre
1 ∪ γpost2
(b) If γ1 and γ2 do not intersect, then we set γ = γ
pre
1 ∪ γbridge ∪ γpost2 .
The dotted curve along S(x) is the portion of γ+1 not included in γbridge.
Figure 3. Illustrations for the proof of Lemma 5.19. The goal is to
use paths γ1 from S(x) to S(z) and γ2 from S(z) to S(y), to create
a single path γ between S(x) and S(y) whose passage time is close
to the sum of passage times for γ1 and γ2.
Proof. We will argue (5.48), and then specify at the end the very minor
modification needed to prove (5.53). Consider any paths γ1 ∈ P(w0, w1)
and γ2 ∈ P(w2, w3), where w0 ∈ S(x), w1, w2 ∈ S(z), and w3 ∈ S(y). First
suppose that γ1 and γ2 intersect (in the sense of sharing a vertex), as shown
in Figure 3a. Let γpre1 be the portion of γ1 between its initial location and
its first intersection with γ2; call this intersection point z1. Let γ
post
1 be the
remaining portion of γ1 between z1 and its final location w1 ∈ S(z). We next
write γpre2 to denote the subpath of γ2 between its initial location in S(z)
and z1, while γ
post
2 will denote the portion between z1 and the final location
in S(y). Clearly γpre1 ∪ γpost2 is a self-avoiding path between S(x) and S(y),
and so
T̂ (x, y) ≤ T˜ (γpre1 ) + T˜ (γpost2 ) = T˜ (γ1)− T˜ (γpost1 ) + T˜ (γ2)− T˜ (γpre2 ). (5.50)
48 ERIK BATES
Because γ1 terminates at w1 ∈ S(z), we have
−T˜ (γpost1 )
(5.20)
≤ hL(w1; 0) ≤ h sup
w∈S(z)
L(w; 0) a.s. (5.51a)
Similarly, because γ2 begins in S(z), we have
−T˜ (γpre2 ) ≤ h sup
w∈S(z)
L(w; 0) a.s. (5.51b)
Together, (5.50) and (5.51) yield
T̂ (x, y) ≤ T˜ (γ1) + T˜ (γ2) + 2h sup
w∈S(z)
L(w; 0)
≤ T˜ (γ1) + T˜ (γ2) + ∆ext(z) a.s.
(5.52)
If instead γ1 and γ2 do not intersect, as in Figure 3b, then we attach to
the end of γ1 some path γ
+
1 which is confined to S(z) and terminates at its
first intersection with γ2; such an intersection exists because γ2 begins in
S(z), and S(z) is connected. Allowing for the possibility that γ+1 intersects
γ1 again before reaching γ2, we let γbridge be the portion of γ
+
1 between its
last intersection with γ1 and its terminal point shared with γ2. Now let γ
pre
1
be the portion of γ1 between its starting point in S(x) and its unique point of
intersection with γbridge, and let γ
post
1 be the remaining portion of γ1 beyond
this point of intersection. Similarly, let γpre2 be the subpath of γ2 between
its starting point and its unique intersection with γbridge, while γ
post
2 will
denote the remaining portion of γ2 past this intersection. Since γ1 and γ2
were assumed to not intersect, the concatenated path γpre1 ∪ γbridge ∪ γpost2 is
self-avoiding, starts in S(x), and ends in S(y). Therefore, it is a candidate
path for T̂ (x, y), which means
T̂ (x, y) ≤ T˜ (γpre1 ) + T˜ (γbridge) + T˜ (γpost2 )
= T˜ (γ1)− T˜ (γpost1 ) + T˜ (γbridge) + T˜ (γ2)− T˜ (γpre2 ).
As before, −T˜ (γpost1 ) and −T˜ (γpre2 ) are controlled by (5.51). In addition,
because γbridge traverses only vertices in S(z), (5.12) and (5.2c) together
imply
T˜ (γbridge) ≤ (t + h)|S(x)| a.s.
Together, the two previous displays yield
T̂ (x, y) ≤ T˜ (γ1) + T˜ (γ2) + ∆ext(z) a.s. (5.53)
The claimed inequality (5.48) now follows from whichever of (5.52) and
(5.53) applies, once γ1 and γ2 are chosen so that T˜ (γ1) and T˜ (γ2) become
arbitrarily close to T̂ (x, z) and T̂ (z, y), respectively.
To obtain (5.49) instead of (5.48), one would simply note that now the
endpoint of γ1 ∈ P(x, z) is equal to the starting point of γ2 ∈ P(z, y). Hence
the upper bounds in (5.51) become hL(z; 0), and γbridge is empty. 
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To prove Propositions 5.1(c) and 5.1(d), we will need a continuity condition.
Lemma 5.20. Assume (5.2a) and (5.2c), where h ≥ 0 is the constant from
Lemma 5.9. For any ε > 0, there exists δ = δ(ε,L, d) > 0 such that
lim sup
n→∞
E
[
sup
ξ,ζ∈Sd−1
‖ξ−ζ‖2≤δ
∣∣∣ T̂ (0, nξ)− T̂ (0, nζ)
n
∣∣∣p] ≤ pεp ∀ p ∈ [1,∞), (5.54)
and
lim sup
n→∞
[
sup
ξ,ζ∈Sd−1
‖ξ−ζ‖2≤δ
∣∣∣ T̂ (0, nξ)− T̂ (0, nζ)
n
∣∣∣] ≤ ε a.s. (5.55)
Proof. Let ε > 0 be given, and recall the constant s from Lemma 5.15. Set
δ = 112(1 ∧ ε/s) so that the following implications hold for all ξ, ζ ∈ Sd−1,
s ≥ 0, and large enough n (depending on δ):
‖ξ − ζ‖2 ∈ [δ/2, 2δ] =⇒ ‖[nξ]− [nζ]‖2 ∈ [δn/3, 3δn]
=⇒ (s + s)‖[nξ]− [nζ]‖∞ ≤ (s + s)‖[nξ]− [nζ]‖2 ≤ (ε+ s)n/4. (5.56)
For n, s ∈ [0,∞), define the events
Un,s :=
⋃
ξ,ζ∈Sd−1
δ
2
≤‖ξ−ζ‖2≤2δ
{
|T̂ (nξ, nζ)| ≥ ε+ s
4
n
}
,
Vn,s :=
⋃
ξ∈Sd−1
{
∆ext([nξ]) ≥ ε+ s
8
n
}
.
Note that for n ∈ [1,∞), the cardinality of the set
Sn := {[nξ] : ξ ∈ Sd−1} ⊂ Zd (5.57)
is at most Cnd−1. Therefore, by a union bound together with (5.31) and
(5.21), we have
P(Un,s) ≤ Cn2d−2 e−c((s+s)δn/(6d))1/d for all large n, s ∈ [0,∞), (5.58)
where we have the used the fact from (5.56) that
‖ξ − ζ‖2 ≥ δ/2 =⇒ ‖[nξ]− [nζ]‖∞ ≥ ‖[nξ]− [nζ]‖2/(2d) ≥ δn/(6d).
Similarly, by a union bound over Sn together with (5.47), we have
P(Vn,s) ≤ Cnd−1 e−c((ε+s)n/8)1/d for all n ∈ [1,∞), s ∈ [0,∞). (5.59)
Putting (5.58) and (5.59) together yields
P(Un,s ∪ Vn,s) ≤ Cn2d−2 e−c(δsn)1/d . (5.60)
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Now suppose that neither Un,s nor Vn,s occur. Given any ξ1, ξ2 ∈ Sd−1 with
‖ξ− ζ‖2 ≤ δ, choose ζ ∈ Sd−1 such that both ‖ξ1 − ζ‖2 and ‖ξ2 − ζ‖2 lie in
the interval [δ/2, 2δ]. We then have
|T̂ (0, nξ1)− T̂ (0, nξ2)| ≤ |T̂ (0, nξ1)− T̂ (0, nζ)|+ |T̂ (0, nξ2)− T̂ (0, nζ)|
(5.48)
≤ |T̂ (nξ1, nζ)|+ ∆ext([nξ1]) + |T̂ (nξ2, nζ)|+ ∆ext([nξ2]) + 2∆ext([nζ])
< (ε+ s)n a.s.
We have thus argued that
sup
ξ1,ξ2∈Sd−1
‖ξ−ζ‖2≤δ
|T̂ (0, nξ1)− T̂ (0, nξ2)| ≤ (ε+ s)n on Ω \ (Un,s ∪ Vn,s).
(5.61)
Therefore, once we integrate the tail, our bound from (5.60) gives
E
[
sup
ξ,ζ∈Sd−1
‖ξ−ζ‖2≤δ
∣∣∣ T̂ (0, nξ)− T̂ (0, nζ)
n
∣∣∣p]
≤ pεp + Cn2d−2p
ˆ ∞
0
(ε+ s)p−1 e−c(δsn)
1/d
ds
for all large n. Since the integral vanishes as n→∞, this establishes (5.54).
To next prove (5.55), we make the following discretization argument. As n
varies continuously from 0 to∞, the set Sn increases in size at only countably
many values of n. More precisely, for n ∈ [0, r] and r ≥ 1, the set Sn is
contained in Br+
√
d(0) and thus assumes one of at most |Br+√d(0)| ≤ Crd
different values. Consequently, for every large integer r, (5.58) and (5.59)
now show
P
( ⋃
n∈[r,r+1]
(Un,0 ∪ Vn,0)
)
≤ Cr3d−1 e−c(δr)1/d +Cr2d−1 e−c(εr)1/d .
Applying Borel–Cantelli, we conclude that almost surely for every large
integer r, the event
⋃
n∈[r,r+1](Un,0 ∪ Vn,0) does not occur. In light of (5.61),
the statement (5.55) follows. 
Proof of Proposition 5.1(c,d). First consider any ζ ∈ Sd−1 with rational
coordinates, say ζ = (a1/b, . . . , ad/b) with a1, . . . , ad, b ∈ Z. Let z = bζ ∈ Zd.
By Lemma 5.19, the family (Xj,k)0≤j<k given by Xj,k = T̂ (jz,+kz)+∆ext(kz)
is subadditive: X0,k ≤ X0,j + Xj,k whenever 0 < j < k. In addition, by
property (iv) together with (5.2a) and (5.2b), we have that
(Xj,j+k)k≥1
dist
= (Xj+1,j+k+1)k≥1 for all j ≥ 0; and
(Xj`,(j+1)`)j≥1 is stationary and ergodic for each ` ≥ 1.
Meanwhile, Proposition 5.1(a) leads to the moment bound
E|T̂ (x, y)|p ≤ Cp‖x− y‖p∞ for all x, y ∈ Zd and p ∈ [1,∞), (5.62)
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where Cp depends only on L, d, and p. Furthermore, since Lemma 5.10 gives
T̂ (x, y) ≥ −h sup
w∈S(x)
L(w; 0) a.s.,
and S(x) ⊂ BR(x)(x), the estimates (5.15) and (5.18) can be used to show
E[T̂ (x, y)] ≥ −C for all x, y ∈ Zd.
Meanwhile, the tail bound (5.47) implies
lim
n→∞
∆ext([nz])
n
= 0 a.s. and in Lp for every p ∈ [1,∞). (5.63)
We have now verified all the hypotheses of the subadditive ergodic theorem
[46, Thm. 1.10], which gives the existence of some µζ such that
lim
k→∞
X0,k
k
=
µζ
b
a.s. and in L1. (5.64)
It now follows from (5.62), (5.63), and (5.64) that
lim
k→∞
T̂ (0, kz)
k
=
µζ
b
a.s. and in Lp for every p ∈ [1,∞). (5.65)
To remove the factor of b, we observe that for any n ∈ R,
|T̂ (0, bncz)− T̂ (0, nz)|
(5.48)
≤ |T̂ (bncz, nz)|+ ∆ext(bncz) + ∆ext([nz]).
By (5.62) and (5.63), the right-hand side tends to 0 almost surely and in Lp,
p ∈ [1,∞). Therefore, we can upgrade (5.65) to
lim
n→∞
T̂ (0, nζ)
n
= µζ a.s. and in L
p for every p ∈ [1,∞). (5.66)
In the case F (0) < pc(Zd), Lemma 5.9 can be used with Borel–Cantelli to
show µζ ≥ h. If instead F (0) ≥ pc(Zd), then we know µζ = 0 from Theorem
A together with Proposition 5.1(b).
To complete the proof, we appeal to (5.55) to see that ζ 7→ µζ is continuous
on Sd−1 ∩Qd. Therefore, we can extend the map continuously to all of Sd−1.
Upon making this extension, we use (5.55) once more to conclude that for
any ξ ∈ Sd−1, we have
lim
n→∞
T̂ (0, nξ)
n
= µξ := lim
ζ→ξ
ζ∈Sd−1∩Qd
µζ a.s.
To obtain the uniform statement (5.5), let ε > 0 be arbitrary and take
δ > 0 as in Lemma 5.20. Let us also assume δ > 0 is sufficiently small that
|µξ − µζ | ≤ ε whenever ‖ξ − ζ‖2 ≤ δ. Now choose ζ1, . . . , ζm ∈ Sd−1 ∩ Qd
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such that every ξ ∈ Sd−1 is within `2-distance δ of some ζi, 1 ≤ i ≤ m. We
then have
sup
ξ∈Sd−1
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣
≤ sup
ξ∈Sd−1
inf
1≤i≤m
( |T̂ (0, nξ)− T̂ (0, nζi)|
n
+
∣∣∣ T̂ (0, nζi)
n
− µζi
∣∣∣+ |µζi − µξ|)
≤ sup
ξ,ζ∈Sd−1
‖ξ−ζ‖2≤δ
|T̂ (0, nξ)− T̂ (0, nζ)|
n
+ sup
1≤i≤m
∣∣∣ T̂ (0, nζi)
n
− µζi
∣∣∣+ ε.
By (5.55), the first supremum in the final line is almost surely bounded from
above by ε in the limit n→∞. And because of (5.54), its limiting Lp norm
is most p1/pε. Meanwhile, by (5.66) the second supremum tends to 0 almost
surely and in Lp for every p ∈ [1,∞). The aggregate conclusion is then
lim sup
n→∞
sup
ξ∈Sd−1
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣ ≤ 2ε a.s.,
and also
lim sup
n→∞
E
[
sup
ξ∈Sd−1
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣p]1/p ≤ (p1/p + 1)ε for every p ∈ [1,∞).
As ε is arbitrary, we indeed have (5.5). 
Proof of Proposition 5.4. Take A0 = A(0) and An = supξ∈Sd−1 A([nξ]), so
that the claimed tail bounds in part (c) come from (5.17) (together with a
union bound over the set Sn from (5.57), in the case of An). Part (a) of the
proposition follows from these bounds by Borel–Cantelli, once we note—as
in the proof of Lemma 5.20—that Sn changes value at only countably many
values of n. In particular, for any ε > 0, it is almost surely the case that the
event
En := {A(0) +A([nξ]) < n for all ξ ∈ Sd−1}.
occurs for all sufficiently large n.
Now consider any ξ ∈ Sd−1 and any γ ∈ Geo(0, nξ). If |γ| ≤ A0 + An,
which can only occur if En fails, then set a0(γ) = A0 and a1(γ) = |γ| −A0.
That is, γ(a0(γ),a1(γ)) is empty, and so T˜ (γ(a0(γ),a1(γ))) = 0. On the other
hand, if |γ| > A0 +An, then set a0(γ) equal to the number of edges used by
γ until reaching S(0), and set a1(γ) equal to the number of edges remaining
when γ lasts intersects S([nξ]). (By definition of A(·) from (5.16), we have
a0(γ) ≤ A0 and a1(γ) ≤ An.) That is, γ(a0(γ),a1(γ)) is equal to γ′ as defined
in Lemma 5.17(a), and so (5.33) gives∣∣∣ T˜ (γ(a0(γ),a1(γ)))
n
− µξ
∣∣∣ ≤ ∆ext(0) + ∆ext([nξ])
n
+
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣.
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In summary, we have
sup
ξ∈Sd−1
sup
γ∈Geo(0,nξ)
∣∣∣ T˜ (γ(a0(γ),a1(γ)))
n
− µξ
∣∣∣
≤
(
1Ω\En sup
ξ∈Sd−1
µξ
)
+
∆ext(0)
n
+ sup
x∈Sn
∆ext(x)
n
+ sup
ξ∈Sd−1
∣∣∣ T̂ (0, nξ)
n
− µξ
∣∣∣.
By the fact that En occurs for all large n, the first term on the right-hand
side tends to 0 almost surely and hence trivially in Lp, p ∈ [1,∞). The
estimate (5.47), again with a union bound over Sn, can be used to show that
the second and third terms also converge to 0 almost surely and in Lp. The
fourth term is covered by (5.5). We have thus proved (5.7).
Finally, if τe is bounded, then we assume t is at least ess sup τe. Property
(v) implies that A(x) = 1 for all x ∈ Zd. In this case, by (5.2c) we have
|T˜ (γ)− T˜ (γ(a0(γ),a1(γ)))| ≤ 2 sup
e∈E(Zd)
|τ˜e| ≤ h + t a.s.
Consequently, (5.7) still holds with a0(γ) = a1(γ) = 0 for all γ. 
Proof of Proposition 5.6. By the translation invariance from (5.2), it suffices
to prove (5.8) in the case x = 0. First note that |T˜ (0,S([nξ]))− T̂ (0, nξ)| ≤
∆int(0) + ∆ext(0), where ∆int(·) and ∆ext(·) are defined in (5.32). Since
∆int(0)+∆ext(0) is almost surely finite by property (ii), this inequality allows
us to rewrite (5.5) as
lim
n→∞ supξ∈Sd−1
∣∣∣ T˜ (0,S([nξ]))
n
− µξ
∣∣∣ = 0 a.s. (5.67)
Next recall from the proof of Proposition 5.4 that
lim
n→∞ supξ∈Sd−1
A([nξ])
n
= 0 a.s.
Therefore, we may assume n is sufficiently large thatA(0)+A([nξ]) < ‖[nξ]‖1
for all ξ ∈ Sd−1. Consider any Γ ∈ Geo∞ with initial vertex x0 = 0. Suppose
that x` = [nξ] for ξ ∈ Sd−1, where ` necessarily satisfies ` ≥ ‖[nξ]‖1 >
A(0) + A([nξ]). Consequently, Lemma 5.17(a) implies the existence of
j ∈ {0, . . . , `− 1} such that xj ∈ S(x`). Following the path Γ in the forward
direction, we can also find k > ` such that xk ∈ S(x`), by property (ii).
Now let w ∈ S(x`) be such that T˜ (0, w) = T˜ (0,S(x`)); here we are again
using finiteness of shells. Given that S(x`) is connected and contains only
white vertices, we almost surely have T˜ (xj , xk) ≤ (t+h)|S(x`)| by (5.2c), and
also T˜ (xj , w) ≤ (t + h)|S(x`)| for the same reason. Since Γ is a geodesic, we
also know T˜ (xj , xk) = T˜ (xj , x`) + T˜ (x`, xk). Putting these two observations
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together, we have
T˜ (w, x`)
(5.49)
≤ T˜ (w, xj) + T˜ (xj , x`) + 2hL(xj ; 0)
= T˜ (w, xj) + T˜ (xj , xk)− T˜ (x`, xk) + 2hL(xj ; 0) (5.68a)
(5.20)
≤ 2(t + h)|S(x`)|+ hL(xk; 0) + 2hL(xj ; 0).
In addition, we trivially have
−T˜ (w, x`)
(5.20)
≤ hL(w; 0). (5.68b)
We now see
|T˜ (0, w)− T˜ (0, x`)|
(5.49)
≤ |T˜ (w, x`)|+ 2hL(w; 0) + 2hL(x`; 0)
(5.68)
≤ 3∆ext(x`) + 2hL(x`; 0).
Since T˜ (0, w) = T˜ (0,S(x`)), we have thus shown
sup
ξ∈Sd−1
sup
Γ∈Geo∞
x0=0, x`=[nξ]
∣∣∣ T˜ (Γ(`))
n
− T˜ (0,S([nξ]))
n
∣∣∣ ≤ sup
x∈Sn
(
3∆ext(x) + 2hL(x; 0)
)
,
where Sn was defined in (5.57). As in the proof of (5.55), we can use the
estimates (5.47) and (5.18)—together with a union bound over Sn followed by
an application of Borel–Cantelli—to show that the right-hand side displayed
above tends to 0 almost surely. Therefore, (5.8) follows from (5.67).
To deduce (5.9) from (5.8), all that remains to show is the following
implication:
Γ ∈ Geo∞(ξ) =⇒ lim
`→∞
x` · ξ
n`
= 1, (5.69)
where n` is any number such that x` = x0 + [n`ζ`] for some ζ` ∈ Sd−1.
Indeed, the fact that x`/‖x`‖2 converges to ξ implies that ζ` converges to
ξ. For any `, the Cauchy–Schwarz and the triangle inequalities produce the
estimate
|[n`ζ`] · ξ − n`| =
∣∣∣([n`ζ`]− (n`ξ)) · ξ∣∣∣ ≤ ‖[n`ζ`]− (n`ξ)‖2
≤ ‖[n`ζ`]− n`ζ`‖2 + n`‖ζ` − ξ‖2
≤
√
d+ n`‖ζ` − ξ‖2.
Upon dividing by n` and sending `→∞, we conclude that x` ·ξ/n` → 1. 
This section’s final proof is independent of what has come before.
Proof of Proposition 5.3. We require two separate arguments: one for d = 2,
and another for d ≥ 3.
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Case 1: d = 2. First assume F (0) > pc(Z2) = 1/2. As usual, call an edge
e open if τe = 0; otherwise e is closed. As before, let O denote the unique
infinite open cluster.
Claim 5.21. There exists a doubly-infinite self-avoiding path in O.
Proof. Let θ = P(0 ∈ O), which is positive because F (0) > pc(Z2). By
ergodicity, we know
lim
N→∞
1
N
N−1∑
n=0
1{ne1∈O} = θ a.s. (5.70)
In particular, for any ε > 0, there almost surely exists N0 sufficiently large
that the following implication holds for all N1, N2:
N0 ≤ N1 ≤ N2
1 + ε
=⇒ ne1 ∈ O for some n ∈ {N1, . . . , N2 − 1}. (5.71)
To see this, assume without loss of generality that ε ∈ (0, 1), and take N0
large enough that
N ≥ N0 =⇒
(
1− ε
2
)
θ <
1
N
N−1∑
n=0
1{ne1∈O} < (1 + ε)
(
1− ε
2
)
θ.
Then whenever N0 ≤ N1 ≤ N2(1 + ε)−1, we must have ne1 ∈ O for some n ∈
{N1, . . . , N2−1}, since otherwise we would obtain the following contradiction:(
1− ε
2
)
θ <
1
N2
N2−1∑
n=0
1{ne1∈O} =
1
N2
N1−1∑
n=0
1{ne1∈O}
≤ 1
(1 + ε)N1
N1−1∑
n=0
1{ne1∈O} <
(
1− ε
2
)
θ.
Now recall that [5, Thm. 1.1] gives a constant C0 = C0(F (0), d) such that
P
(
ne1 ↔ Ne1, Do(ne1, Ne1) ≥ C0(n−N)
)
≤ C e−c(n−N) 0 ≤ N < n,
where x ↔ y means x and y are connected by a path of open edges, and
Do(x, y) is the minimum length of such a path. Set ε = 1/C0 so that for
every n ≥ (1 + ε)N , we have C0(n−N) ≥ N . By taking a union bound and
applying the tail bound shown above, we obtain
P
(⌈(1+ε)d(1+ε)Ne⌉⋃
n=d(1+ε)Ne
{ne1 ↔ Ne1, Do(ne1, Ne1) ≥ N}
)
≤ CεN e−cεN
for all N > 0. By Borel–Cantelli, it is almost surely the case that the event
in the display occurs for only finitely many N > 0. Yet (5.71) shows⌈
(1+ε)d(1+ε)Ne
⌉⋃
n=d(1+ε)Ne
{ne1 ↔ Ne1} occurs whenever Ne1 ∈ O1, N ≥ N0.
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Therefore, there is almost surely some N ′0 > 0 such that
Ne1 ∈ O, N ≥ N ′0 =⇒ Do(ne1, Ne1) < N for some n ≥ (1 + ε)N.
Since (5.70) implies Ne1 ∈ O for infinitely many N ≥ N ′0 (in fact, we just
need to know this for a single N ≥ N ′0), it follows that there is almost surely
some infinite open path in O that traverses ne1 for infinitely many positive
n ∈ Z, yet intersects the vertical axis only finitely many times. By symmetry,
there also exists an open path traversing ne1 for infinitely many negative
n ∈ Z, but again intersecting the vertical axis only finitely often. These two
paths obviously intersect each other only finitely many times, and so they
can be connected to form a doubly-infinite open path. By omitting loops,
this doubly-infinite path can be trimmed to a self-avoiding one.  (Claim)
Let Γ be any doubly-infinite self-avoiding path in O. Consider any two
distinct vertices x, y ∈ Zd, and let x0 and y0 be any two distinct vertices
traversed by Γ. Take any γ1 ∈ P(x, x0) and γ2 ∈ P(y, y0) such that γ1 and
γ2 do not intersect. If either γ1 or γ2 pass through a vertex common with Γ
before reaching x0 or y0, respectively, then replace x0 or y0 by the first point
of intersection. In this way, γ1 and γ2 may be assumed to avoid Γ expect at
the terminal points x0 and y0, as shown in Figure 4.
It is well-known that for supercritical (and critical) Bernoulli percolation
in Z2, there almost surely exists for every r ≥ 0 some loop (or “circuit”) γr of
open edges which contains Br(0) in its interior; for example, see [29, Section
11.7]. So let r be large enough that x0, y0 ∈ Bbr/2c(0), which implies that
any such γr intersects Γ at least twice: once as Γ enters the interior of the
circuit, and once more upon exit. Here we have chosen an orientation for Γ;
without loss of generality, we assume this orientation is such that Γ reaches
x0 before y0. We also assume that r is large enough that the portion of Γ
between x0 and y0 remains in the interior of Br(0). Now, with γr as above,
let x1 be the last point of intersection between γr and Γ before Γ reaches x0.
Similarly, let y1 be the first point of intersection between γr and Γ after Γ
has left y0. By our choice of r, the path Γ does not intersect γr at any point
between x0 and y0. Let γ
arc
r be the larger of the two arcs in γr connecting
x1 to y1, so that |γarcr | ≥ 4r.
Now consider the following concatenation of paths, as shown in Figure 4:
γ : x
γ1−→ x0 Γ−→ x1 γ
arc
r−−→ y1 Γ−→ y0 γ2−→ y. (5.72)
With τperte = −h < 0 for every edge e, it is now apparent that
T˜ (x, y) ≤ T˜ (γ) = T (γ1) + T (γ2)− h|γ| ≤ T (γ1) + T (γ2)− 4rh. (5.73)
Since γ1 and γ2 are fixed, sending r →∞ shows T˜ (x, y) = −∞.
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Figure 4. Path construction in proof of Proposition 5.3, d = 2.
The desired path γ ∈ P(x, y) defined in (5.72) by concatenation is
indicated by thicker curves. All edges in Γ and γarcr have τe = 0, and
γ1, γ2 do not vary with r. Therefore, γ can be made arbitrarily long
while maintaining a fixed passage time T (γ) = T (γ1) + T (γ2). When
h is subtracted from each edge-weight, this leads to T˜ (x, y) = −∞.
Now consider the critical case F (0) = 1/2. With ε ∈ (0, 1/4) a small
number to be specified below, we define a modified environment τ↓e given by
τ↓e =
{
0 if F (τe) <
1
2 + ε,
τe otherwise.
In other words, τ↓e replaces certain instances of τe 6= 0 with the value 0 in
order to create a supercritical environment. Yet our assumption ε < 1/4
ensures
τe − τ↓e ≤ t′ := F−1(3/4).
With h > 0 already fixed, we choose ε be sufficiently small that there exist
constants C, c > 0 satisfying
P
(
∃ γ ∈ P(x), |γ| ≥ `,
∑
e∈γ
1{ 1
2
<F (τe)<
1
2
+ε} ≥
h|γ|
2t′
)
≤ C e−c` for all ` ≥ 1.
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(This is possible via a standard Chernoff bound for the sum of ` independent
Bernoulli(ε) random variables, using the fact that there are at most 4 · 3`−1
self-avoiding paths of length ` starting at x. For example, see [11, pg. 23,
24] or refer to (6.20) with p = h/(2t′), observing that hε(p)→∞ as ε↘ 0).
By Borel–Cantelli, it follows that∑
e∈γ
(τe − τ↓e ) ≤
h
2t
|γ| for all γ ∈ P(x), |γ| sufficiently large.
Combined with (5.73), which is valid for the edge-weights (τ↓e )e∈E(Zd) because
P(τ↓e = 0) > 1/2, this observation shows we still have T˜ (x, y) = −∞.
Case 2: d ≥ 3. We again begin by assuming F (0) > pc(Zd). Let x and y be
any two distinct vertices. Since the FPP model is invariant under translations
and symmetries of the lattice, we may assume without loss generality that
y3 < 0 ≤ x3. As in [31], we define “slices of thickness k”:
S+(k) := {z ∈ Zd : 0 ≤ zi ≤ k whenever 3 ≤ i ≤ d},
S−(k) := {z ∈ Zd : 0 > zi ≥ −(1 + k) whenever 3 ≤ i ≤ d}.
The main result of [31] is that if k is sufficiently large, then S+(k) almost
surely contains an infinite cluster O+ of sites connected by open edges within
S+(k). Analogously, there is an infinite open cluster O− ⊂ S−(k).10 With
e1 and e3 ∈ Zd denoting the first and third standard basis vectors, and
θ := P(0 ∈ O+) = P(−e3 ∈ O−) > 0, independence and ergodicity imply
lim
N→∞
1
N
N−1∑
n=0
1{ne1∈O+, ne1−e3∈O−, {ne1,ne1−e3} is open} = θ
2F (0) a.s.
Now fix any x0 ∈ O+, y0 ∈ O−, and paths γ1 ∈ P(x, x0), γ2 ∈ P(y, y0) that
are confined to S+(k) and S−(k), respectively; here we assume k is large
enough to ensure x ∈ S+(k) and y ∈ S−(k). As in the two-dimensional case,
we also assume that x0 and y0 are the first intersections of γ1 and γ2 with
O+ and O−, respectively. By the limit displayed above, almost surely the
following holds for infinitely many nonnegative integers n: We can connect
x0 to ne1 via an open path remaining in S+(k), then join ne1 to ne1− e3 by
an open edge, and finally connect ne1−e3 to y0 with an open path remaining
in S−(k). (See Figure 5 for an illustration.) By appending γ1 and γ2 to the
beginning and end of this path, we obtain γ ∈ P(x, y) such that
T˜ (x, y) ≤ T˜ (γ) = T (γ1) + T (γ2)− h|γ|. (5.74)
Letting n→∞ so that |γ| → ∞, we conclude T˜ (x, y) = −∞.
Finally, we can handle the critical case F (0) = pc(Zd) exactly as we did
in the two-dimensional case, with (5.74) replacing (5.73). 
10The article [31] is phrased in terms of site percolation, but its methods work equally
well for bond percolation; see [31, pg. 2]. Another possible reference is [29, Thm. 7.2].
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(a) Connecting x to ne1; all edges except those of γ1 remain in O+
(b) Connecting y to ne1 − e3; all edges except those of γ2 remain in O−
(c) Joining the two paths with an open edge containing ne1 and ne1 − e3
Figure 5. Path construction in the proof of Proposition 5.3, d ≥ 3.
Diagram (a) takes place in S+(k), and (b) in S−(k). Each slice
admits an infinite open cluster that is used to create long paths
starting at x and y, eventually consisting of all zero-weight edges.
Since S+(k) ∩ S−(k) = ∅, these paths remain disjoint until they are
strategically connected in (c) at adjacent points on the boundaries.
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6. Construction of the constraint set
The goal of this section is to construct the constraint set Rξ found in the
variational formula (2.6). While that particular set is defined using Lebesgue
measure Λ, here we pursue a slightly more general construction. Namely, in
this section we allow Λ to be replaced by any Radon probability measure R
on [0, 1]. We maintain this level of generality in order to later prove Theorem
8.3, although it will not make any difference in the arguments.
6.1. Topological preliminaries. Recall that Σ denotes the set of finite,
positive Borel measures on [0, 1] having total mass at least 1. Let Σˆ ⊂ Σ be
the subset consisting of probability measures, i.e. with mass exactly 1. A
standard metric on Σˆ is the Wasserstein distance,
W (σˆ1, σˆ2) := inf
P∈Σˆ(σˆ1,σˆ2)
ˆ
[0,1]2
|s− t|P (ds, dt), σˆ1, σˆ2 ∈ Σˆ, (6.1)
where Σˆ(σˆ1, σˆ2) is the set of probability measures P on [0, 1]
2 having σˆ1 and
σˆ2 as marginals. A well-known fact is that if σˆ1 and σˆ2 have distribution
functions G1 and G2, then
W (σˆ1, σˆ2) =
ˆ 1
0
|G−11 (u)−G−12 (u)|du, (6.2)
where the inverse functions are given by (2.2). Also,
lim
k→∞
W (σˆk, σˆ) = 0 ⇐⇒ σˆk ⇒ σ.
That is, W metrizes the topology of weak convergence on Σˆ; see [61, Thm. 6.9].
The key feature here is that [0, 1] is compact.
It will sometimes be more convenient to control the Wasserstein distance
from above by total variation distance. The following, standard bound can
be found in [61, Thm. 6.15]:
W (σˆ1, σˆ2) ≤ TV(σˆ1, σˆ2) := sup
measurable B⊂[0,1]
|σˆ1(B)− σˆ2(B)|. (6.3)
Also, it is a standard exercise that if σˆ1, σˆ2 ∈ Σˆ are each supported on
{u1, . . . , uL}, then
TV(σˆ1, σˆ2) =
1
2
L∑
`=1
|σˆ1({u`})− σˆ2({u`})|. (6.4)
For this last quantity, we have the following bound.
Lemma 6.1. Let v1, . . . , vI , w1, . . . , wJ , x1, . . . , xK ∈ [0, 1], and consider the
probability measures
σˆ1 =
1
I +K
( I∑
i=1
δvi +
K∑
k=1
δxk
)
, σˆ2 =
1
J +K
( J∑
j=1
δwj +
K∑
k=1
δxk
)
.
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We have
2 TV(σˆ1, σˆ2) ≤ K
∣∣∣ 1
I +K
− 1
J +K
∣∣∣+ I
I +K
+
J
J +K
.
Proof. Let u1, . . . , uL be the distinct elements among the list v1, . . . , vI ,
w1, . . . , wJ , x1, . . . , xK . Using (6.4), we have
2 TV(σˆ1, σˆ2) =
L∑
`=1
∣∣∣∣ 1I +K
( I∑
i=1
1{vi=u`} +
K∑
k=1
1{xk=u`}
)
− 1
J +K
( J∑
j=1
1{wj=u`} −
K∑
k=1
1{xk=u`}
)∣∣∣∣
≤
L∑
`=1
( K∑
k=1
∣∣∣1{xk=u`}
I +K
− 1{xk=u`}
J +K
∣∣∣+ I∑
i=1
1{vi=u`}
I +K
+
J∑
j=1
1{wj=u`}
J +K
)
=
(
K
∣∣∣ 1
I +K
− 1
J +K
∣∣∣+ I
I +K
+
J
J +K
)
. 
We can extend W to all of Σ by defining
W (σ1, σ2) := |〈1, σ1 − σ2〉|+W (σˆ1, σˆ2), σ1, σ2 ∈ Σ.
It is easy to see that W is a valid metric. For M ≥ 1, let us define
ΣM := {σ ∈ Σ : 〈1, σ〉 ≤M}. (6.5)
Lemma 6.2. For every M ≥ 1, (ΣM ,W ) is compact.
Proof. Because [0, 1] is compact, the space (Σˆ,W ) is also compact (see e.g.
[61, Rmk. 6.19]). Now consider any sequence (σk)k≥1 in ΣM . By passing to
a subsequence, we may assume that 〈1, σk〉 converges to some m ∈ [1,M ].
By passing to a further subsequence, we may also assume that σˆk converges
to some σˆ ∈ Σˆ under W . It is then clear that σk converges to mσˆ under W .
The (sequential) compactness of (ΣM ,W ) has been verified. 
We close this preliminary section by considering the space of nonempty,
closed subsets of Σ, which we denote by K(Σ). This space comes equipped
with the usual Hausdorff metric,
H(A1,A2) := max
{
sup
σ∈A1
W (σ,A2), sup
σ∈A2
W (σ,A1)
}
, (6.6)
where
W (σ,A) := inf
σ′∈A1
W (σ, σ′), σ ∈ Σ, A ⊂ Σ.
For any subset Σ∗ ⊂ Σ, we can restrict H to K(Σ∗), the space of nonempty,
(relatively) closed subsets A ⊂ Σ∗. In any case, by [3, Lem. 3.74] we have
H(A1,A2) = sup
σ∈Σ∗
|W (σ,A1)−W (σ,A2)|, A1,A2 ∈ K(Σ∗) (6.7)
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When Σ∗ = ΣM , Lemma 6.2 and [3, Thm. 3.85(3)] together imply that
(K(ΣM ),H) is compact. In addition, it is guaranteed by [3, Lem. 3.76(3)]
that for any pair A1,A2 ∈ K(ΣM ), there exist σ1 ∈ A1 and σ2 ∈ A2 such
that H(A1,A2) = W (σ1, σ2).
6.2. Definition of constraint set. Let (Ue)e∈E(Zd) be a collection of i.i.d. [0, 1]-
valued random variables supported on the complete probability space (Ω,F ,P).
Assume the law of Ue is given by R. We associate to each nonempty path γ
the following element of Σ:
σγ :=
1
‖x− y‖2
∑
e∈γ
δUe , γ ∈ P(x, y).
For n ∈ [√d,∞) and ε > 0, define the random set
Rξ,εn :=
⋃
ζ∈Sd−1: ‖ζ−ξ‖2≤ε
{σγ : γ ∈ P(0, nζ)}. (6.8)
Then the constraint set we desire for our variational formula is given by
Rξ∞ :=
{
σ ∈ Σ : lim sup
ε↘0
lim inf
n→∞ W (σ,R
ξ,ε
n ) = 0
}
. (6.9)
We can also define directionless versions of these sets:
Rn :=
⋃
ξ∈Sd−1
{σγ : γ ∈ P(0, nξ)},
R∞ :=
{
σ ∈ Σ : lim inf
n→∞ W (σ,Rn) = 0
}
.
(6.10)
An alternative description of Rξ∞ and R∞ can be given as follows.
Lemma 6.3. The following statements always hold.
(a) For any σ∗ ∈ Σ and ξ∗ ∈ Sd−1, we have σ∗ ∈ Rξ∗∞ if and only if there
exists a sequence (xk)k≥1 in Zd, together with γk ∈ P(0, xk), such that
lim
k→∞
‖xk‖2 =∞, lim
k→∞
xk
‖xk‖2 = ξ∗, and limk→∞W (σ∗, σγk) = 0. (6.11)
(b) We have R∞ =
⋃
ξ∈Sd−1 Rξ∞.
Proof. First we prove (a). Assume (6.11) holds. The second limit in (6.11)
shows that for every ε > 0, the measure σγk belongs to Rξ∗,ε‖xk‖2 for all large
k. Therefore, the first and third limits give lim infn→∞W (σ∗,Rξ∗,εn ) = 0 for
every ε > 0, and so σ∗ ∈ Rξ∗∞.
Now assume σ∗ ∈ Rξ∗∞. We wish to construct (xk)k≥1 for which (6.11)
holds. Given any k ≥ 1, because σ∗ ∈ Rξ∗∞, we can choose ε ∈ (0, k−1]
and nk ≥ k +
√
d such that W (σ∗,Rξ∗,εnk ) ≤ k−1. This permits us to take
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xk = [nkζk] and γk ∈ P(0, xk) such that W (σ∗, σγk) ≤ k−1, where ζk is some
unit vector satisfying ‖ζk − ξ∗‖2 ≤ ε ≤ k−1. It follows that
‖xk‖2 = ‖[nkζk]‖2 ≥ ‖nkζk‖2 −
√
d = nk −
√
d ≥ k,
and also that∥∥∥ xk‖xk‖2 − ξ∗
∥∥∥
2
≤ ‖xk − nkζk‖2 + ‖nkζk − ‖xk‖2ζk‖2‖xk‖2 + ‖ζk − ξ∗‖2
≤ 2
√
d+ 1
k
.
Sending k →∞, we see that (6.11) holds.
Now we prove (b). Since Rξ,εn ⊂ Rn for every ξ and ε, it is clear that R∞
contains
⋃
ξ∈Sd−1 Rξ∞. Conversely, let us consider any σ ∈ R∞. By definition,
there is a sequence (xk)k≥1 in Zd, which tends to ∞, admitting γk ∈ P(0, xk)
such that W (σ, σγk)→ 0 as k →∞. By compactness of Sd−1, we may pass
to a subsequence so that xk/‖xk‖2 converges to some ξ∗ ∈ Sd−1. It thus
follows from part (a) that σ ∈ Rξ∗∞. Hence we also have R∞ ⊂
⋃
ξ∈Sd−1 Rξ∞,
which completes the proof. 
The following result proves Theorem 2.1(c).
Theorem 6.4. There are deterministic sets R = R(d,R) and Rξ = Rξ(d,R),
ξ ∈ Sd−1, such that
P(R∞ = R) = 1 and P(Rξ∞ = Rξ) = 1 for all ξ ∈ Sd−1.
Furthermore, there is a constant C = C(d,R) such that
σˆ(B) ≤ C(logR(B)−1)−1 for all σ ∈ Rξ, measurable B ⊂ [0, 1]. (6.12)
Remark 6.5. It follows from Lemma 6.3(b) and Theorem 6.4 thatR contains⋃
ξ∈Sd−1 Rξ. It is natural to suspect that the two sets are in fact equal, or
equivalently that P(Rξ∞ = Rξ for all ξ ∈ Sd−1) = 1. To prove this statement,
it would suffice to show that the map Sd−1 → K(Σ) given by ξ 7→ Rξ∞ is
almost surely continuous, but doing so is made difficult by the fact that all
paths under consideration are self-avoiding.
The proof of Theorem 6.4 will require the following general fact.
Lemma 6.6. Let (Y,T ) be a second-countable, Hausdorff topological space,
whose Borel sigma-algebra is denoted by B(T ). Let (Xi)i≥1 be independent
random variables on a complete probability space (Ω,F ,P), and let Y : Ω→ Y
be (F ,B(T ))-measurable. If Y is measurable with respect to the tail sigma-
algebra associated to the Xi’s, then there is y ∈ Y such that P(Y = y) = 1.
Proof. By Kolmogorov’s zero-one law, we have
P(Y ∈ B) ∈ {0, 1} for every B ∈ B(T ). (6.13)
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Let {Oi}∞i=1 ⊂ T be a countable base for the topology T . It is trivial that
Y ∈ ⋂i:Y ∈Oi Oi. But because T is Hausdorff, and the Oi’s form a base
for T , we in fact have
⋂
i:Y ∈Oi Oi = {Y }. By (6.13), the index set in this
expression has an almost sure value, and so Y does as well. 
Before proceeding to the proof of Theorem 6.4, we state one other very
important lemma. Recall that P(x) is the set of all (finite) self-avoiding
paths starting at x ∈ Zd.
Lemma 6.7. For any β > 1, let Cj = β log j + log(2d+ 1), j ≥ 1.
(a) There is ε0 = ε0(d) ∈ (0, 1) such that the following holds for all
B ⊂ [0, 1] such that R(B) < ε0. Almost surely we have
σˆγ(B) ≤ 2C1(logR(B)−1)−1 for all γ ∈ P(0), |γ| large enough, (6.14a)
as well as
σˆ(B) ≤ 2C1(logR(B)−1)−1 for all σ ∈ R∞. (6.14b)
(b) Let (εj)j≥1 be any sequence of numbers in (0, 1) such that
lim
j→∞
log j
log ε−1j
= 0. (6.15)
If Bj ⊂ [0, 1], j ≥ 1, are such that R(Bj) < εj, then almost surely
σˆγ(Bj) ≤ Cj(log ε−1j )−1 ∀ γ ∈ P(0), |γ| ≥ 1, and j large enough. (6.16)
Proof. Recall the relative entropy of Bernoulli(p) with respect to Bernoulli(ε):
hε(p) := (1− p) log 1− p
1− ε + p log
p
ε
, ε, p ∈ (0, 1).
Set p0 = 1 −
√
2d/(2d+ 1) so that for every p ∈ (0, p0] and ε ∈ (0, p], we
have
0 ≥ (1− p) log 1− p
1− ε ≥ log(1− p) ≥ log
√
2d
2d+ 1
. (6.17a)
Next set ε0 sufficiently small that for all ε ∈ (0, ε0], we have both
ε ≤ C1(log ε−1)−1 and C1(log ε−1)−1 ≤ p0, (6.17b)
as well as
log
√
(2d+ 1)2d
log(2d+ 1)
≤
(
1− log log ε
−1
log ε−1
)
. (6.18)
We have made these choices so that the following holds for every ε ∈ (0, ε0]:
hε(C1(log ε
−1)−1)
(6.17)
≥ log
√
2d
2d+ 1
+ C1(log ε
−1)−1 log
C1(log ε
−1)−1
ε
≥ log
√
2d
2d+ 1
+ C1
(
1− log log ε
−1
log ε−1
)
(6.18)
≥ log(2d).
(6.19)
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Now suppose that B ⊂ [0, 1] has mass R(B) < ε ≤ ε0. Because R is
outer regular, we can find an open subset O of [0, 1] such that B ⊂ O and
R(O) < ε. Given any self-avoiding path γ of length `, a standard Chernoff
bound (e.g. see [11, pg. 24]) yields the following inequality for all p ≥ ε:
P(σˆγ(O) > p) = P(Binomial(`,R(O)) > p`)
≤ P(Binomial(`, ε) > p`) ≤ e−`hε(p) . (6.20)
On Zd, there are at most 2d(2d−1)`−1 self-avoiding paths of length ` starting
at 0. Taking a union bound over these paths and applying (6.20), we find
P(σˆγ(O) > p for some γ ∈ P(0), |γ| = `) ≤ 2 e−`[hε(p)−log(2d−1)] . (6.21)
It now follows from (6.19) and Borel–Cantelli that with probability one,
there exists `0 large enough that
σˆγ(B) ≤ σˆγ(O) ≤ C1(log ε−1)−1 for all γ ∈ P(0) with |γ| ≥ `0.
Furthermore, as any σ ∈ R∞ arises as the weak limit of some sequence
(σγnk )k≥1 with γnk ∈ P(0, xk) and ‖xk‖2 →∞, we have
σˆ(B) ≤ σˆ(O) ≤ lim inf
k→∞
σˆγnk (O) ≤ C1(log ε−1)−1 for all σ ∈ R∞.
The proof of part (a) is completed by our choosing ε sufficiently close to
R(B) that C1(log ε
−1)−1 ≤ 2C1(logR(B)−1)−1.
For part (b), observe that (6.15) allows us to replace (6.17b) with
εj ≤ Cj(log ε−1j )−1 ≤ p0 for all large j.
We also replace (6.18) with the observation that
log
√
(2d+ 1)2d
log(2d+ 1)
∨ β + 1
2β
≤
(
1− log log ε
−1
j
log ε−1j
)
for all large j, (6.22)
so that
hεj (Cj(log ε
−1
j )
−1)
(6.17)
≥ log
√
2d
2d+ 1
+ Cj(log ε
−1
j )
−1 log
Cj(log ε
−1
j )
−1
εj
≥ log
√
2d
2d+ 1
+ Cj
(
1− log log ε
−1
j
log ε−1j
)
(6.22)
≥ β + 1
2
log j + log(2d).
(6.23)
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We now have the following for all large j:
P
(
σˆγ(Bj) > Cj(log ε
−1
j )
−1 for some γ ∈ P(0), |γ| ≥ 1)
(6.21)
≤
∑
`≥1
2 exp
{− `[hεj (Cj(log ε−1j )−1)− log(2d− 1)]}
(6.23)
≤
∑
`≥1
2 exp
{
− `
[β + 1
2
log j + log
2d
2d− 1
]}
= 2
exp
{− β+12 log j − log 2d2d−1}
1− exp{− β+12 log j − log 2d2d−1} ≤
4
j(β+1)/2
.
Since β > 1, we can apply Borel–Cantelli once more to obtain (6.16). 
Proof of Theorem 6.4. Our strategy is to reduce to the compact case from
Lemma 6.2, since there all topological issues will be made easier. Recalling
the set ΣM ⊂ Σ defined in (6.5), we write
Rξ∞ =
∞⋃
M=d√d e
(Rξ∞ ∩ ΣM ). (6.24)
Claim 6.8. For each ξ ∈ Sd−1 and M ≥ √d, the set Rξ∞∩ΣM is nonempty.
Proof. Assume M ≥ √d. For each integer k ≥ d√d e, let γk ∈ P(0, kξ) be
such that |γk| = ‖[kξ]‖1. Since
〈1, σγk〉 =
|γk|
‖[kξ]‖2 ≤
√
d
|γk|
‖[kξ]‖1 =
√
d ≤M,
we have σγk ∈ ΣM . By the compactness from Lemma 6.2, there is a
subsequence (γkj )j≥1 such that σγkj converges to some σ∗ ∈ ΣM as j →∞.
It is now clear that (6.11) holds, and so σ∗ belongs to Rξ∞ by Lemma 6.3(a).
Indeed, Rξ∞ ∩ ΣM is nonemtpy.  (Claim)
Claim 6.9. The sets R∞ and Rξ∞, ξ ∈ Sd−1, are closed in Σ.
Proof. Consider any sequence (σj)j≥1 in R∞ converging to some σ ∈ Σ. By
Lemma 6.3(b), each σj belongs to Rξj∞ for some ξj ∈ Sd−1. By compactness
of Sd−1, we may pass to a subsequence so that ξj converges to some ξ ∈ Sd−1.
For each j, we can apply Lemma 6.3(a) to identify a sequence (xj,k)k≥1
in Zd such that (6.11) holds with σ∗ = σj , ξ∗ = ξj , and some choice of
γj,k ∈ P(0, xj,k). By passing to a subsequence, we may assume
‖xj,k‖2 ≥ k,
∥∥∥xj,k/‖xj,k‖2 − ξj∥∥∥
2
≤ k−1, and W (σj , σγj,k) ≤ k−1
for all k ≥ 1. Setting yj = xj,j , we now have
lim
j→∞
‖yj‖2 =∞, lim
j→∞
yj
‖yj‖2 = ξ, and limj→∞W (σ, σγj,j ) = 0.
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By Lemma 6.3, we conclude σ ∈ Rξ∞ ⊂ R∞. Therefore, R∞ is closed. When
ξj = ξ for every j, the same argument shows that Rξ∞ is closed.  (Claim)
Let T be the tail sigma-algebra associated to the Ue’s.
Claim 6.10. For every M ≥ √d and σ ∈ ΣM , the random variables
W (σ,Rξ∞ ∩ ΣM ) and W (σ,R∞ ∩ ΣM )
are T -measurable.
Proof. Let σ ∈ ΣM be given. We prove the claim just for W (σ,Rξ∞ ∩ ΣM ),
as the argument for W (σ,R∞ ∩ ΣM ) is completely analogous. The key
observation is that
W (σ,Rξ∞ ∩ ΣM ) = lim
j→∞
lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1), (6.25)
where j, ` ∈ Z and n ∈ R. To see this, we prove inequalities in both directions.
On one hand, since Rξ∞ ∩ΣM is an element of K(ΣM ) by Claims 6.8 and 6.9,
we can choose σ∗ ∈ Rξ∞ ∩ΣM to achieve W (σ, σ∗) = W (σ,Rξ∞ ∩ΣM ) (recall
the last sentence of Section 6.1). By virtue of σ∗ belonging to Rξ∞, there
exists a sequence (xk)k≥1 in Zd and γk ∈ P(0, xk) such that (6.11) holds.
Let us write xk = [nkζk] for suitable nk ∈ R and ζk ∈ Sd−1, where ζk → ξ
as k →∞. Since limk→∞〈1, σγk〉 = 〈1, σ∗〉 ≤M , we have the following: For
any positive integers j and `, the measure σγk belongs to Rξ,`
−1
nk ∩ ΣM+j−1
for all large k. Consequently, one inequality for (6.25) can be established:
lim sup
j→∞
lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1)
≤ lim
k→∞
W (σ, σγk) = W (σ, σ∗) = W (σ,Rξ∞ ∩ ΣM ).
(6.26)
For the other direction, we choose positive integers j1 < j2 < · · · such that
lim
k→∞
lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1k )
= lim inf
j→∞
lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1).
Next we identify positive integers `1 < `2 < · · · such that∣∣∣ lim inf
n→∞ W (σ,R
ξ,`−1k
n ∩ ΣM+j−1k )
− lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1k )
∣∣∣ ≤ k−1 for each k ≥ 1.
Finally, we choose real numbers (nk)k≥1 such that nk →∞ as k →∞, and
for each k we have both nk ≥
√
d and∣∣∣W (σ,Rξ,`k−1nk ∩ ΣM+j−1k )− lim infn→∞ W (σ,Rξ,`k−1n ∩ ΣM+j−1k )∣∣∣ ≤ k−1.
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Because Rξ,`k−1nk ∩ ΣM+j−1k is a finite set, one of its elements σk must satisfy
W (σ, σk) = W (σ,Rξ,`k−1nk ∩ ΣM+j−1k ).
By Lemma 6.2, we may pass to a subsequence of (σk)k≥1 in order to assume
that σk converges to some σ∗ ∈ ΣM as k → ∞. Because `−1k → 0 and
nk → ∞, Lemma 6.3(a) implies σ∗ ∈ Rξ∞. Together, the four previous
displays now yield
lim inf
j→∞
lim sup
`→∞
lim inf
n→∞ W (σ,R
ξ,`−1
n ∩ ΣM+j−1)
= lim
k→∞
W (σ, σk) = W (σ, σ∗) ≥W (σ,Rξ∞ ∩ ΣM ).
(6.27)
Now (6.26) and (6.27) combine to give (6.25), as desired.
Our next step is to observe that by definition we have
W (σ,Rξ,εn ∩ ΣM ) = inf
σγ∈Rξ,εn ∩ΣM
W (σ, σγ). (6.28)
Using (6.2), for any γ ∈ P(0, x), we can write
W (σ, σγ) =
∣∣∣〈1, σ〉 − |γ|‖x‖2
∣∣∣+ |γ|∑
i=1
ˆ i/|γ|
0
|G−1(u)− U(i)| du,
where G is the distribution function associated to σˆ, and the order statistics
of {Ue}e∈γ have been denoted by U(1) ≤ U(2) ≤ · · · ≤ U(|γ|). This is all
to demonstrate that W (σ, σγ) is a measurable function of (Ue)e∈γ . As the
infimum in (6.28) is over a finite set, it follows that the random variable
W (σ,Rξ,εn ∩ ΣM ) is measurable with respect to (Ue)e∈E(Zd). In turn, (6.25)
now shows the same to be true for W (σ,Rξ∞∩ΣM ), since the set Rξ,`
−1
n only
changes value at countably many (deterministic) values of n.
To complete the proof of the claim, we must show that W (σ,Rξ∞ ∩ ΣM )
has no dependence on any finite subset of {Ue}e∈E(Zd). Indeed, suppose
that (U ′e)e∈E(Zd) is such that U ′e = Ue for all but N many e ∈ E(Zd), where
N <∞. Let us write σ′γ := 1‖x‖2
∑
e∈γ δU ′e for γ ∈ P(0, x), and define (Rξ,εn )′
analogously to Rξ,εn . In light of (6.3), Lemma 6.1 (with I = J = N and
K = |γ| −N) offers the bound
W (σγ , σ
′
γ) = W (σˆγ , σˆ
′
γ) ≤
N
|γ| ≤
N
‖x‖1 for all γ ∈ P(0, x).
In particular, for any σ ∈ Σ, ε > 0, and n,M > √d, we have∣∣W (σ,Rξ,εn ∩ ΣM )−W (σ, (Rξ,εn )′ ∩ ΣM )∣∣ ≤ Ninfζ∈Sd−1 ‖[nζ]‖1 ≤ Nn−√d,
and so
lim inf
n→∞ W (σ,R
ξ,ε
n ∩ ΣM ) = lim infn→∞ W (σ, (R
ξ,ε
n )
′ ∩ ΣM ).
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It is now evident from (6.25) that W (σ,Rξ∞∩ΣM ) is measurable with respect
to the tail sigma-algebra T . The proof for W (σ,R∞∩ΣM ) is identical, except
that we replace (6.25) by the (simpler) expression
W (σ,R∞ ∩ ΣM ) = lim
j→∞
lim inf
n→∞ W (σ,Rn ∩ ΣM+j−1).  (Claim)
Let B denote the Borel sigma-algebra for the metric space (K(ΣM ),H).
Claim 6.11. For M ≥ √d, the maps Ω→ K(ΣM ) given by ω 7→ Rξ∞ ∩ ΣM
and ω 7→ R∞ ∩ ΣM are (T ,B)-measurable.
Proof. As in the previous claim, let us provide the argument for only ω 7→
Rξ∞ ∩ΣM , since replacing every Rξ∞ with R∞ would prove the claim for the
other map. It suffices to show that for every A ∈ K(ΣM ) and ε > 0, the
event {ω ∈ Ω : H(Rξ∞ ∩ΣM ,A) < ε} belongs to T . In other words, we wish
to show that H(Rξ∞ ∩ ΣM ,A) is a T -measurable random variable. Indeed,
let {σi}∞i=1 be a countable dense subset of ΣM (recall from Lemma 6.2 that
(ΣM ,W ) is a compact metric space and hence separable). We then have
H(Rξ∞ ∩ ΣM ,A)
(6.7)
= sup
σ∈ΣM
|W (σ,Rξ∞ ∩ ΣM )−W (σ,A)|
= sup
i≥1
|W (σi,Rξ∞ ∩ ΣM )−W (σi,A)|.
By Claim 6.10, W (σi,Rξ∞ ∩ ΣM ) is T -measurable for each i. Hence the
random variable H(Rξ∞ ∩ ΣM ,A) is T -measurable as well.  (Claim)
We can now complete the proof of Theorem 6.4. Once again, we will
consider just the direction-specific case; if one deletes ξ in all superscripts,
the following argument also works in the directionless case. By Lemma 6.6
and Claim 6.11, for each M ≥ √d the random variable Rξ∞ ∩ ΣM has an
almost sure value, call it Rξ,M . Using this set in (6.24), we obtain an almost
sure value for Rξ∞, namely Rξ :=
⋃∞
M=d√d eRξ,M . Our final objective is to
show (6.12). So consider any σ ∈ Rξ and any measurable B ⊂ [0, 1] with
R(B) < ε0, where ε0 > 0 is the constant from Lemma 6.7(a). Since σ is
almost surely a member of Rξ∞, we conclude σˆ(B) ≤ 2C1(logR(B)−1)−1
from (6.14b). To account for B such that R(B) ≥ ε0, we simply choose
C ≥ 2C1 large enough that C(log ε−10 )−1 ≥ 1. 
6.3. Properties of sequences converging to constraint set. In the
previous section, we realized the putative constraint set Rξ as the almost
sure value of Rξ∞ from (6.9). Moreover, Lemma 6.3 gave a description of Rξ∞
in terms of limits. Here we examine how those limits behave under deletions
of a small number of edgess, linear functionals, and pushforward operations.
These results will be needed in Section 7 for the proof of the variational
formula.
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For a nonempty path γ and a proper subset of edges γ′ ( γ, let us write
σγ,γ′ :=
1
‖x− y‖2 ·
|γ|
|γ| − |γ′|
∑
e∈γ\γ′
δUe , γ ∈ P(x, y), γ′ ( γ. (6.29)
Throughout the remainder of the section, (xk)k≥1 is any sequence in Zd such
that ‖xk‖2 →∞, γk is any element of P(0, xk), and γ′k is any proper subset
of γk.
Lemma 6.12. If |γ′k|/|γk| → 0 as k →∞, then
lim
k→∞
W (σγk , σγk,γ′k) = limk→∞
TV(σˆγk , σˆγk,γ′k) = 0.
Proof. Applying Lemma 6.1 (with I = |γ′k|, J = 0, K = |γk|− |γ′k|) results in
TV(σˆγk , σˆγk,γ′k) ≤
|γ′k|
|γk| → 0 as k →∞.
Since 〈1, σγk,γ′k〉 = |γk|/‖xk‖2 = 〈1, σγk〉, we also have
W (σγk , σγk,γ′k) = W (σˆγk , σˆγk,γ
′
k
)
(6.3)
≤ TV(σˆγk , σˆγk,γ′k)→ 0 as k →∞.

Lemma 6.13. For each measurable function f : [0, 1] → R, there is a
probability-one event Ω⇒f on which the following statements hold whenever
|γ′k|/|γk| → 0 and σγk converges to some σ ∈ R∞ as k →∞.
(a) If
〈eα|f(u)|β ,R〉 <∞ for some α > 0 and β > 1, (6.30)
then
〈f, σ〉 = lim
k→∞
〈f, σγk,γ′k〉. (6.31)
(b) Let f± = ±f ∨ 0. If 〈eαf−(u)β ,R〉 < ∞ for some α > 0 and β > 1,
then
〈f, σ〉 ≤ lim inf
k→∞
〈f, σγk,γ′k〉. (6.32)
Proof. For brevity, we will write σk = σγk,γ′k . In light of the hypotheses|γ′k|/|γk| → 0 and σγk ⇒ σ, Lemma 6.12 yields
lim
k→∞
TV(σˆγk , σˆk) = 0, (6.33)
as well as
lim
k→∞
W (σk, σ) = 0. (6.34)
Assume for now that f is bounded. Let C1 and ε0 be as in Lemma 6.7. It
is then possible to choose, for any η > 0, some ε ∈ (0, ε0] so small that
4C1(log ε
−1)−1‖f‖∞ ≤ η. (6.35)
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By Lusin’s theorem (see, for instance, [59, Thm. 1.10.8]), there exists a
continuous ϕ : [0, 1]→ R satisfying
R({u ∈ [0, 1] : ϕ(u) 6= f(u)}) < ε and ‖ϕ‖∞ ≤ ‖f‖∞.
Let us set B = {u ∈ [0, 1] : ϕ(u) 6= f(u)}, so that (6.14) applies on an almost
sure event we call Ωf,η, which depends only on the set B. We also have
lim sup
k→∞
σˆk(B)
(6.33)
= lim sup
k→∞
σˆγk(B)
(6.14a)
≤ 2C1(log ε−1)−1,
while (6.14b) gives σˆ(B) ≤ 2C1(log ε−1)−1. Now, we wish to prove that the
following quantity tends to 0 as k →∞:
|〈f, σk − σ〉| = 〈f, σˆk〉〈1, σk〉 − 〈f, σˆ〉〈1, σ〉|
= |〈f, σˆk〉〈1, σk − σ〉+ 〈f, σˆk − σˆ〉〈1, σ〉|
≤ ‖f‖∞|〈1, σk − σ〉|+ 〈f, σˆk − σˆ〉〈1, σ〉.
The first term in the final line is easy to control; by the weak convergence
σk ⇒ σ shown in (6.34), we have 〈1, σk − σ〉 → 0 as k →∞. Concerning the
second term, we observe that
lim sup
k→∞
|〈f, σˆk − σˆ〉| = lim sup
k→∞
|〈ϕ, σˆk − σˆ〉+ 〈(f − ϕ)1B, σˆk − σˆ〉|
≤ lim
k→∞
|〈ϕ, σˆk − σˆ〉|+ 2‖f‖∞ lim sup
k→∞
|〈1B, σˆk − σˆ〉|
(6.34)
≤ 0 + 4C1(log ε−1)−1‖f‖∞
(6.35)
≤ η.
Choosing any decreasing sequence (ηj)j≥1 converging to zero, we can now
conclude that 〈σk, f〉 → 〈σ, f〉 on the almost sure event Ω⇒f :=
⋂∞
j=1 Ωf,ηj .
Next consider an unbounded but nonnegative f : [0, 1]→ [0,∞). For each
L > 0, define the bounded function fL := f ∧ L. Then define the event
Ω⇒f :=
∞⋂
L=1
Ω⇒fL , (6.36)
so that P(Ω⇒f ) = 1, because Ω⇒fL was just defined in the bounded case and
has probability 1 for every L. By monotone convergence, we have
lim
L→∞
〈fL, σk〉 = 〈f, σk〉 for each k.
Furthermore, we have
〈f, σ〉 = lim
L→∞
〈fL, σ〉 = lim
L→∞
lim
k→∞
〈fL, σk〉 ≤ lim inf
k→∞
〈f, σk〉 a.s. (6.37)
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Now suppose f : [0, 1]→ [0,∞) is unbounded but satisfies 〈eαf(u)β ,R〉 <∞
for some α > 0 and β > 1. In particular, we have
∞ > 〈eαf(u)β ,R〉 =
ˆ ∞
1
R({u ∈ [0, 1] : eαf(u)β ≥ t}) dt
=
ˆ ∞
0
R({u ∈ [0, 1] : f(u) ≥ s}) · αβsβ−1 eαsβ ds
≥
∞∑
j=0
R({u ∈ [0, 1] : f(u) ≥ j + 1}) · αβjβ−1 eαjβ .
If we write Bj = {u ∈ [0, 1] : f(u) ≥ j + 1}, then the final line implies
limj→∞R(Bj) eαj
β
= 0. It thus follows from Lemma 6.7(b) that on an
almost almost sure event we call Ωf,tail (depending only on f), we have
σˆγk(Bj) ≤
Cj
αjβ
for all k ≥ 1 and j large enough.
Consequently,
σˆk(Bj) ≤ |γk||γk| − |γ′k|
· Cj
αjβ
for all k ≥ 1 and j large enough. (6.38)
In this case, we replace (6.36) by Ω⇒f := Ωf,tail ∩
⋂∞
L=1 Ω
⇒
fL
. On this event,
we have the following for all large enough L:
lim sup
k→∞
〈f, σk〉 ≤ lim sup
k→∞
[〈fL, σk〉+ 〈f − fL, σk〉]
≤ 〈fL, σ〉+ lim sup
k→∞
ˆ ∞
L
σk({u ∈ [0, 1] : f(u) ≥ t}) dt
≤ 〈fL, σ〉+ lim sup
k→∞
∞∑
j=L−1
σk(Bj)
(6.34),(6.38)
≤ 〈fL, σ〉+ 〈1, σ〉
∞∑
j=L−1
Cj
αjβ
.
Since β > 1, we can take L→∞ and conclude
lim sup
k→∞
〈f, σk〉 ≤ lim
L→∞
〈fL, σ〉 = 〈f, σ〉,
which together with (6.37) shows 〈f, σk〉 → 〈f, σ〉. To complete the proof
of part (a) for general f : [0, 1]→ R satisfying 〈eα|f(u)|β ,R〉 <∞, we apply
this conclusion separately to f− and f+. Meanwhile, part (b) is obtained by
applying (a) to f− and (6.37) to f+. 
Before proceeding to our last lemma, we record the following consequence
of Lemma 6.13. It says that within the set R from Theorem 6.4, weak
convergence is equivalent to strong convergence.
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Corollary 6.14. If (σj)j≥1 is a sequence in R converging (weakly) to σ,
then
lim
j→∞
〈f, σj〉 = 〈f, σ〉 for all measurable f : [0, 1]→ R satisfying (6.30).
In particular, σj(B)→ σ(B) for every measurable B ⊂ [0, 1].
Proof. Let us assume the almost sure event that R∞ is equal to R, so that
σj ∈ R∞ for each j, and thus σ also belongs to R∞ by Claim 6.9. For each j,
there is some sequence (nj,k)k≥1, tending to infinity as k →∞, which admits
σj,k ∈ Rnj,k such that W (σj,k, σj)→ 0 as k →∞. Now let f : [0, 1]→ R be
any measurable function that satisfies (6.30). On the almost sure event Ω⇒f
from Lemma 6.13, for every j we have 〈f, σj,k〉 → 〈f, σj〉 as k →∞.
We now construct a new sequence (ρ`)`≥1 in Σ as follows. First each `,
choose j` such that j` ≥ ` and W (σj` , σ) ≤ `−1. Following this, select k`
sufficiently large that all three of the following inequalities hold:
W (σj`,k` , σj`) ≤ `−1, |〈f, σj`,k` − σj`〉| ≤ `−1, and nj`,k` ≥ `.
Setting ρ` = σj`,k` , we have W (ρ`, σ) ≤ 2`−1, and thus W (ρ`, σ) → 0 as
`→∞. Moreover, since ρ` belongs to Rnj`,k` and nj`,k` →∞ as `→∞, we
have 〈f, ρ`〉 → 〈f, σ〉 on the event Ω⇒f . On the other hand, we also know
〈f, ρ` − σj`〉 → 0. We are thus left to conclude that 〈f, σj`〉 → 〈f, σ〉, which
is a deterministic statement. Finally, notice that if (σj)j≥1 were replaced
by any of its subsequences, we could have fashioned the same argument to
find a further subsequence (σj`)`≥1 such that 〈f, σj`〉 → 〈f, σ〉 as ` → ∞.
Therefore, we have proved 〈f, σj〉 → 〈f, σ〉 as j →∞. 
Our last lemma concerns the pushforwards of measures belonging to a
convergent sequence. It ensures that the resulting sequence of pushfoward
measures also converges. The statements are trivial if τ is bounded and
continuous, but would be false in general without restricting to an almost
sure event. Recall the definitions of τ∗(σ) and τ+∗ (σ) from (2.11) and (2.12).
Lemma 6.15. For each measurable τ : [0, 1]→ R, there exists a probability-
one event Ω∗τ on which the following holds. Whenever σγk converges to some
σ ∈ R∞ as k →∞, we have
τ∗(σγk)⇒ τ∗(σ), τˆ∗(σγk)⇒ τˆ∗(σ), τ+∗ (σγk)⇒ τ+∗ (σ) as k →∞.
If τ∗(σ) is not an atom at zero, then also
τˆ+∗ (σγk)⇒ τˆ+∗ (σ) as k →∞.
Proof. Recall that for every L > 0, the space C0([−L,L]) of continuous
functions f : [−L,L]→ R, is separable with respect to the norm
‖f‖∞,L := sup
t∈[−L,L]
|f(t)|.
Furthermore, every element of C0([−L,L]) can be easily extended to a
bounded, continuous function on R with the same sup-norm. Therefore, it
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is possible to identify a countable collection {fi}∞i=1 of bounded, continuous
functions on R such that {fi}∞i=1 is dense with respect to ‖ · ‖∞,L for every
L > 0. Let us assume f1 ≡ 1.
Now let τ : [0, 1]→ R be given, and define the sets
AL := {u ∈ [0, 1] : |τ(u)| ≤ L}, L ≥ 0.
For brevity, let us write σk = σγk . On the almost sure event
Ω∗τ :=
∞⋂
i=1
∞⋂
L=0
(
Ω⇒(fi◦τ)1AL ∩ Ω
⇒
(fi◦τ)1AL1Ω\A0
)
, (6.39)
where Ω⇒(·) is as in Lemma 6.13, we have the following limit whenever σk
converges as k →∞ to some σ ∈ R∞:
lim
k→∞
〈(fi ◦ τ)1AL , σk〉 = 〈(fi ◦ τ)1AL , σ〉 for every i and L. (6.40a)
In particular, the case i = 1 yields
lim
k→∞
〈1AL , σk〉 = 〈1AL , σ〉 for every L. (6.40b)
Now consider any bounded, continuous f : R→ R. Given any ε > 0, we can
take an integer L so large that
〈1Ω\AL , σ〉 ≤
ε
‖f‖∞ . (6.40c)
Next we choose i such that
‖f − fi‖∞,L ≤ ε〈1, σ〉 . (6.40d)
Several applications of the triangle inequality yield
|〈f ◦ τ, σk〉 − 〈f ◦ τ, σ〉|
≤ |〈(f ◦ τ)1Ω\AL , σk〉|+ |〈(f ◦ τ − fi ◦ τ)1AL , σk〉|+ |〈(fi ◦ τ)1AL , σk − σ〉|
+ |〈(f ◦ τ − fi ◦ τ)1AL , σ〉|+ |〈(f ◦ τ)1Ω\AL , σ〉|
≤ ‖f‖∞〈1Ω\AL , σk + σ〉+ ‖f − fi‖∞,L〈1, σk + σ〉+ |〈(fi ◦ τ)1AL , σk − σ〉|,
(6.41)
and so (6.40) shows
lim sup
k→∞
|〈f ◦ τ, σk〉 − 〈f ◦ τ, σ〉| ≤ 4ε.
As ε is arbitrary, we in fact have
lim
k→∞
〈f, τ∗(σk)〉 = lim
k→∞
〈f ◦ τ, σk〉 = 〈f ◦ τ, σ〉 = 〈f, τ∗(σ)〉.
As these equalities hold for every bounded, continuous f : R→ R, we have
shown that τ∗(σk) ⇒ τ∗(σ) as k → ∞ on the event Ω∗τ from (6.39). Since
〈1, σk〉 → 〈1, σ〉 ≥ 1, it immediately follows that τˆ∗(σk)⇒ τˆ∗(σ).
Next notice that (6.40) and (6.41) remain true if every instance of 1AL and
1Ω\AL is replaced by 1AL1Ω\A0 and 1Ω\AL1Ω\A0 , respectively. Therefore,
lim
k→∞
〈f, τ+∗ (σk)〉 = lim
k→∞
〈(f ◦ τ)1Ω\A0 , σk〉 = 〈(f ◦ τ)1Ω\A0 , σ〉 = 〈f, τ+∗ (σ)〉.
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Hence τ+∗ (σk)⇒ τ+∗ (σ) on the event Ω∗τ . Finally, if 〈1Ω\A0 , σ〉 > 0, then this
string of equalities can be modified to show
lim
k→∞
〈f, τˆ+∗ (σk)〉 = lim
k→∞
〈(f ◦ τ)1Ω\A0 , σk〉
〈1Ω\A0 , σk〉
=
〈(f ◦ τ)1Ω\A0 , σ〉
〈1Ω\A0 , σ〉
= 〈f, τˆ+∗ (σ)〉.
That is, τˆ+∗ (σk)⇒ τˆ+∗ (σ). 
7. Proof of variational formula
In order to return to the original setup from Sections 2–5, we fix the
Radon measure R from Section 6 to be Lebesgue measure Λ on [0, 1]. That
is, (Ue)e∈E(Zd) is a collection of i.i.d. uniform [0, 1]-valued random variables.
Recall that L = τ∗(Λ) is the law of τ(Ue) ≥ 0, with distribution function F .
7.1. Statements of results. Here we state the variational formula and our
most general results regarding convergence to its minimizers. In the next
section, we will use the two theorems given below to prove the results from
Sections 1 and 2. First we address the critical and supercritical cases.
Theorem 7.1. Assume F (0) ≥ pc(Zd).
(a) For every ξ ∈ Sd−1, we have
inf
σ∈Rξ
〈τ, σ〉 = inf
σ∈R
〈τ, σ〉 = 0 for every ξ ∈ Sd−1. (7.1)
(b) If F (0) > pc(Zd), then 〈τ, σ〉 = 0 for some σ ∈ Rξ.
(c) Under the coupling (2.1), there is a probability-one event on which the
following statements hold.
(c1) For any sequence of paths γk ∈ P(0, xk) and γ′k ⊂ γk such that
lim
k→∞
‖xk‖2 =∞, lim
k→∞
|γ′k|
|γk| = 0, limk→∞
T (γk \ γ′k)
‖xk‖2 = 0, (7.2)
we have
νˆγk ⇒ δ0 as k →∞.
(c2) For any infinite geodesic Γ, we have
νˆΓ(`) ⇒ δ0 as `→∞.
Remark 7.2. It may be that the conclusion of Theorem 7.1(b) holds even
if F (0) = pc(Zd), but we have been unable to prove this in general because
critical FPP does not necessarily admit geodesics with bounded linear length;
recall Example 1.19. For (2.7) to hold, it would suffice to produce paths
γk ∈ P(0, xk), not necessarily geodesics, such that (7.2) holds, xk/‖xk‖2 → ξ
as k →∞, and |γk|/‖xk‖2 is uniformly bounded so that Lemma 6.2 applies.
In the subcritical setting, we allow our passage times to be perturbed.
Given measurable functions τ : [0, 1] → [0,∞) and τpert : [0, 1] → R, we
assume the coupling
τ˜e = τ˜(Ue), e ∈ E(Zd), where τ˜ := τ + τpert. (7.3)
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Under this coupling, passage times can be expressed in the notation of (6.29):
T˜ (γ \ γ′)
‖x− y‖2 =
|γ| − |γ′|
|γ| 〈τ˜, σγ,γ′〉 for all γ ∈ P(x, y), γ
′ ( γ. (7.4)
To avoid writing the dreadful notation ˆ˜τ∗ (that is, the normalization of a
pushforward measure under τ˜) more than once, we replace it with τˇ∗.
Theorem 7.3. Assume F (0) < pc(Zd) and ‖τpert‖∞ ≤ h, where h > 0 is
the constant from Proposition 5.1.
(a) For every ξ ∈ Sd−1, the time constant from (5.4) is given by
µξ(τ˜) = inf
σ∈Rξ
〈τ˜, σ〉. (7.5)
(b) For every ξ ∈ Sd−1, the set of minimizers is nonempty:
Rξτ˜ := {σ ∈ Rξ : 〈τ˜, σ〉 = µξ(τ˜)} 6= ∅.
(c) Under the coupling (7.3), there is a probability-one event Ωτ˜ on which
the following two statements hold for every ξ ∈ Sd−1.
(c1) For any sequence of paths γk ∈ P(0, xk) and γ′k ⊂ γk satisfying
lim
k→∞
‖xk‖2 =∞, lim
k→∞
xk
‖xk‖2 = ξ, limk→∞
|γ′k|
|γk| = 0, limk→∞
T˜ (γk \ γ′k)
‖xk‖2 = µξ,
(7.6)
there is a subsequence (γkj )j≥1 such that
σγkj ⇒ σ as j →∞, for some σ ∈ Rξ∞ with 〈τ˜, σ〉 = µξ(τ˜),
in which case
νγkj ⇒ τ˜∗(σ), νˆγkj ⇒ τˇ∗(σ), ν+γkj ⇒ τ˜
+
∗ (σ), νˆ
+
γkj
⇒ τˇ+∗ (σ). (7.7)
(c2) For any increasing sequence of nonnegative integers (`k)k≥1 and
any Γ ∈ Geo∞(ξ), there is a subsequence (`kj )j≥1 such that
σ
Γ
(`kj
) ⇒ σ as j →∞, for some σ ∈ Rξ∞ with 〈τ˜, σ〉 = µξ(τ˜),
in which case
ν
Γ
(`kj
) ⇒ τ∗(σ), νˆ
Γ
(`kj
) ⇒ τˇ∗(σ), ν+
Γ
(`kj
) ⇒ τ+∗ (σ), νˆ+
Γ
(`kj
) ⇒ τˇ+∗ (σ).
Remark 7.4. The almost sure event Ωτ˜ in part (c) does not depend on
the direction ξ. In contrast, the almost sure event Ωξτ from Theorem 2.3
does depend on ξ, but this is only because of Theorem 6.4. Therefore, this
dependence could be removed if one shows P(Rξ∞ = Rξ for all ξ ∈ Sd−1) = 1;
see Remark 6.5.
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7.2. Proofs of main theorems. Now we establish Theorems 1.6, 1.13, 2.1,
2.3 and Proposition 3.3.
Proof of Theorem 2.1 and Proposition 3.3. Recall that Proposition 3.3(a)
was proved in Proposition 5.1. Theorem 2.1(a) and Proposition 3.3(b)
are established by Theorems 7.1(a) and 7.3(a). (In the case F (0) ≥ pc(Zd),
recall from Theorem A or Proposition 5.1 that µξ = 0 for all ξ ∈ Sd−1.)
Meanwhile, Theorem 2.1(b) is stated in 7.1(b) and 7.3(b). Finally, Theorem
2.1(c) is given by Theorem 6.4. 
Proof of Theorem 1.6. Apply Theorem 7.1(c1) with γk \ γ′k = γ(a0(γk),a1(γk))k ,
where a0(γk) and a1(γk) are obtained from Proposition 5.4. 
Proof of Theorem 1.13. This is exactly Theorem 7.1(c2). 
Proof of Theorem 2.3. Let Ωξ be the event that Rξ∞ = Rξ, which occurs
with probability one by Theorem 6.4. On the event Ωξτ := Ωξ ∩ Ωτ , the
conclusions of Theorems 2.3(a) and 2.3(b) follow from Theorems 7.3(c1) and
7.3(c2), respectively, where in (c1) we take γk \ γ′k = γ(a0(γk),a1(γk))k . Once
again, a0(γk) and a1(γk) are obtained from Proposition 5.4. 
7.3. Proof of Theorems 7.1 and 7.3. We prove Theorem 7.3 first, since
the proof of Theorem 7.1(a) will require 7.3(b).
Proof of Theorem 7.3. Our first step is to prove the upper bound for (7.5).
Suppose that τ is bounded, so that Proposition 5.4(d) applies. Consider any
σ ∈ Rξ∞. By Lemma 6.3(a), there is some sequence of paths γk ∈ P(0, xk)
such that (6.11) holds with ξ∗ = ξ and σ∗ = σ. It thus follows from Lemma
6.13(a) that
〈τ˜ , σ〉 (6.31)= lim
k→∞
〈τ˜ , σγk〉
(7.4)
= lim
k→∞
T˜ (γk)
‖xk‖2 ≥ limk→∞
T˜ (0, xk)
‖xk‖2
(5.7)
= µξ(τ˜) a.s.
We have thus shown
inf
σ∈Rξ∞
〈τ˜ , σ〉 ≥ µξ(τ˜) a.s. (7.8)
To recover this inequality for general τ , we reduce to the bounded case.
Suppose toward a contradiction that there were some σ ∈ Rξ∞ such that
µξ(τ˜) > 〈τ˜ , σ〉. Let us write δ for the difference µξ(τ˜) − 〈τ˜ , σ〉. By [37,
Thm. 6.9], there exists L > 0 large enough that µξ(τ˜)− µξ(τ˜L) < δ, where
τ˜L := τ˜ ∧ L.11 We then have
µξ(τ˜L)− 〈τ˜L, σ〉 > µξ(τ˜)− δ − 〈τ˜L, σ〉 = 〈τ˜, σ〉 − 〈τ˜L, 0〉 ≥ 0,
which contradicts (7.8) in the bounded case. Hence (7.8) must hold in
general.
11The theorem referenced deals only with ξ = e1 and nonnegative τ , but its proof works
just as well for general directions and for functions τ˜ that are uniformly bounded from
below, provided one has Lemma 5.9.
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To obtain the reverse inequality, we consider any sequence of paths
γk ∈ P(0, xk) that satisfies (7.6). (Such a sequence almost surely exists
by Proposition 5.4.) By Lemma 5.9, the quantity Q(0; h, q) is almost surely
finite, in which case
|{e ∈ γk : τ˜e ≤ h}| ≤ q < 1 for all large enough k.
In particular, we have
µξ(τ˜)
(7.6)
= lim
k→∞
T˜ (γk \ γ′k)
‖xk‖2 ≥ lim supk→∞
(1− q)|γk| − |γ′k|
‖xk‖2 h
(7.6)
= h(1− q) lim sup
k→∞
|γk|
‖xk‖2 a.s.,
and so
lim sup
k→∞
〈1, σγk〉 = lim sup
k→∞
|γk|
‖xk‖2 ≤
µξ(τ˜)
h(1− q) a.s.
Consequently, Lemma 6.2 guarantees the existence of a subsequence (σγkj )j≥1
that converges to some σ ∈ Σ as j → ∞. In light of (7.6), Lemma 6.3(a)
tells us that σ belongs to Rξ∞. Therefore, Lemma 6.13(b) gives
〈τ˜ , σ〉
(6.32)
≤ lim
j→∞
〈τ˜ , σγkj ,γ′kj 〉
(7.4)
= lim
j→∞
|γkj |
|γkj | − |γ′kj |
T˜ (γkj \ γ′kj )
‖xkj‖2
(7.6)
= lim
j→∞
T˜ (γkj \ γ′kj )
‖xkj‖2
(7.6)
= µξ(τ˜) a.s.
(7.9)
Since σ belongs to Rξ∞, we conclude
inf
σ∈Rξ∞
〈τ˜, σ〉 ≤ µξ(τ˜) a.s. (7.10)
On the other hand, we have already verified (7.8), and so (7.9) forces equality:
〈τ˜ , σ〉 = µξ(τ˜). With this observation, we have proved claim (c1), and then
(7.7) follows from Lemma 6.15 (recall from Proposition 5.1(c) that µξ > 0,
and so τ˜∗(σ) is not an atom at zero). Since Rξ∞ is almost surely equal to Rξ
by Theorem 6.4, the two inequalities (7.8) and (7.10) together prove part
(a). Our extraction of the limit σ establishes (b).
All that remains to prove is claim (c2). Consider any Γ ∈ Geo∞(ξ). Label
the vertices traversed by Γ as x0, x1, . . . so that Γ
(`) ∈ Geo(x0, x`). Recall
from (5.69) that (x` · ξ)/‖x` − x0‖2 → 1 as `→∞, and so Proposition 5.6
gives
lim
`→∞
〈τ˜ , σΓ(`)〉
(7.4)
= lim
`→∞
T˜ (Γ(`))
‖x` − x0‖2 = lim`→∞
T˜ (Γ(`))
x` · ξ
(5.9)
= µξ a.s. (7.11)
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Next, by applying Borel–Cantelli with Proposition 5.18, we obtain
lim sup
`→∞
|Γ(`)|
`
≤ m a.s.
We can then appeal to Lemma 6.2 once more in order to deduce the following:
Any increasing sequence of positive integers (`k)k≥1 contains a subsequence
(`kj )j≥1 such that, for some σ ∈ Σm, we have
σ
Γ
(`kj
) ⇒ σ as j →∞. (7.12)
While it is not immediate from the definition (6.9) that σ belongs to Rξ∞,
we can easily verify this membership as follows.
Consider any self-avoiding path pi that starts at 0 and terminates upon
reaching a vertex of Γ. Say the first intersection of pi and Γ is at the vertex
x`∗ , and label the vertices of pi as 0 = y`∗−|pi|, y`∗−|pi|−1, . . . , y`∗ . Replacing
the initial segment Γ(`∗) by pi, we obtain an infinite self-avoiding path Γ¯
starting at 0 and traversing the vertices (y`)`≥`∗−|pi|, where y` = x` for all
` ≥ `∗. While Γ¯ may not be geodesic, the limits (7.11) and (7.12) still hold if
Γ is replaced by Γ¯, and x’s were replaced by y’s, since we have only changed
a fixed number of edges. Therefore, Lemma 6.3(a) shows that σ ∈ Rξ∞, while
Lemma 6.13(b) yields
µξ
(7.8)
≤ 〈τ˜ , σ〉
(7.12),(6.32)
≤ lim
j→∞
〈τ˜, σ
Γ¯
(`kj
)〉 (7.4)= lim
j→∞
T˜ (Γ¯
(`kj ))
y`kj · ξ
(7.11)
= µξ a.s.
Hence 〈τ˜ , σ〉 = µξ (in particular, τˇ∗(σ) 6= δ0). Consequently, Lemma 6.15
yields the following as j →∞:
ν
Γ
(`kj
) ⇒ τ˜∗(σ), νˆ
Γ
(`kj
) ⇒ τˇ∗(σ), ν+
Γ
(`kj
) ⇒ τ˜+∗ (σ), νˆ+
Γ
(`kj
) ⇒ τˇ+∗ (σ).
This last display and (7.12) together prove part (c2). 
Proof of Theorem 7.1. Given that τ is nonnegative, the lower bound for (7.1)
is trivial: infσ∈Rξ〈τ, σ〉 ≥ 0. In establishing the upper bound, let us first
consider the case F (0) > pc(Zd).
As we did in Section 5, call an edge e open if τe = 0. We write x ↔ y
if there exists γ ∈ P(x, y) containing only open edges, and define Do(x, y)
to be the minimum length of such a path γ. Because F (0) > pc(Zd), the
subgraph of Zd induced by the open edges has a unique infinite component,
which we call O. Let E(O) denote the set of edges in O. By [5, Thm. 1.1],
there are positive constants C1, C2, c3, whose values depend only on F (0),
such that
P(x↔ y, Do(x, y) ≥ C1‖x− y‖2) ≤ C2 e−c3‖x−y‖2 ∀ x, y ∈ Zd. (7.13)
Now consider any ξ ∈ Sd−1, and let ζk ∈ Sd−1 ∩Qd be such that ζk → ξ as
k →∞. For each k, let bk be a positive integer such that bkζk ∈ Zd, and let
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us assume
bk+1 ≥ bk and e−c3bk ≤ (k + 1)−2 for all k ≥ 1.
For ` ≥ 1, define yk,` = `bkζk and note that ‖yk,`‖2 = `bk. For any x0 ∈ Zd,
the estimate (7.13) gives
∞∑
k,`=1
P(yk,` ↔ x0, Do(x0, yk,`) ≥ C1‖x0 − yk,`‖2) ≤ C2
∞∑
k,`=1
e−c3(‖yk,`‖2−‖x0‖2)
= C2 e
c3‖x0‖2
∞∑
k=1
e−c3bk
1− e−c3bk ≤
4C2 e
c3‖x0‖2
3
∞∑
k=1
(k + 1)−2 <∞.
By Borel–Cantelli, we conclude that for any x0 and all k large enough
(depending on x0), we have
Do(x0, yk,`) < C1‖x0 − yk,`‖2 whenever x0, yk,` ∈ O. (7.14)
At the same time, by ergodicity with respect to translations of Zd, the
following is true almost surely: For each k, there are infinitely many ` ≥ 1
such that yk,` ∈ O. Therefore, we can inductively define a sequence (xk)k≥1
in Zd as follows. Let `1 ≥ 1 be such that y1,`1 ∈ O, and set x1 = y1,`1 . For
k ≥ 2, choose `k such that `k > `k−1 and yk,`k ∈ O; then set xk = yk,`k . In
particular, we have ‖xk‖2 = `kbk ≥ k and xk/‖xk‖2 = ζk → ξ as k →∞.
We next define a corresponding sequence of paths γk ∈ P(0, xk) as follows.
Choose any x0 ∈ O and any γ0 ∈ P(0, x0). Continuing from x0, append
to γ0 any path in O that reaches xk in minimal length; after removing any
loops, call the resulting path γk ∈ P(0, xk). By construction, we have
lim sup
k→∞
|γk|
‖xk‖2 ≤ lim supk→∞
|γ0|+Do(x0, xk)
‖xk‖2
(7.14)
≤ C1.
Therefore, by Lemma 6.2, there is some subsequence (kj)j≥1 such that σγkj
converges to some σ ∈ ΣC1 as j →∞. From Lemma 6.3(a), it is clear that
σ ∈ Rξ∞. On the other hand, we have
lim sup
k→∞
|{e ∈ γk : τe > 0}|
‖xk‖2 ≤ lim supk→∞
|γ0|
‖xk‖2 = 0,
and so τˆ∗(σγk)⇒ δ0 as k →∞. By Lemma 6.15, it follows that τ∗(σ) = δ0.
In particular, we have 〈τ, σ〉 = 0. Since Rξ∞ is almost surely equal to Rξ
by Theorem 6.4, we have completed the proof of parts (a) and (b) in the
supercritical case.
Now suppose F (0) = pc(Zd), and again consider any ξ ∈ Sd−1. Set
B = {u ∈ [0, 1] : τ(u) = 0} so that Λ(B) = pc(Zd) > 0. Given any
ε ∈ (0, pc(Zd)), choose a subset Bε ⊂ B such that Λ(Bε) = ε (e.g. see [33]).
Now write τ (ε) = τ + ε1Bε so that P(τ (ε) = 0) = pc(Zd) − ε. By Theorem
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7.3(b), there is σ(ε) ∈ Rξ such that 〈σ(ε), τ (ε)〉 = µξ(τ (ε)). But of course
〈σ, τ〉 ≤ 〈σ, τ (ε)〉 for every σ ∈ Rξ, and so
inf
σ∈Rξ
〈σ, τ〉 ≤ lim inf
ε↘0
〈σ(ε), τ (ε)〉 = lim inf
ε↘0
µξ(τ
(ε)).
The proof of part (a) is completed by invoking [37, Thm. 6.9], which shows
that µξ(τ
(ε))→ µξ(τ) = 0 as ε→ 0.
Finally, we turn our attention to part (c). Consider any sequence of paths
γk ∈ Geo(0, xk) that satisfies (7.2). Mimicking the notation σγ,γ′ from (6.29),
we define
νˆγ,γ′ :=
1
|γ| − |γ′|
∑
e∈γ\γ′
δτe , γ
′ ( γ. (7.15)
Now the last equation in (7.2) reads as
lim
k→∞
|γk| − |γ′k|
‖xk‖2 〈t, νˆγk,γ
′
k
〉 = 0. (7.16)
Since |γ′k|/|γk| → 0 as k →∞, we trivially have
lim inf
k→∞
|γk| − |γ′k|
‖xk‖2 = lim infk→∞
|γk|
‖xk‖2 ≥ lim infk→∞
|γk|
‖xk‖1 ≥ 1,
which forces the following from (7.16):
lim
k→∞
〈t, νˆγk,γ′k〉 = 0.
It can now be easily deduced from Markov’s inequality that νˆγk,γ′k ⇒ δ0. At
the same time, Lemma 6.1 (with I = |γ′k|, J = 0, K = |γk| − |γ′k|) gives
TV(νˆγk , νˆγk,γ′k) ≤ |γ
′
k|/|γk|.
Since |γ′k|/|γk| → 0 and νˆγk,γ′k ⇒ δ0, we conclude νˆγk ⇒ δ0.
A similar argument goes through for any infinite geodesic Γ. Label
the vertices traversed by Γ (in the order traversed) as x0, x1, . . . so that
Γ(`) ∈ Geo(x0, x`), and take n` such that x` = x0 + [n`ξ`] for some ξ` ∈ Sd−1.
By Proposition 5.6, we have
0 = lim
`→∞
T (Γ(`))
n`
= lim
`→∞
`
n`
〈t, νˆΓ(`)〉 a.s. (7.17)
Since ‖x` − x`−1‖2 = 1 for all ` ≥ 0, we clearly have lim inf`→∞ `/n` ≥ 1,
and so (7.17) forces lim`→∞〈t, νˆΓ(`)〉 = 0. Now Markov’s inequality yields
νˆΓ(`) ⇒ δ0. 
7.4. Remaining proofs. Here we tie up a few loose ends: verification of
Theorem 1.21, Lemma 1.23, and Theorem 3.2. For x ∈ Zd and S ⊂ Zd, let
us write Geo(x, S) for the set of self-avoiding paths γ ∈ P(x, y) such that
y ∈ S and T (γ) = infz∈S T (x, z). Recall from (5.13) that Br(x) is the box
of radius r centered at x ∈ Zd, and ∂Br(x) denotes its boundary.
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Proof of Theorem 1.21. Let us first assume F (0) > pc(Zd). As before, call
an edge e open if τe = 0. The subgraph of Zd induced by the open edges has
a unique infinite component, which we call O. Let E(O) denote the set of
edges in O. By [66, Thm. 1], there exists a constant c = c(L, d) > 0 such
that for any positive integer r, we have
P(∃ γ ∈ Geo(x, ∂Br(x)) : γ ∩ E(O) = ∅) ≤ e−cr1/d . (7.18)
Observe that if every γ1 ∈ Geo(x, ∂Br1(x)) and every γ2 ∈ Geo(y, ∂Br2(y))
intersects O, and ‖x − y‖∞ ≥ r1 + r2, then every γ ∈ Geo(x, y) must
remain entirely in O between ∂Br1(x) and ∂Br2(x). In this case, we have
|γ \E(O)| ≤ (2r1 + 1)d + (2r2 + 1)d. Of course, γ \E(O) contains as a subset
all the edges e ∈ γ such that τe > 0, and so |γ+| ≤ (2r1 + 1)d + (2r2 + 1)d.
To utilize these observations, we take any ε ∈ (0, 1/d). Invoking (7.18)
with a union bound over ∂Br(x) ∪ {0}, we have
P
( ⋃
x∈∂Br(0)∪{0}
{∃ γ ∈ Geo(x, ∂Bdrεe(x)) : γ ∩ E(O) = ∅}
)
≤ Crd−1 e−crε/d ,
where C is a constant depending only d. Applying Borel–Cantelli, we
conclude that on an almost sure event, the event displayed above occurs for
only finitely many r. By the discussion in the previous paragraph, it follows
that whenever ‖x‖∞ is sufficiently large, we have
|γ+| ≤ 2(2d‖x‖ε∞e+ 1)d for every γ ∈ Geo(0, x).
By our choice of ε, the upper bound seen here is o(‖x‖∞). Therefore, we do
have the claimed (1.12).
Now we turn to the case F (0) = F (h) = pc(Zd) for some h > 0. Consider
any xk ∈ Snk (recall the definition of Sn from (5.57)) and any γk ∈ Geo(0, xk).
Let A0, (An)n∈[1,∞), a0(·), and a1(·) be as in Proposition 5.4. That is,
[a0(γk) + a1(γk)]/nk → 0 as k →∞ by 5.4(a), while 5.4(b) gives
lim
k→∞
T (γ
(a0(γk),a1(γk))
k )
nk
= 0 a.s.
Since τe ≥ h whenever τe > 0, the following inequality is trivial:
T (γ
(a0(γk),a1(γk))
k ) ≥ h(|γk|+ − a0(γk)− a1(γk)).
We conclude that
0 ≥ h lim sup
k→∞
|γk|+ − a0(γk)− a1(γk)
nk
= h lim sup
k→∞
|γk|+
‖xk‖2 .
Since h > 0, we again conclude that (1.12) holds. 
Proof of Lemma 1.23. Assume a coupling of the form (7.3), as well as the
occurrence of the almost sure events from Proposition 5.4 and Theorem
7.3(c). Consider any sequence of γnk ∈ Geo(0, nkξ) such that νˆγnk converges
weakly to some νˆ as k →∞. By Proposition 5.4 and Theorem 7.3(c1), every
subsequence of (γnk)k≥1 admits a further subsequence (γnkj )j≥1 such that
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σγnkj
⇒ σ as j →∞, for some σ ∈ Rξ∞ satisfying 〈τ, σ〉 = µξ(τ). We deduce
that
lim
j→∞
|γnkj |
nkj
= lim
j→∞
|γnkj |
‖[nkjξ]‖2
= lim
j→∞
〈1, νγnkj 〉
(7.7)
= 〈1, τ∗(σ)〉 = 〈t, τ∗(σ)〉〈t, τˆ∗(σ)〉 =
〈τ, σ〉
〈t, νˆ〉 =
µξ(τ)
〈t, νˆ〉 .
As this holds for an arbitrary subsequence of (γnk)k≥1, we conclude
lim
k→∞
|γnk |
nk
=
µξ(τ)
〈t, νˆ〉 .
The second part of the lemma is proved in exactly the same way, replacing
all instances of νˆγ , νˆ, τ∗(σ), |γ| with νˆ+γ , νˆ+, τ+∗ (σ), |γ|+, respectively. 
Remark 7.5. The conclusions of Lemma 1.23 also hold for any sequence
satisfying (7.6). We restricted our attention to geodesics because the primary
purpose of Lemma 1.23 is to realize (1.15).
Proof of Theorem 3.2. First we address the subcritical case: F (0) < pc(Zd).
Consider any sequence of γn ∈ Geo(0, nξ). Recall that |γn|/‖[nξ]‖2 =
〈1, σγn〉, where ‖[nξ]‖2/n → 1 as n → ∞. Also recall the notation Rξτ =
{σ ∈ Rξ : 〈τ, σ〉 = µξ(τ)}. On the almost sure event from Theorem 2.3,
specifically (2.13), we can use an argument of subsequences to obtain
inf
σ∈Rξτ
〈1, σ〉 ≤ lim inf
n→∞
|γn|
n
≤ lim sup
n→∞
|γn|
n
≤ sup
σ∈Rξτ
〈1, σ〉.
Now (3.2) follows from Lemma 3.5(c) with ψ ≡ 1.
Next consider the case when F (0) ≥ pc(Zd). By Proposition 3.4, we
formally have µξ(τ−h) = −∞ for all h > 0, which leads toD−µξ(τ+h)
∣∣
h=0
=
∞. This means the left-derivative inequality (3.2b) is trivial. Regarding
the right derivative, if lim infn→∞ n−1Nξn =∞ with probability one (which
includes the possibility that Geo(0, nξ) is empty for all large n), then (3.2a) is
also trivial. Otherwise, we can (with positive probability) identify a sequence
of γnk ∈ P(0, nkξ), where nk →∞ as k →∞, such that
lim
k→∞
|γnk |
nk
= lim inf
n→∞
1
n
Nξn <∞.
Therefore, Lemma 6.2 allows to pass to a further subsequence and assume
σγnk converges to some σ∗ ∈ Rξ, which necessarily satisfies 〈τ, σ∗〉 = 0 by
Theorem 1.6. In this case, we have
inf
σ∈Rξτ
〈1, σ〉 ≤ 〈1, σ∗〉 = lim
k→∞
|γnk |
nk
≤ lim inf
n→∞
1
n
Nξn.
Once more, Lemma 3.5 completes the proof, in this case by 3.4a. 
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8. Proof of empirical measure convergence in tree case
In this section, we prove Theorem 4.1. As in Section 2, let (Ux)x∈Td be a
family of i.i.d. [0, 1]-valued random variables distributed according to a Radon
probability measure R. Assume these variables are supported on a complete
probability space (Ω,F ,P). Given a measurable function τ : [0, 1]→ R such
that
〈eατ−(u)β ,R〉 <∞ for some α > 0 and β > 1, (8.1)
we couple the FPP model (4.1) to (Ux)x∈Td by τx = τ(Ux) (recall from
Section 2.1 that when R is equal to Lebesgue measure Λ, any law for τx can
be realized in this way). Therefore, the empirical measures
νˆx =
1
|x|
∑
0<y≤x
δτy and σˆx =
1
|x|
∑
0<y≤x
δUy
are related via the pushforward operation: νˆx = τ∗(σˆx). Once we define
RTdn := {σˆx : x ∈ Td, |x| = n} ⊂ Σˆ, n ∈ {1, 2, . . . }. (8.2)
all the arguments of Sections 6 and 7 remain valid in the tree case. The only
notable difference is that the length of a path is no longer relevant and so the
proofs actually become simpler. Moreover, Propositions 5.4 and 5.6 are not
needed, as Theorem C gives almost sure convergence to the time constant
(rather than just in probability). In summary, we may use as starting points
the following results:
• The set RTd∞ :=
{
σˆ ∈ Σˆ : lim infn→∞W (σˆ,RTdn ) = 0
}
has an almost
sure value RTd = RTd(R), every σˆ ∈ RTd is absolutely continuous with
respect to R, and Corollary 6.14 applies. Furthermore, RTd is compact
because it is a closed subset of Σˆ. (In the lattice case, R was closed in
Σ, which is isometric to Σˆ× [1,∞) and thus non-compact.)
• When R = Λ, the time constant µTd from (4.3) is given by
µTd(τ) = inf
σˆ∈RTd
〈τ, σ〉,
and the set of minimizers RTdτ is always nonempty (cf. Remark 7.2).
• Almost surely, every sequence of xnk ∈ Geonk (or more generally, any
sequence with T (xnk)/nk → µTd(τ)) admits a subsequence (xnk` )`≥1
such that σˆxnk`
converges weakly to some σˆ ∈ RTdτ as `→∞, in which
case νˆxnk`
⇒ τ∗(σˆ). The inequality in (7.9) relies on Lemma 6.13,
which explains the moment assumption (8.1) made in Theorem 4.1.
Given these facts, we need only show the following two propositions. Recall
that b denotes the essential infimum of the random variable τx.
Proposition 8.1. The set RTd(R) is equal to {σˆ ∈ Σˆ : DKL(σˆ ||R) ≤ log d}.
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Proposition 8.2. When R = Λ, the pushforward measure τ∗(σˆ) is the same
for every σˆ ∈ RTdτ . More precisely, τ∗(σˆ) = δb if P(τx = b) ≥ 1/d; otherwise
RTdτ = {σ?}, where σ? is the unique solution to (4.8).
Concerning the first of these two results, the following argument was
suggested by L. Addario-Berry.
Proof of Proposition 8.1. Since RTd∞ is almost surely equal to RTd , it suffices
to show the following equivalence for every σˆ ∈ Σˆ:
P(σˆ ∈ RTd∞ ) = 1 ⇐⇒ DKL(σˆ ||R) ≤ log d.
By a classical result of Donsker and Varadhan [24, Thm. 4.5], we have the
following large deviations principle commonly known as Sanov’s theroem.
For every closed set A ⊂ Σˆ,
lim sup
|x|→∞
1
|x| logP(σˆx ∈ A) ≤ − infσˆ∈ADKL(σˆ ||R), (8.3)
and for every open set B ⊂ Σˆ,
lim inf
|x|→∞
1
|x| logP(σˆx ∈ B) ≥ − infσˆ∈BDKL(σˆ ||R). (8.4)
Now suppose DKL(σˆ ||R) > log d, and take ε > 0 such that DKL(σˆ ||R) ≥
log d+ 3ε. Since DKL(· ||R) is lower semi-continuous with respect to weak
convergence, there is δ > 0 such that
DKL(ρˆ ||R) ≥ log d+ 2ε whenever W (σˆ, ρˆ) ≤ δ.
Applying (8.3), we find
lim sup
|x|→∞
1
|x| logP(W (σˆ, σˆx) ≤ δ) ≤ −(log d+ 2ε),
which is enough to imply that
lim sup
|x|→∞
P(W (σˆ, σˆx) ≤ δ)
e−(log d+ε)|x|
= 0.
This last observation, together with a union bound over x ∈ Td belonging to
the nth generation, shows
lim sup
n→∞
P(W (σˆ,RTdn ) ≤ δ)
e−nε
≤ lim sup
|x|→∞
d|x| · P(W (σˆ, σˆx) ≤ δ)
e−|x|ε
= 0.
By Borel–Cantelli, we conclude that lim infn→∞W (σˆ,RTdn ) is almost surely
at least δ, which implies σˆ /∈ RTd .
On the other hand, suppose DKL(σˆ ||R) ≤ log d. Let ε > 0 be given. We
claim there is some ρˆ ∈ Σˆ such that W (σˆ, ρˆ) ≤ ε and DKL(ρˆ ||R) < log d.
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Indeed, let α ∈ (0, 1) be sufficiently small that W (σˆ, (1−α)σˆ+αR) ≤ ε. By
the convexity of DKL(· ||R), we have
DKL((1− α)σˆ + αR ||R) ≤ (1− α)DKL(σˆ ||R) + αDKL(R ||R)
= (1− α)DKL(σˆ ||R) < log d,
thus making ρˆ = (1 − α)σˆ + αR the desired measure. Now choose κ > 0
such that DKL(ρˆ ||R) ≤ log d− 2κ, so that (8.4) gives
lim inf
|x|→∞
1
|x| logP(W (ρˆ, σˆx) < ε) ≥ − log d+ 2κ.
So let n0 be sufficiently large that e
n0κ > 1 and
P(W (ρˆ, σˆx) < ε) ≥ e−n0(log d−κ) for |x| = n0.
We then have
E|{x ∈ Td : |x| = n0,W (ρˆ, σˆx) < ε}| ≥ dn0 e−n0(log d−κ) > 1.
Therefore, each x0 ∈ Td can be viewed as the root of some supercritical
Galton–Watson process GWρˆ,εx0 , defined as follows. For any x ∈ Td, the
GWρˆ,ε-children of x (not to be confused with the Td-children of x) are those
Td-descendants z > x such that
|z| = |x|+ n0 and W
(
ρˆ,
1
n0
∑
x<y≤z
δUy
)
< ε.
Furthermore, if we write Td(x) for the subset of Td consisting of x and
all its Td-descendants, then GWρˆ,εx1 , . . . ,GW
ρˆ,ε
xn are independent whenever
Td(x1), . . . ,Td(xn) are disjoint. Consequently, there is almost surely some
x0 ∈ Td for which GWρˆ,εx0 avoids extinction. That is, there is a sequence
x0 = z0 < z1 < z2 < · · · such that |zk| = |z0|+ kn0, and
W
(
ρˆ,
1
n0
∑
zk−1<y≤zk
δYy
)
< ε for every k ≥ 1.
Since W (ρˆ, ·) is convex, it follows that
lim sup
k→∞
W (ρˆ, σˆzk) ≤ lim sup
k→∞
( |z0|
|zk|W (ρˆ, σˆz0) +
|zk| − |z0|
|zk| ε
)
= ε.
By compactness, (σˆzk)k≥0 admits some subsequence converging to some
σˆ∞ ∈ R∞, thereby giving
W (σˆ,RTd∞ ) ≤W (σˆ, ρˆ) +W (ρˆ, σˆ∞) ≤ 2ε.
As ε is arbitrary and RTd∞ is closed, we conclude that σˆ almost surely belongs
to RTd∞ . 
Proof of Proposition 8.2. Now we assume R = Λ. It is a routine exercise
that µTd = b if and only if P(τx = b) ≥ 1/d. Furthermore, by definition we
have τ(u) ≥ b for Lebesgue-almost every u ∈ [0, 1]. Therefore, if σˆ ∈ Σˆ is
such that 〈σˆ, τ〉 = b, we must have τ∗(σˆ) = δb. In particular, when µTd = b,
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it follows that τ∗(σˆ) = δb for every σˆ ∈ RTdτ . So the proposition holds in this
case.
Otherwise, we have µTd > b, and so there is a set B ⊂ [0, 1] of positive
Lebesgue measure such that τ(u) < µTd(τ) for all u ∈ B. Let ΛB be the
uniform probability measure on B, and note that
DKL(ΛB || Λ) = − log Λ(B) <∞.
Now suppose that σˆ is any element of Σˆ such that DKL(σˆ ||Λ) < log d. Since
DKL(· || Λ) is convex wherever it is finite (strictly so, in fact), we can choose
ε ∈ (0, 1) sufficiently small that DKL((1− ε)σˆ + εΛB ||Λ) ≤ log d. Therefore,
both σˆ and (1− ε)σˆ+ εΛB are candidate measures in the variational formula
(4.6), which means
µTd(τ) ≤ 〈τ, (1− ε)σˆ + εΛB〉 = (1− ε)〈τ, σˆ〉+ ε〈τ,ΛB〉 < 〈τ, σˆ〉.
We have shown that any minimizer σˆ ∈ RTdτ must satisfy DKL(σˆ ||Λ) = log d.
Since RTdτ is a convex set, the strict convexity of DKL(· || Λ) now implies
RTdτ can contain at most one element. On the other hand, we we that RTdτ is
nonempty, and so we have RTdτ = {σ?}, where 〈τ, σ∗〉 = µTd(τ) by definition,
and the relative entropy DKL(σ? || Λ) = log d is minimal by the discussion
from before. 
Our final result is unrelated to FPP but follows from what we have done.
Theorem 8.3. Let R be a Radon probability measure on [0, 1]. Suppose
(σˆj)j≥1 is a sequence of Borel probability measures such that DKL(σˆj ||R) is
uniformly bounded in j by a finite constant. If σˆj converges weakly to σˆ as
j →∞, then
lim
j→∞
〈f, σˆj〉 = 〈f, σ〉 for every measurable f : [0, 1]→ R satisfying (6.30).
In particular, σˆj(B)→ σˆ(B) for every measurable B ⊂ [0, 1].
Proof. Suppose DKL(σˆj ||R) ≤ C <∞ for all j. Choose a positive integer d
such that log d ≥ C, so that σˆj ∈ RTd(R) by Proposition 8.1. Moreover, if
σˆj ⇒ σˆ as j →∞, then σˆ also belongs to RTd(R). Therefore, the proof is
completed by recalling Corollary 6.14. 
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List of symbols
Notation pg. or (eq.) Description (∗ means w.r.t. τ˜e when applicable)
Universal objects
(Ω,F ,P) 4 complete probability space on which all random
variables are defined
E(Zd) 4 undirected edges of integer lattice
Sd−1 5 unit sphere in Rd
ei 5 i
th standard basis vector in Rd
pc(Zd) 5 critical probability for bond percolation on Zd
Td 29 infinite complete d-ary tree
Λ 13 Lebesgue meas. on [0, 1]
R 60 Radon prob. meas. on [0, 1], often equal to Λ
Bbv 22 sequences with bounded variation
`1(N) 27 summable sequences
Random weights and random environment
τe 4 nonnegative edge-weight, e ∈ E(Zd)
τperte 32 real-valued edge-weight, |τperte | ≤ h
τ˜e 32 real-valued edge-weight, equal to τe + τ
pert
e
τx 30 real-valued vertex-weight, x ∈ Td
Ue, Ux 13, 62 [0, 1]-valued, R-distributed random variable
T 67 tail sigma-algebra associated to Ue’s
Tz (5.1) shift transformation of random environment
τ 13, 30 coupling map, nonnegative in lattice setting
τpert 18, 75 coupling map, real-valued
τ˜ 18, (7.3) coupling map, equal to τ + τpert
F (1.1) cumulative distribution function for τe
L 4, 30 law of τe or τx
L ⊕ h 12 law of τe + h
L ⊕ h1{t>0} 12 law of τe + h1{τe>0}
P 7 space of Borel probability meas. on [0,∞)
Pemp(ξ) 8 edge-weight laws satisfying Definition 1.9
P∞emp(ξ) 9 edge-weight laws satisfying Definition 1.15
Plength(ξ) 10 edge-weight laws satisfying Definition 1.20
b 8, 31 essential infimum of L
t 35 large constant depending on L and d
h, q, s, m 36, 40, 45 special constants depending on L and d
C, c 32 large/small positive constants depending on L
and d, values can change from line to line
Paths and their properties; geometry of Zd
[x] 4 Zd-approximation of x ∈ Rd
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Sn (5.57) Zd-approximation of circle in Rd of radius n
Br(x) (5.13a) box of radius r centered at x
∂Br(x) (5.13b) boundary of Br(x)
P(x, y) 4 set of self-avoiding paths between [x] and [y]
P(x) 36 set of self-avoiding paths starting at x
Γ(`) (1.4) first ` edges in the infinite path Γ
γ(a0,a1) (5.6) γ without its first a0 edges and last a1 edges
|γ| 7 number of edges in γ
|γ|0 (1.11) number of zero-weight edges in γ
|γ|+ (1.11) number of positive-weight edges in γ
|x| 29 generation number of x ∈ Td
S(x) 35 shell around x, a random subset of Zd
Sint(x) 41 “interior” of S(x)
R(x) (5.14) max. distance from x to an element of S(x)
A(x) (5.16) max. length of s.a. path before hitting S(x)
O 38, 55 unique infinite cluster formed by open edges
W 35 unique infinite cluster formed by white vertices
Do(x, y) (5.24) min. length of path x↔ y using open edges
Dw(x, y) (5.28) min. length of path x↔ y using white vertices
Passage times and geodesics
T (γ) (1.2) sum of edge-weights τe, e ∈ γ
T˜ (γ) (5.3) sum of edge-weights τ˜e, e ∈ γ
T (x, y) (1.2) first-passage time between [x] and [y], w.r.t. τe
T˜ (x, y) (5.3) first-passage time between [x] and [y], w.r.t. τ˜e
T̂ (x, y) (5.11)∗ first-passage time between S([x]) and S([y])
Tn (4.1) first-passage time to n
th generation of Td
µξ (1.3), (5.4)
∗ time constant in ξ-direction
µTd (4.3) time constant on Td
B0 5 FPP limit shape
L(x, h) (5.16) max. length of s.a. path with T˜ (γ) < h|γ|
Q(x, h; q) (5.16) max. length of s.a. path having ≥ q fraction of
edges with weight τ˜e ≤ h
∆int(x) (5.32) quantity to control difference between T˜ and T̂
∆ext(x) (5.32) correction term in subadditivity inequalities
Geo(x, y) 5∗ set of all geodesics between [x] and [y]
Geo∞ 9∗ set of all infinite geodesics
Geo∞(ξ) 9∗ set of all ξ-directed infinite geodesics
Geon (4.2) level-n nodes in Td with min. passage time
Nξn, N
ξ
n (1.10) min./max. length of geodesic 0↔ [nξ]
Empirical measures and their limits
δt 7 Dirac delta meas. at t ∈ R
〈f, ν〉 (1.5) integral of f with respect to finite meas. ν
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νˆ 14 normalization of ν to a probability meas.
νγ , σγ (2.10)
∗,
(2.9)
partially normalized empirical meas. along γ,
w.r.t. τe and Ue, respectively
νγ,γ′ , σγ,γ′ (7.15)
∗,
(6.29)
partially normalized empirical meas. along γ \
γ′, w.r.t. τe and Ue, respectively
ν+γ (2.10)
∗ partially normalized empirical meas. along γ,
w.r.t. τe 6= 0
νˆx (4.4) empirical meas. along path to x ∈ Td, w.r.t. τy
σˆx 30 empirical meas. along path to x ∈ Td, w.r.t. Uy
τ∗(σ) (2.11) pushforward of σ by map τ
τˆ∗(σ) 16 normalization of τ∗(σ)
τˇ∗(σ) 76 normalization of τ˜∗(σ)
τ+∗ (σ) (2.12) pushforward of σ by τ , restricted to {τ 6= 0}
τˆ+∗ (σ) 16 normalization of τ+∗ (σ)
τˇ+∗ (σ) 76 normalization of τ˜+∗ (σ)
Σ 14 space of finite, positive Borel meas. on [0, 1]
with total mass at least 1
Σˆ 30 space of Borel probability meas. on [0, 1]
ΣM (6.5) set of σ ∈ Σ with total mass at most M
W (·, ·) (6.1) Wasserstein distance, suitably extended to Σ
TV(·, ·) (6.3) total variation distance, a metric on Σˆ
DKL(· || ·) (4.5) Kullback–Leibler divergence (relative entropy)
K(Σ∗) 61 set of nonempty, closed subsets of Σ∗
H (6.6) Hausdorff distance on K(Σ∗)
Rξ∞ (6.9) all limits of empirical meas. in ξ-direction
R∞ (6.10) union of Rξ∞ over ξ ∈ Sd−1
Rξ,εn (6.8) prelimit of Rξ∞
Rn (6.10) prelimit of R∞
Rξ 14, 63 constraint set in variational formula for µξ,
almost sure value of Rξ∞
R 63 almost sure value of R∞
RTd∞ 84 all possible limits of empirical meas. for Td
RTdn (8.2) prelimit of RTd∞
RTd 84 almost sure value of RTd∞
Rξτ (2.7) minimizers in variational formula for µξ(τ)
RTdτ (4.7) minimizers in variational formula for µTd(τ)
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