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CONFORMAL COMPACTIFICATION OF
ASYMPTOTICALLY LOCALLY HYPERBOLIC METRICS II:
WEAKLY ALH METRICS
ROMAIN GICQUAUD
Abstract. In this paper we pursue the work initiated in [Bah09, BG08]:
study the extent to which conformally compact asymptotically hyper-
bolic metrics can be characterized intrinsically. We show how the decay
rate of the sectional curvature to −1 controls the Ho¨lder regularity of
the compactified metric. To this end, we construct harmonic coordi-
nates that satisfy some Neumann-type condition at infinity. Combined
with a new integration argument, this permits us to recover to a large
extent our previous result without any decay assumption on the covari-
ant derivatives of the Riemann tensor. We believe that our result is
optimal.
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2 ROMAIN GICQUAUD
1. Introduction
Conformally compact Riemannian manifolds have been much studied dur-
ing the last decades. On the one hand, conformally compact Einstein man-
ifolds turned out to be a very powerful tool in the study of conformal ge-
ometry. This is the so called AdS/CFT correspondence, see e.g. [Biq05],
[And06] or [DGH08]. On the other hand, these manifolds are natural Cauchy
surfaces in the theory of general relativity. We refer the reader to [GS10]
and references therein for further details.
The usual definition of these spaces is an extension of the ball model of
the hyperbolic space: Let M be an (n+ 1)−dimensional (smooth) compact
manifold with boundary ∂M . A smooth non-negative function ρ : M → R
is called a defining function for ∂M if ρ−1(0) = ∂M and dρ 6= 0 everywhere
on ∂M . A metric g on M is called conformally compact if the metric
g = ρ2g
extends to a regular (at least C2) metric on M . A straightforward calcu-
lation using the conformal transformation law of the curvature, see [Bes87,
Theorem 1.159], shows that if the metric g also satisfies
|dρ|2g = 1 on ∂M,
the sectional curvature of the metric g tends to −1 at infinity:
secg = −1 +O(ρ).
Such a metric is called asymptotically hyperbolic (AH). See [Lee06] for more
details. It can be proved that such manifolds are complete and that for any
given point p ∈ M (or non-empty compact subset K ⊂ M) there exists a
constant C > 0 such that
C−1ρ ≤ e−s ≤ Cρ,
where s = dg(p, .) (resp. s = dg(K, .)).
Analysis on these spaces, in particular elliptic theory, is now well-developed.
Let us mention the works of Mazzeo [Maz91], Graham and Lee [GL91, Lee06]
whose underlying ideas play a central role in this work.
This definition however involves extrinsic data (the manifold M and the
defining function ρ). An important issue is then to give an intrinsic defini-
tion, i.e. involving only M and g, of asymptotically hyperbolic manifolds
and compare it to the usual definition. A similar program has been accom-
plished in the asymptotically Euclidean (ALE) case by Bando, Kazue and
Nakajima in [BKN89] and by Herzlich in [Her97]. Mimicking the definition
of an asymptotically locally Euclidean manifold, we define an asymptotically
locally hyperbolic (ALH) manifold to be a complete non-compact Riemann-
ian manifold whose curvature satisfies
secg = −1 +O(e−as),
for some constant a > 0 which will be called the order of (M,g). Here s
is the distance for the metric g with respect to a given point or compact
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subset (see also Definition 2.1). As in the ALE case, one wants to keep only
“nice” geometries at infinity. While in the ALE case, this can be achieved
by requiring some maximal volume growth condition, see [BKN89], we will
assume that the manifold (M,g) admits an essential subset K. This notion
has been introduced in [BM08]. Roughly speaking, an essential subset is a
non-empty compact convex subset such that secg(M \ K˚) < 0 and M \ K˚
is diffeomorphic to ∂K × [0;∞) via the outgoing exponential map, see Def-
inition 2.2. Among hyperbolic manifolds, only the convex-cocompact ones
satisfy this assumption and a simple convexity argument shows that Cartan-
Hadamard and conformally compact manifolds admit essential subsets (see
e.g. [Gic09]).
Prior to the study of asymptotically locally hyperbolic manifolds is the
study of negatively curved manifolds. A first result on the compactifica-
tion of these manifolds is due to Anderson and Schoen in [AS85]. Let
(Mn+1, g) be a complete simply connected manifold whose curvature is neg-
atively pinched:
−b2 ≤ secg ≤ −a2
everywhere for some constants 0 < a < b. Then the Cartan-Hadamard
theorem [Pet98, Chapter 6, Theorem 3.3] asserts that the exponential map
expp from any given point p ∈ M is a diffeomorphism from TpM ≃ Rn+1
onto M . Defining some well chosen rescaled coordinates, one can make M
diffeomorphic to the interior of the open unit ball B˚ ⊂ Rn+1. Using some
arguments of comparison geometry, Anderson and Schoen were able to prove
that changing the point p under consideration leads to Cα-compatible charts
for the sphere at infinity Sn = ∂B, where α = ab . They used this construc-
tion to give a classification of positive harmonic functions on M . Their
work was extended and generalized to manifolds whose curvature is nega-
tively pinched only outside some essential subset by Bahuaud and Marsh
in [BM08]: changing the essential subset leads to Cα-coordinate transition
functions for the manifold M = M
⋃
M(∞), where M(∞) is the boundary
at infinity, see Definition 2.3, which can be attached in a similar manner to
M by using some rescaled coordinate functions. Generalizing the work of
Anderson and Schoen, it can be shown thatM(∞) coincide with the Martin
boundary of M .
With these results at hand, Bahuaud and the author initiated the study
of the conformal compactification of ALH manifolds in [Bah09, BG08]. We
proved that if (M,g) is ALH of order a ∈ (0; 2), a 6= 1, then, setting ρ = e−s
where s denotes the distance function from the essential subset, the metric
g = ρ2g extends to a continuous metric onM . If further the covariant deriva-
tives of the Riemann tensor satisfy |∇R|g = O(e−as),
∣∣∇(2)R∣∣
g
= O(e−as),
then the metric g is C0,a if a ∈ (0; 1) and C1,a−1 if a ∈ (1; 2). The strategy
of the proof is to study the following system of ODE:
(1.1)
{
∂0S
i
j + S
i
kS
k
j = −Ri0j0
∂0gij = 2gikS
k
j,
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satisfied by the metric in Fermi coordinates {s, x1, . . . , xn}, where Latin
indices go from 1 to n, 0 denotes the s-component and S is the second fun-
damental form (more exactly the Weingarten map) of the hypersurfaces of
constant s, see [Pet98, Chapter 2, Proposition 4.1]. Regularity is proved by
taking tangential derivatives of this system, this is where the assumptions
on the covariant derivatives of the Riemann tensor arise.
As is well known, the Riemann tensor locally controls the metric in W 2,p-
norm for any p ∈ (1;∞) in some well chosen coordinates, e.g. harmonic
coordinates, see [DK81]. This remark leads to the belief that the assump-
tions on the covariant derivatives of the Riemann tensor are superfluous to
some extent. Results in this direction were first proved by Hu, Qing and Shi
in their nice article [HQS09]. Their result are divided in two parts:
1. If (M,g) is ALH of order a ∈ (0; 1) the metric g = ρ2g extends to a
C0,µ-metric on M where µ = 23a. The main idea of the proof is to
make the metric g evolve under some modified Ricci flow thus getting
a family of metrics g(t), then to recover by some Shi-type estimates
(see e.g. [CLN06, Theorem 6.9]) the assumption on the covariant
derivatives of the Riemann tensor of the metrics g(t) and to apply
the results of [Bah09, BG08]. The Ho¨lder regularity of the metric
g(t) becomes worse and worse as t tends to zero but at a controlled
pace. Hence by an argument similar to Lemma 2.16, this implies
regularity for the metric g itself.
2. If a ∈ (1; 2), the authors construct harmonic coordinates for the met-
ric g and get that if a > 2− 1n+1 then one can define harmonic coor-
dinates for the metric g, so the metric g belongs to some W 2,p-space
in this coordinate system. The assumption a > 2 − 1n+1 comes from
the necessity that the Riemann tensor of g belongs to some Lp-space,
p ∈ (n+ 1;∞).
However, in view of [Bah09, BG08], these results are not expected to
be optimal. An intuitive reason why the above method does not lead to
optimal results in the case a ∈ (1; 2) is that the blow-up of the Riemann
tensor occurs all along the hypersurface at infinity while tools in elliptic
PDE (elliptic regularity, Sobolev injections,...) are limited in some sense by
point singularities. The natural way to solve this apparent conflict is not to
work with the metric g but instead to apply elliptic theory to the metric g
itself! This is the method we will follow in this article. We will concentrate
on the case 0 < a < 2, the optimal result in the case a > 2 is obtained in
[HQS09]: When a > 2 the Riemann tensor of the metric g is bounded, its
derivatives can still blow up but this converts into Ho¨lder regularity for the
Riemann tensor of g up to the boundary. The main result we prove is the
following:
Theorem 1.1. Suppose (M,g) is an asymptotically locally hyperbolic man-
ifold of order a > 0 and K ⊂ M is an essential subset. Then there exists
a unique function t such that t − es = O(e(1−a)s), where s = dg(K, .), and
∆t = (n+ 1)t. Furthermore,
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• if 0 < a < 1, there exists an atlas on M = M ⋃M(∞) such that the
metric g = t−2g extends to a C0,a-smooth metric up to the boundary,
• if 1 < a < 2, there exists an atlas on M such that the metric g =
t−2g extends to a C1,µ-smooth metric up to the boundary, for any
µ ∈ (0; a − 1).
The proof of this theorem contains several new ideas. We shall first show
the existence of the function t and construct harmonic charts in a neighbor-
hood of each point at infinity for the metric g. From the work of Anderson
and Schoen [And83, AS85] it is known that bounded harmonic functions are
in bijection with L∞ functions on M(∞). An issue that immediately ap-
pears is to choose the functions onM(∞) to use as Dirichlet data at infinity
for the coordinate functions. This issue could in principle be bypassed by
constructing functions that satisfy a Neumann condition at infinity, i.e. such
that their derivative along a certain set of unbounded geodesics decays fast.
In the classical context of conformally compact AH manifolds, it can be seen
that such functions induce harmonic coordinates on the boundary at infin-
ity. This is the method we will pursue in this article: we first prove a first
regularity result for the metric g = t−2g sufficient to construct harmonic
charts on M(∞) and show how to extend them to harmonic coordinates
on M satisfying a Neumann condition at infinity. Then we use the Neu-
mann condition at infinity to show that these functions are actually “nice”
functions on M (meaning e.g. that for such a function φ, |dφ|g = O(t−1)
so |dφ|g = O(1)). This will be carried out by two integration arguments
(Lemmas 2.13 and 2.15). An important tool in this study will be the local
Sobolev spaces introduced by Sakovich and the author in [GS10].
The outline of this paper is as follows. Section 2 contains all the basic tools
we will need in this paper: basic definitions, construction of the function t
which will serve both as a conformal factor and a coordinate (Proposition
2.7), two integration lemmas (Lemmas 2.13 and 2.15) and a lemma to con-
vert estimates with respect to the metric g to regularity for the metric g
(Lemma 2.16). Section 3 is devoted to the proof of the first part of Theorem
1.1 which will also be used in Section 4 to construct harmonic coordinates
charts satisfying a Neumann condition at infinity. We also prove Proposi-
tion 2.4 showing how to glue M(∞) to M . Section 4 is divided in two parts.
First we construct harmonic coordinates on M(∞), then we extend them to
harmonic charts on M . In Section 5, we prove estimates for the derivatives
of the coordinate functions. Finally in Section 6, we prove Theorem 1.1 in
the case 1 < a < 2.
Acknowledgments: The author is grateful to Eric Bahuaud and Julien
Cortier for useful comments on preliminary versions of this article. The
author benefited from the experience of Gilles Carron, Raffe Mazzeo and
Laurent Ve´ron. The author also thanks Mattias Dahl, Erwann Delay, Marc
Herzlich, Xue Hu, Jie Qing and Yuguang Shi for their interest in this work.
Last but not least, the author is indebted to Anna Sakovich for her careful
proofreading of a preliminary version of this article.
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2. Preliminaries
In this section we present some preliminary definitions and results. Let
us first begin by some notations:
2.1. Notation. In what follows we will always assume given a complete
non-compact Riemannian manifold (M,g) of dimension n+1. We use Latin
letters to denote indices going from 0 to n and Greek letters for indices from
1 to n. Unless otherwise stated, we use the Einstein summation convention.
Let T be an arbitrary tensor, then T is dominated by some function f :
M → R (T = O(f)) if
|T |g = O(f).
However if T is for example a covariant 2-tensor, the notation Tµν = O(f)
means that the component Tµν of the tensor T is dominated by f . Our
convention for the curvature tensor is the following: For any vector field X
∇i∇jXk −∇j∇iXk = RklijX l.
This convention is the opposite of [Bah09, BG08]. We denote by K the
constant +1 curvature tensor
Kijkl = gikgjl − gikgjl,
and by E the difference between the curvature tensor and the constant −1
curvature tensor:
E = R+K.
For an arbitrary symmetric 2-tensor T we denote by T˚ the traceless part of
T :
T˚ij = Tij − g
klTkl
n+ 1
gij .
Remark that the traceless part of T does not depend on the metric g in a
given conformal class.
We will be dealing with two different metrics: g and g and with their
associated function spaces. To distinguish if we are using the function spaces
associated to g or g, we will sometime indicate the metric. When the metric
is not indicated, the rule is the following: weighted function spaces always
refer to spaces defined using g while unweighted function spaces defined on
a subset with non-empty intersection with the boundary at infinity ∂M =
M(∞) will always denote function spaces defined with respect to the metric
g.
2.2. Basic definitions. Before entering the details of the proof of Theorem
1.1, we start by giving a precise definition of certain terms already appearing
in the introduction. We introduce the following three definitions:
Definition 2.1 ([ST05]). Let (M,g) be a complete non-compact manifold,
(M,g) is called asymptotically locally hyperbolic (ALH) of order a > 0 if the
sectional curvature of the metric g satisfies
(ALH) |R+K|g = O(e−as),
or equivalently if
secg +1 = O(e
−as),
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where s is the distance with respect to the metric g from any given point or
non-empty compact subset of M .
Definition 2.2 ([BM08]). A non-empty subset K ⊂ M is called essential
if it satisfies the following assumptions:
1. K is a compact submanifold of codimension 0 of M with smooth
boundary Y,
2.
(NSC) sec(M \ K˚) < 0,
3. K is totally convex, i.e. if γ : [a; b]→M is a geodesic with γ(a), γ(b) ∈
K, then γ([a; b]) ⊂ K.
Definition 2.3 ([EO73]). Let (M,g) be a complete non-compact Riemann-
ian manifold. The boundary at infinity M(∞) of (M,g) is the set of equiva-
lence classes of unbounded geodesic rays γ : [0;∞)→M having unit speed,
|γ˙|g(t) = 1, under the relation
γ1 ∼ γ2 iff dg(γ1(t), γ2(t)) is bounded when t→∞.
In [BM08], Bahuaud and Marsh proved the following result:
Proposition 2.4 ([BM08]). Assume that (M,g) admits an essential subset
K. Denote Y = ∂K and N+Y the outgoing normal bundle of Y . Then the
exponential map induces a diffeomorphism
N+Y ≃M \ K˚.
Furthermore, the map y 7→ σy, where σy denotes the outgoing unitary geo-
desic normal to Y starting at y, defines a bijection Y ≃M(∞).
We now introduce a new class of function spaces which are the ALH
analogs of the one introduced in [GS10]:
Definition 2.5 (Local Sobolev spaces). Let E be a geometric tensor bundle
over M , Ω ⊂ M an open subset, p ∈ (1;∞), k a non negative integer and
δ ∈ R. We define the Xk,pδ (Ω, E) function space as the set of sections
u ∈W k,ploc (Ω, E) such that the norm
‖u‖
Xk,p
δ
(Ω,E)
= sup
x∈M
eδs ‖u‖W k,p(B1(x)∩Ω,E)
is finite.
Remark 1. If we choose a different radius for the ball appearing in the
definition of the Xk,pδ -norm, then we get an equivalent norm.
2.3. Codazzi-type equations. In the rest of the article we shall say that
an equation of the form
∇iTjk −∇jTik = fijk
for a symmetric 2-tensor T is a Codazzi (or of Codazzi type) equation. This
kind of equations usually appears in the study of hypersurfaces, see e.g.
[Pet98, Chapter 2, Theorem 3.8], but also shows up in different contexts in
Riemannian geometry. The one that will interest us most in this article is
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the following: if Tij = ∇i,jφ is the Hessian of a certain function φ, then T
satisfies the following equation:
∇iTjk −∇jTik = −Rlkij∇lφ.
This equation is not elliptic in general. But in the case where T is traceless,
in particular if T is the Hessian of a harmonic function, it is easily shown
that the principal symbol of this equation is injective. As a consequence,
the following proposition holds:
Proposition 2.6 (Elliptic regularity for the Codazzi equation). Let Ω ⊂
Rn+1 be a non-empty bounded open subset. Let g be a W 1,p-metric on Ω for
some p ∈ (n + 1;∞), g uniformly equivalent to the Euclidean metric on Ω.
For any Ω′ ⊂⊂ Ω and any q ∈
(
p
p−1 ; p
]
there exists a constant C (depending
only on Ω, Ω′, p, q, ‖g‖W 1,p(Ω) and
∥∥g−1∥∥
W 1,p(Ω)
) such that for any traceless
symmetric 2-tensor T ∈ Lq(Ω) satisfying
∇iTjk −∇jTik = fijk
where f ∈ Lq(Ω), then T ∈W 1,q(Ω′) and
‖T‖W 1,q(Ω′,g) ≤ C
(
‖f‖Lq(Ω,g) + ‖T‖Lq(Ω,g)
)
.
Proof. In this proof, we denote (x0, x1, . . . , xn) the canonical coordinates on
Rn+1. We concentrate first on the case g = δ the Euclidean metric. The
Codazzi equation reads
∂iTjk − ∂jTik = fijk.
Tracing this equation over i and k and using the fact that T is traceless, we
get
∂iTij = f
i
ji.
Taking the divergence of the Codazzi equation with respect to the i-index,
we obtain
∆Tjk − ∂i∂jTik = ∂ifijk.
Combining the previous two formulas, we get
∆Tjk = ∂
ifijk + ∂jf
i
ki.
The proposition follows then from standard elliptic theory.
We now consider the general case and apply a zoom process analogous to
[GT01, Theorem 9.11]. We assume first that T ∈ W 1,qloc (Ω). Select P ∈ Ω′.
Without loss of generality, we can assume P = 0 and, by a linear change of
variables, that gij(P ) = δij . Let λ ∈ R∗+ be large enough so that B 2
λ
(0) ⊂
Ω and set y = λx. In what follows, indices with a prime correspond to
components of tensors with respect to the y-coordinate system:
∂i′ =
∂
∂yi
=
1
λ
∂
∂xi
and set g′ = λ2g so that g′i′j′(0) = δi′j′ where δi′j′ = 1 if i
′ = j′ and 0
otherwise. In this coordinate system, the Codazzi equation reads
∂i′Tj′k′ − ∂j′Ti′k′ = fi′j′k′ + Γl′i′k′Tj′l′ − Γl
′
j′k′Ti′l′ .
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Let χ ∈ C∞c (B2(0)) be a cut-off function such that 0 ≤ χ ≤ 1, χ =
1 on B1(0). Set φ =
1
n+1δ
i′j′Ti′j′ =
1
n+1
(
δi
′j′ − g′i′j′
)
Ti′j′ and Ui′j′ =
χ(y)
(
Ti′j′ − φδi′j′
)
. U is a symmetric traceless 2-tensor for the metric δi′j′.
U satisfies the following equation:
∂i′Uj′k′ − ∂j′Ui′k′ = χ
(
fi′j′k′ + Γ
l′
i′k′Tj′l′ − Γl
′
j′k′Ti′l′
)
−δj′k′∂i′(χφ) + δi′k′∂j′(χφ) + Tj′k′∂i′χ− Ti′k′∂j′χ.
Hence, in the y-coordinate system, there exists a constant C > 0 such
that
‖U‖W 1,q(B2) ≤ C
(
‖χf‖Lq(B2) + ‖ΓχT‖Lq(B2) + ‖χφ‖W 1,q(B2) + ‖T‖Lq(B2)
)
,
(we used the fact that ‖U‖Lp ≤ ‖T‖Lp). In this estimate, all the norms
are with respect to the y-coordinate system and the y-components. We
claim that ‖ΓχT‖Lq(B2) ≤ C‖Γ‖Lp(B2)‖χT‖W 1,q(B2). Indeed if q < n + 1,
from the Sobolev injection, we have that ΓχT ∈ Lr(B2) with 1r = 1p +
1
q − 1n+1 < 1q while if q > n + 1, ΓχT ∈ Lp ⊂ Lq. Since ‖χT‖W 1,q ≤
C (‖U‖W 1,q + ‖χφ‖W 1,q ), we get
‖χT‖W 1,q(B2) ≤ C
(
‖χf‖Lq(B2) + ‖Γ‖Lp(B2) ‖χT‖W 1,q(B2)
+ ‖χφ‖W 1,q(B2) + ‖T‖Lq(B2)
)
,
where we also used the Sobolev injection.
We now claim that
‖g′ − δ‖W 1,p(B2) = O
(
1
λ
1−n+1
p
)
.
Indeed ∥∥∂′g′∥∥
Lp(B2)
=
∫
B2
∑
i′,j′,k′
∣∣∂i′g′j′k′∣∣p dy
 1p
=
λn+1 ∫
B 2
λ
∑
i,j,k
∣∣λ−1∂igjk∣∣p dx
 1p
≤ 1
λ
1−n+1
p
∫
B2
∑
i,j,k
|∂igjk|p dx
 1p .
From [GT01, Theorem 7.17], for any y ∈ B2,∣∣g′(y)− δ∣∣ = ∣∣g′(y)− g′(0)∣∣ ≤ C ∥∥∂′g′∥∥
Lp
= O
(
1
λ
1−n+1
p
)
.
From the expression of the Christoffel symbols, we get that for any triple
(i′, j′, k′), ∥∥∥Γk′i′j′∥∥∥
Lp(B2)
= O
(
1
λ
1−n+1
p
)
.
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Similarly if λ is large enough so that 12δ ≤ g′ ≤ 2δ on B2,
‖χφ‖W 1,q(B2) ≤ C ‖g − δ‖W 1,p(B2) ‖χT‖W 1,q(B2) ≤
C
λ
1−n+1
p
‖χT‖W 1,q(B2) .
As a consequence, we proved that, if λ is large enough,
‖χT‖W 1,q(B2) ≤ C
[
‖χf‖Lq(B2) + ‖T‖Lq(B2) +
1
λ
1−n+1
p
‖χT‖W 1,q(B2)
]
.
Thus if λ is such that λ
1−n+1
p > 2C,
‖T‖W 1,q(B1) ≤ ‖χT‖W 1,q(B2) ≤ 2C
(
‖χf‖Lq(B2) + ‖T‖Lq(B2)
)
.
Returning to the x-coordinate system we have proved that for any P ∈ Ω,
there exists a λ > 0 and a constant C such that
‖T‖W 1,q(B 1
λ
) ≤ C
(
‖f‖Lq(B 2
λ
) + ‖T‖Lp(B 2
λ
)
)
.
The proof of the estimate now follows by covering Ω′ by a finite number
of such ellipsoids (since we used a linear change of variable to assume that
gij(P ) = δij).
We now remove the assumption T ∈W 1,qloc and assume only that T ∈ Lq.
The proof is based on a mollification argument, see e.g. [GT01, Section 7.2].
Let ρ : Rn+1 → R be a smooth non-negative function supported in B1(0)
such that
∫
Rn+1
ρ(x)dx = 1. For any function u ∈ Lq vanishing outside some
compact subset K ⊂ Ω and h > 0, we set
uh(x) =
1
hn+1
∫
Rn+1
ρ
(
x− y
h
)
u(y)dy.
We denote r = 12d(Ω
′,Rn+1 \ Ω), where d is to be understood as the
Euclidean distance. Let h > 0 be such that h < r. Then the functions
T hij , g
h
ij , . . . make sense on Ω
′′ = {x ∈ Rn+1|d(x,Ω′) < r}. Upon diminishing
h if necessary, we can assume that all the metrics gh are uniformly equivalent
to the Euclidean metric on Ω′′. We can assume without loss of generality
that T is compactly supported in Ω′′. Indeed, let ψ ∈ C∞c (Ω′′) be a smooth
function such that 0 ≤ ψ ≤ 1 and ψ = 1 on Ω′, then T ′ = ψT satisfies
∇iT ′jk −∇jT ′ik = fijk + (∂iψ)Tjk − (∂jψ)Tik ∈ Lq(Ω),
thus if the proposition is proved for compactly supported functions, since
T ′ = ψT on Ω′ we conclude that T ∈W 1,q(Ω′).
We let φh = 1n+1
(
gh
)ij
T hij , where
(
gh
)ij
is the inverse matrix of ghij and
define T˚ hij = T
h
ij − φhghij . T˚ hij satisfies the following equation:
∂iT˚
h
jk − ∂j T˚ hik = fhijk +
(
ΓlikTjl − ΓljkTil
)h
−
[
∂i(φ
hghjk)− ∂j(φhghik)
]
.
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Let r be such that 1r =
1
p +
1
q < 1. We find that∥∥∥∥(ΓlikTjl − ΓljkTil)h∥∥∥∥
Lr(Ω′′)
≤
∥∥∥ΓlikTjl − ΓljkTil∥∥∥
Lr(Ω)
≤ C ‖Γ‖Lp(Ω) ‖T‖Lq(Ω) ,∥∥∥fh∥∥∥
Lr(Ω′′)
≤ ‖f‖Lr(Ω) ≤ C ‖f‖Lq(Ω) .
By a proof entirely similar to the previous one, we find that this implies
that ∥∥∥T h∥∥∥
W 1,r(Ω′)
≤ C
(
‖Γ‖Lp(Ω) ‖T‖Lq(Ω) + ‖f‖Lq(Ω) + ‖T‖Lq(Ω)
)
for some constant C depending only on Ω, Ω′, p, q, ‖g‖W 1,p(Ω) and
∥∥g−1∥∥
W 1,p(Ω)
.
We now let h tend to zero. Then T h → T strongly in Lq and, since
W 1,r(Ω′) is reflexive, there exists a sequence hi → 0 such that (T hi)i con-
verges weakly in W 1,r(Ω′). Hence, T = weak − lim T hi ∈ W 1,r(Ω′). From
the Sobolev embedding theorem, T ∈ Lr∗ where r∗ = ∞ if r > n + 1,
1
r∗ =
1
r − 1n+1 = 1q +
(
1
p − 1n+1
)
< 1q if r < n+ 1. Therefore, by a bootstrap
argument, we can prove that T ∈W 1,q(Ω′). 
2.4. Construction of a new conformal factor. In earlier work, Bahuaud
and the author employed the function e−s as a defining function for M(∞).
This idea was also employed in [HQS09]. The main new idea we shall exploit
here is to remark that the function es approximately satisfies a certain PDE:
∆es = (H + 1)es ≃ (n+ 1)es,
where H = n + O(e−as) is the mean curvature of the level sets of s (see
Proposition 2.9). We replace it here by another function t that satisfies
exactly this equation. This permits to get more precise informations on
the metric g. Note that similar eigenfunctions for the Laplacian have been
previously considered in other contexts. See [Lee95], [Qin03, BMQ06] or
[Her05]. In this subsection, we prove the existence of t:
Lemma 2.7 (Radial coordinate). There exists a unique function t :M → R
such that {
∆t = (n+ 1)t
t = es +O(e(1−a)s).
Furthermore t−es ∈ X2,pa−1, T := Hess(t)−tg ∈ X1,pa−1 for any p ∈ (n+1;∞).
The proof consists in several steps contained in the next subsections. We
denote Ys the hypersurfaces of constant s.
2.4.1. Estimates in Fermi charts. In a Fermi coordinate chart, the metric
and shape operator satisfy the system of differential equations (1.1) that
we refer to as the Riccati system (see e.g. [Pet98, Chapter 2, Proposition
4.1]). We prove estimates for the shape operator by analyzing the Riccati
equation. We begin by considering the following scalar differential equation:{
∂sλ+ λ
2 = 1 +O(e−as),
λ(0) > 0.
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The following lemma has already been proven in [BG08, Lemma 2.1] and
[HQS09, Lemma 2.1] (see also [ST05] and [Bah09]):
Lemma 2.8. Suppose that f ∈ L∞([0;∞)) such that there exist constants
ǫ > 0 and J > 0 with {
f > ǫ a.e.,
|f(s)− 1| ≤ Je−as a.e.,
where a ∈ (0; 2). Suppose further that λ is a solution of the Riccati equation
λ′ + λ2 = f(s), and
λ(0) > 0.
Then λ is a positive Lipschitz function such that, for a positive constant
C = C(a, J, λ(0)),
|λ− 1| ≤ Ce−as,
for all s > 0.
The proof of the following proposition follows the same method as its
analogues in [Bah09, BG08] using Lemma 2.8 for the basic scalar estimate.
See [Bah07] or [Pet98, Chapter 6] for more details.
Proposition 2.9 (Asymptotic for the second fundamental form, [BG08]).
Given curvature assumptions (NSC) and (ALH) for some a ∈ (0; 2), let
(yβ, s) be Fermi coordinates for Y on W × [0,∞) for an open set W ⊂ Y .
There exists a positive constant C such that we have
(1− Ce−as) δβα ≤ Sβα(y, s) ≤ (1 + Ce−as) δβα.
2.4.2. Harmonic coordinates, harmonic radius and applications. We recall
further results from [BG08]. Given an arbitrary smooth (n + 1)-manifold
M , x ∈ M , Q > 1, k ∈ N and α ∈ (0, 1), the Ck,αQ -harmonic radius is the
largest radius rH = rH(Q, k, α)(x) such that on the geodesic ball Bx(rH)
centered at x with radius rH , there exist harmonic coordinates in which the
metric is Ck,αQ -controlled:
1. Q−1δij ≤ gij ≤ Qδij
2.
∑
1≤|β|≤k r
|β|
H supy
∣∣∂βgij(y)∣∣+∑|β|=k rk+αH supy 6=z |∂βgij(y)−∂βgij(z)|dg(y,z)α ≤
Q− 1
The following theorem is taken from [HH97]:
Theorem 2.10 ([HH97]). Given α ∈ (0, 1), Q > 1 and δ > 0. Let (M,g) be
a smooth complete (n+1)-manifold and let Ω be an open subset of M . Set
Ωδ = {x ∈M such that dg(x,Ω) < δ}. Assume that there exists a constant
C > 0 such that:
(2.1) |Ric(x)|g ≤ C for all x ∈ Ωδ.
Assume also that the injectivity radius is bounded from below on Ωδ:
(2.2) ∃ i > 0 such that inj(M,g)(x) > i ∀x ∈ Ωδ.
There exists a positive constant r0 = r0 (n,Q, α, δ, C) such that
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(2.3) rH (Q, 1, α) (x) ≥ r0 ∀x ∈ Ω.
As pointed out in [BG08], (M,g) satisfies the assumptions of the theorem.
Indeed, it is obvious that there exists a constant C > 0 such that |Ric(x)|g ≤
C. So we need only to prove that the injectivity radius is bounded from
below. Since K is compact it is sufficient to prove it on Ω = M \K. Set
Ωδ = {s > −δ} where s is to be understood as the signed distance to
Y = ∂K. If δ is small enough there is a diffeomorphism Ω2δ ≃ (−2δ,∞)×Y
given by the normal exponential map, such that secg < 0 on Ω2δ and the
second fundamental form of the slices Ys is positive definite. The exponential
map with base point in Ωδ has no critical point at radius smaller than δ
because of the negative curvature assumption so the injectivity radius on
Ωδ is bounded from below if there is no closed geodesic with arbitrary small
length (see [Jos08, Lemma 4.8.1]). Even more is true:
Lemma 2.11 ([BG08]). There is no closed geodesic lying entirely in Ωδ.
Proof. Let γ : S1 → Ωδ be such a geodesic parametrized with constant speed.
The function s has a non-negative Hessian on Ωδ because its Hessian is the
second fundamental form S of the slices Ys so the image of γ must lie in
a slice Ys because otherwise s would reach a maximum on the image of γ.
Now γ satisfies the geodesic equation, ∇γ˙ γ˙ = 0, and in particular
0 = 〈N,∇γ˙ γ˙〉 = −S (γ˙, γ˙) 6= 0,
where N is the unit normal vector to Ys. A contradiction. 
As a first consequence of this result we can prove the following analog
of the Cheng-Yau maximum principle (see e.g. [GL91] or [GS10] for other
variants)
Lemma 2.12 (Cheng-Yau maximum principle). Let (M,g) be an ALH man-
ifold, K ⊂ M an essential subset and f ∈ C2loc(M) be a function bounded
from above. There exists a sequence of points pi ∈M such that:
• limk→∞ f (pk) = supM f
• limk→∞ |∇f (pk)|g = 0
• lim supk→∞∆f (pk) ≤ 0.
Proof. Set F = (supM f)− f so F ≥ 0. Without loss of generality, we can
assume that F > 0 everywhere on M . Select a sequence of points qk ∈ M
such that limk F (qk) = 0. Choose arbitrary values for Q > 1 and α ∈ (0; 1).
From Theorem 2.10 and Lemma 2.11, there exist harmonic coordinates (xik)
on each of the balls Br(qk), where r > 0 is the the infimum of the (Q, 1, α)-
harmonic radii of points of M , in particular, in these coordinates Q−1δij ≤
gij ≤ Qδij and |∂lgij | ≤ Q. We will also assume that xik(qk) = 0. We set
φk = r
2 −∑i(xi)2. It is easy to see that |∇φk|g and |∆gφk| are bounded
on Br(qk) by some constant C which depends only on n and Q. Choose pk
such that
F (pk)
φk(pk)
= min
Br(xk)
F
φk
.
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We prove now that the sequence of points pk satisfies the conclusions of the
lemma. Indeed, since φk(pk) ≤ r2 = φk(qk), one has
F (pk) = φk(pk)
F (pk)
φk(pk)
≤ r2 F (pk)
φk(pk)
≤ r2 F (qk)
φk(qk)
= F (qk),
so F (pk)→ 0 i.e. f(pk)→ supM f . Also at pk, ∇ log Fφk = 0, so
∇F
F =
∇φk
φk
.
From this we get that |∇f |g(pk) = |∇F |g(pk) = Fφk (pk)|∇φk|g ≤
C
r2
F (qk)→
0. This proves the second point. Furthermore ∆g log
F
φk
(pk) ≥ 0. From this
we get:
∆g logF ≥ ∆g log φk
∆gF
F
− |∇F |
2
g
F 2
≥ ∆gφk
φk
− |∇φk|
2
g
φ2k
∆gF
F
≥ ∆gφk
φk
∆gF ≥ F
φk
(pk)∆gφk.
Arguing as for the gradient, we get that ∆gf(pk) = −∆gF (pk) is smaller
than some quantity that tends to 0 when k tends to infinity. This proves
the third point of the lemma. 
2.4.3. End of the proof of Lemma 2.7. We first extend the function es :
M \K → R to a smooth function t0 : M → R and write t = t0 + t1. The
function t1 has to satisfy
−∆t1 + (n + 1)t1 = ∆t0 − (n + 1)t0
= (H − n)es outside K
From the estimate H = n + O(e−as) (Proposition 2.9), we deduce that
f := (H − n)es = O(e(1−a)s). For any integer i > 0 set Ki = {s < i} ∪K.
Remark that |ds| = 1 so ∂Ki is smooth. On each Ki, there exists a unique
solution ti1 ∈W 2,p(Ki) of the equation{
−∆ti1 + (n + 1)ti1 = f on Ki
ti1 = 0 on ∂Ki.
We now proceed in two different manners according to the value of a:
• 0 < a < 1: Set φ+ = A+ t(1−a)0 . If A > 0 is large enough, it can be easily
checked that φ+ is a super-solution:
−∆φ+ + (n+ 1)φ+ ≥ δφ+
for some constant δ > 0. Computing as in [GL91], we get
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−∆ti1 = −∆
(
φ+
ti1
φ+
)
= − t
i
1
φ+
∆φ+ − 2
〈
∇φ+,∇ t
i
1
φ+
〉
g
− φ+∆ t
i
1
φ+
,
f − (n+ 1)ti1 = −
ti1
φ+
∆φ+ − 2
〈
∇φ+,∇ t
i
1
φ+
〉
g
− φ+∆ t
i
1
φ+
,
f
φ+
− (n+ 1) t
i
1
φ+
= − t
i
1
φ+
∆φ+
φ+
− 2
〈∇φ+
φ+
,∇ t
i
1
φ+
〉
g
−∆ t
i
1
φ+
,
f
φ+
=
ti1
φ+
(
−∆φ+
φ+
+ n+ 1
)
− 2
〈∇φ+
φ+
,∇ t
i
1
φ+
〉
g
−∆ t
i
1
φ+
.
By the maximum principle (Lemma 2.12), we get that
sup
Ki
∣∣∣∣ ti1φ+
∣∣∣∣ ≤ 1δ supKi fφ+ ≤ C ‖f‖L∞a−1(M,R) <∞
(remark that
∣∣∣∇φ+φ+ ∣∣∣g is bounded on M). A classical argument involving
the compactness of the embeddings W 2,p(Ki,R) →֒ C0(Ki,R) for each i to-
gether with elliptic regularity and a diagonal extraction process (see [GL91])
yield the existence of a solution t1 ∈W 2,ploc of our initial equation. From the
fact that |t1| ≤ C ‖f‖L∞a−1(M,R) φ+ and standard elliptic regularity applied
in harmonic charts, we get that t1 ∈ X2,pa−1(M,R).
• 1 ≤ a < 2: The classical maximum principle leads to the fact that all the
functions ti1 are uniformly bounded so the limit function t1 is bounded. Now
remark that if i > 0 is large enough, then the function φ+ = Ae
(1−a)s is a
super-solution on M \Ki:
−∆φ+ + (n+ 1)φ+ ≥ δφ+
for some constant δ > 0. Select A large enough so that δφ+ ≥ f on M \Ki,
φ+ ≥ |t1|+1 on ∂Ki. Then Lemma 2.12 shows that −φ+ ≤ t1 ≤ φ+. Hence,
by elliptic regularity in harmonic charts (given by Theorem 2.10), we get
that t1 ∈ X2,pa−1(M,R).
Uniqueness is an easy exercise in both cases. The Hessian of t satisfies
the following equation:
∇i∇j,kt−∇j∇i,kt = −Rlkij∇lt.
Let T = Hess(t) − tg, by assumption this tensor is the traceless part of
the Hessian of t. A simple calculation leads to the following equality:
∇iTjk −∇jTik = −E lkij∇lt.
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Let x be an arbitrary point on M . Let r = rH(Q, 1, α). Applying Propo-
sition 2.6 in harmonic charts centered at x, we get that
‖T‖W 1,p(B r
2
(x)) ≤ C
(∥∥∥E lkij∇lt∥∥∥
Lp(Br(x))
+ ‖T‖Lp(Br(x))
)
,
where C > 0 is a constant which depends only on Q. From the first part of
the proof, we know that t− es ∈ X2,pa−1 so
Hess(t)− tg = Hess(t− es)− (t− es)g +Hess(es)− esg
= Hess(t1)− t1g + es (S + ds⊗ ds− g) on M \K
∈ X0,pa−1,
since from Proposition 2.9, S− gs = O(e−as) where gs is the metric induced
on Ys. Similarly,∥∥∥E lkij∇lt∥∥∥
Lp(B1(x))
≤
(
sup
Br(x)
|E|g
)
‖∇t‖Lp(Br(x))
≤ Ce−ases = Ce(1−a)s.
Hence,
‖T‖W 1,p(B r
2
(x)) ≤ Ce(1−a)s,
i.e., following Remark 2, T ∈ X1,pa−1.
Remark 2. We can now replace es in the definition of the X spaces by t.
2.5. Two integration lemmas. Estimates for the Lp-norm of tensors in
balls of constant radius can be obtained by a integration argument. This is
the content of the next lemma. Before stating it, we need to introduce some
notation. Let U be an open subset of Rn and let h0 be the Euclidean metric
on U . Define on N = (0;∞)× U the metric
h = dw2 + hw,
where hw = e
2wh0. Let T be a covariant tensor of rank k defined on N . For
any point x = (w, x1, . . . , xn), we introduce the tangential (pseudo-)norm of
T with respect to the metric h as follows:
|T |2h,t =
k∑
µ1,...,µ2k=1
h
µ1µk+1
w · · · hµkµ2kw Tµ1...µkTµk+1...µ2k .
For any p ∈ [1;∞) and any open subset Ω ⊂ N , we define the tangential
Lp-norm by
(2.4) ‖T‖Lpt (Ω,h) =
(∫
Ω
|T |ph,t dµh
) 1
p
.
Define, for any w ∈ (0;∞), x ∈ U and r > 0,
Ωw,x(r) = {(w′, y), |w′ − w| < r and |y − x| < re−w}.
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We also denote
Bw,x(r) = {(z, y)| − r < z < r, |y − x| < re−w}.
Lemma 2.13. Let x ∈ U and r > 0 be such that Br(x) ⊂ U and p ∈ [1;∞).
Let T be a covariant tensor of rank k on N such that T ∈ Lploc, ∂0T ∈ Lploc.
The following estimate holds for any w0, w1 ∈ R such that 0 ≤ w0 ≤ w1:
‖T‖Lpt (Ωw1,x(r),h) ≤
∫ w1
w0
e
(
n
p
−k
)
(w1−w) ‖∂0T‖Lpt (Ωw,x(r),h) dw
+e
(
n
p
−k
)
(w1−w0) ‖T‖Lpt (Ωw0,x(r),h) .
Proof. From the fundamental formula of calculus, for all y ∈ Br(x) and
z ∈ (−r; r), we have
T (w1 + z, y) =
∫ w1
w0
∂0T (w + z, y)dw + T (w0 + z, y).
Taking the norm and keeping track of the point under consideration, we
get
|T (w1 + z, y)|hw1+z,t =
∣∣∣∣∫ w1
w0
∂0T (w + z, y)dw + T (w0 + z, y)
∣∣∣∣
hw1+z,t
≤
∫ w1
w0
|∂0T (w + z, y)|hw1+z ,t dw + |T (w0 + z, y)|hw1+z,t
≤
∫ w1
w0
e−k(w1−w) |∂0T (w + z, y)|hw+z ,t dw
+e−k(w1−w0) |T (w0 + z, y)|hw0+z,t .
By the triangle inequality for the norm
‖f‖Lp(Bw,x(r),h) =
(∫
Bw,x(r)
|f(z, y)|penzdzdyn
) 1
p
,
we get
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‖T‖Lpt (Ωw1,x(r),h)
=
(∫
Bw1,x(r)
|T (w1 + z, y)|phw1+z ,t e
n(w1+z)dzdyn
) 1
p
≤
∫ w1
w0
e−k(w1−w)
(∫
Bw1,x(r)
|∂0T (w + z, y)|phw+z ,t en(w1+z)dzdyn
) 1
p
dw
+e−k(w1−w0)
(∫
Bw1,x(r)
|T (w0 + z, y)|phw0+z ,t e
n(w1+z)dzdyn
) 1
p
≤
∫ w1
w0
e
(
n
p
−k
)
(w1−w)
(∫
Bw,x(r)
|∂0T (w + z, y)|phw+z ,t en(w+z)dzdyn
) 1
p
dw
+e
(
n
p
−k
)
(w1−w0)
(∫
Bw0,x(r)
|T (w0 + z, y)|phw0+z,t e
n(w0+z)dzdyn
) 1
p
.
Consequently,
‖T‖Lpt (Ωw1,x(r),h) ≤
∫ w1
w0
e
(
n
p
−k
)
(w1−w) ‖∂0T‖Lpt (w+Bw1,x(r),h) dw(2.5)
+e
(
n
p
−k
)
(w1−w0) ‖T‖Lpt (w0+Bw1,x(r),h) ,
where we used the notation w+Bw1,x(r) = {(w′, y)|w− r < w′ < w+ r, |y−
x| < re−w}. Finally remark that for any w ≤ w0, w+Bw1,x ⊂ Ωw,x(1). This
conclude the proof of the lemma. 
Intuitively, the exponential term appearing in Lemma 2.13 should be e−kw
instead of e
(
n
p
−k
)
w
. This is due to the fact that translating roughly a co-
variant tensor of order k in the w-direction makes its tangential norm de-
crease by a factor e−kδw where δw is the displacement. Remark however
that this factor is the pth-root of ratio of the volumes of w + Bw1,x(r) and
w + Bw,x(r) = Ωw,x(r). We will show that this undesirable fact can be
avoided in certain circumstances. See Section 5.
Estimates based on this lemma will be obtained by the Gronwall lemma
which we state here for future references. The proof of this lemma is stan-
dard.
Lemma 2.14 (A Gronwall lemma). Let a, b : [w0;w1]→ R be two continu-
ous functions defined on the interval [w0;w1], with b ≥ 0. Let f : [w0;w1]→
R be a continuous function such that
∀w ∈ [w0;w1], f(w) ≤ a(w) +
∫ w
w0
b(v)f(v)dv,
then f satisfies the following inequality:
∀w ∈ [w0;w1], f(w) ≤ a(w) +
∫ w
w0
a(v)b(v)e
∫ w
s
b(u)dudv.
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We also present a development of Lemma 2.13 which will be useful in
Subsection 5.3 where we will see that the naive estimate for the tangen-
tial derivatives of certain functions (the components of the Hessian of the
coordinate functions) is weaker than the estimate for the derivative in the
direction of w.
Lemma 2.15. Let x ∈ U be such that Br(x) ⊂ U and p ∈ (n + 1;∞).
Let F ∈ W 1,ploc (N,R) be a function. There exist constants c1, c2 depending
only on p and r such that for any w0, w1 ∈ (0;∞), w1 > w0, the following
estimate holds:
(2.6)∥∥∥F − F˜ (w1, x)∥∥∥
Lp(Ωw1,x(r),h)
≤c1e
n
p
(w1−w0) ‖∂0F‖Lp(Ωw0,x(r),h)
+ c2e
−
(
1−n
p
)
(w1−w0) ‖dF‖Lp(Ωw0,x(r),h)
+ 2
∫ w1
w0
e
n
p
(w1−w) ‖∂0F‖Lp(Ωw,x(r),h) dw,
where
F˜ (w1, x) =
1
|Ωw1,x(r)|
∫ r
z=−r
∫
|y−x|<re−w1
F (w1 + z, y)e
n(w1+z)dydz
is the average of F on Ωw1,x(r) with respect to the measure associated to h.
Proof. As in the proof of Lemma 2.13, we start from the fundamental for-
mula of calculus:
F (w1 + z, y) = F (w0 + z, y) +
∫ w1
w0
∂0F (w + z, y)dw.
Integrating with respect to y and z, we get
F˜ (w1, x) =
1
|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z
′)dy′dz′
+
1
|Ωw1,x(r)|
∫ w1
w0
∫
(z′,y′)∈Bw1,x(r)
∂0F (w + z
′, y′)en(w1+z
′)dy′dz′dw.
Hence,
(2.7) F (w1 + z, y)− F˜ (w1, x) =
F (w0 + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z
′)dy′dz′
+
∫ w1
w0
(
∂0F (w + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
∂0F (w + z
′, y′)en(w1+z
′)dy′dz′
)
dw.
We now estimate
∥∥∥F − F˜ (w1, x)∥∥∥
Lp(Ωw1,x(r),h)
, the Lp-norm of this previous
expression on Ωw1,x(r). We estimate first the second term of (2.7). Re-
mark that the term integrated with respect to z′ and y′ is the average of
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∂0F (w + ., .) over Bw1,x(r) and is independent of z and y, so
∥∥∥∥∥ 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
∂0F (w + z
′, y′)en(w1+z
′)dy′dz′
∥∥∥∥∥
Lp(Ωw1,x(r),h)
=
1
|Ωw1,x(r)|1−
1
p
∣∣∣∣∣
∫
(z′,y′)∈Bw1,x(r)
∂0F (w + z
′, y′)en(w1+z
′)dy′dz′
∣∣∣∣∣
≤
∣∣∣∣∣
∫
(z′,y′)∈Bw1,x(r)
(
∂0F (w + z
′, y′)
)p
en(w1+z
′)dy′dz′
∣∣∣∣∣
1
p
≤ enp (w1−w) ‖∂0F‖Lp(w+Bw1,x(r),h) ,
where we used the Ho¨lder inequality to pass from the second line to the
third one. Hence,
∥∥∥∥∥
∫ w1
w0
(
∂0F (w + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
∂0F (w + z
′, y′)en(w1+z
′)dy′dz′
)
dw
∥∥∥∥∥
Lp(Ωw1,x,h)
≤ 2
∫ w1
w0
e
n
p
(w1−w) ‖∂0F‖Lp(w+Bw1,x(r),h) dw.
We now estimate the Lp-norm of the first term of Equation (2.7). We remark
that it can be rewritten as follows (see also [GT01, Lemma 7.16]):
F (w0 + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z)dy′dz′
=
1
|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
(
F (w0 + z, y)− F (w0 + z′, y′)
)
en(w1+z)dy′dz′
=
1
|Ωw1,x(r)|
∫ 1
0
∫
(z′,y′)∈Bw1,x(r)
(
(z − z′)∂0F + (y − y′)µ∂µF
)
(w0 + z
′ + λ(z − z′), y′ + λ(y − y′))
en(w1+z)dy′dz′dλ.
Hence, using the convention that, unless explicitely written, F and its deriva-
tives have to be evaluated at the point (w0 + z
′ + λ(z − z′), y′ + λ(y − y′)),
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we get
(∫
(z,y)∈Bw1,x(r)
∣∣∣∣∣F (w0 + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z)dy′dz′
∣∣∣∣∣
p
en(w1+z)dzdy
) 1
p
≤ 1|Ωw1,x(r)|
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣∣∣∫ 1
0
(
(z − z′)∂0F + (y − y′)µ∂µF
)
dλ
∣∣∣∣p
en(w1+z
′)dz′dy′en(w1+z)dzdy
) 1
p
≤ 1|Ωw1,x(r)|
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣∣∣∫ 1
0
(z − z′)∂0Fdλ
∣∣∣∣p en(2w1+z′+z)dz′dy′dzdy
) 1
p
+
1
|Ωw1,x(r)|
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣∣∣∫ 1
0
(y − y′)µ∂µFdλ
∣∣∣∣p en(2w1+z′+z)dz′dy′dzdy
) 1
p
≤ 1|Ωw1,x(r)|
∫ 1
0
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣(z − z′)∂0F ∣∣p en(2w1+z′+z)dz′dy′dzdy
) 1
p
dλ
+
1
|Ωw1,x(r)|
∫ 1
0
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣(y − y′)i∂iF ∣∣p en(2w1+z′+z)dz′dy′dzdy
) 1
p
dλ
Remark that if (z, y), (z′, y′) ∈ Bw1,x(r), |z − z′| < 2r and |y − y′|h0 <
2rer−w1 . Thus, |y − y′|hw0 < 2rerew0−w1 . As a consequence,
(∫
(z,y)∈Bw1,x(r)
(
F (w0 + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z
′)dy′dz′
)p
en(w1+z)dzdy
) 1
p
≤ 2r|Ωw1,x(r)|
∫ 1
0
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣∂0F (w0 + z′ + λ(z − z′), y′ + λ(y − y′))∣∣p
en(2w1+z
′+z)dz′dy′dzdy
) 1
p
dλ
+
2rerew0−w1
|Ωw1,x(r)|
∫ 1
0
(∫
(z,y),(z′,y′)∈Bw1,x(r)
∣∣|dF |h (w0 + z′ + λ(z − z′), y′ + λ(y − y′))∣∣p
en(2w1+z
′+z)dz′dy′dzdy
) 1
p
dλ.
In both integrals, we set uλ = z
′ + λ(z − z′) and vλ = y + λ(y′ − y). So,
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(∫
(z,y)∈Bw1,x(r)
(
F (w0 + z, y)− 1|Ωw1,x(r)|
∫
(z′,y′)∈Bw1,x(r)
F (w0 + z
′, y′)en(w1+z
′)dy′dz′
)p
en(w1+z)dzdy
) 1
p
≤ 2r|Ωw1,x(r)|
∫ 1
0
λ
−n+1
p
(∫
(z,y),(z′,y′)∈Bw1,x(r)
|∂0F (w0 + uλ, y + vλ)|p en(2w1+z′+z)duλdvλdzdy
) 1
p
dλ
+
2rerew0−w1
|Ωw1,x(r)|
∫ 1
0
λ
−n+1
p
(∫
(z,y),(z′,y′)∈Bw1,x(r)
||dF |h (w0 + uλ, y + vλ)|p en(2w1+z
′+z)duλdvλdzdy
) 1
p
dλ
≤ 2r|Ωw1,x(r)|
|Ωw1,x(r)|
1
p
∫ 1
0
λ
−n+1
p dλ
(∫
(z,y)∈Bw1,x(r)
|∂0F (w0 + z, y)|p en(w1+z)dzdy
) 1
p
+
2rerew0−w1
|Ωw1,x(r)|
|Ωw1,x(r)|
1
p
∫ 1
0
λ
−n+1
p dλ
(∫
(z,y)∈Bw1,x(r)
||dF |h (w0 + z, y)|p en(w1+z)dzdy
) 1
p
≤ 2rp
p− n− 1 |Ωw1,x(r)|
1
p
−1
e
n
p
(w1−w0) ‖∂0F‖Lp(w0+Bw1,x(r),h)
+
2rerp
p− n− 1e
w0−w1 |Ωw1,x(r)|
1
p
−1 ‖dF‖Lp(w0+Bw1,x(r),h) .
Combining the two inequalities, we finally get:∥∥∥F − F˜ (w1, x)∥∥∥
Lp(Ωw1,x(r),h)
≤c1e
n
p
(w1−w0) ‖∂0F‖Lp(w0+Bw1,x(r),h)
+ c2e
−
(
1−n
p
)
(w1−w0) ‖dF‖Lp(w0+Bw1,x(r),h)
+ 2
∫ w1
w0
e
n
p
(w1−w) ‖∂0F‖Lp(Ωw,x(r),h) dw,
where
c1 =
2rp
p− n− 1 |Ωw1,x(r)|
1
p
−1
, c2 =
2rerp
p− n− 1 |Ωw1,x(r)|
1
p
−1
.
(Remark that the volume of Ωw,x(r) depends only on r). 
2.6. A regularity result. In this section, we show how the behavior of
the derivatives of a function near an hypersurface influences its regularity.
Similar results have been previously proven in [BG08, Lemma 3.8], see also
[HQS09, Lemma 2.4] and [Tay11, Proposition 13.8.7]. Due to the fact that
Schauder estimates are false for C2 or W 2,∞ regularity, we will not always
get L∞-control of the derivatives of the metric. So we give the following
improvement. Let U ⊂ Rn be an open subset and ǫ > 0. We denote h the
hyperbolic metric h = 1
ρ2
(dρ2 +
∑
i(dx
i)2) on Ω = U × (0; ǫ) and remark
that setting w = − log ρ this metric equals the metric defined in Section 2.5.
For any r > 0, we set
(2.8) Ω(r) = ∪(w,x)∈ΩΩw,x(r).
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Lemma 2.16. Suppose that for some r > 0
F : Ω(r) → R
(x, ρ) 7→ F (x, ρ)
is such that dF ∈ X0,pa (Ω(r), h), for some p ∈ (n + 1;∞) and some a ≥ 0
such that a ≤ 1 − n+1p . Then F ∈ Ca(Ω) where the closure is taken in
Rn × R+.
Proof. Our proof extends [BG08, Lemma 3.8]. We introduce the coordinate
w = − log ρ. We first remark that it is sufficient to prove the following
tangential Ho¨lder regularity:
(2.9)
|F (x1, ρ)− F (x2, ρ)|
|x1 − x2|a ≤ C˜ ∀x1, x2 ∈ U, ρ ∈ (0; ǫ)
for some constant C˜ independent of x1, x2, ρ. Indeed, if ρ1, ρ2 ∈ (0; ǫ) (with-
out loss of generality, we will assume that ρ1 < ρ2) then,
|F (x1, ρ1)− F (x2, ρ2)|
(|x1 − x2|2 + |ρ1 − ρ2|2)
a
2
≤ |F (x1, ρ1)− F (x2, ρ1)|
(|x1 − x2|2 + |ρ1 − ρ2|2)
a
2
+
|F (x2, ρ1)− F (x2, ρ2)|
(|x1 − x2|2 + |ρ1 − ρ2|2)
a
2
≤ |F (x1, ρ1)− F (x2, ρ1)||x1 − x2|a +
|F (x2, ρ1)− F (x2, ρ2)|
|ρ1 − ρ2|a
≤ C˜ + |F (x2, ρ1)− F (x2, ρ2)||ρ1 − ρ2|a ,
provided that Estimate (2.9) holds. We estimate the second term as follows.
For any ρ0 ∈ [ρ1; ρ2], we introduce the coordinates y = ρ−10 (x− x2). In the
coordinate system (w, y), the metric h takes the following form
h = dw2 + e2(w−w0)δµνdy
µdyν ,
where w0 = − log ρ0. In particular, restricting to the cylinder {(w, y) ∈
R × Rn|w0 − r ≤ w ≤ w0 + r, |y|2 ≤ r2e−2(w−w0)} (which corresponds to
Ωw0,x2(r) in the coordinate system (w, x)), the metric is uniformly equivalent
to the Euclidean metric dw2+δµνdy
µdyν . From the Morrey theorem [GT01,
Theorem 7.17], we get that for any (x, ρ), (x′, ρ′) ∈ Ωw0,x2(r),
(2.10)
|F (x, ρ) − F (x′, ρ′)|
(|w − w′|2 + e2w0 |x− x′|2)a2
≤ C ‖dF‖Lp(Ωw0,x2 (r),h) ≤ C
′e−aw0 ‖dF‖
X0,pa
,
where C is a constant independent of w0, x2 and F , and w = − log ρ,
w′ = − log ρ′. In particular, if x = x′ = x2, w′ = w0, we get that
|F (x2, e−w)− F (x2, e−w0)|
|w − w0|a ≤ C
′e−aw0 ‖dF‖
X
0,p
a
for any w ∈ (w0 − 1;w0 + 1). Set k = ⌊w1 − w2⌋ + 1 and δw = w1−w2k < 1
where we denote wi = − log ρi, i = 1, 2 and by ⌊x⌋ the greatest integer
smaller than or equal to x. We estimate
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|F (x2, ρ1)− F (x2, ρ2)| ≤
k−1∑
l=0
∣∣∣F (x2, e−(w2+lδw))− F (x2, e−(w2+(l+1)δw))∣∣∣
≤ C ′
k−1∑
l=0
e−a(w2+lδw)(δw)a ‖dF‖
X
0,p
a
.
We now distinguish two cases. If w1 − w2 ≥ 1, 12 ≤ δw ≤ 1 then
|F (x2, ρ1)− F (x2, ρ2)| ≤ C ′ ‖dF‖X0,pa e
−aw2
∞∑
l=0
e−a
l
2
≤ C ′′ ‖dF‖
X0,pa
ρa2
≤ C(3) ‖dF‖
X
0,p
a
|ρ2 − ρ1|a.
If w1 − w2 < 1 then k = 1 and
|F (x2, ρ1)− F (x2, ρ2)| ≤ C ′e−aw2(w1 − w2)a ‖dF‖X0,pa
≤ C ′ρa2(w1 − w2)a ‖dF‖X0,pa
≤ C ′ |ρ1 − ρ2|a ‖dF‖X0,pa
where we used the mean value theorem for the function log in the interval
[ρ1, ρ2] to pass from the second line to the third one. This shows that
|F (x2, ρ1)− F (x2, ρ2)|
|ρ1 − ρ2|a
is bounded independently of x2, ρ1, ρ2.
We now turn our attention to the proof of the tangential Ho¨lder regularity:
|F (x1, ρ)− F (x2, ρ)|
|x1 − x2|a ≤ C˜ ∀x1, x2 ∈ U, ρ ∈ (0; ǫ).
We distinguish two cases. First if ρ ≥ |x1 − x2|, from the estimate (2.10),
we get
|F (x1, ρ)− F (x2, ρ′)| ≤ C ′ ‖dF‖X0,pa |x1 − x2|
a.
Otherwise if ρ ≤ |x1−x2|, as the proof of [BG08, Lemma 3.8] suggests, there
is to lift this inequality up to some height h ≥ ρ:
|F (x1, ρ)−F (x2, ρ)| ≤ |F (x1, ρ)−F (x1, h)|+|F (x1, h)−F (x2, h)|+|F (x2, h)−F (x2, ρ)|.
The first and the last terms in this inequality have been already estimated:
|F (x1, ρ)− F (x1, h)|, |F (x2, ρ)− F (x2, h)| ≤ C ′′ ‖dF‖X0,pa h
a.
To estimate the second term, we use the estimate (2.10) and cut the seg-
ment between x1 and x2 in k small pieces of length at most ρ, where k =⌊
|x1−x2|
ρ + 1
⌋
. Hence, from the estimate (2.10) applied with w0 = − log ρ,
we get:
|F (x1, h)− F (x2, h)| ≤ kC ′ha ‖dF‖X0,pa ≤ C
′ha−1 ‖dF‖
X0,pa
(|x1 − x2|+ h).
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Thus, we get the following estimate for the tangential Ho¨lder regularity:
|F (x1, ρ)− F (x2, ρ)| ≤ 2C ′′ ‖dF‖X0,pa h
a + C ′ha−1 ‖dF‖
X0,pa
(|x1 − x2|+ h).
Selecting h = |x1 − x2|, we get:
|F (x1, ρ)− F (x2, ρ)| ≤ 2(C ′′ + C ′) ‖dF‖X0,pa |x1 − x2|
a.
This ends the proof of the lemma. 
3. The case 0 < a < 1
In what follows, for any t0 ∈ R, we denote Σt0 = t−1(t0) the level set of
the function t. Since the function t satisfies |∇t−∇es|g = O(e(1−a)s), we get
that the function t is proper and has no critical points outside some compact
set K ′ ⊂⊂ {t < t0} for some t0 large enough. The gradient flow of t defines
a diffeomorphism t−1[t0;∞) ≃ Σt0×[t0;∞). We can define a new coordinate
system in a neighborhood of infinity by selecting coordinate functions xµ on
some U0 ⊂ Σt0 and extending them radially by the gradient flow (i.e. solve
the first order ODE 〈dt, dxµ〉g = 0). We also denote w = log t. In these
modified Fermi coordinates, the metric takes the following form:
(3.1) g = N2dw2 + gw,
where gw = gµνdx
µdxν is the metric induced on the hypersurface Σt,
where we set for any τ ≥ t0,
Στ = {x ∈M |t(x) = τ}.
By analogy with the ADM formalism in general relativity, we will call the
function N the lapse and remark that the shift vector is null in this con-
text. Recall that we take the convention that Greek indices correspond to
tangential coordinates xµ while zero index corresponds to the w coordinate.
We set ρ = t−1 = e−w, where t is the function constructed in Lemma 2.7,
and g = ρ2g. From Equation (3.1), we get that
g = N2dρ2 + ρ2gw.
The aim of this section is to prove Theorem 1.1 in the case 0 < a < 1.
3.1. Zeroth and first order estimates for the metric g. In this sec-
tion, we show how the properties of the function t can be translated into
estimates for the metric g. For future reference, we give the expression of
the Christoffel symbols in modified Fermi coordinates:
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Lemma 3.1 (Christoffel symbols of g). In the coordinates (w, xµ) the Christof-
fel symbols of the metric g read:
Γ000 =
∂0N
N
Γ00µ =
∂µN
N
Γµ00 = g
µν ∂νN
N
Γ0µν = −
1
2
N−2∂0gµν
Γµ0ν =
1
2
gµσ∂0gσν
Γµνσ =
1
2
gµα (∂νgασ + ∂σgνα − ∂αgνσ) (Christoffel symbols of gw).
Proof. Straightforward calculations. 
Lemma 3.2 (L∞-estimate for g).
• For any a ∈ (0; 2) the lapse function satisfies the following estimate:
N = 1 +O(e−aw),
• There exists a constant C > 0 such that for any w ∈ [w0;∞), where
w0 = log t0, the metric gw satisfies
C−1e2(w−w0)gw0 ≤ gw ≤ Ce2(w−w0)gw0 ,
where we identify t−1(t0;∞) ⊂M and Σt0 × [w0;∞).
As a consequence, there exists a constant C ′ > 0 such that the metric g
satisfies the following estimate:
C ′−1
(
dρ2 + gw0
) ≤ g ≤ C ′ (dρ2 + gw0) .
Proof. First, from Lemma 2.7, we have that
Hess(t) = tg +O(e(1−a)w).
However,
∇0,0t = t
(
1− Γ000
)
= t
(
1− ∂0N
N
)
.
The estimate for Hess(t) gives:
∇0,0t = tg00(1 +O(e−aw)) = tN2(1 +O(e−aw)).
Hence, we have the following estimate:
1− ∂0N
N
= N2
(
1 +O(e−aw)
)
.
We rewrite it as follows:
∂0
e2(w−w0)
N2
= 2e2(w−w0) +O(e(2−a)w).
This equation can be explicitly integrated and yields:
e2(w−w0)
N2
− 1
N2(w0)
= e2(w−w0) − 1 +O(e(2−a)w).
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This proves the estimate for N .
We now turn our attention to the estimate for the tangential part of
metric:
1
2
N−2∂0gµν = −Γ0µν =
1
t
∇µ,νt.
From the previous estimate, we have
1
2
∂0gw = gw +O(e
−aw).
We now argue as in [Bah07]. Let U be the tensor such that
1
2
∂0gµν =
(
δσµ + U
σ
µ
)
gσν .
U satisfies |U | ≤ Ce−aw. Let µ+(w) denote the maximum eigenvalue of gw
with respect to the metric gw0 . The metric equation above and the estimate
for the tensor U imply that µ+ is Lipschitz continuous and that wherever it
is differentiable
dµ+
dw
≤ 2(1 + Ce−aw)µ+.
Hence µ+(w) ≤ µ+(w0)e2(w−w0)−Ca (e−aw−e−aw0) ≤ Ce2w. Similarly, if µ−(w)
denotes the minimum eigenvalue of gw with respect to the metric gw0 ,
µ−(w) ≥ C−1e2w. This proves that C−1e2wgw0 ≤ gw ≤ Ce2wgw0 . 
As a corollary of the proof, we get the following:
Lemma 3.3 (Estimate for the normal derivative of g). If a ∈ (0; 2), the
derivative of g with respect to ρ satisfies the following estimate:
∂ρgµν = O(ρ
a−1)
Proof. Starting from the estimate
1
2
∂0g = g +O(e
−aw),
we get
1
2
∂0gµν = e
−2w
(
1
2
∂0gµν − gµν
)
= e−2w |∂µ|g |∂ν |g O(e−aw)
= O(e−aw).
Hence,
∂ρgµν = −
1
ρ
∂0gµν = O(ρ
a−1).

Lemma 3.4 (Estimates for the derivatives of the lapse). If a ∈ (0; 2), the
following estimates hold: {
∂ρN = O(ρ
a−1)
∂µN = O(ρ
a−1).
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Proof. From Lemmas 3.1 and 3.2, we have Γ000 =
∂0N
N = 1 − N2(1 +
O(e−aw)) = O(e−aw). Hence, we obtain
∂ρN = −1
ρ
∂0N
= O(e(1−a)w)
We now focus on the tangential derivatives of the lapse. From Lemma 3.1,
we have:
∂µN
N
= Γ00µ
= −1
t
∇0,µt
= −1
t
(∇0,µt− tg0µ) since ∂0 and ∂µ are orthogonal
=
1
t
|∂0|g |∂µ|g O(t1−a)
= O(t1−a).
So we immediately get that
∂µN = O(ρ
a−1).

Let U ′0 ⊂⊂ U0 be a non-empty open set of Σt0 . In what follows, we identify
U0 and U
′
0 with their image in R
n by the coordinates xµ. By rescaling the
xµ variables by some large constant, we can assume that, for any x ∈ U ′0,
B1(x) ⊂ U0. We now define on N = (w0;∞)× U0 the metric h = dw2 + hw
where hw = e
2wh0 and h0 =
∑
(dxµ)2 is the Euclidean metric on U0. Select
p such that a ≤ 1− n+1p .
Lemma 3.5 (First order estimates for the tangential metric). The tangen-
tial derivatives of the metric g satisfy the following estimate:
‖∂g‖Lpt (Ωw,x(1),h) = O(e
−(2+a)w)
uniformly in x ∈ U ′0, for w ∈ (w0 + 1;∞).
Proof. The proof is based on Lemma 2.13. First remark that
∇α∇β,γt = ∂α (∇β,γt)− Γσαβ∇σ,γt− Γσαγ∇β,σt− Γ0αβ∇0,γt− Γ0αγ∇β,0t,
1
t
∇α∇β,γt = −∂α
(
Γ0βγ
)
+ ΓσαβΓ
0
σγ + Γ
σ
αγΓ
0
βσ + Γ
0
αβΓ
0
0γ + Γ
0
αγΓ
0
β0
We now estimate all the terms that appear in this equation. We recall
first that
1
2
∂0gµν = gµν +O(e
(2−a)w).
Hence,
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ΓσαβΓ
0
σγ + Γ
σ
αγΓ
0
βσ = −
1
2
N−2
(
Γσαβ∂0gσγ + Γ
σ
αγ∂0gβσ
)
= −N−2
[
Γσαβgσγ + Γ
σ
αγgβσ +
(
Γ ∗O(e(2−a)w)
)
αβγ
]
= −N−2
[
∂αgβγ +
(
∂g ∗O(e−aw))
αβγ
]
where to pass from the second line to the third we used the explicit expres-
sion of the Christoffel symbols (see Lemma 3.1) and the fact that gµν =
O(e−2w). Similarly,
Γ0αβΓ
0
0γ + Γ
0
αγΓ
0
β0 = −
1
2
N−2
(
∂0gαβ
∂γN
N
+ ∂0gαγ
∂βN
N
)
= O(e(3−a)w),
∂α
(
Γ0βγ
)
= −1
2
∂α
(
N−2∂0gβγ
)
= −1
2
N−2∂0∂αgβγ +N
−3∂0gβγ∂αN
= −1
2
N−2∂0∂αgβγ +O(e
(3−a)w).
Combining all these estimates, we get
1
t
∇α (∇β,γt− tgβγ) =
− 1
2
N−2
[
∂0∂αgβγ + 2∂αgβγ +
(
∂g ∗O(e−aw))
αβγ
]
+O(e(3−a)w),
where we used the fact that ∇αt = 0. Multiplying this inequality by N2, we
get
∂0∂αgβγ +
(
∂g ∗O(e−aw))
αβγ
= −2N
2
t
∇α (∇β,γt− tgβγ) +O(e(1−a)w).
We now take the tangential norm with respect to the metric hw. Since
the tensor ∂αgβγ is covariant of rank 3, we get
|∂0∂g|h,t ≤ Ce−aw |∂g|h,t +
∣∣∣∣2N2t ∇ (Hess(t)− tg)
∣∣∣∣
h,t
+O(e−(2+a)w),
for some constant C > 0. We now use this formula to estimate the Lpt -norm
of ∂0∂g on Ωw,x(1) and obtain
‖∂0∂g‖Lpt (Ωw,x(1),h) ≤
C ′e−aw
∥∥∂αgβγ∥∥Lpt (Ωw,x(1),h)+
∥∥∥∥2N2t (Hess(t)− tg)
∥∥∥∥
Lpt (Ωw,x(1),h)
+O(e−(a+2)w)
for some other constant C ′ > 0. From Lemmas 3.2 and 2.7, we get that∥∥∥∥2N2t ∇ (Hess(t)− tg)
∥∥∥∥
Lpt (Ωw,x(1),h)
= O(e−(2+a)w).
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As a conclusion,
‖∂0∂g‖Lpt (Ωw,x(1),h) ≤ C
′e−aw ‖∂g‖Lpt (Ωw,x(1),h) +O(e
−(a+2)w).
We are now in a position to apply Lemma 2.13. For any w1 > w0, we
have:
‖∂g‖Lpt (Ωw1,x(1),h) ≤
∫ w1
w0
e
(
n
p
−3
)
(w1−w) ‖∂0∂g‖Lpt (Ωw,x(1),h) dw
+e
(
n
p
−3
)
(w1−w0) ‖∂g‖Lpt (Ωw0,x(1),h)
≤ C ′′
∫ w1
w0
e
(
n
p
−3
)
(w1−w)
(
e−aw ‖∂g‖Lpt (Ωw,x(1),h) + e
−(a+2)w
)
dw
+e
(
n
p
−3
)
(w1−w0) ‖∂g‖Lpt (Ωw0,x(1),h) .
Set f(w) = e
−
(
n
p
−3
)
w ‖∂g‖Lpt (Ωw,x(1),h), the previous inequality becomes
f(w1) ≤ C ′′
∫ w1
w0
[
e−awf(w) + e
−
(
n
p
−a+1
)
w
]
dw + f(w0).
Lemma 2.14 then implies that f(w) = O(e
−
(
n
p
−a+1
)
w
). This ends the proof
of the lemma. 
3.2. End of the proof of Theorem 1.1 when 0 < a < 1. Set L =
t−1(0; t0]. The gradient flow of t defines a diffeomorphism from M \ L to
Σt0× (t0;∞). Changing the second component of this product by its inverse
(t 7→ 1t ), we get a diffeomorphism φ fromM \L˚ to Σt0×
(
0; 1t0
)
. Therefore it
makes sense to add a boundary toM and define M˜ =M∪Σ∞ by prolonging
the diffeomorphism φ to φ˜ : M˜ \L→ Σt0×
[
0; 1t0
)
. Recall from [BM08] that
the exponential map exp from the outward normal bundle N+Y of Y = ∂K
to M \ K˚ also yields a diffeomorphism ψ : M \ K˚ → Y × (0;∞) and can
be extended by a similar procedure to a map M \ K → Y × [0; 1) where
the second coordinate is ρ′(x) = e−s(x) for any x ∈ M \ K. Remark that
Y ×{0} can be identified with M(∞), see [BM08, Bah09, Bah07]. We prove
the following proposition:
Proposition 3.6. The manifolds M and M˜ are bi-Lipschitz equivalent.
Proof. Let S be a compact subset containing both K and L. We denote
Ω1 = φ(M \ S) ⊂ Σt0 ×
(
0; 1t0
)
and Ω2 = ψ(M \ S) ⊂ Y × (0; 1). Then the
map ψ ◦φ−1 is a diffeomorphism from Ω1 to Ω2. We set Ω˜1 = Ω1∪Σt0×{0}
and Ω˜2 = Ω2 ∪ Y × {0}. Recall that the metric g = ρ2g extends to an
L∞-metric on M˜ from Lemma 3.2 and that similarly the metric ĝ = (ρ′)2g
extends to an L∞-metric on M . The metric g (or more precisely (φ−1)∗g on
Ω1 satisfies
g =
(
ρ′
ρ
)2 (
ψ ◦ φ−1)∗ ĝ.
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From the facts that ĝ and g are L∞-metrics and that ρ
′
ρ is uniformly bounded
from Lemma 2.7, the norm of the differential of ψ◦φ−1 is uniformly bounded
on Ω1, hence extends uniquely to a Lipschitz map from Ω˜1 to Ω˜2. A similar
proof shows that φ◦ψ−1 is also a Lipschitz map from Ω˜2 to Ω˜1. By continuity,
these two maps are inverse each of the other. This proves thatM and M˜ are
bi-Lipschitz equivalent in a neighborhood of infinity. They are also clearly
C∞-equivalent in the interior. 
In view of Lemmas 3.2 and 3.3, Lemma 2.16 immediately gives that the
function N ∈ C0,a(Ω0 × [0; e−w0)). We shall now turn our attention to the
first order estimates for the tangential metric in the coordinate system we
constructed. Combining Lemma 3.4 and the fact that |∂0gw|g = O(e−(2+a)w)
(Lemma 3.5), we get that
‖∂gw‖Lp(Ωw,x ,h) = O(e−(a+2)w).
This means that for each component gµν of gw,
∥∥∂gµν∥∥Lp(Ωw,x(1),h) = ‖∂gw(∂µ, ∂ν)‖Lp(Ωw,x(1),h)
≤ ‖∂gw‖Lp(Ωw,x,h) ‖∂µ‖L∞(Ωw,x(1),h) ‖∂ν‖L∞(Ωw,x(1),h)
≤ Ce2w ‖∂gw‖Lp(Ωw,x,h)
= O(e−aw).
By Lemma 2.16, we get that each component gµν belongs to C
0,a(Ω0 ×
[0; e−w0)). This ends the proof of Theorem 1.1 in the case 0 < a < 1.
4. Construction of harmonic charts
When constructing harmonic coordinates that complement the function
ρ which we defined previously, we are faced with the problem of choosing
their value on M(∞). We shall first construct harmonic charts on M(∞) in
Subsection 4.1 and extend them to harmonic charts on the inside of M in
Subsection 4.2. These coordinates enjoy a nice property we shall exploit in
Section 5: we remark that they satisfy a certain Neumann condition at infin-
ity. A similar idea was already present in an implicit form in [HQS09, Section
3], where they construct even harmonic charts (with respect to the metric
g) on the double of M . In all that follows we select a point p̂0 ∈M(∞) and
modified Fermi coordinate charts xµ in a neighborhood U ′ of p̂0 as we con-
structed in the previous section such that xµ(p̂0) = 0 so that (ρ = t
−1, xµ)
form a coordinate system in a neighborhood of p̂0 in M . Up to a linear
redefinition of the coordinates xµ, we can assume that gµν(p̂0) = δµν .
For any λ > 0, we set
B 1
λ
=
{
q̂ ∈M(∞)|
∑
µ
(xµ(q̂))2 <
1
λ2
}
⊂M(∞)
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and
D 1
λ
=
{
p ∈ Ω′|ρ2(p) +
∑
µ
(xµ(p))2 <
1
λ2
}
⊂M.
If 0 < a < 1, set α = a otherwise, if 1 < a < 2, choose α ∈ (0; 1) arbitrarly.
We prove the following proposition:
Proposition 4.1. If λ > 0 is large enough, there exist harmonic functions
y1, . . . , yn with respect to the metric g on D 1
λ
such that
〈dw, dyµ〉 = O(e−(1+a)w),
yµ ∈ C1,α(D 1
λ
, g) and such that (ρ, y1, . . . , yn) form a coordinate system in
a neighborhood of p̂0.
The proof is carried out in the next two subsections.
4.1. Harmonic charts on M(∞). We first replace the coordinate func-
tions xµ on M(∞) by new coordinates yµ∞ that are harmonic in a small ball
around p̂0. Recall that the Laplace operator for the metric g on M(∞) can
be written
∆φ =
1√
det g
∂µ
(
gµν
√
det g ∂νφ
)
,
see e.g. [CLN06, Exercise 1.35]. Since the metric g is only Ho¨lder continuous,
the equation ∆yµ∞ = 0 has to be interpreted in the weak sense:
∀ξ ∈ C1c
(
B 1
λ
) ∫
B 1
λ
〈dξ, dyµ∞〉g dµg = 0.
To construct harmonic charts, we use low regularity results [GT01, Theorem
8.33 and 8.34] and a zoom process (see also [HQS09]). For any (large)
constant λ we set zµ = λxµ and g′ = λ2g. We shall also denote by µ′, ν ′, . . .
the components corresponding to the coordinate vectors ∂∂zµ ,
∂
∂zν , . . .:
g′µ′ν′ = λ
2g
(
∂
∂zµ
,
∂
∂zν
)
= g
(
∂
∂xµ
,
∂
∂xν
)
= gµν .
We consider the following equations for the functions yµ∞:{
∆yµ∞ = 0 on B 1
λ
,
yµ∞ = z
µ on ∂B 1
λ
,
where B 1
λ
denotes the ball
B 1
λ
=
{
p̂ ∈M(∞)|
∑
(xµ(p̂))2 < λ−2
}
=
{
p̂ ∈M(∞)|
∑
(zµ(p̂))2 < 1
}
.
Remark that since g and g′ are equal up to multiplication by a constant λ2,
solving ∆yµ∞ = 0 is equivalent to solving ∆g′y
µ
∞ = 0. Next, from the fact
that the metric g is α-Ho¨lder continuous, for any two points z1 = λx1, z2 =
λx2 ∈ B 1
λ
we have∣∣g′µ′ν′(z1)− g′µ′ν′(z2)∣∣ = ∣∣gµν(x1)− gµν(x2)∣∣
≤ C |x1 − x2|α
≤ Cλ−α |z1 − z2|α .
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Hence the metric g′ is uniformly controlled in C1,α-norm on B 1
λ
. We write
y
µ
∞ = zµ + uµ. The functions uµ have to satisfy{
∆g′u
µ = −∆g′zµ on B 1
λ
,
uµ = 0 on ∂B 1
λ
.
The first equation can be rewritten in the following simple form:
∂µ′
(
g′µ
′ν′
√
det g′ ∂ν′u
µ
)
= −∂µ′
(
g′µ
′ν′
√
det g′
)
= −∂µ′
(
g′µ
′ν′
√
det g′ − g′µ′ν′(0)
√
det g′(0)
)
.
From [GT01, Theorem 8.34], the functions uµ always exits and belong to
C1,α(B 1
λ
). An easy exercise from [GT01, Theorem 8.33] shows that there
exist constants C and C ′ independent of λ such that
‖uµ‖C1,α(B 1
λ
) ≤ C
∥∥∥g′µ′ν′√det g′ − g′µ′ν′(0)√det g′(0)∥∥∥
C0,α(B 1
λ
)
≤ C ′λ−α.
So if λ is large enough, the functions yµ∞ = zµ+uµ form a coordinate system
on B 1
λ
.
Summarizing what we found so far, we get the following lemma:
Lemma 4.2. For any p̂0 ∈M(∞), there exist coordinate charts yµ∞ centered
at p̂0 such that y
µ
∞ ∈ C1,α(B 1
λ
(p̂0)) for some λ > 0 (i.e. the functions y
µ
∞
are C1,α functions for the structure induced by the coordinates xµ), such that
y
µ
∞ are harmonic for the metric g∞ and such that y
µ
∞ = xµ on ∂B 1
λ
.
4.2. Harmonic charts on M . In what follows, we look for a function yµ
defined in a neighborhood of p̂0 of the form D 1
λ
such that yµ corresponds
to the previously defined function yµ∞ on M(∞) and yµ is harmonic with
respect to the metric g. To simplify the notations, we choose once and for
all an index µ ∈ {1, . . . , n} and denote φ = yµ, φ∞ = yµ∞, etc.
We define the warped product metric gˇ = dw2 + e2wg∞. We first define
φ0 : D 1
λ
→ R to be constant along the w coordinate and such that φ0 = φ∞
on M(∞). Remark that φ0 is harmonic with respect to the metric gˇ. With
this remark at hand we can estimate ∆φ0. Let ξ ∈ C1c
(
D 1
λ
)
be an arbitrary
test function, then∫
D 1
λ
〈dξ, dφ0〉g dµg =
∫
D 1
λ
〈dξ, dφ0〉g dµg −
∫
D 1
λ
〈dξ, dφ0〉gˇ dµgˇ
=
∫
D 1
λ
〈dξ, dφ0〉g
(
1−
√
det gˇ
det g
)
dµg
+
∫
D 1
λ
(
〈dξ, dφ0〉g − 〈dξ, dφ0〉gˇ
)√det gˇ
det g
dµg.
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Hence, in the weak sense, ∆φ0 = ∇iψi where
ψ = −
(√
det gˇ
det g
− 1
)
dφ0 +
√
det gˇ
det g
[(
g−1 − gˇ−1) (dφ0)]♭ .
From the fact that φ0 ∈ C1,α(M,g), it follows that dφ0 ∈ C0,α(M,g) ⊂
C
0,α
1 (M,g) (see [Lee06, Lemma 3.7]). From Lemmas 3.2, 3.3 and 3.4, we
also have that √
det gˇ
det g
=
1
N
√
det gw
det g∞
= 1 +O(e−aw)
and
∣∣g−1 − gˇ−1∣∣
g
= O(e−aw). Hence, we proved that
∆φ0 = ∇iψi
where ψi satisfies |ψ|g = O(e−(1+a)w). The equation for φ1 reads
−∆φ1 = ∇iψi.
To prove the existence of φ1, we study first the model case of the hyper-
bolic half-space. Let (B, gB) denote the ball model of the hyperbolic space:
B = B1(0) ⊂ Rn+1, gB =
(
1−|x|2
2
)−2
δ, where δ denotes the Euclidean met-
ric, B+ = {x ∈ B|x0 > 0}, B− = {x ∈ B|x0 < 0} and H = {x ∈ B|x0 = 0}.
For any x ∈ B, x = (x0, x1, . . . , xn) we denote x˜ = (−x0, x1, . . . , xn).
Lemma 4.3. Let p ∈ (n + 1;∞) and δ ∈ (0;n). Assume given v ∈
X
0,p
δ (B−, T
∗B), and w ∈ X0,qδ (B−,R), where 1q ≤ 1p + 1n+1 . There exists
a unique function u ∈ X1,pδ (B−,R) such that{
∆gBu = ∇igBvi + w on B−
u = 0 on H.
Further, for some constant C = C(p, q, δ),
‖u‖
X1,p
δ
(B,R) ≤ C
(
‖v‖
X0,p
δ
(B,T ∗B) + ‖w‖X0,q
δ
(B,R)
)
.
Proof. Uniqueness is simple to prove. Indeed, assume that u ∈ X1,pδ (B−,R)
is such that ∆gBu = 0, u = 0 on H, then by elliptic regularity in geodesic
balls, it is easy to get that u ∈ C2,αδ (B−,R). If u 6= 0, then since δ > 0, u
reaches a non-zero extremum in the interior of B− which is absurd.
To prove existence, we solve the equation with either v = 0 or w = 0. In
the case v = 0, we extend w to B by setting w(x) = −w(x˜) for any x ∈ B+.
This extended w belongs to X0,qδ (B,R) and ‖w‖X0,qδ (B,R) = ‖w‖X0,qδ (B−,R).
By the isomorphism theorem [GS10, Theorem A.4], there exists a unique
function u1 ∈ X2,qδ (B,R) such that ∆gBu1 = w on B. Since −u1(x˜) also
satisfies the equation, we deduce that u1(x) = −u1(x˜) for any x ∈ B. In
particular, u1 = 0 on H. By the Sobolev embedding theorem, we infer
u1 ∈ X1,pδ (B−,R).
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If w = 0 we also extend v to the whole of B by setting v0(x) = v0(x˜) and
vα(x) = −vα(x˜) for any x ∈ B+. Let K(x, y) denote the Green kernel of the
Laplacian. Then arguing as in [GT01, Section 8.11], we see that
u2(x) = −
∫
B
∇yiK(x, y)gijB (y)vj(y)dµgB(y)
solves ∆gBu2 = ∇ivi on B. By a calculation similar to [GS10, Theorem
A.4], this integral makes sense and u2 ∈ X0,pδ (B,R). From elliptic theory,
we deduce that u2 ∈ X1,pδ (B,R) and by an oddness argument similar to the
previous one, we get that u2 = 0 on H. 
We use the previous lemma to prove a similar statement regarding the
domain D 1
λ
:
Lemma 4.4. Let p ∈ (n+1;∞), δ ∈ (0;n). Assume given v ∈ X0,pδ (D 1
λ
, T ∗M),
and w ∈ X0,qδ (D 1
λ
,R), where 1q ≤ 1n+1 + 1p . Then, if λ is large enough, there
exists a unique function u ∈ X1,pδ (D 1
λ
,R) such that
(4.1)
{
∆u = ∇ivi + w on D 1
λ
u = 0 on ∂D 1
λ
∩M.
Further, for some constant C = C(p, q, δ),
‖u‖
X
1,p
δ (D 1
λ
,R)
≤ C
(
‖v‖
X
0,p
δ (D 1
λ
,T ∗M)
+ ‖w‖
X
0,q
δ (D 1
λ
,R)
)
.
Proof. The proof of this lemma consists in several steps which we now de-
scribe.
• Claim 1: If λ > 0 is large enough, there exists a constant C > 0 such
that if u ∈ X1,pδ (M,R) is such that ∆u = ∇ivi + w on D 1
λ
for some v ∈
X
0,p
δ (D 1
λ
, T ∗M) and w ∈ X0,qδ (M,R), then
‖u‖
X1,p
δ
(D 1
λ
,R) ≤ C
(
‖v‖
X0,p
δ
(D 1
λ
,T ∗M) + ‖w‖X0,q
δ
(D 1
λ
,R)
)
.
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Indeed, we denote gB the hyperbolic metric gB =
1
ρ2
(
dρ2 +
∑n
µ=1(dx
µ)2
)
.
We compute the difference ∆u−∆gBu:
∆u−∆gBu =
1√
det g
∂i
(√
det ggij∂ju
)
− 1√
det gB
∂i
(√
det gBg
ij
B ∂ju
)
=
1√
det gB
[√
det gB
det g
∂i
(√
det ggij∂ju
)
− ∂i
(√
det gBg
ij
B ∂ju
)]
=
1√
det gB
[
∂i
(√
det gBg
ij∂ju
)
−
√
det ggij∂i
√
det gB
det g
∂ju
−∂i
(√
det gBg
ij
B ∂ju
)]
=
1√
det gB
[
∂i
(√
det gB(g
ij − gijB )∂ju
)
−
√
det ggij∂i
√
det gB
det g
∂ju
]
=
1√
det gB
[
∂i
(√
det gBg
ik
B (gBklg
lj − δjl )∂ju
)
−
√
det ggij∂i
√
det gB
det g
∂ju
]
= ∇kgB
(
(gBklg
lj − δjl )∂ju
)
−
√
det g
det gB
gij∂i
√
det gB
det g
∂ju.
Hence u satisfies
∆gBu = ∇kgB
(
(δjk − gBklglj)∂ju
)
+∇kvk +
√
det g
det gB
gij∂i
√
det gB
det g
∂ju+ w
= ∇kgB
(
(δjk − gBklglj)(∂ju− vj)
)
+∇kgBvk +
√
det g
det gˇ
gij∂i
√
det gB
det g
∂ju+ w,
where we have done the same calculation for∇kvk as we did for the Laplacian
of u. Remark now that (D 1
λ
, gB) is isometric to (B−, gB), so we can apply
Lemma 4.3 to get
‖u‖
X1,p
δ
≤ C
(
‖v˜‖
X0,p
δ
+ ‖w˜‖
X0,q
δ
)
,
where
v˜k = vk +
(
(δkl − gBklglj)(∂ju− vj)
)
,
w˜ =
√
det g
det gB
gij∂i
√
det gB
det g
∂ju+ w.
Remark that for some constant C > 0, ‖v˜‖
X
0,p
δ
(D 1
λ
,T ∗M) ≤ ‖v‖X0,p
δ
(D 1
λ
,T ∗M)+
C
λα ‖du− v‖X0,p
δ
(D 1
λ
,T ∗M) since we assumed that gij(p̂) = δij . Similarly, w˜
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can be estimated as follows:
‖w˜‖
X0,q
δ
≤ ‖w‖
X0,q
δ
+
∥∥∥∥∥
√
det g
det gB
gij∂i
√
det gB
det g
∂ju
∥∥∥∥∥
X
0,q
δ
≤ ‖w‖
X0,q
δ
+
1
λn+1
∥∥∥∥gij∂i√ 1det g ∂ju
∥∥∥∥
X
0,q
δ
,
where we used the fact that
√
det gB = ρ
−(n+1) and
√
det g = ρ−(n+1)
√
det g
in the coordinate system (ρ, x1, . . . , xn). From Section 3, we know that
d
1√
det g
= − 1
2(det g)
3
2
gijdgij ∈ X0,pa (D 1
λ
,R).
Hence, there exists a constant C > 0 such that∥∥∥∥∥
√
det g
det gˇ
gij∂i
√
det gB
det g
∂ju
∥∥∥∥∥
X
0,q
δ
≤ C
λα
‖u‖
X
1,p
δ
.
As a consequence, we have proved that for a certain constant C > 0,
‖u‖
X1,p
δ
≤ C
(
‖v‖
X0,p
δ
+ ‖w‖
X0,q
δ
)
+
C
λα
‖u‖
X1,p
δ
.
So if Cλα ≤ 12 ,
‖u‖
X1,p
δ
≤ 2C
(
‖v‖
X0,p
δ
+ ‖w‖
X0,q
δ
)
.
This concludes the first part of the lemma.
• Claim 2: Given δ′ ∈ (0; δ), and ǫ > 0 there exist vǫ ∈ C1,0δ (D 1
λ
,R),
wǫ ∈ C0,0δ (D 1
λ
,R) such that ‖vǫ‖
X0,p
δ
≤ 2 ‖v‖
X0,p
δ
, ‖wǫ‖
X0,q
δ
≤ 2 ‖w‖
X0,q
δ
and
such that vǫ → v in X0,pδ′ , wǫ → w in X0,qδ′ when ǫ→ 0 (see [GS10, Proposi-
tion 2.2]).
The proof is similar for both v and w, hence we only give it for v. Choose
an arbitrary ǫ > 0. Let χ : R+ → R be a smooth cut-off function such that
0 ≤ χ ≤ 1, χ(x) = 1 for any x ∈ [0; 1], χ(x) = 0 for any x ≥ 2. Remark that
the 1-forms
(
1− χ ( ρ
2i
))
v are such that
∥∥∥(1− χ( ρ
2i
))
v
∥∥∥
X0,p
δ
≤ ‖v‖
X0,p
δ
,
v −
(
1− χ
( ρ
2i
))
v = χ
( ρ
2i
)
v → 0 in X0,pδ′ when i→∞.
Selecting i large enough, we can assume that
∥∥v − (1− χ ( ρ
2i
))
v
∥∥
X
0,p
δ′
≤
ǫ
2 . We now use the fact that χ
( ρ
2i
)
v has compact support to find vǫ ∈
C
1,0
c (D 1
λ
, T ∗M) such that
∥∥χ ( ρ
2i
)
v − vǫ∥∥
X
0,p
δ′
< ǫ2 . From the triangle in-
equality, we obtain that ‖v − vǫ‖
X
0,p
δ′
< ǫ. vǫ can be constructed by a mol-
lification argument, see e.g. [GT01, Chapter 7], thus we can select vǫ such
that ‖vǫ‖
X0,p
δ
≤ 2
∥∥(1− χ ( ρ
2i
))
v
∥∥
X
0,p
δ
≤ 2 ‖v‖
X0,p
δ
.
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• Claim 3: For any ǫ > 0, there exists a solution uǫ to the equation{
∆uǫ = ∇ivǫi + wǫ on D 1
λ
uǫ = 0 on ∂D 1
λ
∩M.
The proof is similar to the proof of Lemma 2.7 and is omitted.
• Claim 4: uǫ converge to u ∈ X1,pδ which solves (4.1).
We finally prove that when ǫ→ 0, the functions uǫ converge to the solution
u of the initial PDE. We first apply Step 1 for the X1,pδ′ -space and get that
there exists a constant C > 0 such that for any ǫ, ǫ′ > 0,∥∥∥uǫ − uǫ′∥∥∥
X
1,p
δ′
(D 1
λ
,R)
≤ C
(∥∥∥vǫ − vǫ′∥∥∥
X
0,p
δ′
(D 1
λ
,T ∗M)
+
∥∥∥wǫ − wǫ′∥∥∥
X
0,q
δ′
(D 1
λ
,R)
)
.
Thus uǫ is of Cauchy type in X1,pδ′ (D 1
λ
,R) when ǫ → 0 so there exists a
function u ∈ X1,pδ′ (D 1
λ
,R) such that{
∆u = ∇ivi + w on D 1
λ
u = 0 on ∂D 1
λ
∩M.
Further, the functions uǫ are uniformly bounded in X1,pδ (D 1
λ
,R). Indeed,
from Step 1,
‖uǫ‖
X1,p
δ
(D 1
λ
,R) ≤ C
(
‖vǫ‖
X0,p
δ
(D 1
λ
,T ∗M) + ‖wǫ‖X0,q
δ
(D 1
λ
,R)
)
≤ 2C
(
‖v‖
X0,p
δ
(D 1
λ
,T ∗M) + ‖w‖X0,q
δ
(D 1
λ
,R)
)
.
This proves that u ∈ X1,pδ (D 1
λ
,R).
Uniqueness of the function u is an easy exercise. 
As a direct application of Lemma 4.4, we get that if λ > 0 is large enough,
there exists a unique function φ1 ∈ X1,p1+a(D 1
λ
,R) such that −∆φ1 = ∇iψi.
The function φ = φ0 + φ1 we constructed on D 1
λ
is harmonic and is such
that 〈dw, dφ〉 = 〈dw, dφ1〉 ∈ X0,pa+1(D 1
λ
,R).
Our next task is to prove that the function φ we constructed belongs to
C1,α(D 1
4λ
). To this end, we first give an equation for 〈dt, dφ〉:
Lemma 4.5. Let φ : Ω→ R be an harmonic function, the following formula
holds:
(4.2)
−∆ 〈dt, dφ〉−(n−1) 〈dt, dφ〉 = −2 (Ric + ng) (dt, dφ)−2
〈
H˚ess(t),Hess(φ)
〉
.
Proof. The proof is a simple calculation:
∆ 〈dt, dφ〉 = 〈∆dt, dφ〉+ 〈dt,∆dφ〉+ 2 〈Hess(t),Hess(φ)〉
= (n+ 1) 〈dt, dφ〉 + 2Ric(dt, dφ) + 2 〈Hess(t),Hess(φ)〉
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where we used the fact that
∆∇it = gab∇a∇b∇it
= gab∇a∇i∇bt
= gab
(
∇i∇a∇bt−Rjbai∇jt
)
= ∇i∆t+Ricji∇jt
= (n + 1)∇it+Ricji∇jt,
hence
∆dt = (n+ 1)dt+Ric(dt),
and similarly
∆dφ = Ric(dφ).
Formula (4.2) follows. 
Remark that |dφ0|g is bounded, hence dφ0 ∈ X0,p1 (D 1
λ
, T ∗M). From
the fact that φ1 ∈ X1,pa+1, we also have that dφ1 ∈ X0,p1 (D 1
λ
, T ∗M). So
dφ = dφ0 + dφ1 ∈ X0,p0 (M,T ∗M). Remark that D 5
6λ
lies at some positive
distance (for the metric g) from ∂D 1
λ
, hence, since dφ satisfies the elliptic
equation ∆dφ = Ric(dφ) onD 1
λ
, we conclude from standard elliptic theory in
harmonic charts that dφ ∈ X2,p1 (D 3
4λ
, T ∗M). In particular, Hess(φ) ∈ X0,p1 .
From Equation (4.2), we get:
−∆ 〈dt, dφ〉 − (n− 1) 〈dt, dφ〉
= −2 (Ric + ng) (dt, dφ) − 2
〈
H˚ess(t),Hess(φ)
〉
∈ X0,pa (D 3
4λ
,R).
This leads to the following estimate:
(4.3) ∀p ∈ (n + 1;∞), 〈dt, dφ〉 ∈ X2,pa (D 2
3λ
,R).
Remark that φ0 ∈ C1,α
(
D 1
λ
)
while φ1 ∈ C1,αa+1(D 1
λ
) ⊂ C1,α
(
D 1
λ
)
(see
[Lee06, Lemma 3.7]). This ends the proof of Proposition 4.1.
5. Estimates for harmonic coordinates
In this section, we denote by gij the components of the metric tensor with
respect to the coordinate system (w, y1, . . . , yn). We shall use repeatedly the
following formula: For any function φ :M → R,
(5.1) ∇i,jφ = ∇i,jφ+∇iw∇jφ+∇iφ∇jw − 〈dw, dφ〉 gij .
We proved in Lemma 2.7 that
Hess(t) = tg + T
where T is a traceless symmetric 2-tensor such that
T ∈ X1,pa−1
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for any p ∈ (1;∞). We first give the order of magnitude of each term of the
metric tensor g:
Lemma 5.1 (L∞-estimates for the components of the metric tensor). The
components of the metric tensor g and of its inverse satisfy the following
estimates:
g00 = 1 +O(e−aw),
g0µ = O(e−(a+1)w),
g00 = 1 +O(e
−aw)
g0µ = O(e
(1−a)w)
C−1e−2wδµν ≤ gµν ≤ Ce−2wδµν , C−1e2wδµν ≤ gµν ≤ Ce2wδµν
for some constant C > 0, where the estimates on the last line are inequalities
between quadratic forms.
Proof. We first remark that g00 = ‖dw‖2 = N−2 where N is the function
appearing in Equation (3.1). Hence, the estimate for g00 follows from Lemma
3.2. From the estimate (4.2), we have
g0µ = 〈dw, dyµ〉 = O(e−(a+1)w).
Finally from Proposition 4.1, we know that the 1-forms dyµ are linearly
independent at any point of D 1
λ
. By compactness of D 1
λ
, there exists a
constant C > 0 such that
C−1δµν ≤ gµν = 〈dyµ, dyν〉g ≤ Cδµν .
This immediately gives the estimate for gµν = e−2wgµν .
Denote hµν = gµν and (hµν)µ,ν the inverse matrix of (h
µν)µ,ν . Note that
(hµν)µ,ν is an n × n matrix containing only tangential components. From
our previous estimate,
C−1e2wδµν ≤ hµν ≤ Ce2wδµν .
By Gaussian elimination, it is easy to prove that
g00 =
(
g00 − hµνg0µg0ν
)−1
,
g0µ = −g00g0νhνµ,
gµν = hµν + hµσhντg00g
σ0gτ0.
Estimates for g00, g0µ and gµν follow, replacing the constant C by some
larger constant. 
5.1. W 1,p-estimates for Hess(ρ). Our next step is to study the regularity
of ρ = 1t .
Lemma 5.2 (W 1,p-estimates for Hess(ρ)). If a ∈ (0; 2), the following esti-
mates hold for the derivatives of ρ:
|dρ|2g = 1 +O(e−aw),
Hess(ρ) = O(e−(1+a)w),
∇ Hess(ρ) ∈ X0,pa+1 for any p ∈ (n+ 1;∞).
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Proof. First remark that dρ = −e−wdw, hence
|dρ|2g = e2w
∣∣e−wdw∣∣2
g
= |dw|2g = g00 = 1 +O(e−aw),
see Lemma 5.1. The Hessian of ρ is given by:
Hess(ρ) = −Hess(t)
t2
+ 2
dt⊗ dt
t3
,
thus
Hess(ρ) = Hess(ρ) + dw ⊗ dρ+ dρ⊗ dw − g(dw, dρ)g
= −g
t
− T
t2
+ 2
dt⊗ dt
t3
− 2dt⊗ dt
t3
+ g
(
dt
t2
,
dt
t
)
g
=
1
t
(|dw|2g − 1) g − Tt2
= O(e−(1+a)w).
We finally compute ∇ Hess(ρ). Remark that
∇i,jρ = 1
ρ
(|dρ|2g − 1) gij − ρ2Tij .
Hence,
∇i∇j,kρ = −∇iρ
ρ2
(|dρ|2g − 1) gjk + 2ρgab∇i,aρ∇bρgjk − 2ρ∇iρTjk − ρ2∇iTjk
=
∇iρ
ρ2
(|dρ|2g − 1) gjk + 2ρgabTia∇bρgjk − 2ρ∇iρTjk − ρ2∇iTjk
=
(|dρ|2g − 1)∇iρgjk + 2ρgabTia∇bρgjk − 2ρ∇iρTjk − ρ2∇iTjk
Remark that, from the conformal transformation law for the Levi-Civita
connection, we have ∇T = ∇T + dw ∗ T , hence, from Lemma 2.7, we get
∇T ∈ X0,pa−1. From the previous equality, we infer ∇Hess(ρ) ∈ X0,pa+1. 
5.2. Lp-estimate for Hess(yµ). From the previous section, we know that
|dyµ|g = O(e−w).
We shall now concentrate on getting higher order estimates for yµ. Since
dyµ satisfies the elliptic equation
∆dyµ = Ric(dyµ),
by standard elliptic regularity, we get first a very rough estimate:
(5.2) ‖Hess(yµ)‖
X
1,p
1
≤ ‖dyµ‖
X
2,p
1
<∞
valid for any p ∈ (1;∞). In particular if we select p > n+ 1, we get:
(5.3) |Hess(yµ)|g ≤ Ce−w.
We now get an improved estimate for the Hessian of yµ with respect to
the metric g. We concentrate on each type (purely tangential, purely radial
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and mixed terms) separately. Remark that Hess(yµ) also satisfies the rough
estimate
(5.4)
∣∣Hess(yµ)∣∣
g
= O(e−w).
• Estimation of ∇0,0yµ: We compute first
〈dw, d 〈dw, dyµ〉〉 = ∇iw∇i
(∇jw∇jyµ)
= ∇iw∇jw∇i,jyµ +∇i,jw∇iw∇jyµ
= 〈dw ⊗ dw,Hess(yµ)〉+ (gij −∇iw∇jw)∇iw∇jyµ
= 〈dw ⊗ dw,Hess(yµ)〉+
(
1− |dw|2g
)
〈dw, dyµ〉+
〈
T
t
, dw ⊗ dyµ
〉
.
From Proposition 4.1, we have 〈dw, dyµ〉 ∈ X2,pa+1. So, by the Sobolev
embedding theorem,
〈dw, d 〈dw, dyµ〉〉 = O(e−(a+1)w).
Similarly, from Lemma 3.2,
(
1− |dw|2g
)
〈dw, dyµ〉 = O(e−(2a+1)w) and from
Lemma 2.7,
〈
T
t , dw ⊗ dyµ
〉
= O(e−(a+1)w). This proves that
〈dw ⊗ dw,Hess(yµ)〉 = O(e−(a+1)w).
From Formula (5.1), we obtain:
(5.5)〈
dw ⊗ dw,Hess(yµ)〉 = 〈dw ⊗ dw,Hess(yµ) + dw ⊗ dyµ + dyµ ⊗ dw − 〈dw, dyµ〉 g〉
= O(e−(a+1)w).
We now remark that:
(5.6)〈
dw ⊗ dw,Hess(yµ)〉 = g0ig0j∇i,jyµ
= (g00)2∇0,0yµ + 2g00g0ν∇0,νyµ + g0νg0σ∇ν,σyµ.
Estimate (5.3) gives
∣∣∇0,νyµ∣∣ ≤ |∂w|g|∂ν |g|Hess(yµ)|g
= O(1)∣∣∇ν,σyµ∣∣ ≤ |∂ν |g|∂σ |g|Hess(yµ)|g
= O(ew).
Inserting these estimates in Equation (5.6) and using Lemma 5.1, we
obtain
∇0,0yµ = O(e−(a+1)w).
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• Estimation of ∇0,αyµ: The estimate follows the same line. We decom-
pose
〈dyν , d 〈dw, dyν〉〉 = ∇iyν∇i
(∇jw∇jyµ)
= ∇iyν∇jw∇i,jyµ +∇iyν∇i,jw∇jyµ
= 〈dyν ⊗ dw,Hess(yν)〉+∇iyν∇jyµ
(
gij −∇iw∇jw + Tij
t
)
= 〈dyν ⊗ dw,Hess(yν)〉+ 〈dyν , dyµ〉 − 〈dw, dyν〉 〈dw, dyµ〉
+
〈
dyν ⊗ dyµ, T
t
〉
.
Hence,
〈dyν ⊗ dw,Hess(yµ)〉+ 〈dyν , dyµ〉 = O(e−(a+2)w).
From Formula (5.1), we get:〈
dyν ⊗ dw,Hess(yµ)〉 = 〈dyν ⊗ dw,Hess(yµ) + dw ⊗ dyµ + dyµ ⊗ dw − 〈dyµ, dw〉 g〉
= 〈dyν ⊗ dw,Hess(yµ)〉+ 〈dyν , dyµ〉+O(e−(2a+2)w)
= O(e−(a+2)w).
We decompose the scalar product and get:〈
dyν ⊗ dw,Hess(yµ)〉 = gνig0j∇i,jyµ
= gνσg00∇σ,0yν + gν0g00∇0,0yν + gνσg0α∇σ,αyµ + gν0g0α∇0,αyµ
= gνσg00∇σ,0yν +O(e−2(a+1)w).
We multiply this estimate by gαν and sum over ν. From the fact that
gανg
νσ = δσα − gα0g0σ = δσα +O(e−2aw), we conclude that
∇0,αyµ = O(e−aw).
•Estimation of ∇α,βyµ: This estimate is the only one that relies on Lemma
2.13. We compute:
(5.7)
∇α,β 〈dw, dyµ〉 = gij (∇α∇β∇iw∇jyµ +∇iw∇α∇β∇jyµ +∇α,iw∇β,jyµ +∇β,iw∇α,jyµ) .
We compute the last two terms first. Note that they only differ by the
exchange of α and β.
gij∇α,iw∇β,jyµ = gij
(
gαi −∇αw∇iw + Tαi
t
)
∇β,jyµ
= ∇β,αyµ + gij Tαi
t
∇β,jyµ.
Remark that we used the fact that ∇αw = 0. Hence,
gij (∇α,iw∇β,jyµ +∇β,iw∇α,jyµ) = 2∇α,βyµ+gij
(
Tαi
t
∇β,jyµ +
Tβi
t
∇α,jyµ
)
.
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Similarly, we compute the first term of Equation (5.7):
gij∇α∇β∇iw∇jyµ = gij∇α
(
gβi −∇βw∇iw +
Tβi
t
)
∇jyµ
= −gij
(
∇α,βw∇iw +∇βw∇α,iw −∇α
Tβi
t
)
∇jyµ
= −
(
gαβ +
Tαβ
t
)
〈dw, dyµ〉+∇α
(
Tβi
t
)
∇iyµ.
We finally compute the second term of Equation (5.7):
gij∇iw∇α∇β∇jyµ = gij∇iw∇j∇α,βyµ − gijRkβαj∇iw∇kyµ
= gij∇iw∇j∇α,βyµ + gij
(
δkαgβj − δkj gβα − Ekβαj
)
∇iw∇kyµ
= gij∇iw∇j∇α,βyµ − gαβ 〈dw, dyµ〉 − Ekβαj∇iw∇kyµ.
Combining all three calculations, we get that:
(5.8)
gij∇iw∇j∇α,βyµ + 2∇α,βyµ =∇α,β 〈dw, dyµ〉+
(
2gαβ +
Tαβ
t
)
〈dw, dyµ〉
− gij
(
Tαi
t
∇β,jyµ +
Tβi
t
∇α,jyµ
)
−∇α
(
Tβi
t
)
∇iyµ + Ekβαj∇iw∇kyµ.
We decompose further the left hand side of Equation 5.8:
gij∇iw∇j∇α,βyµ = g00∇0∇α,βyµ + g0ν∇ν∇α,βyµ,
∇0∇α,βyµ can be rewritten:
∇0∇α,βyµ = ∂0∇α,βyµ − Γi0α∇i,βyµ − Γi0β∇α,iyµ
= ∂0∇α,βyµ − Γ00α∇0,βyµ − Γ00β∇α,0yµ − Γν0α∇ν,βyµ − Γν0β∇α,νyµ.
Now remark that Γ00α = −∇0,αw and Γν0α = −∇0,αyν . Thus,
∇0,αw = g0α −∇0w∇αw + T0α
t
= O(e(1−a)w),
Γ00α∇0,βyµ = O(e(1−2a)w).
To estimate Γν0α we use (5.5). Straightforward calculations yield that
Γν0α = δ
ν
α +O(e
−aw).
As a consequence, we proved that
∇0∇α,βyµ = ∂0∇α,βyµ − 2∇α,βyµ +
[
O(e−aw) ∗ Hess(yµ)]
αβ
+O(e(1−2a)w),
where ∗ only involves tangential components.
We are now in a position to apply Lemma 2.13. We first remark that we
can rescale the coordinates ρ and yµ by some (large) factor so that D 1
λ
con-
tains a neighborhood Ω′′ of p0 of the form Ω
′′ = {w ≥ w0−1,
∑
µ(y
µ)2 < 2}.
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We recall that the metric g on D 1
λ
is uniformly equivalent to the hyperbolic
metric h = dw2 + e2w
∑
µ(dy
µ)2. We set
(5.9) Ω(3) = {w ≥ w0,
∑
µ
(yµ)2 < 1}.
Hence, for any n-tuple (x1, . . . , xn) such that
∑
µ(y
µ)2 < 1 and any w1 ≥ w0,
Lemma 2.13 yields:
‖Hess(yµ)‖Lpt (Ωw1,x(1),h) ≤
∫ w1
w0
e
(
n
p
−2
)
(w1−w) ‖∂0Hess(yµ)‖Lpt (Ωw,x(1),h) dw
+ e
(
n
p
−2
)
(w1−w0) ‖Hess(yµ)‖Lpt (Ωw0,x(1),h) .
Taking the tangential norm of Equation (5.8), we get that there exists a
constant C > 0 independent of (x1, . . . , xn) such that∥∥gij∇iw∇jHess(yµ) + 2Hess(yµ)∥∥Lpt (Ωw,x(1),h) ≤ Ce−(1+a)w.
From our previous calculations, we infer:
‖∂0Hess(yµ)‖Lpt (Ωw,x(1),h) ≤ ‖∇0Hess(y
µ) + 2Hess(yµ)‖Lpt (Ωw,x(1),h)
+C
(
e−aw ‖Hess(yµ)‖Lpt (Ωw,x(1),h) + e
−(2a+1)w
)
≤
∥∥∥∥ 1N2 (g0i∇iHess(yµ)− g0ν∇νHess(yµ)) + 2∇α,βyµ
∥∥∥∥
L
p
t (Ωw,x(1),h)
+C
(
e−aw ‖Hess(yµ)‖Lpt (Ωw,x(1),h) + e
−(2a+1)w
)
≤
∥∥∥∥ 1N2 (gij∇iw∇j∇α,βyµ + 2∇α,βyµ − g0ν∇νHess(yµ))
+
(
2− 2
N2
)
∇α,βyµ
∥∥∥∥
L
p
t (Ωw,x(1),h)
+C
(
e−aw ‖Hess(yµ)‖Lpt (Ωw,x(1),h) + e
−(2a+1)w
)
≤
∥∥∥∥ 1N2 g0ν∇νHess(yµ)
∥∥∥∥
L
p
t (Ωw,x(1),h)
+C
(
e−aw ‖Hess(yµ)‖Lpt (Ωw,x(1),h) + e
−(a+1)w
)
There only remains to estimate g0ν∇νHess(yµ). From the naive estimate
(5.2), we obtain∥∥∥∥ 1N2 g0ν∇νHess(yµ)
∥∥∥∥
L
p
t (Ωw,x(1),h)
≤ C ∥∥g0ν∇νHess(yµ)∥∥Lpt (Ωw,x(1),h)
≤ C
∑
ν
∥∥g0ν∇νHess(yµ)∥∥Lpt (Ωw,x(1),h)
≤ Ce−(a+1)w ‖∂ν‖L∞t (Ωw,x(1),h) ‖∇Hess(y
µ)‖Lpt (Ωw,x(1),h)
≤ Ce−(a+1)w.
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Thus, for any w1 ≥ w0,
(5.10)
‖∂0Hess(yµ)‖Lpt (Ωw,x(1),h) ≤ C
(
e−aw ‖Hess(yµ)‖Lpt (Ωw,x(1),h) + e
−(a+1)w
)
.
From Lemma 2.14, we obtain:
‖Hess(yµ)‖Lpt (Ωw,x(1),h) ≤
{
Ce−(a+1)w if a < 1− np
Ce
(
2−n
p
)
w
if a > 1− np .
Remark that this formula gives the expected decay rate for if 0 < a < 1
and p > n1−a while if a > 1, we only get that
∣∣Hess(yµ)∣∣
g
= O(e−(2−ǫ)w)
for any ǫ > 0 (this is not yet true since we only estimated the Lp-norm of
Hess(yµ) in balls). To remedy this, we have to be more careful in the end
of the proof of Lemma 2.13 (see the remark after the proof of Lemma 2.13).
The problem is not due to the term in the integral but to the boundary term
e
(
n
p
−2
)
(w1−w0) ‖Hess(yµ)‖Lpt (Ωw0,x(1),h) .
We return to Estimate (2.5) and replace w + Bw1,x by Ωw,x(1) only in the
integral:
‖Hess(yµ)‖Lpt (Ωw1,x(1),h) ≤
∫ w1
w0
e
(
n
p
−2
)
(w1−w) ‖∂0Hess(yµ)‖Lpt (Ωw,x(1),h) dw
+ e
(
n
p
−2
)
(w1−w0) ‖Hess(yµ)‖Lpt (w0−w1+Bw1,x,h) .
We now remark that |Hess(yµ)|g is uniformly bounded on Ω′′, so
‖Hess(yµ)‖Lpt (w0+Bw1,x,h) ≤ ‖Hess(y
µ)‖L∞(Ω′′,h) [Volh (w0 − w1 +Bw1,x)]
1
p
≤ C ‖Hess(yµ)‖L∞(Ω′′,g) e
n
p
(w0−w1).
This leads to the following improved inequality:
‖Hess(yµ)‖Lpt (Ωw1,x(1),h) ≤
∫ w1
w0
e
(
n
p
−2
)
(w1−w) ‖∂0Hess(yµ)‖Lpt (Ωw,x(1),h) dw
+ e−2(w1−w0) ‖Hess(yµ)‖L∞(Ω′′,g) .
This permits us to strengthen our previous estimate when a > 1 and remove
assumptions on p > n+ 1 when 0 < a < 1:
‖Hess(yµ)‖Lpt (Ωw,x(1),h) ≤
{
Ce−(a+1)w if a < 1
Ce−2w if a > 1.
We finally note that
∇α,βyµ = ∇α,βyµ − 〈dw, dyµ〉 gαβ,
and in particular∥∥Hess(yµ)∥∥
L
p
t (Ωw,x(1),h)
= ‖Hess(yµ)‖Lpt (Ωw,x(1),h) +O(e
−(a+1)w).
We summarize all the results of this subsection in the following lemma:
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Lemma 5.3 (Lp-estimates for Hess(yµ)). The following estimates hold:
∇0,0yµ = O(e−(a+1)w)
∇0,αyµ = O(e−aw)∥∥Hess(yµ)∥∥
L
p
t (Ωw,x(1),h)
≤
{
Ce−(a+1)w if a < 1
Ce−2w if a > 1
for any p ∈ (n+ 1;∞) and any (w, x) ∈ Ω(3). In particular
Hess(yµ) ∈
{
X
0,p
a+1(Ω
(3)(1)) if a < 1,
X
0,p
2 (Ω
(3)(1)) if a > 1.
(See Equation (2.8) for the definition of Ω(3)(1)).
5.3. W 1,p-estimates for Hess(yµ). In this subsection, we prove the follow-
ing result:
Proposition 5.4. The following estimates hold for ∇ Hess(yµ):
• If 0 < a < 1, for any p ∈ (n+ 1;∞), there exists r > 0 such that
∇ Hess(yµ) ∈ X0,pa+1(Ω(3)(r)).
• If 1 < a < 2, for any p ∈ (n + 1;∞) and any µ ∈ (0; a − 1), there
exists r > 0 such that
∇ Hess(yµ) ∈ X0,pµ+2(Ω(3)(r)).
We start from the following formula:
(5.11) ∇i∇j,kyµ −∇j∇i,kyµ = −Rlkij∇lyµ,
where R is the Riemann tensor of the metric g (see [Bes87, Theorem 1.159]):
Rijkl = t−2
(
Rijkl +
(
Hess(t)
t
? g
)
ijkl
− 1
2
∣∣∣∣dtt
∣∣∣∣2
g
(g ? g)ijkl
)
= t−2
(
(R+K)ijkl +
(
T
t
? g
)
ijkl
− 1
2
(
|dw|2g − 1
)
(g ? g)ijkl
)
Rijkl = giat−2
(
Eajkl +
(
T
t
? g
)
ajkl
− 1
2
(
|dw|2g − 1
)
(g ? g)ajkl
)
= gia
(
Eajkl +
(
T
t
? g
)
ajkl
− 1
2
(
|dw|2g − 1
)
(g ? g)ajkl
)
.
So we see that the (3, 1)-Riemann tensor satisfies the following estimate∣∣R∣∣
g
= O(e−aw).
In particular, the norm of the right hand side of Equation (5.11) with respect
to the metric g is O(e−(a+1)w). From the conformal transformation law of
the Laplacian, the trace of Hess(yµ) is given by
gij∇i,jyµ = ∆yµ = −(n− 1)t2g(dw, dyµ).
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So the traceless part of Hess(yµ) is given by
H˚ess(yµ) = Hess(yµ) +
n− 1
n+ 1
t2g(dw, dyµ)g
= Hess(yµ) +
n− 1
n+ 1
g(dw, dyµ)g.
Equation (5.11) can be written in the following form:
(5.12)
∇i∇˚j,kyµ −∇j∇˚i,kyµ =−Rlkij∇lyµ + 2
n− 1
n+ 1
g(dw, dyµ) (gjk∇iw − gik∇jw)
+
n− 1
n+ 1
(gjk∇ig(dw, dyµ)− gik∇jg(dw, dyµ)) ,
From Estimate (4.3), g(dw, dyµ) belongs to X2,pa+1. We remark that Equation
(5.11) is unchanged if we multiply the metric g by some constant. Hence, if
p0 is any point in Ω
(3), the metric t2(p0)g =
t2(p0)
t2
g is uniformly equivalent
to the metric g on BrH (p0) and is W
2,p-controlled in some harmonic charts
for the metric g (as given by Theorem 2.10). Thus, applying Proposition
2.6 to Equation (5.11), we get that for any p ∈ (n+ 1;∞):
(5.13) Hess(yµ) ∈
{
X
1,p
a+1(Ω
(3)(1)) if 0 < a < 1,
X
1,p
2 (Ω
(3)(1)) if 1 < a < 2.
Remark 3. Applying the Sobolev embedding theorem, we get that
∣∣Hess(yµ)∣∣
g
=
O(e−(a+1)w) if 0 < a < 1 and
∣∣Hess(yµ)∣∣
g
= O(e−2w) if 1 < a < 2.
Estimate 5.13 proves the proposition if 0 < a < 1 while if 1 < a < 2
this naive application of elliptic regularity is not enough. To remedy this,
we would be tempted to apply Lemma 2.13 to ∇ Hess(yµ). However this
strategy would require controling the X3,pa+1-norm of 〈dw, dyµ〉 so a certain
assumption on the covariant derivative of the Ricci tensor would be needed
(see Formula (4.2)). We shall instead apply Lemma 2.15: subtract the
average value of Hess(yµ) over some Ωw,y(r). The proof then consists in
applying iteratively the following lemma:
Lemma 5.5. Assume that ∇Hess(yµ) ∈ X0,q2+b(Ω(3)(r) for some r > 0, some
b ∈ [0; a − 1) and some q ∈ (1 + np ;∞) then ∇Hess(yµ) ∈ X0,q2+b′(Ω(3)
(
r
2
)
where
b′ =
a− 1− nq
a− b .
Before giving the proof of Lemma 5.5, we indicate how it implies Propo-
sition 5.4. Remark that it suffice to prove that ∇Hess(yµ) ∈ X0,q2+µ′ for q ≥ p
large enough and µ′ ≥ µ since X0,q2+µ′((Ω(3)(r)) ⊂ X0,p2+µ((Ω(3)(r)). From
Lemma 5.3, we know that the assumption of the lemma is satisfied for b =
b0 = 0 and r = 1. By induction, we get that ∇Hess(yµ) ∈ X0,q2+bk
(
Ω(3)( 1
2k
)
)
where bk is defined by
bk =
a− 1− nq
a− bk−1 .
CONFORMAL COMPACTIFICATION OF ALH METRICS 49
If q is large enough, we can assume that a > 1 + nq . It is then a standard
exercise to prove that (bk)k is an increasing sequence converging to b∞ where
b∞ =
a−
√
(2− a)2 + nq
2
= a− 1−O
(
1
q
)
.
Hence, choosing k and q large enough such that bk ≥ µ, we get that
∇Hess(yµ) ∈ X0,q2+bk ⊂ X
0,p
2+µ. This proves Proposition 5.4.
Proof of Lemma 5.5. Let α and β be two tangential indices and (w1, y) be
such that Ωw1,y(r) ⊂ Ω(3)(r). Let F = ∇α,βyµ. Using the notations of
Lemma 2.15, we estimate
∥∥∥F − F˜∥∥∥
Lp(Ωw1,y(r))
. From Estimate (5.10), we
infer
‖∂0F‖Lp(Ωw,y(r)) = O(e−(a−1)(w−w0)).
We estimate next ‖dF‖Lp(Ωw0,y(1)):
∇i∇α,βyµ = ∂i∇α,βyµ − Γkiα∇k,βyµ − Γkiβ∇α,kyµ.
Remark that Γ
ν
ij = ∇i,jyν and Γ0ij = ∇i,jw, hence, from Proposition 5.2 and
Remark 3, it is straightforward to prove that
‖dF‖Lp(Ωw,y(r)) ≤
∥∥∇∇α,βyµ∥∥Lp(Ωw,y(r)) +O(e−w)
≤
∥∥∣∣∇Hess(yµ)∣∣ |∂α| |∂β|∥∥Lp(Ωw,y(r)) +O(e−w)
= O(e−b(w−w0)).
For any w1 ≥ w0, we set
w = w0 +
w1 −w0
a− b .
Since a > b+ 1, w0 ≤ w ≤ w1. We apply Lemma 2.15 between w and w1:∥∥∥F − F˜ (w1, x)∥∥∥
Lp(Ωw1,y(r),h)
≤c1e
n
p
(w1−w) ‖∂0F‖Lp(Ωw,y(r),h)
+ c2e
−
(
1−n
p
)
(w1−w) ‖dF‖Lp(Ωw,y(r),h)
+ 2
∫ w1
w
e
n
p
(w1−w′) ‖∂0F‖Lp(Ωw′ ,y(r),h) dw.
Using the estimates for the norm of the terms appearing in this inequality,
we conclude that there exists a constant C > 0 such that
(5.14)∥∥∥F − F˜ (w1, y)∥∥∥
Lp(Ωw1,x(r),h)
≤ Ce
(
n
q
a−b−1
a−b
− a−1
a−b
)
(w1−w0) ≤ Ce−b′(w1−w0).
The idea is now to replace Hess(yµ) in Equation (5.11) by Hess(yµ) −
˜Hess(yµ) which has the right decay according to the previous estimate and
apply Proposition 2.6 to prove the lemma. We set ρ1 = e
−w1 and we in-
troduce coordinates z0 = ρ−11 ρ, z
µ = ρ−11 y
µ and metric g′ = ρ−21 g. We
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remark that the Levi-Civita connection of g′ equals that of g and that in
this coordinate system
Ωw1,y(r) =
((z′)0, (z′)µ)|ρ−11 e−r < (z′)0 < ρ−11 er,
√∑
µ
[(z′)µ − zµ]2 < rρ−11 (z′)0
 .
We denote with a prime the components of tensors with respect to coordi-
nates z′. Let
Hi′j′ = ∇i′,j′yµ − ∇˜i′,j′yµ.
We rewrite Equation (5.11) as follows:
(5.15) ∇i′Hj′k′ −∇j′Hi′k′ = Γl
′
i′k′∇˜l′,j′yµ − Γl
′
j′k′∇˜i′,l′yµ −Rl
′
k′i′j′∇l′yµ.
From Lemmas 5.2, 5.3, Remark 3 and the fact that Γ
k′
i′j′ = −∇i′,j′zk
′
, it is
easy to argue that the Lp-norm of the right-hand side of Equation (5.15)
over Ωw1,y(r) is O(e
−(a+1)w1). To apply Proposition 2.6 to Equation (5.15),
we only need to show that the trace of H is well controled in W 1,q-norm
over Ωw1,y(r). We remark that from Estimate (5.14) and Lemma 5.3,∥∥∥(g′)i′j′Hi′j′∥∥∥
Lp(Ωw1,r(r),g
′)
≤ Ce−b′w1 .
Further,
∂k′
[
(g′)i
′j′Hi′j′
]
= ρ21∂k′∆y
µ +
(
∂k′(g
′)i
′j′
)
∇˜i′,j′yµ.
Remark that the derivatives of g′ are up to a constant given by the Hessians
of ρ and yµ which have been estimated in Lemma 5.2 and Remark 3. It is
then straightforward to see that∥∥∥(g′)i′j′Hi′j′∥∥∥
W 1,p(Ωw1,r(r),g
′)
≤ Ce−b′w1 .
We are now in a position to apply elliptic regularity (Proposition 2.6) to
Equation (5.15):
‖H‖W 1,q(Ωw1,y( r2 )) ≤ C
(
‖H‖Lq(Ωw1,y(r)) + e
−(a+1)w1
)
,
where we used the fact that the right hand side of Equation (5.15) is
O(e−(a+1)w1). Estimate 5.14 and Lemma 5.3 yield the following estimate
for H:
‖H‖Lq(Ωw1,y(r)) ≤ Ce
−b′w1
proving that
‖H‖W 1,q(Ωw1,y( r2 )) ≤ Ce
−b′w1 .
We finally remark that, as we computed previously in this proof, ∇H equals
∇Hess(yµ) up to some terms decaying fast with respect to w1. Hence,∥∥∇Hess(yµ)∥∥
Lq(Ωw1,y(
r
2
))
≤ Ce−b′w1 .

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6. Boundary regularity
In this section, we end the proof of Theorem 1.1. We first give another
proof for the case 0 < a < 1. From Propositions 5.2, 5.4 and the Sobolev
embedding theorem, we get that on Ω(3)(r)∣∣Hess(ρ)∣∣
g
,
∣∣Hess(yµ)∣∣
g
= O(e−(1+a)w).
In particular, denoting i¯, j¯, ... the compactified coordinates: y0¯ = ρ, yµ¯ = yµ
for any µ = 1, . . . , n, this means that the components of the Hessians of the
coordinate functions satisfy
Hess(yi¯) = O(ρa−1).
From the fact that the metric g is uniformly equivalent to the flat metric on
Ω(3)(r) ⊂M , the derivatives of the metric satisfy
∂k¯g i¯j¯ = O(ρ
a−1).
Applying Lemma 2.16 (or [BG08, Lemma 3.8]), we conclude that g ∈
C0,a(Ω(3)). A similar reasoning proves that if 1 < a < 2, the metric g
is Lipschitz continuous on Ω(3)(r).
We finally turn our attention to Ho¨lder regularity for the Christoffel sym-
bols of g, which is equivalent to regularity for the partial derivatives of g.
We remark that
∇l¯∇i¯,j¯yk¯ = −∂l¯Γ
k¯
i¯j¯ + Γ
m¯
l¯¯i Γ
k¯
m¯j¯ + Γ
m¯
l¯j¯Γ
k¯
i¯m¯.
From the fact that the Christoffel symbols of g are uniformly bounded on
Ω(3)(r), we infer that∥∥∥Γm¯·¯i Γk¯m¯j¯∥∥∥
Lp(Ωw,y(r),h)
=
(∫
Ωw,y(r)
[
ha¯b¯
(
Γ
m¯
a¯i¯Γ
k¯
m¯j¯
)(
Γ
m¯
b¯¯iΓ
k¯
m¯j¯
)] p
2
dµh
) 1
p
= e−w
(∫
Ωw,y(r)
[
δa¯b¯
(
Γ
m¯
a¯i¯Γ
k¯
m¯j¯
)(
Γ
m¯
b¯¯iΓ
k¯
m¯j¯
)] p
2
dµh
) 1
p
≤ Ce−w,
where δa¯b¯ = 1 iff a¯ = b¯ and is zero otherwise. Thus,∥∥∥∂Γk¯i¯j¯∥∥∥
Lp(Ωw,y(r),h)
=
∥∥∥∇∇i¯,j¯yk¯∥∥∥
Lp(Ωw,y(r),h)
+O(e−w)
≤
∥∥∥∇Hessyk¯∥∥∥
Lp(Ωw,y(r),h)
‖∂i¯‖L∞(Ωw,y(r),h)
∥∥∂j¯∥∥L∞(Ωw,y(r),h) +O(e−w)
≤ Ce−µw,
where we used the fact that ‖∂i¯‖L∞(Ωw,y(r),h) = O(ew), Lemma 5.2 and
Proposition 5.4. This shows that ∂Γ
k¯
i¯j¯ ∈ X0,pµ . Selecting p large enough so
that µ ≤ 1 − n+1p and applying Lemma 2.16, we immediately get that the
Christoffel symbols Γ
k¯
i¯j¯ of g in the coordinate system (ρ, y
1, . . . , yn) belong
to C0,µ(Ω(3)). This ends the proof of Theorem 1.1.
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