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The solution of elliptic boundary value problems is considered through the 
use of an initial value transformation. While the original boundary value 
problem usually has unfavorable stability properties, the transformed problem 
can usually be handled in a direct manner. The transformation is shown to lead 
to the standard numerical techniques and also suggests many new methods. 
1. INTRODUCTION 
Investigations in many fields have led to the necessity of obtaining numer- 
ical solutions of elliptic equations under various boundary conditions. In 
most cases, boundary value problems cannot be solved directly by a digital 
computer. Linear equations have the additional difficulty of usually being 
unstable when treated as initial value problems, thus making “shooting” 
methods [I], ineffective. 
In the study of ordinary differential equations it is well known that a linear 
ordinary differential equation can be transformed into an equivalent nonlinear 
equation via a Riccati transformation [2]. This transformation has been used 
to solve two point boundary value problems by the sweep method [3]. In 
many cases of interest while the original linear differential equation is unstable, 
the resulting nonlinear equation possesses favorable stability properties. 
This paper will show that elliptic boundary value problems can be con- 
verted to equivalent initial value problems by a simple transformation. The 
resulting equations will be shown to lead to both new and standard computa- 
tional methods. 
* Supported by the Atomic Energy Commission under Contract No. AT( I I -I)-1 13 
Project #I 9. 
+ Also: Department of Electrical Engineering, University of Rochester, Rochester, 
New York. 
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2. ORDINARY DIFFERENTIAL ~ZQUATIOKS 
In order to understand what we mean by an initial value transformation, 
WC will show how a simple but important problem from ordinary differential 
equations would bc solved. Consider the linear differential equation 
u,,(x) -- c+) u(x) -: 0 (1) 
subject to the two point boundary conditions 
u(0) : c, u(l) = d. (4 
It is well known that for 
“(X) > 0, (3) 
Eq. (1) is unstable. Therefore while the problem will have a solution, it may 
be impossible to obtain this solution numerically directly from (1) and (2). 
We will now show that a Riccati transformation will lead to a feasible 
numerical method. 
We will seek a solution to (1) and (2) of the form 
U(X) = Y(S) u,(x) + s(x), (4) 
where the functions Y(X) and s(x) are independent of U(X) and uJx). Diffcren- 
tiation of (4) yields 
1&(X) = Y&c) u,(x) ‘- Y(X) u,,(x) - s,.(x) (5) 
and by applying (1) WC find 
u,(a) = Y,(X) u,(x) + Y(X) a(x) U(S) -L s.c(s). (6) 
Finally we use (4) to replace u(x) in the above equation and WC obtain the 
relation, 
u,(x) :. : Y*(X) z&(x) + a(x) Y2(X) u,(x) + Y(X) a(x) s(s) + sx(x). (7) 
Since this equation must hold for all u,(x), we can equate coefficients in U,(S) 
and thus we have the following equations for r(x) and s(s), 
Y,.(X) 1 - a(x) Y2(X), s,(x) = - Y(X) a(x) s(x). (8) 
We require (4) to hold at .x = 1, so that the equation, 
d = ~(1) u,(l) $ s(l) (9) 
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must also hold for all u,( 1). Once again we equate coefficients and find 
r(l) = 0, s(l) = d, (10). 
the necessary initial conditions for (8). To obtain a new equation for U(X) we 
use (4) in (1) and obtain 
an initial value problem for u,(x) and thus via (4) we also get u(x). The initial 
condition for (11) is obtained by solving (4) at x = 0, to find, 
u,(O) = (c - S(O))+(O). (12) 
We now have a two sweep method. We first solve the initial value problems 
of (8) starting at x = 1 and integrating backwards to x = 0, storing the results. 
Then (11) is integrated from x = 0 to x = a, using the stored values of r(x) 
and s(x). It can be shown that all these initial value problems are computa- 
tionally stable when integrated in the proper direction. 
3. POISSON’S EQUATION 
We will use Poisson’s equation 
%& Y) + %Y(% r> + 4x> 39 = 0 (13) 
to illustrate the method for elliptic equations with two independent variables. 
We will consider (13) on the rectangle 0 < x < u, 0 < y < 6 subject to the 
boundary conditions 
f4x, 0) = f(x), 
Since we are ultimately interested in numerical solutions, we will assume that 
the function 0 and the boundary conditions are sufficiently smooth that the 
problem is well posed. 
We will look for a solution of (13) and (14) of the form, 
4x, Y) = ,: +, Y, 71) 4~s 71) dv + 4x9 rh (15) 
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where, again, Y(X, y, 7) and s(x, y) are independent of U(X, y) and u,(x, y). The 
desired form of (15) . IS a consequence of the linearity of (I 3). This point is 
demonstrated in [4]. 
We start by differentiating (15) with respect to .t’ and we obtain, 
%(% Y) = I” y&9 Y, 7) %(.T 7) d7 
0 
T ‘I b y(x, y, 7) %&, 7) d7 -i- S&s Y)? 0 
and by application of (13) this equation becomes, 
u,(x, y) z= j” yJ.5 y, 7) Q, 7) dq 
0 
- s b Y(.T y, 7)[“nn(“, 7) + @, 414 + 4x, Y)* 0 
If we now differentiate (15) twice, with respect to y we find, 
U&Y) 1. jb Yw(% Y, 7) %.(X9 7) d7 + %“(X, Yh 
0 
Using the Delta function, u,(.r, y) can be written as 
u,(x, y) -= j: sty - 7) %(*? 7) d7. 
(16) 
(17) 
(18) 
(19) 
IVe use (18) to replace tl,,,(x, 7) in (17) and (19) to replace the ~l?(.v, y) on the 
left of (17), thus arriving at the result 
j” sty - 7) uz(x, ?) d7 :- jb yz(X, yt 7) uz(x, 7) d7 
0 0 
Since this relation must hold for all functions ZL&, y) which satisfy (13) we 
can equate coefficients in powers of u,(x,y) to obtain the equations, 
Y&Y,?) y 8(Y - 7) +- jly(x.Y. U) yoo(X~ % 7) du 
.b (21) 
s&y) = j Y&Y, 7)W, 7) + G,(.Y 7)l d7. 
0 
409/35,‘3-3 
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WC require (IS) to hold at the boundaries, so that at x z a we have 
Since this equation must also hold for all ~,(a, JJ) WC must have 
& y, 77) = 0, s(u, y) = n(y). (23) 
In a similar manner we find at y = 0 
y(.y, 0, 7) = 0, s(x, 0) -f(x) (24) 
andaty-hh, 
I@‘, b, 7) -: 0, s(x, b) = &+ (25) 
The initial conditions of (23) and the auxiliary conditions, (24) and (25), 
determine the solution of (21) starting at x = a and proceeding to x = 0. 
We now use (I 3) to substitute for r&x, y) in (I 8) to find, 
%&, y) L.Y -q-T Y) - j” Yyy(X, y, 7) 4(x, 7) d7 + ~yu(X, Y), (26) 0 
an initial value problem for u,(x, y) and via (15), an initial value problem for 
u(x, y). Evaluating (I 5) at x = 0, WC have 
J -b r(O, Y, 7) %(O, 7) = m(r) -- 40, Y), (27) 0 
a Fredholm integral equation for the initial condition for (26). Once again 
we have a two sweep method for determining a solution to our original 
boundary value problem. 
4. SELF-ADJOINT EQUATIONS 
Consider the general linear self adjoint elliptic equation 
(4-T Y) %(X, Yh! + MT Y) %A.? Yh + 4x> Y) 4x3 Y) + @T Y) = 0 (28) 
where u is specified on the boundaries of a rectangle. The reader can easily 
verify that using the form 
will lead to initial value problems similar to those we just derived. 
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The same equations but in three or more space variables can also be easily 
handled. For instance, the Poisson equation in three dimensions 
&(X, y, 2) + u&, y, z) +- %z(Xt y, --) = @, 4’3 4 (30) 
where u is specified on the boundaries of the rectangular parallelpiped 
0 r< x .< a, 0 < y  I< b, 0 -< z -< c can be handled through the transforma- 
tion, 
Z, 7, CT) u~(x, 7, U) do/ da -i s(.T, y, z). (3 I) 
5. COMPUTATIONAL ASPECTS 
There are a number of ways we can obtain numerical solutions of our 
initial value problems. For now we will consider the equation 
I&, y, 7)) -- S(y - '7) .- j)%Y. u) ro$-, UT 7) da* (32) 
If  we consider only the equally spaced discrete values of y  and 77 
yi = ih, 7, -9 (33) 
where h << 1, we will have a method of lines technique. Suppose we appro- 
ximatc r,,<, b) 
I&, u, 7)) 
Y x u + h, ?) - 2r(x, u, ?) 
-l-z 
-!- r(s, u --- h), 7)) ~- -.-. 
h’ 
~.. -- -- -. (J(h2) 
(34) 
and use trapezoidal integration to approximate the integral in (32). M’c will 
then have the standard method of lines technique which yields the matrix 
Riccati equation 
R,(x) 7 I - H(s) QR(x) (35) 
where Q is positive definite. I f  we further discrete .v into equally spaced 
values, we will have the standard finite difference technique. Both of thcsc 
approximations can be shown to lead to computationally stable numerical 
algorithms [SJ. It should be clear however that we can easily use more 
sophisticated approximations in (32) to obtain new computational methods 
of high accuracy. This topic is currently under investigation. 
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