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Abstract
Probability density functions (PDFs) are fundamental in a considerable part of com-
puter vision problems. Therefore, it is important to further understand and analyse the
role of probabilities for different applications in image processing. One such application
analysed in this thesis is a framework showing how PDFs can represent parameters
in optical flow estimation. A novel likelihood function is developed allowing to esti-
mate parameters in a statistically optimal way. Comparisons of the novel estimator
show favourable results compared to other known methods in parameter estimation for
optical flow. The advantages of using PDFs defined on a sphere are shown explicitly.
A second application is the spatial regularization of PDFs in medical image denoising
for so called orientation distribution function (ODF) images. A consistently derived
diffusion filtering framework is presented for these ODF images which are defined on
a Riemannian manifold within a representation called square root representation. Ex-
perimentally, it turned out that the new derived Riemannian diffusion methods give
results very close to methods based on Euclidean metrics. Further investigations re-
vealed that this is due to the square root representation leading to vanishing Christoffel
symbols which is important for practical regularization of ODF images. Different syn-
thetic and real data experiments verify this result and investigate the general behaviour
of the novel methods.
A third focus of the thesis is the modification of single PDFs, showing how to obtain
estimates of distributions from noisy measurements. By this, a process is derived for
sharpening single density distributions according to the Gauss Markov Theorem. This
process targets reduced variance of modes, while generally retaining them in a multi
modal distribution. The proposed framework is incorporated into the so called channel
representation, which can be interpreted as discrete PDFs under certain conditions.
Several experiments are provided on single distributions as well as synthetic images
revealing improved results in reducing the variance in a desired way.
Finally, it is shown how channel representations can be utilized for diffusion based
de-noising of gray scale images. To derive the diffusion update scheme, a novel energy
functional is formulated including the channel representations. Minimizing the energy
leads to a robust filtering using the reconstruction from the result of separate diffusion
based smoothing in channels. Experiments are performed which show a better per-
formance of the channel based diffusion compared to other established diffusion based
methods applied directly to gray scale images, as well as channel smoothing without
diffusion.
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1 Introduction
1.1 Motivation
Image processing tasks often have to cope with uncertainty. This means probabilities
and probability density functions (PDFs) are almost always present when considering
important and open problems in computer vision. PDFs have a long history in math-
ematics as well as computer vision. It started with prediction for games of chance in
the 17th century where the outcome could not be determined beforehand (see e.g. [43]
for a historical overview about the origins of probability theory). From that time on
a broad and well established probability theory has been derived and developed, oc-
curing in almost all areas of daily life. Besides games of chance, probability theory is
also used in information theory, data compression, signal communication, the weather
forecast, for risk analysis in the financial sector, insurance, in physics, biology or med-
ical applications. And finally of course in the field of computer vision.
It was a central goal to explore different representations for PDFs within the EU project
GARNICS, which this thesis was part of. This was the motivation for the deep inves-
tigation of PDFs and so called channel representations occuring in image processing.
Thus the focus lies on possible advantages of using PDFs and related topics in different
areas. A considerable part of computer vision is the field of estimation theory where
predictions are made how certain parameters occur. Parameters of interest can be a
prediction how fast an object moves in a video from one frame to another. Another
parameter could be an intensity value which is noise corrupted and where the noise
underlies a certain probability distribution. In this example, estimation theory tries
to estimate the intensity value without noise.
Besides the estimation theory, the data itself can represent probabilities. One example
is volumetric MRI data where water self diffusion is measured in 3D. There are imag-
ing techniques representing the probability of the orientation of water self diffusion.
Probability theory has to be applied here as well.
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Figure 1: Example of a difficult to determine edge when only a few samples are
available.
As basically all areas in image processing use probability theory, we specify on some
topics, so let us focus on more concrete examples which are also important for the
thesis. Consider the example of a noisy gray scale image. A reoccuring question is
about the meaning of noise and its difference to fine but wanted structure, like thin
lines or texture. To better distinguish between wanted structure and unwanted noise,
gaining as much information as possible about the noise is necessary which usually
underlies a certain structure. This means that the noise can be considered as a sample
of an underlying probability density distribution which is added to an image or with
which the image is multiplied. This shows that gaining as much information as possible
about the underlying probability distribution is useful, for example when interested in
denoising an image. This is closely related to robust denoising approaches, where based
on robust statistics a reconstruction of the noise free image is aimed for. How this can
be done in a denoising application is a topic in Chapter 9 where discretely interpreted
probability distributions are used to directly steer a filtering process, showing better
results than comparable methods without using the distributions.
One case where the distribution of the noise is important is at fine structures or edges
as they typically occur in images. It is for example difficult to determine the underly-
ing structure when only a few samples or intensities are available. It is to some extent
a blind guess what the true value is or where an edge can be found. This is visualized
in the first image of Figure 1. To estimate the position of the edge, information on the
surrounding pixel values can be included resulting in an intensity distribution. How-
ever, having just these few values at hand, it is difficult to determine the edge. When
the number of samples is higher and more information on the surrounding intensities
2
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is available a more precise guess can be made when appropriate probability theory is
valid. In this simple example more samples mean more pixels as in the second image of
Figure 1. How to make a link between intensity distributions and probability density
distributions and how to reduce uncertainties will be a topic of Chapter 8.
The prediction of the true underlying image is of course part of estimation theory.
These techniques cannot only be applied for image reconstruction but also for the es-
timation of motion. Consider the example of having a video or at least two frames
showing basically the same scene but at two different, nearby points in time. Different
objects in the image will move slightly from one frame to the other. One frequently
occuring application, e.g. for time to contact, depth estimation, motion compensation,
or tracking (see e.g. [12, 59, 128] for an overview) is to estimate the motion direction
of these objects or structures. This application will be a topic of Chapter 5. In the
special case of motion estimation for multiple images, PDFs can be used in a succinct
and intuitive way to represent the motion. This is also investigated in Chapter 5.
A different problem occurs when the data themselves represent probabilities. One
example is an imaging technique used for medical applications, called High Angular
Resolution Distribution Imaging. This technique allows for visualization of orientation
probabilities stemming from MRI measurements of water self diffusion in biological
tissues. The result is an image where the pixels do not consist of intensity values but
of probability distributions representing the water flow orientations. These images,
consisting of probability distributions defined on a sphere, are called orientation distri-
bution function (ODF) images. ODFs define a special mathematical structure called
Riemannian manifold and therefore have to be treated carefully. How to treat these
ODFs with the aim of denoising ODF images is part of Chapter 6.
Finally, PDFs can be sampled in a discrete way using only a finite number of points
to generate and model the underlying continuous distribution. Due to this data re-
duction and sampling, information is lost to some extent but it results in a significiant
increase in speed when using the sampled PDFs in applications. One example of such
a representation for PDFs is the so called channel representation (see Chapter 7). This
is an interesting concept for this work as it can be interpreted as discrete PDF under
certain conditions. How this can be done and used is considered in Chapters 8 and 9.
The above examples emphasize the meaning of probabilities in computer vision. They
explain why it is important to further understand and analyse the role of probabili-
ties and their corresponding probability density functions for different applications in
image processing. Of course, these are just a few examples where the theory of prob-
abilities is unavoidable. It is clear that the presented thesis cannot cover all topics
related to PDFs and this is not the aim.
3
1 Introduction
The presented thesis is a work aiming to foster the theoretical understanding of several
different aspects of PDFs in a variety of areas rather than optimizing algorithms for
practical applications. It will present where PDFs are important e.g. for representing
data itself with ODFs but also how they can be used for different applications such as
denoising or the estimation of motion. On the one hand single density distributions
are considered and how they can be suitably manipulated for different purposes. On
the other hand PDFs will be used to directly steer filtering methods. Besides the
analysis of the usual continuous PDFs we demonstrate how they can be interpreted in
a discrete sense with channel representations.
1.2 Outline of the thesis
The structure of the thesis is as follows. Chapter 2 gives a short introduction to the
necessary mathematical background. This includes the definition of probability den-
sity functions and orientation distribution functions as they are a central part of this
work. Next the concept of convolution will be explained which is central to filtering
techniques and finally some basic numerics are introduced as used in this work.
The following Chapter 3 presents an overview about optical flow on one side and dif-
fusion based denoising techniques on the other side as these are the main applications
used in the thesis. The definitions and a short review about these two topics are given.
Chapter 4 explains the main concept of estimation theory, giving an introduction to im-
portant estimation theoretical definitions and properties. Furthermore a special class
of problems are introduced, namely errors-in-variables problems. The importance of
these topics will become clear when considering the subsequent chapter.
The question how PDFs may help to represent and understand optical flow problems
is tackled in Chapter 5. This will be explained in detail in the next Section 1.3.
Chapter 6 starts with giving an overview about Riemannian manifolds and the corre-
sponding link to ODFs. The section thereafter explains how these ODFs are treated
to denoise so called HARDI data in synthetic and real experiments showing that in
the used framework Euclidean and Riemannian methods behave equally. This is also
explained in-depth in the thesis contribution in Section 1.3 as it is one major result of
the thesis.
The channel representations are defined and explained in Chapter 7. Firstly different
basis functions are introduced and afterwards it is explained how signals and images
can be encoded into channels and decoded back.
The next Chapter 8 focuses on how to obtain estimate distributions from intensity
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Figure 2: ODFs as representation of optical flow estimates for four different methods.
See Chapter 5 for an explanation and more details.
distributions. See Section 1.3 for a more detailed description.
Before concluding the presented thesis with the discussion about the presented results
in Chapter 10, it is demonstrated how discretely interpreted PDFs can be used for a
denoising application in Chapter 9. This topic is also more explicitely explained in the
thesis contributions in Section 1.3.
1.3 Thesis contributions
The main contributions of this work can be found in the technical Chapters 5 and 6
and after an introduction to channel representations in Chapter 7, in Chapters 8 and
9. They all provide a further understanding of PDFs in different scenarios relevant for
computer vision and image processing. They show how PDFs are beneficial for different
data types and different applications. Parts of the results can be found in [81,82,102].
More precisely, the contributions of the thesis are the following:
Chapter 5 provides a framework showing how PDFs can represent parameter esti-
mates for optical flow problems. One such example is visible in Figure 2 showing a
heat map of the estimated optical flow directions for different methods and the ground
truth indicated as black dot. In general, parameter estimation in the presence of noisy
measurements characterizes a wide range of computer vision problems. Many of them
can be formulated as errors-in-variables (EIV) problems. The estimated parameters of
e.g. image motion can occur as vector fields pointing to the flow direction. The chapter
shows how ODFs contribute to analyse and understand estimated flows. Therefore,
likelihood functions for EIV models are provided, generalizing and simplifying previous
approaches and giving a theoretical justification by using such likelihood functions. A
detailed discussion explaining the connection between the novel estimator and compa-
rable approaches is given.
5
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a b
Figure 3: Euclidean and Riemannian diffusion unexpectedly reveal the same results.
See Chapter 6 for an explanation and more details.
Furthermore, two local schemes are derived allowing to statistically optimal estimate
parameters. The advantages of using ODF representations on a sphere for the esti-
mated parameters are shown, able to directly show the behaviour of different methods
concerning bias and variance.
The behaviour of bias and variance, as well as the stability of the new scheme is com-
pared to other state of the art methods using a general equation system as well as a toy
optical flow problem. The experiments show that using the proposed, local method
for the parameter estimation compares favourably to one of the better-performing
algorithms [166] on the Middlebury test set [10]. This demonstrates that using a
local estimator is advisable, when interested in high accuracy in the presence of well-
structured image areas. This is typically the case for subpixel accurate tracking of
well-structured but slowly moving features, e.g. in lab situations in natural sciences
(see e.g. [31]), where much effort can be spend to acquire data well suited for flow
estimation.
Chapter 6 explores a setting where the data themselves directly consist of oriented
PDFs, so called ODF images [170]. In the chapter, a consistently derived diffusion
filtering framework is presented for the ODF images which are defined on a Rieman-
nian manifold within a certain representation called square root representation. This
is done by means of the variational principle from a corresponding energy functional
within the Riemannian framework. The presented filtering techniques make use of the
Riemannian properties so the shown methods are not limited to ODF images and can
in principle be generalized.
The filtering schemes include non-linear isotropic diffusion, also called Perona Malik
diffusion [133], tensor driven non-linear anisotropic diffusion [180] as well as non-linear
6
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a b c d
Figure 4: Using density distributions for denoising. See Chapter 8 for an explanation
and more details.
multi orientation diffusion [149]. Multi orientation diffusion allows to filter several
orientations at one spatial position at once and is therefore well suited for ODF im-
ages. Note that ODF images have been invented in order to overcome the limitation
of representing only one orientation in diffusion tensor magnetic resonance imaging.
Further, an appropriate discretization in the square root representation is derived as
well as a numerically stable update scheme for solving the resulting initial value prob-
lem.
Surprisingly, the experiments show that Euclidean and Riemannian approaches reveal
the same denoising abilities. Therefore, a further investigation of Riemannian diffu-
sion for ODF images has been done and by applying the Riemannian concept to the
square root representation it turns out that the Euclidean formulation of the diffusion
equations still respects the Riemannian geometry. As a consequence, Riemannian dif-
fusion filtering can be accomplished by applying well known, computationally effective
as well as numerically stable (in case of non-linear isotropic diffusion) schemes origi-
nally designed for vector valued images. This highlights the importance of the square
root representation. One example is visible in Figure 3. The figure shows a denoising
result for one of the novel Riemannian methods in b and the corresponding Euclidean
method in a.
Following [33], spherical harmonics have been used as an effective implementation, as
they form an orthonormal basis able to significantly reduce the computational cost.
Several synthetic and real data experiments are provided showing the behaviour of the
proposed methods compared to other methods on the one hand and discussing the
similarity of the results between Euclidean and Riemannian approaches on the other
hand.
Chapter 8 concentrates on the treatment of single, individual density distributions.
A process is derived generating an estimation distribution from a measurement or an
7
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ba c d
Figure 5: Using channel representations for denoising. See Chapter 9 for an explana-
tion and more details.
intensity distribution in a statistically accurate framework which is described by the
so called Gauss–Markov (GM) Theorem. This establishes a method for reducing the
variance of modes in a multi modal value distribution. The GM Theorem describes
the preservation of statistical properties on the initially given distribution which is
assumed to be given by channel representations. This results in a sharpening process
reducing the variances of single modes in multi modal distributions. The sharpening
process is iterated if necessary.
The main contributions are a novel scheme to adaptively reduce the variance of each
mode in a multimodal distribution, incorporating the proposed framework into the
channel representations and the channel smoothing method and a comparison to sim-
ilar methods of the proposed framework demonstrating the advantages of the Gauss–
Markov sharpening method. For this purpose several experiments are provided on
single distributions showing the general behaviour of the method as well as experi-
ments on (synthetic) images. Figure 4 shows a denoising example where the sharpen-
ing method is used in c to denoise the noisy image from b. A certainty map is shown
in d. The chapter focuses on the understanding of single PDFs and therefore provides
a theoretical framework rather than perfect applications which directly can be used in
image processing tasks.
Chapter 9 analyses the role of the channel representation which can be used as dis-
crete interpretation of PDFs when including spatial information of the surrounding
neighbourhood. This is also known as Markov property, assuming that future states
of the given process only depend on the present state [23]. The focus of application is
the denoising of corrupted images. To this end a non-linear diffusion process is derived
using the channel smoothed result as image structure information. Channel smoothing
alone gives poor denoising results for medium to high Gaussian noise levels. In this
case, non-linear diffusion can yield a higher signal-to-noise-ratio as it in principle can
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average over all available data.
However, usual non-linear diffusion which is driven by the local gradient stops at clear
outliers, not suppressing them. Channel smoothing removes outliers while preserving
edge location and roughly edge strength. Thus driving a non-linear diffusion by chan-
nel smoothing allows to strongly oversmooth, not remove, outliers. Therefore it can be
expected to obtain a higher signal-to-noise-ratio compared to plain channel smoothing
when a considerable amount of Gaussian noise is present and still suppress outliers
such that they are less visible in the image.
To derive the diffusion scheme including channel representations, an energy term is
defined penalizing the gradient of a channel encoded image. Clearly, the diffusion pro-
cess cannot remove outliers from data, but strongly smooth them. It is therefore well
adapted to improve the visual impression and preserve the structure of reconstructed
images, measured by SSIM [178] in the experiments. Due to the mean-preserving prop-
erty of diffusion filtering, bias-free improvement of the reconstructed data values can
be expected, when zero-mean noise is present.
Denoising experiments are performed on different images comparing the proposed
method with other methods including plain channel smoothing, plain diffusion based
methods as well as state of the art denoising techniques. These experiments show a
better performance of the channel based diffusion compared to the plain methods. One
such denosing example is shown in Figure 5 showing a visualization of a denoising with
two novel denoising schemes in c and d.
1.4 Gardening with a Cognitive System (GARNICS)
The work presented here and leading to these results has received funding from the
European Community’s Seventh Framework Programme FP7/2007-2013 Challenge 2
Cognitive Systems, Interaction, Robotics under grant agreement No 247947 GARNICS
whereas GARNICS is an acronym for “Gardening with a cognitive system” [92].
The idea and motivation behind the GARNICS project is to set up an automatic sys-
tem which treats plants in a best possible way. The reason for this is that plants are
a central part for the general environment especially in the areas food, feed, fibre, and
fuels. A central question is how to treat plants in an optimal way in terms of biomass,
harvest, or seed production. One step towards that goal is plant phenotyping: Many
plants are studied under controlled conditions to measure e.g. growth or yield together
with environmental effects like water, soil, nutrients, temperature and many more.
GARNICS is a project tackling the surveillance and treatment of plants without hu-
man interaction. It has two major goals. The first is to sense and survey underlying
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plants every day. One problem here is that plants are complex structures in a weakly
correlated system. Certain treatments of the plant now may have strongly delayed
effects later. So the first goal also includes the analysis of these mildly-constrained
and self-changing systems. From this analysis the system shall automatically learn
cognitive control strategies and perform actions which optimally cultivate the plant.
The second goal is to use and further develop different suitable machine vison meth-
ods and representations which are able to handle the arising low level image processing
problems. These methods include e.g. adaptive graphs as well as channel representa-
tions.
The two aims should be reached with a “Robot Gardener”, a hardware platform con-
sisting of a lightweight robot arm where cameras are mounted at the end effector for
surveillance and also a pipe for watering and giving nutrients. Using such a system,
an adaptive, interactive cognitive system is achieved, which is implemented and tested
using the well-established plant configurations used for climate chamber experiments
in Ju¨lich.
Besides the hardware (robot arm and cameras) and the plants, the system architecture
mainly divides into three parts. The first is the vision part with low, mid, and high
level image processing techniques including the estimation of disparity and flow, fil-
tering techniques, segmentation, color distribution, leaf modelling and feature coding.
The second is the decision part where rules are learned and decisions are made. And
the last part is the action handling part where actions are performed.
In order to build an artificial intelligence system with data and information handling
ranging from image input via sub-symbolic features to symbolic representations re-
quires special computational representations. “Channel representations” are such a
low-level representation, able to handle multiple inputs or distributions.
The motivation for this thesis from the GARNICS project [92] is situated in a work
package in the low-level part. This package provides low-level visual perceptions such
as position, orientation, color, and depth, encoded as channel representations. As
mentioned before channel representations can be used as discrete PDFs under certain
conditions. Finding relations between channels and general PDFs is part of the in-
vestigation within the work package. This is relevant to this thesis as PDFs as well
as channel representations are central to this work. Chapter 8 especially explores the
relation between both.
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2.1 Outline of the chapter
This chapter introduces basic but important mathematical concepts. Section 2.2 prop-
erly defines a signal and an image. The next two sections give necessary definitions
about probability density functions (in Section 2.3) and orientation distribution func-
tions (in Section 2.4) as they are central to this work. Convolution masks are regularly
used, Section 2.5 shortly explains the corresponding definitions before the chapter is
concluded with a short overview about basic numerics used in this work (Section 2.6).
2.2 Definition of a signal
At first glance it should be clear what an image or a pixel of an image is. However,
there are questions which have to be considered carefully, including what kind of sig-
nal is defined, what is a neighbourhood, or how to calculate distances on the defined
grid. In this section continuous and discrete signals are defined properly. Afterwards
only the appropriate names pixels or scalar valued images are used. There is plenty of
literature available for further reading, e.g. [72, 88,129,139] .
An R-dimensional signal is defined as a scalar valued function u(p1, p2, . . . , pR). The
parameters p1, p2, . . . , pR can be spatial coordinates, time coordinates or whatever is
considered. If the domain, so the paramaters p1, p2, . . . , pR is continuous u is called
continuous signal describing real physical settings. An example is a two-dimensional
signal u(x, y) where x and y are spatial coordinates. In this case u is called gray scale
image, or scalar valued image.
However, computers cannot treat continuous signals but only arrays of numbers so
signals have to be discretized. A point on a two-dimensional grid is called pixel rep-
resenting – for a typical gray scale image – the irradiance at this position. There are
several possibilities how a regular grid can look. We are working with regular square
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Figure 6: Regular square grid of a two and a three dimensional signal.
grids, as visible in Figure 6 on the left. A two-dimensional gray scale image u is defined
on a regular grid {1, 2, . . . , N1} × {1, 2, . . . , N2} (N1, N2 ∈ N), so the image possesses
N = N1 ·N2 pixels which we define as the resolution of the image. This concept can
easily be generalized to higher dimensions used e.g. for image sequences, volumetric
data, HDR images, sequences for focussing, or lightfields (compare Figure 6 on the
right for a three dimensional grid). There are also other possibilities to represent an
image as explored in later chapters, e.g. within channel representations in Chapter 7
or within a subspace of a Riemannian manifold in Chapter 6.
So by looking at an image u(x, y) any pair (xi, yi) are coordinates of a regular grid
and u(xi, yi) is called the intensity or gray level of the image for that location. The
numeration starts in the upper left corner of the image. With the notation above the
image can be stored in compact matrix form as
u(x, y)=ˆ

u(x1, y1) u(x2, y1) · · · u(xN1 , y1)
u(x1, y2) u(x2, y2) · · · u(xN1 , y2)
...
...
. . .
...
u(x1, yN2) u(x2, yN2) · · · u(xN1 , yN2)
 . (2.1)
For discrete signals we often apply methods including the neighbourhood of a pixel,
e.g. including the four pixels to the left, the right on top and at the bottom, which is
called 4-neighbourhood. Additionally including the four pixels sharing a corner with
the central pixel is called 8-neighbourhood. This can be generalized using arbitrary
filter sizes for considering the neighbourhood.
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2.3 Probability density functions
Probability density functions (PDFs) are essential for this thesis. The theory of PDFs
has been studied for a long time [43] and there are many well written textbooks dealing
with the introduction of PDFs and their properties. It is not the aim of this section
to give a detailed description of all these properties but only to give a short, essential
overview including necessary definitions, the terminology used in this work and some
examples. The introduced definitions of this section and plenty more properties and
examples of the broad probability theory can be found in standard text books, e.g.
in [77,110,144].
Definition: Suppose to have an experiment where the outcome underlies an uncer-
tainty. The space Ω of all possible outcomes of the experiment is called sample space.
If all possible outcomes are finite or countably infinite the space is called discrete sam-
ple space.
A random variable X is defined as one instance of such an outcome and is therefore
element of the sample space having (a subset of) the real numbers as co-domain. The
random variable describes the outcome of the measurement of interest so it is a rep-
resentation of the random outcome. If X is defined on a discrete sample space Ω, it is
called discrete random variable, if the sample space is continuous X is called continuous
random variable.
Having X and Ω defined it is possible to define the “discrete PDF”.
Definition: Let Ω be a discrete sample space and X a random variable. A function
p : Ω −→ [0 1], ω 7→ p(ω) (2.2)
is called (discrete) probability function if the following holds
• p(ω) ≥ 0 ∀ω ∈ Ω
• ∑ω∈Ω p(ω) = 1 .
We talk about the probability of an event ω if p(ω) is available. Analogously, the
probability of a subspace Ωˆ ⊆ Ω is given by ∑ω∈Ωˆ p(ω).
Consider the example of throwing one dice three times. The sample space is not
uniquely determined and depends on the measurements of interest. One sample space
is Ω1 = {3, 4, . . . , 18} when the outcome of interest is the sum of the three dice and X
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describes the outcome of the experiment. Another choice is Ω2 = {0, 1, 2} when describ-
ing the number of appearances of the number 6 or Ω3 = {1, 2, 3, . . . , 216} describing
the product of the thrown dices. The probability function describes the corresponding
probability, e.g. p(4) = 172 in the first scenario or p(216) =
1
216 in the last.
How p is defined is somehow natural, this means that prior knowledge is included
when p is defined. In the example of throwing dices, a single dice is considered and
all “basic outcomes” are counted. This results in six cases where it is assumed that
the six possible outcomes are uniformly distributed giving p(k) = 16 for k = 1, 2, . . . , 6.
From this basic observation all possible outcomes are counted when e.g. throwing a
dice three times and the corresponding value is assigned to p.
But just by its definition p is not uniquely determined, it is also valid to consider the
sample space Ω1 and define
p(3) = p(4) = · · · = p(18) = 1
16
. (2.3)
The definition of a distribution function is fulfilled but that choice does not describe
the experiment in our understanding.
The definition can be generalized to the continuous space basically by replacing the
sum by an integral:
Definition: Let X be a continuous real valued random variable and denote with
P (X) the probability measure of an outcome of an experiment. Then p(x) is called
(continuous) probability density function if
P (a ≤ X ≤ b) =
∫ b
a
p(x) dx, (2.4)
so if the probability of an event equals the integral of p in that area. a and b are real
numbers. p(x) can also describe discrete events using the so called Dirac distribution
A function F (x) defined as
F (x) = P (X ≤ x) (2.5)
is called cumulative distribution function of X. F (x) is closely related to a PDF. The
probability of an intervall [a, b] can be calculated as
P (a ≤ X ≤ b) = F (b)− F (a). (2.6)
Further holds
F (x) =
∫ x
−∞
p(x)dx (2.7)
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Consider the example of a PDF given by p : R → [0, 2], p(x) = 2x for x ∈ [0, 1]
and zero else. This function defines a PDF as
∫
R p(x) = 1 and p(x) ≥ 0 ∀x. The
cumulative function F (x) is given by F (x) = x2 and the cumulative probability of the
event x ≤ 0.5 is given by F (0.5) = 0.25.
2.4 Orientation distribution functions
In the previous section PDFs have been defined on the real numbers. This can easily be
generalized to higher order spaces RN with N ∈ N. Further, if the domain is changed
from an N -dimensional vector space RN to an N -sphere, an orientation probability
density function is obtained:
Definition: The unit N-sphere is defined as the set of (N + 1)-dimensional vectors
with radius 1:
SN =
{
x ∈ RN+1 | ‖x‖ = 1} . (2.8)
One illustrative example of a two sphere S2 is the earth which is a two-dimensional
space in a three dimensional vector space R3. It is easy to draw a map for one town or
country and the region around. But it is impossible to draw the whole world one-to-
one on that single compact map. Additional structure is available when considering
e.g. the distance of two towns in the world along its surface. If these properties are
available we talk about a so called Riemannian manifold which will be investigated
later (Chapter 6, Section 6.2). Here we proceed with the following
Definition: Let φ : S2 → R be a positive function (φ(s) ≥ 0 ∀s ∈ S2) where S2 is the
two-sphere. Let further ∫
S2
φ(s) ds = 1. (2.9)
Then φ is called orientation probability density function or just orientation distribution
function with the short notation ODF. The set of ODFs is denoted by Φ. It is possible
to treat discrete ODFs by using the Dirac delta function. So if a discrete variable
takes l values sl ∈ S2 with probabilities pl, the associated ODF can be stated as
φ(s) =
∑
l plδ(s− si).
The only difference compared to the definition of PDFs in equation (2.4) in the last
section is the domain where φ is defined on. The ODFs are the central part of research
in Chapter 6 where ODF images are considered. Examples of different ODFs can be
found there, e.g. in Figure 26.
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Convolution is a strong concept in image processing as it describes how a signal is
changed by a linear, spatially invariant system. Many neighbour operations, also used
in this work, can be expressed in terms of convolution using special masks. An example
of a one dimensional averaging mask giving the local average of the current pixel is
given by the stencil
(
1 1 1
)
1
3 using the left and right neighbour as a neighbourhood.
The stencil, with center at a current pixel position, depicts the coefficients of the local
neighbourhood around that pixel position.
Definition: Let m : RN → C and g : RN → C two real valued integrable functions.
Then the convolution between m and g is defined as:
m ∗ g(x) =
∫
RN
m(z)g(x− z) dz. (2.10)
In the discrete case the integral is replaced by the sum indexed over the pixels in the
corresponding (local) area. Typically, the function m is non-zero only in a small area
around zero. One example is the averaging mask mentioned prior to the definition.
This means in the discrete scenario performing a convolution means: Take an area
of the signal g around a position i with the size of m, take the spatial mirror-inverse
of it, multiply pointwise with m and sum everything up. If m is e.g. a box function,
taking the shape
(
1 1 1
)
1
3 in the discrete case then m ∗ g(x) consists of an average
of g(xi) and the two neighbours g(xi−1) and g(xi+1) at position i. In general, the
function m is called convolution operator or loosely speaking convolution mask. The
convolution is an important concept in image processing, as the manipulation of images
often means to change intensities due to a certain average of the pixels located around.
One application is diffusion based denoising as introduced in Chapter 3.
One important theorem is given by the Convolution Theorem which gives a direct link
between the so called Fourier transform and the convolution. The Fourier transform is
named after Joseph Fourier being the first who introduced Fourier series in 1822 [63].
Applications using the broad theory of Fourier spaces can be found in many areas like
physics, maths or signal theory. For further reading we refer to [24, 135], giving here
just the definition.
Definition: Let f : RN → C an integrable function. Then the Fourier transform of
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f(x) is defined as
fˆ(ζ) =
∫
RN
e−2pii xζf(x) dx (2.11)
The inverse Fourier transform is similarly defined as
f(x) =
∫
RN
e2pii xζ fˆ(ζ) dx (2.12)
For a shorter notation we write the Fourier transform as operator
F [f(x)] = fˆ(ζ) (2.13)
F−1[fˆ(ζ)] = f(x) (2.14)
In the corresponding discrete formulation the integral in Definition (2.11) is replaced
by a sum over all pixels. Now it is possible to formulate the Convolution Theorem:
Theorem: Let m : RN → C and g : RN → C two complex valued functions. Then
the following equations hold:
F [m ∗ g(x)] = F [m(x)] ·F [g(x)]
F [m · g(x)] = F [m(x)] ∗F [g(x)]
(2.15)
This means the Fourier transform of a convolution is the multiplication in the Fourier
space and vice versa.
With the first equation in (2.15) one can perform a convolution by calculating the
Fouriertranform of the two functions, multiplication of both and calculating the inverse
Fouriertransform F−1[F [m(x)] ·F [g(x)]]. This can normally be done applying filters
or convolution masks to an image.
2.6 Basic numerics: Finite differences
The focus of this work is the investigation of PDFs in different computer vision appli-
cations. Clearly, numerical methods will be used to test and apply derived methods
for different applications. Implementing efficient and well suited algorithms is a whole
work for itself. There are many publications and books dealing with the optimiza-
tion of numerics or how to implement code on parallel hardware (see e.g. [127] for
an overview). Here, we neither focus on fast algorithms or parallel computing nor on
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using computer languages suitable for high performance. For all experiments Matlab
is used on a high end but custom PC.
In terms of numerics, we use finite differences for calculating e.g. gradients or neigh-
bour operations if not stated differently. Finite differences are simple to implement
and commonly used in the CV community. It is possible to optimize filter parameters
and settings for finite differences as e.g. done in [148], but this is not the focus here.
Finite differences are used to approximate gradients which frequently occur in image
processing applications especially in partial differential equation (PDE) applications
as considered in Chapter 3. We distinguish between forward, backward and central
differences. Forward and backward differences can directly be derived from a Taylor
expansion. For a real valued function f(x) the following holds:
f(x+ h) = f(x) + hf ′(x) + f ′′(η)h2 (2.16)
where h ∈ R is a small real value and η ∈ [x, x+h] is the Lagrange remaining term [147].
Rearranging the term gives
f ′(x) =
f(x+ h)− f(x)
h
+O(h). (2.17)
Neglecting O(h), equation (2.17) corresponds to the forward difference approximation
if h > 0 and to the backward difference approximation if h < 0. The term O(h) states
that the error is proportional to the first power of h.
The central difference scheme can be derived also using the Taylor expansion:
f(x+ h) = f(x) + hf ′(x) +
1
2
h2f ′′(x) +O(h3)
f(x− h) = f(x)− hf ′(x) + 1
2
h2f ′′(x)−O(h3) .
(2.18)
Subtracting both equations and rearranging gives
f ′(x) =
f(x+ h)− f(x− h)
2h
+O(h3) (2.19)
corresponding to the central difference approximation when suppressing O(h3). One
disadvantage of central differences is that the current pixel position is not used for
calculating the derivative, only the left and right neighbour. This leads to the so
called checkerboard effect as visible in Figure 7. This means the general intensity value
structure appears similar to a checkerboard. If possible forward/backward differences
are used within this work. This is the case in second order derivatives in one direction.
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a b c d
Figure 7: Lena image with added noise of σ = 25 in b. In c, anisotropic diffusion
is applied with finite differences. In d, anisotropic diffusion is applied with
forward-backward implementation. The checkerboard effect is clearly visible
in c.
If a first order derivative is present and e.g. forward differences are used a forward
shift would be performed leading to an instable and worse approximation compared to
central differences. The same holds for second order mixed derivatives, e.g. ∂x∂y.
If second order derivatives in only one direction are calculated, e.g. ∂
2
∂x2
, the checker-
board effect can be supressed by applying forward differences for the first and backward
differences for the second derivative as shown in Figure 7. In that Figure anisotropic
diffusion is applied (as introduced in Chapter 3, Section 3.3.2 or see [88], Chapter 15.)
to a noisy (σ = 25) Lena image.
Due to equations (2.19) and (2.17) the corresponding convolution masks are in stencil
notation given by
∂CDx =
(
−12 0 12
)
, ∂FDx =
(
0 −1 1
)
and ∂BDx =
(
−1 1 0
)
. (2.20)
These stencils depict the coefficients at the local neighbourhood around the current
pixel position.
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Computer Vision
This chapter gives an introduction to diffusion based methods for denoising on the
one hand and the estimation of motion via optical flow on the other hand. These
applications are important in this work. The description will not be done in detail,
the scope of the introduction here is to provide an overview about these two fields of
application.
Optical flow on one side describes the appearance of motion between objects in the
displacement in images. Typically, three dimensional data is regarded, two spatial
dimensions and one dimension of time. This results in a stack of images where objects,
edges or other structure might move from one frame to the other. The aim of optical
flow is to estimate and represent this motion direction.
Optical flow is a widely used concept in image processing. In form of a vector field
it is used to show apparent motion caused by relative motion between an observer
and the scene. The estimation of motion goes back to Horn and Schunck determin-
ing optical flow [85] which will shortly be explained in Section 3.2.1 of this chapter.
A general overview over the many optical flow methods can be found in [12] or a
more recent overview focusing on gradient methods in [59]. optical flow techniques
are further used for motion detection [12,59], spatio temporal segmentation [174,177],
time-to-collision [27], motion compensated encoding [105], or stereo disparity mea-
surements [42,159]. Further applications of optical flow include 3D shape acquisition,
perceptual organization, object recognition, or scene understanding (see [59] and refer-
ences therein). A prominent database on which new optical flow techniques are often
tested are the sequences provided by the middlebury test sequences [66]. It includes
many settings including easy and more complicated sequences, two or more frame sce-
narios as well as synthetic or real sequences.
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Diffusion based schemes on the other side have a quite long history in computer vision
starting from the seminal work of Perona and Malik [133] with many extensions and
new approaches [19, 20, 98, 146, 180, 188]. Applications include image reconstruction,
noise removal, reducing artefacts, or inpainting. For a recent overview and further
informations and applications see e.g. [125,152].
Diffusion based reconstruction is a scale space and regularization technique using the
exchange and balancing of different intensities in an image to eliminate noise. The
idea is to average over areas in the image belonging to the same structure. Basic dif-
fusion can easily be formulated in a mathematical way. It is much more difficult when
non-linearities are included or if vector valued data or other data types are considered,
e.g. where non-Euclidean metrices are needed (e.g. a Riemannian metric).
Crucial for the performance of non-linear diffusion is an adaptation of the diffusivity,
i.e. the local smoothing strength, to image structure. Typically image structure is
measured as the Euclidean norm of the local image gradient. It is transformed into a
diffusivity by means of a so called edge-stopping function, assigning small diffusivities
to locations with high gradient and vice versa. The exact choice of the edge-stopping
function has been shown to be equivalent to the choice of error norm in robust statis-
tics [21] and can be learned from image statistics [146,188].
3.1 Outline of the chapter
At the beginning, the basic concept of optical flow is introduced starting with a simple
model in Section 3.2. This seminal work has been introduced by Horn and Schunck [85]
and will shortly be reviewed in 3.2.1. The extension to probabilities is explained in
Section 3.2.2 as it is a basic concept for the proposed extension presented in Chapter
5.
There are many other extensions and alternative approaches to optical flow which
are not presented here. One example is the optical flow estimation using channel
representations [61, 90], as introduced in Chapter 7. Another approach is estimating
optical flow with mean shift [37, 38, 187] or with a Wiener Askey polynomial chaos
approach as done in [138] including random processes into the BCCE.
The second part of the chapter concentrates on the motivation and construction of
diffusion based methods in Section 3.3. The physical background will be explained
in Section 3.3.1 and three commonly used diffusion methods considered in the three
subsequent sections. The easiest one called linear diffusion with an exact mathematical
solution, non-linear isotropic diffusion [133] and tensor driven anisotropic diffusion
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[180].
We introduce optical flow and diffusion as we will derive a new method for parameter
estimation for so called errors-in-variables problems (including optical flow) in Chapter
5 including the benefits of probability density functions. New diffusion schemes will
also be derived in Chapters 6 and 9 using a generalization of the diffusion methods
presented in this chapter.
3.2 Optical flow
Let g : D × T→R describe an image sequence with D ⊆ R2 and T = [0, T ] being a
time interval. Let x = (x1, x2) ∈ D and let the size of the image be N1×N2. A simple
approach for the estimation of motion is the assumption of intensity preservation in a
neighbourhood of a pixel location from one frame to the next one [56, 85, 121]. This
means that for a given function g the following equation holds
g(x(t), t) = const. (3.1)
In other words, it is assumed that the image intensity at a time t of x(t) is equal to
the intensity at a time t+ δt. Differentiating the above equation using the assumption
of small movements and that these intensities are preserved, (3.1) leads to
0 =
∂g
∂x1
dx1
dt
+
∂g
∂x2
dx2
dt
+
∂g
∂t
=
∂g
∂x1
ux1 +
∂g
∂x2
ux2 +
∂g
∂t
(3.2)
with the abbreviation
u := (ux1 , ux2) :=
(
dx1
dt
,
dx2
dt
)
∈ D ×T (3.3)
The second equation in (3.2) is called Brightness Constancy Constraint Equation
(BCCE) and the parameter vector u to be estimated is called velocity or optical flow.
It can be observed that the constraint consists of two unknowns in one equation so it
is underdetermined and a unique solution cannot be found. The solution represents a
line in the two-dimensional space. This is often called the aperture problem. There are
different possibilities how to tackle this problem.
The following two subsections describe two ways how to obtain a solution of the BCCE.
The first one is the classical approach of Horn and Schunck [85]. The second one de-
scribes a way to include probabilities as introduced by Simoncelli [158]. This is the
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a b
Figure 8: Optical flow field from image 8 (in a) to image 9 of the Yosemite sequence
estimated with the method of Horn Schunck [85] in b. Every fifth flow vector
is shown for a better visualization.
basis for the proposed estimator used for optical flow estimation in Chapter 5.
3.2.1 Classic least square solution
In 1981 Horn and Schunck provided a method how to solve the BCCE and the aperture
problem [85]. The BCCE is solved by rewriting it into a squared error function
E(u) := (∇g · u+ gt)2 . (3.4)
This term is called data term of the energy E(u). As can be seen later, a second term
has to be added, the smoothness term. The task is to find the minimum of the energy
which is done by differentiating it with respect to u:
∇uE(u) = 2
(
g2x1ux1 + gx1gx2ux2 + gx1gt
gx1gx2ux1 + g
2
x2ux2 + gx2gt
)
!
= 0 (3.5)
which can be rewritten as
E(u) = Mu = −b (3.6)
with M =
(
g2x1 gx1gx2
gx1gx2 g
2
x2
)
and b =
(
gx1gt
gx2gt
)
.
It can be seen that M is singular as det(M) = 0. So additional constraints are needed
and the energy has to be rewritten. Horn and Schunck chose a global smoothness
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condition including the gradient of the flow. An advantage of a global smoothness
condition is that it has information over large distances of the image. They adapted
the energy to
E(u) := ‖∇g · u+ gt‖2 + α(‖∇ux1‖2 + ‖∇ux2‖2) (3.7)
with a weighting function α and the standard norm ‖g‖ = ∫ g2dx. The first term is
the data term and the second is called smoothness term.
The equation system obtainable by equation (3.7) is underdetermined. The assumption
is that the velocity field vector is constant in a neighbourhood N around a certain pixel
position (i, j) in the image. This changes the energy to an outer sum over a whole
neighbourhood N around the current pixel position (i, j) resulting in an equation
system
Mnu+ bn
!
= 0 ∀n ∈ N . (3.8)
The indices of Mn and bn indicate that M is spatially dependent on xn where n ∈ N .
The neighbourhood N is chosen sufficiently large, so it can be solved numerically.
Figure 8 shows an example of a calculated motion field for the well known Yosemite
sequence [66] using the classical method of Horn and Schunck.
3.2.2 Optical flow including probabilities
Chapter 5 presents a novel likelihood function for estimating optical flow directions
including probabilities. One of the first publications on optical flow estimation which
included a probabilistic formulation using Bayes’ Theorem was done by Simoncelli
in 1993 [158]. This is the reason why we shortly present the method here. He set
up a parametric model to solve optical flow problems. He started with the BCCE
(3.2) and assumed a constant neighbourhood in a small region of the image. Then he
reformulated the optical flow as an estimation problem including a noise model and
adapted the BCCE from (3.2) to
∇g · (u− n1) + (gt − n2) = 0 ⇔ ∇g · u+ gt = ∇g · n1 + n2 (3.9)
where it is assumed that the spatial derivatives in g are noise free and the random
variable n1 characterizes the uncertainty of the flow and n2 the uncertainty of the time
derivative of g. It is assumed that the noise does not couple to the parameter vector
u. The noise is assumed to be i.i.d., meaning
n1 ∼ N(0,Λ1), n2 ∼ N(0,Λ2) (3.10)
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where Λ1 denotes the covariance matrix with corresponding variance of n1 and Λ2 the
covariance matrix with corresponding variance of n2.
The desired conditional probability distribution P (u|gx, gt) of the velocity field u can
be obtained with the help of Bayes Theorem stating
P (u|gx, gt) = P (gt|u, gx)P (u)
P (gt)
. (3.11)
Equation (3.9) defines the conditional probability P (gt|u, gx). The term 1P (gt) is a
constant which is independent of u and serving as a normalisation constant. The
probability P (u) is assumed to be Gaussian with zero mean and covariance Λp. Us-
ing Bayes’ Theorem the final conditional probability distribution P (u|gx, gt) can be
calculated as
P (u|gx, gt) ∼ exp(−1
2
(νu − u)TΛ−1u (νu − u)) (3.12)
A more detailed calculation and further details can be found in [88,158].
The solution is given after calculating Λu and νu [158]:
Λu =
(
gx
(
gTx Λ1gx + Λ2
)−1
gTx + Λ
−1
p
)−1
, and νu = −Λugx
(
gTx Λ1gx + Λ2
)−1
gt.
(3.13)
It is assumed that Λ1 and Λ2 are diagonal with entry σ1 and σ2 respectively. With M
and b as before the final solution is obtained as
Λu =
(
M
σ1 ‖gx‖2 + σ2
+ Λ−1p
)−1
, and νu = −Λu b
σ1 ‖gx‖2 + σ2
. (3.14)
As before, a neighbourhood N is used to obtain an overdetermined system of equations
from which the solution can be calculated numerically.
3.3 Diffusion in Computer Vision
One major application within this work is diffusion based reconstruction of images.
Therefore, we motivate diffusion in this section and discuss different occuring draw-
backs.
3.3.1 Diffusion in Physics
Diffusion describes the physical process of balancing concentrations of liquids. One
example is shown in Figure 9. Diffusion is based on Fick’s law [40] on the one hand
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time 
Figure 9: Equilibration of the concentration of different particles or gas (here in red
and yellow) in a container. After some time the particles are mixed.
and the continuity equation [131] on the other hand. Denote by J the flux of particles
and by u the concentration. Fick’s law states that the flux is proportional to the
gradient of u:
J = −c · ∇u (3.15)
where c ∈ R is the diffusion coefficient.
The continuity equation implies a connection between the time derivative and the
gradient of the flux. The following equation holds:
∂tu = −divJ. (3.16)
Inserting equation (3.15) in (3.16) gives the diffusion equation
∂tu = div(c · ∇u). (3.17)
If c is assumed to be spatially constant, (3.17) can be simplified to
∂tu = c ·∆u (3.18)
with the Laplace operator ∆.
Typically, in image processing u is a given image. Here a scalar valued image is con-
sidered. The scenario in equation (3.18) is a simple case for diffusion. The coefficient c
is assumed to be independent from the data and is therefore called linear. If c = c(x)
depends on the space it cannot be written in front of the divergence operator and
equation (3.17) has to be used. The literature differs between the terms isotropic and
anisotropic. Here we talk about non-linear isotropic diffusion if c is scalar. If c is
tensor valued and spatial directions are included, we talk about non-linear anisotropic
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diffusion.
However, for important applications as denoising or inpainting, equation (3.17) has to
be treated carefully because certain smoothing effects are not desirable. Not only local
extrema in form of noise are removed, but also important structure as edges and fine
lines.
Let u : Λ ⊂ R2 → R be an image and consider the linear diffusion equation (3.18).
The solution of the equation is well known. Define a Gaussian kernel by
Gσ : Rn −→ R, Gσ(x) = 1
(2piσ2)
N
2
e−
1
2
xtx
σ2 (3.19)
Let the initial image be given by u(x, 0) =: u0(x). Then the solution of the diffusion
equation (3.18) is given by (c is assumed to be one)
u(x, t) =
{
u0(x) t = 0
G√2t ∗ u0(x) t > 0
(3.20)
where ·∗· denotes the convolution of G√2t with the function u0 as introduced in Section
2.5. The solution can be found using the Convolution Theorem (Section 2.5 in Chapter
2): After performing a Fourier transform in x, equation (3.18) is reduced to a linear,
first order partial differential equation whose solution is given by a multiplication of
the function with an exponential. But multiplication in the Fourier space is equal
to a convolution in the spatial domain (Theorem 2.5) which gives the solution in
equation (3.20). Figure 10 shows in the upper left the original “Lena” image for
t0 = 0. The other two images show Lena after an increasing period of time t1 and t2
with t0 < t1 < t2. It can be seen that the general impression of the image remains but
fine structures as the hair of Lena get lost.
3.3.2 Classical diffusion approaches
Perona and Malik made a breakthrough with their seminal work [133] by including a
so called edge stopping function which stops the diffusion process at edges and other
important structure. In the later Chapters 6 and 9 we propose a new diffusion method,
based on an extension of (regularized) non-linear isotropic diffusion, which will also
be called Perona Malik (PM) diffusion. We further provide an extension to non-linear
tensor based anisotropic diffusion introduced by Weickert [180], which is a tensor based
extension to the PM diffusion. This motivates the introduction to these two “original”
methods.
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a b c
Figure 10: Original ”Lena” image in a and after applying linear diffusion with increas-
ing iterative steps t1 and t2 with t0 < t1 < t2.
Non-linear isotropic diffusion Perona and Malik published their non-linear isotropic
diffusion method in 1990. To insert a robustness they changed equation (3.17) to
∂tu = div(c(‖∇u‖2) · ∂xu) (3.21)
where c : R −→ R is a real valued function stopping at edges, dependent on the
gradient of the image. Many approaches have been made about the concrete shape of
c. One such shape Perona and Malik used in their work was the function
c(‖∇u‖2) = 1
1 + ‖∇u‖
2
λ2
(3.22)
where λ > 0. Other choices have been made by Weickert [181,182] including edge en-
hancing or coherence enhancing diffusivities, Black and Sapiro [21] proposed a link to
robust statistics or Spies and Scharr [161] included orientation enhancing diffusivities.
Closely related to the edge stopping function is its flux function defined as x · c(x).
The PM diffusivity and its flux function x · c(x) can be seen in Figure 11.
The classical PM model has been extended in many ways, e.g. to tensor valued dif-
fusivities [180], including multiple orientations [149], or extensions to color [99, 168]
or tensor valued data [103, 136]. One direct extension called regularized non-linear
isotropic diffusion was made by Catte, Lions, Morel, and Coll [29]. The difference
to the approach of Perona and Malik is that they use a regularized image within the
edge stopping function. So instead of using c(‖∇u‖2) they convolve the image with a
Gaussian beforehand:
c(‖∇uσ‖2) with uσ = Gσ ∗ u. (3.23)
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Figure 11: Diffusivity and flux function of the edge stopping function c(x2) = 1
1+ x
2
λ2
for
λ = 2. This edge stopping function has been chosen by Perona and Malik
in their original work.
By using a smoothed image for the edge detection, high differences which are only
due to noise are suppressed and stronger edges remain. The method is more robust
and edge enhancement effects are not applied to the noise in homogenous areas of an
image.
Figure 12 shows a denoising example of the image “Lena” with the PM diffusion
in b and c and the regularized PM diffusion in e and f. Both methods have been
implemented with forward/backward diffusion (see Chapter 2.6 for details). It can
be seen that after applying the original PM diffusion some noise is still visible in
homogenous areas as the diffusion process stops. In the regularized form this effect is
reduced. It can be observed that in the original PM diffusion areas are visible which
are almost piecewise constant. This is sometimes called comic-like appearance. This
effect is reduced in the regularized method. The figures shown are not parameter
optimized and for demonstration only.
A drawback of both methods is that noise is still visible at edges as the diffusion process
stops for both version. This is one reason for further extensions to e.g. tensor driven
anisotropic diffusion.
Tensor driven anisotropic diffusion Weickert [180] proposed an extension not only
considering the contrast of an edge but also the direction of the local image orientations.
This method will also be considered in Chapter 6 and is called tensor driven anisotropic
diffusion, sometimes just called anisotropic diffusion. The main difference to isotropic
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a b c
d e f
Figure 12: Original ”Lena” image a and with noise d (standard deviation σ = 25). b
and c show the original PM diffusion after two different iterative steps and
e and f show the regularized version after two different iterative steps.
diffusion is the inclusion of directions, so a local anisotropy. To include this additional
information an extension of the edge stopping function is needed. Thus, equation
(3.21) is adapted to
∂tu = div(D · ∂xu) (3.24)
where D ∈ R2×2 is a symmetric and positive definite 2 × 2-matrix called diffusion
tensor. The entries of D control the diffusion behaviour in a local neighbourhood of
a current pixel position, so it needs to be designed considering the local orientation.
Usually it is constructed based on the eigenvalues of the so called structure tensor
Jτ [16, 94,140] defined as
Jτ (∇uσ) = Gτ ∗ (∇uσ · (∇uσ)T ). (3.25)
The 2 × 2-matrix Jτ is symmetric and positive definite. Therefore, there exists an
orthonormal basis of eigenvectors and eigenvalues where the eigenvalues µ1, µ2 measure
the local orientation in direction of the eigenvectors. The local orientation in a certain
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a b c
Figure 13: Noise corrupted image of Lena in a and denoised with b coherence enhanc-
ing anisotropic diffusion and c edge enhancing anisotropic diffusion.
direction steers the entries of the diffusion tensor D, meaning that the diffusivity
should be low for a high contrast value µi as it is likely to cross an edge and low for
high contrast values. D is designed such that the eigenvalues ν1, ν2 of D are based
on µ1, µ2 of Jτ after a suitable adaption. There are multiple possibilities to adapt the
eigenvalues [64,153,180,181]. Following the PM formulation the eigenvalues µ1, µ2 can
be changed according to
ν1 =
1
1 +
µ21
λ2
, ν2 =
1
1 +
µ22
λ2
, (3.26)
with a contrast parameter λ as in the PM case.
Figure 13 shows an example of tensor driven anisotropic diffusion applied to a noise
corrupted image (with standard deviation σ = 25) of Lena as visible in a. The denoised
image is shown in b where the eigenvalues have been changed according to (3.26). In
addition c shows the image denoised with anisotropic diffusion where ν1, indicating a
large contrast, is set to zero and ν2 to one. So the algorithm “is forced” to diffuse along
the edge. In contrast to b the line-like structure can clearly be seen. Even though the
general appearance seems to be worse compared to coherence enhancing anisotropic
diffusion in b, it might have advantages for structure having single orientations, as for
example in the hair of Lena. The parameters are not optimized for denoising and for
demonstration only.
3.3.3 Variational formulation of diffusion
One possibility to derive certain diffusion equations is by means of a corresponding en-
ergy functional [21,154]. This is not always possible. Nevertheless, a similar framework
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can often be formulated leading to the desired diffusion scheme.
A variational approach for linear diffusion Let u : Λ ⊂ R2 → R be an image defined
on a subspace of R2. The corresponding linear diffusion can be derived by means of
minimizing the energy functional defined as
E(u) =
1
2
∫
Λ
‖∇u‖2 dx (3.27)
where ∇u denotes the gradient of u.
To minimize the energy E(u) the variational derivative or the Gaˆteaux differential has
to be calculated to find a necessary condition for a minimum. The variational derivative
is a generalized concept of the well known theory for one dimensional functions to
multivariate functions. Reference [13] provides more properties and information about
the theory. Let v : Rn −→ R be a non-zero test function. If the limit
∂E(u)
∂u
:= lim
ε→0
E(u+ εv)− E(u)
ε
(3.28)
exists for all test functions v, ∂E(u)∂u is called variational derivative. So
∂E(u)
∂u
= 0 (3.29)
is a necessary condition for a minimum of E(u). Equation (3.29) defines the so called
Euler Lagrange (EL) equation. Having the EL equation at hand, the corresponding
diffusion process can be stated. Another notation of (3.28) is given by limε→0 ∂∂εE(u+
εv).
To obtain the EL equation, equation (3.27) is minimized:
∂E(u)
∂u
= lim
ε→0
E(u+ εv)− E(u)
ε
= lim
ε→0
1
2
∫
Λ
‖∇u+ ε∇v‖2 − ‖∇u‖2
ε
dx
= lim
ε→0
1
2
∫
Λ
(∇u)2 + 2ε∇Tu∇v + ε2(∇v)2 − (∇u)2
ε
dx
(3.30)
leading to
∂E(u)
∂u
= lim
ε→0
1
2
∫
Λ
2∇Tu∇v + ε(∇v)2dx
=
∫
Λ
∇Tu∇vdx.
(3.31)
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To reformulate (3.31) in a way that it is true for all test functions v, integration by parts
is applied. We further assume Neumann boundary condition (see e.g. [87]) meaning
that the derivative of u vanishes across the boundary region of Λ, so for every boundary
element n ∈ ∂Λ, where ∂Λ denotes the boundary of Λ, the following equation holds:
〈∇u,n〉 = 0 ∀n ∈ ∂Λ. (3.32)
With equation (3.32) and integration by parts, (3.31) becomes
∂E(u)
∂u
= −
∫
Λ
∇(∇u)v dx. (3.33)
for the test function v, finally leading to the EL equation{
−∆u = 0
〈∇u,n〉 = 0. (3.34)
for n ∈ ∂Λ. The corresponding diffusion process can be stated as{
∂tu = ∆u
〈∇u,n〉 = 0. (3.35)
Extension to non-linear isotropic diffusion In contrast to the variational formulation
of the linear diffusion, an additional function φ is included for the non-linear isotropic
diffusion. φ is called potential function or error norm.
The energy to minimze can be stated as
E(u) =
1
2
∫
Λ
φ(‖∇u‖2)dx. (3.36)
The procedure is analogous to the linear approach. The variational derivative has to
be calculated to derive the EL equation:
∂E(u)
∂u
= lim
ε→0
∂
∂ε
E(u+ εv)
= lim
ε→0
1
2
∫
Λ
φ′(‖∇u+ ε∇v‖2) ∂
∂ε
‖∇u+ ε∇v‖2 dx
= lim
ε→0
∫
Λ
φ′(‖∇u+ ε∇v‖2)(∇Tu∇v + 1
2
ε(∇v)2)dx
=
∫
Λ
φ′(‖∇u‖2)∇Tu∇v.
(3.37)
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Proceeding as before, so using integration by parts and assuming Neumann boundary
condition, (3.37) finally gives the EL equation{
−div · (φ′(‖∇u‖2) ∇u) = 0
〈∇u,n〉 = 0. (3.38)
for n ∈ ∂Λ. The corresponding diffusion process can be stated as{
∂tu = div · (φ′(‖∇u‖2) ∇u)
〈∇u,n〉 = 0. (3.39)
The derivative of the potential function φ′(‖∇u‖2) corresponds to the edge stopping
function c(‖∇u‖2) from equation (3.21).
Extension to tensor driven anisotropic diffusion The theory behind the variational
approach for anisotropic diffusion slightly differs from the two approaches before. For
the derivation it is assumed that D is independent of the data as we are only interested
in the time independent steady state solution of u. See e.g. [104,150] for details. With
this assumption a linear anisotropic diffusion scheme is obtained where the energy E
exists. With D :=
(
d1,1 d1,2
d2,1 d2,2
)
the energy functional to minimize can be formulated
as
E(u) =
1
2
∫
Λ
2∑
i,j=1
di,j 〈∂iu, ∂ju〉 dx. (3.40)
where u : Λ ⊂ R2 → R is an image. A calculation comparable to (3.37) gives
∂E(u)
∂u
=
∫
Λ
2∑
i,j=1
di,j∂iu∂jv. (3.41)
Again using integration by parts and assuming Neumann boundary conditions, (3.41)
finally gives the EL equation {
−div · (D ∇u) = 0
〈∇u,n〉 = 0. (3.42)
for n ∈ ∂Λ. From the spatially independent derivation we deduce the time dependent
variant. So to obtain the non-linear anisotropic diffusion scheme the static diffusion
tensor D is exchanged by a tensor D(‖∇u‖2) with components depending on the local
changes of the image (compare with Chapter 2.2 in [104]). Then the EL equation is
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given by {
−div · (D(‖∇u‖2) ∇u) = 0
〈∇u,n〉 = 0. (3.43)
for n ∈ ∂Λ and the corresponding diffusion process can be stated as{
∂tu = div · (D(‖∇u‖2) ∇u)
〈∇u,n〉 = 0. (3.44)
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4 Estimation Theory
Estimation theory is important for many applications in computer vision or signal pro-
cessing applications, including robust texture analysis, shape or color based retrieval
or motion tracking. See e.g. [67, 156, 173] for a broad overview. As it is a major field
where PDFs are used, it is clear that estimation theoretical definitions and e.g. impor-
tant estimators like maximum likelihood estimators and the corresponding properties
are important for this work and need to be introduced.
Further, many computer vision problems can be formulated as so called errors-in-
variables (EIV) models. They occur e.g. for camera calibration [36], 3D rigid motion
estimation [115], or ellipse fitting [93]. EIV models are a generalization of regression
models, accounting for measurement errors in the independent, measured variables.
Characteristic for such models is the coupling of the variables of interest with the
measurement noise. E.g. spatio-temporal image derivatives which are needed for es-
timating optical flow in a differential estimation scheme, not only suffer from image
noise, but also this noise is correlated by the convolution kernels applied to calculate
the derivatives.
The definitions and notations stated in the EIV section are especially important for
the next Chapter 5 when considering optical flow estimation as EIV problem and the
role of PDFs within.
4.1 Outline of the chapter
The first two sections introduce and consider basic estimators. Further, important
characterizations are given by terms like consistency, (un)biased (in Section 4.2), vari-
ance, efficiency, and the Cramer Rao Lower Bound (CRLB) as well as important
estimators (as MVUE and MLE) in Section 4.3. These definitions will be accompanied
by suitable examples. Further studies and explanations can be found e.g. in [95].
Afterwards EIV problems are introduced in Section 4.4 together with an explanation
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of their role within this work. The chapter is concluded with important notations for
two different possible formulations of EIV problems.
4.2 Bias and consistency
The two properties bias and consistency of an estimator are closely related to the mean
and the variance of an estimator. Loosely speaking, the first property states that the
estimator hits on average the correct value, repeating the experiment many times. The
second property states that an estimator converges in a probabilistic sense to the true
parameter for an increasing number of observations.
Definition: Bias
Denote by {gi} , i ∈ {1, . . . , N}, N observations and with u a real valued unknown
parameter to be estimated leading to a probability distribution p(g|u) where g =
(gi, . . . , gN ). Denote by uˆ an estimator of u. Then the bias of the estimator is defined
as
b = E(uˆ)− u (4.1)
where E(·) denotes the mean value.
uˆ is called unbiased if E(uˆ) = u.
Not only the bias of an estimator is important but also its behaviour with an increasing
number of observations. This defines the consistency of an estimator:
Definition: Consistency
Let g = (g1, . . . , gN ) be N observations and u a real valued unknown parameter to
be estimated. Denote with uˆN the estimator of u dependent on the number N of
observations. Then the sequence of estimators uˆN is said to be consistent if for any
 > 0
lim
N→∞
P (|uˆN − u| > ) = 0. (4.2)
The limit is called limit in probability (see e.g. [167], Part 2) as P (|uˆN−u| > ) denotes
the probability that uˆN is far from u.
We write plimN→∞uˆN = u
Example: Sample mean
Let g = (g1, . . . , gN ) be given by
gi = u+ ηi (4.3)
where u ∈ R and ηi is assumed to be white Gaussian noise. This means each sample
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ηi obeys a Gaussian distribution with zero mean and variance σ
2. We write ηi ∼
N (0, σ2). Define an estimator for the mean as
uˆ =
1
N
N∑
i=1
gi (4.4)
Then the expectation value is obtained by
E(uˆ) = E(
1
N
N∑
i=1
gi) =
1
N
N∑
i=1
E(gi) =
1
N
N∑
i=1
(E(u) + E(ηi)) = u. (4.5)
So uˆ is an unbiased estimator and called sample mean which will be denoted by u¯. A
similar calculation for the variance of the sample mean gives
V ar(uˆ) = V ar(
1
N
N∑
i=1
gi) =
1
N2
N∑
i=1
V ar(gi) =
1
N2
Nσ2 =
σ2
N
. (4.6)
The sample mean is also consistent due to the Strong Law of Large Numbers (see
e.g. [51] or [167] Chapter 67 for a proof and further informations).
Equation (4.6) shows that for an increasing number of observations the variance de-
creases. If N →∞ the variance of the sample mean converges to zero.
Example: Variance estimator for known mean
Let g = (g1, . . . , gN ) be N observations where gi ∼ N (µ, σ2) is independent and
identically distributed. Define an estimator for the variance as
σˆ2 =
1
N
N∑
i=1
(gi − µ)2 (4.7)
Then E(σˆ2) is given by
E(σˆ2) =
1
N
N∑
i=1
E((gi − µ)2 = 1
N
N∑
i=1
σ2 = σ2 (4.8)
showing that E(σˆ2) is an unbiased estimator. The variance is obtained by
V ar(σˆ2) =
1
N2
N∑
i=1
V ar((gi−µ)2) = 1
N2
N∑
i=1
E((gi−µ)4)− 1
N2
N∑
i=1
E((gi−µ)2)2 (4.9)
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and by using the equality ∫ ∞
0
z4e−az
2
=
3
23a2
√
pi
a
(4.10)
for a real number a we obtain
V ar(σˆ2) =
1
N2
N∑
i=1
3σ4 −
N∑
i=1
(σ2)2 =
1
N2
2Nσ4 =
2σ4
N
. (4.11)
Concerning the consistency we define hN = gN − µ and it is known that the sum
1
N
∑
N hN converges to the mean E(hN ) which equals σ2 because of (4.8). Therefore,
we obtain
plimN→∞σˆ
2 = σ2. (4.12)
Example: The unadjusted and the adjusted sample variance
Again, let gi be N observations and gi ∼ N (µ, σ2). Define the estimator
σˆ2unadj =
1
N
N∑
i=1
(gi − u¯)2 (4.13)
where u¯ is the sampled mean. This estimator is called unadjusted sample variance.
One can show that the expected value of the variance is
E(σˆ2unadj) =
N − 1
N
σ2 (4.14)
This means σˆunadj is a biased or more precise a downwardly biased estimator. The bias
can be compensated by using the estimator
σˆ2adj =
1
N − 1
N∑
i=1
(gi − u¯)2 (4.15)
which is called adjusted sample variance. With (4.14) σˆadj gets unbiased:
E(σˆ2adj) = E(
1
N − 1
N∑
i=1
(gi − u¯)2) = N
N − 1E(σˆ
2
unadj) = σ
2 (4.16)
The variances are given by
V ar(σˆ2unadj) =
N − 1
N2
2σ4 (4.17)
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and
V ar(σˆ2adj) =
1
N − 12σ
4. (4.18)
It can be observed that both variance estimators converge to zero as N tends to
infinity. σˆ2unadj is biased but has a lower variance than σˆ
2
adj which is an unbiased
estimator instead. The connection will be clear after the next subsection.
Further, both estimators are consistent because
σˆ2unadj =
1
N
N∑
i=1
(g2i + u¯
2 − 2giu¯)
=
1
N
N∑
i=1
g2i − u¯2.
(4.19)
The first term is the sampled mean of g2N and the second the square of the sample
mean of gN . That means
plimN→∞σˆ
2
unadj = E(u¯2)− E(u¯)2 = V ar(u¯) = σ2 (4.20)
The adjusted estimator is consistent as well with (4.19):
plimN→∞σˆ
2
adj = plimN→∞
N
N − 1 σˆ
2
unadj = 1 · σ2. (4.21)
4.3 Cramer Rao Lower Bound
The quality of an (unbiased) estimator is measured by means of its variance, i.e. a
lower variation around the true value is considered as more reliable. The Cramer Rao
Lower Bound (CRLB) basically expresses a lower bound for the variance σ2uˆ of an
unbiased estimator uˆ. We start with the following
Definition: Let {gi}, i = {1, ..., N}, be N observations which can be described by the
PDF p(gi|u) where the PDF is known. u is the parameter to be estimated. Then the
likelihood function p(g|u) is defined as the product of all single PDFs
p(g|u) =
N∏
i=1
p(gi|u). (4.22)
The likelihood function is a function of the unknown parameter u. The often used
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Figure 14: Example of a likelihood function and a log-likelihood function as the sum
of two samples of a normal distributed PDF. The PDFs are normalized to
one.
log-likelihood function is given by
log(p(g|u)) =
N∑
i=1
log(p(gi|u)). (4.23)
Typically, one searches the estimator uˆ which maximizes the likelihood function (or
equivalently the log-likelihood function) leading to the following
Definition: Let the assumption be as before. The estimator uˆ which maximizes the
likelihood function of the observations gi
uˆ = argmaxup(g|u) (4.24)
is called maximum likelihood estimator (MLE).
An example of a likelihood and a log-likelihood function is visible in Figure 14.
Before calculating an example for the normal distributon we formulate the CRLB
Theorem:
Theorem: Let uˆ be an unbiased estimator of the unknown parameter u. Let further
p(g|u) be the likelihood function of u which satisfies the regularity condition
E(
∂log p(g|u)
∂u
) = 0 ∀ u (4.25)
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Figure 15: Following [95] Chapter 2, this Figure shows a general example of different
estimates p1, p2 and p3 not attaining the CRLB. Here, p3 is the minimum
variance unbiased estimator, the estimator with lowest possible variance,
irrespective of the considered data.
then the following inequality holds:
V ar(uˆ) ≥ 1
−E(∂2 log p(g|u)
∂u2
)
(4.26)
The derivative is evaluated at the true value u and the expectation value is taken with
respect to p(g|u).
The main idea is that considering the sampling distribution as a function of the pa-
rameter vector u for a given set of observations yields the likelihood function p. The
more sharp p is, the more accurate uˆ will be. The sharpness can be measured with the
second derivatives. This is done with the whole set of data so the mean value is taken.
The CRLB expresses how accurate an unbiased estimator can be.
The theorem only holds for unbiased estimators. If an estimator uˆ has a bias it is
possible that its variance is below the CRLB. Intuitively, if an estimator uˆ of N ob-
servations gi always estimates the solution 42 it is of course strongly biased but its
variance is zero. The proof of the Theorem can be found in [95]. See Figure 15 for
a visualization. The quotient between the CRLB and the variance achieved by an
estimator is called efficiency. If an unbiased estimator reaches the CRLB it is called
efficient.
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It is generally not true that an estimator always reaches the CRLB. An important
question is when the CRLB is reached. The answer gives the following statement.
With the assumptions from Theorem (4.3), an unbiased estimator attains the CRLB
if and only if there exist functions I(u) and h(g) such that
∂log p(g|u)
∂u
= I(u)(h(g)− u) (4.27)
for all u. The proof follows directly from the proof of the CRLB. The searched estimator
is given by uˆ = h(g) and the variance is given by V ar(uˆ) = 1I(u) which also equals
the CRLB. The function I(u) is called Fisher information and is given by I(u) =
−E(∂2log p(g|u)
∂u2
) because of (4.26).
Typically one seeks for the estimator with the lowest possible variance, irrespective
of the considered data. This is known as the minimum variance unbiased estimator
(MVUE). By the statement of the CRLB Theorem, if an unbiased estimator reaches
the CRLB it is an MVUE. On the other hand if an estimator has a lower variance than
the CRLB it must be biased.
There is no general rule for deriving an MVUE or even an efficient estimator. Unfor-
tunately not all MVUEs are efficient, so not all MVUEs reach the CRLB. However, if
measurements are independently distributed the MLE
uˆ = argmaxu
∏
i
p(gi|u) (4.28)
is known to be asymptotically efficient, i.e. for N → ∞ it is unbiased and it attains
the CRLB. A proof and more information can be found e.g. in [57,76].
Generally, for the arbitrary case of the so called EIV models, e.g. optical flow, mea-
surements cannot be assumed to be independent such that asymptotic results cannot
be applied. In this case, the maximum likelihood function can still be applied within a
Bayesian context, e.g. maximum a posteriori (MAP) or minimum mean squared esti-
mation. Considering a flat prior distribution, the likelihood function is proportional to
the posterior PDF. If the posterior is not too skewed, the MAP estimate is a reasonable
point estimator of the parameters and its variance is an estimator of the confidence
of that point estimate. Point estimation formally means that a best single value (or a
single vector valued result) is calculated using the sample data. This is in contrast to
an interval estimator where a range of values including confidence or tolerance inter-
vals are calculated.
Deriving the likelihood function for these EIV models, which are introduced in the
next section, allows to design an (asymptotically) unbiased, efficient estimator with a
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natural confidence measure by means of the CRLB. This will be done in the following
Chapter 5.
Example: MLE of parameters of the normal distribution
For i = {1, ..., N}, let {gi} be N observations described by
gi = u+ ηi (4.29)
where ηi ∼ N (0, σ2) and u is the unknown parameter to be estimated. Each sample
follows the normal distribution
p(gi|u) = 1√
2piσ2
exp(−(gi − u)
2
2σ2
) (4.30)
By definition the likelihood function is given by
p(g|u) =
N∏
i=1
1√
2piσ2
exp(−(gi − u)
2
2σ2
)
=
1
(
√
2piσ2)N
exp(− 1
2σ2
N∑
i=1
(gi − u)2)
(4.31)
and the log-likelihood function by
log(p(g|u)) = log( 1
(
√
2piσ2)N
exp(− 1
2σ2
N∑
i=1
(gi − u)2))
= log(
1
(
√
2piσ2)N
)− 1
2σ2
N∑
i=1
(gi − u)2
(4.32)
To calculate the CRLB and potentially finding a MVUE the first and second derivative
of the log-likelihood are calculated yielding
∂ log(p(g|u))
∂u
=
1
σ2
N∑
i=1
(gi − u) (4.33)
and
∂2 log(p(g|u))
∂u2
= − 1
σ2
N∑
i=1
1 = −N
σ2
(4.34)
47
4 Estimation Theory
Using the CRLB Theorem and E(− N
σ2
) = − N
σ2
the variance is given by
V ar(uˆ) ≥ 1−E(− N
σ2
)
=
σ2
N
. (4.35)
Combining (4.33) and (4.27) the MLE and MVUE is obtained by
uˆ =
N∑
i=1
gi = g¯ (4.36)
i.e. the sample mean. It can be observed that the variance of uˆ decreases with the
number of observations N and increases with the given variance σ2. That means if the
number of samples N as well as the variance σ is fixed, the CRLB is constant for all
different parameters to be estimated. If instead the number of samples increases the
CRLB decreases. Doubling the number of samples halves the CRLB.
A similar calculation can be done if the variance is the unknown parameter to be
estimated. The MLE is given by the unadjusted sample variance σ2 and the variance
of that estimator is larger than 2σ
4
N due to the CRLB.
4.4 Errors-in-variables Problems
Errors-in-variables (EIV) problems regularly occur in computer vision. As indicated
in the introduction many different problems can be formulated with equation systems
including errors, so they occur within the EIV framework. Applications include camera
calibration [36], ellipse fitting [93] or optical flow estimation [111]. EIV Problems are
basically an extension of regression models, where certain parameters are estimated
with noisy observations.
Definition: Let {gi0} be N measurements of noise free, true values denoted with
where i = {1, . . . , N} and u ∈ RM a real valued parameter to be estimated. If there
exists a function ζ dependent on gi0 and u which can be formulated as equation of the
form
ζ(gi0,u) = 0, (4.37)
it is called Errors-in-variables (EIV) equation.
Usually, it is assumed that the observations {gi0} are corrupted with Gaussian noise
gi = gi0 + ηi (4.38)
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where ηi ∼ N (0, σ2). The number of measurements N is generally much higher than
the number of unknown parameters M . So the equation system is overdetermined.
Example: A simple example is a linear regression model where the aim is to fit a
linear function to a given set of N observations xi. The measurements are assumed to
be disturbed in y by an error variable η ∼ N (0, σ2). Then the simple linear regression
model is given by
yi = axi + η ∀i = 1, . . . , N (4.39)
or in vector notation y = ax + η. The parameter “vector” to be estimated is a. The
equation can be reformulated into the homogeneous EIV model
(
xi yi
)(a
1
)
= 0 (4.40)
where the noise η occurs in the observations (xi, yi). It is straightforward to extend
the case of one independent parameter a to M parameters when a matrix notation is
introduced.
Another illustrative example for an EIV Problem is given by the problem of ellipse
fitting for example used for model matching [47,58,62,119] or for industrial applications
[58, 80]. Much attention has been paid to this area especially during the 1990’s. A
general description of an ellipse or a cone is given by the equation
ax2 + bxy + cy2 + dx+ ey + f = 0 (4.41)
where g :=
(
x2 xy y2 x y 1
)
∈ R6 are the noise-free true values (in practice
corrupted with noise) and u :=
(
a b c d e f
)
∈ R6 are the parameters to be
estimated. With the definitions g and u we can formulate the EIV Problem
ζ(g,u) = gut = 0 (4.42)
Another important example occuring in the next chapter is optical flow [85]. As shown
in Chapter 3, optical flow can be described with the BCCE
0 =
∂g
∂x
ux +
∂g
∂y
uy +
∂g
∂t
(4.43)
where the unknown parameter vector u =
(
ux uy
)
is the velocity or optical flow.
From equation (4.43) it is obvious that for given intensities g(x, y) optical flow can be
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stated as EIV model, where the derivatives of the observations g have to be estimated
in a suitable way.
EIV models can be described in inhomogeneous coordinates and in homogeneous co-
ordinates. The formulation in (4.42) is the homogeneous formulation as the constant
part is included into the parameter vector u ∈ R6. The model is formulated in inho-
mogeneous coordinates if the constant part is excluded from the parameter u to be
estimated. In the ellipse example this means that the parameter vector is element of
R5 and the right hand side is not zero.
A definition closely related to homogeneous and inhomogeneous coordinates is the pro-
jective space which we also need later for deriving our novel likelihood function. As
we only act on the vector space RM we specialize the definition.
Definition: For two elements u1,u2 ∈ RM+1 an equivalence relation u1 ∼ u2 is
defined by
u1 ∼ u2 ⇔ ∃τ ∈ R, τ 6= 0, with u2 = τu1. (4.44)
Then the quotient space (RM+1 \ 0)/ ∼ is defined as the set of all equivalent classes.
This space is called projective space and will be denoted with RPM . Coordinates of the
projective space RPM , which are equivalence classes in RM+1, are called homogeneous
coordinates. Many informations especially with geometrical applications can be found
e.g. in [78].
The definition means that points on the same line through zero are identified with
each other. Another interpretation of the equivalence class is: A point u1 ∈ RPM
with |u1| = 1 represents a direction in RM . Any other vector u2 ∈ RM+1 \ 0 which
is parallel to u1 represents the same direction such that all vectors in u2 ∈ RM+1 \ 0
pointing in the same direction can be combined into the equivalence class ∼.
Consequently, one can make the identification
RPM ∼= SM/ ∼ (4.45)
with the equivalence relation as defined in (4.44). The identification is made by the
map u1 7−→ u1‖u1‖ .
Projective spaces RPM are important in many fields in mathematics including geometry
[78], topology or Lie groups and their representation theory [15]. For further reading
[15] or [78] are recommended.
Besides the substantial theory about projective spaces, the cell decomposition property
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(compare [84], Chapter 12) is of special use for this work defined by the following
Theorem: Let RPM be the projective space of dimension M . Then the cell decom-
position property holds meaning that there exists a subspace RM such that
RPM = RPM−1 ∪ RM (4.46)
and therefore with induction
RPM = RM ∪ RM−1 ∪ . . . ∪ R1 ∪ R0. (4.47)
The construction is made inductively using the convention RP0 = R0 = {1} as
start of the induction. Elements of PRM are assigned as follows: To derive the
cell-decomposition we assign each element u ∈ RPM−1 to the respective subspace
Rk−1 if and only if the last m − k + 1 coordinates of u vanish, i.e. we map u =
(u1, . . . , uk, 0, . . . , 0) to
u→ (u1/uk, . . . , uk−1/uk) ∈ Rk−1 (4.48)
for k ∈ {2, . . . ,M + 1}. If u = (u1, 0, . . . , 0) we map u to 1 ∈ R0.
4.5 Notation for Errors-in-variables problems
A correct and accurate notation is important especially for the next Chapter 5. This
subsection provides two different formulations of EIV problems, the first formulated in
homogeneous coordinates and the second in inhomogeneous coordinates. The notation
used here will be the same as in Chapter 5.
Consider the EIV model
gT0iu = 0 (4.49)
in a homogeneous coordinates formulation. N is the number of observations with
i ∈ {1, ..., N} and the parameter vector is denoted with u ∈ RM .
As the parameters in u are freely scalable they usually are restricted to the unit sphere
SM−1, i.e. |u| = 1. The assumption of additive noise on the observations is made which
means
gi = g0i + ηi. (4.50)
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We observe that the noise couples to the parameter vector
gTi u− ηTi u = 0 (4.51)
still corresponding to a formulation with homogeneous coordinates including noise.
As u is defined on the unit sphere, at least one component is non-zero. If u is known,
we can without loss of generality assume uM 6= 0 and divide (4.51) by uM . This allows
to reformulate (4.49) and (4.51) in an inhomogenous way: With the definitions
w = (u1/uM , ..., uM−1/uM )T and ρi = ηTi u/uM (4.52)
and the additional definitions
ai = ((gi)1, ..., (gi)M−1)
T and bi = (gi)M (4.53)
(4.51) can be restated as
aTi w + bi = ρi (4.54)
Reformulating the noise free homogeneous equation (4.49) gives
gT0iu = 0 ⇔
(g0i)1u1
uM
+
(g0i)2u2
uM
+ · · ·+ (g0i)M−1uM−1
uM
+ (g0i)M = 0 . (4.55)
With the similar definitions as before
a0i = ((g0i)1, ..., (g0i)M−1)
T and b0i = (g0i)M (4.56)
(4.55) can now be written as
aT0iw + b0i = 0 (4.57)
Summarizing (4.54) and (4.57) leads to a second frequently used notation, where the
parameter vector w is given in inhomogeneous coordinates
aT0iw + b0i = 0 and a
T
i w + bi = ρi (4.58)
These condition equations can be compactly written with a matrix-vector notation as
A0w + b0 = 0 and Aw + b = ρ (4.59)
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where the vectors b, b0 and ρ are introduced as
b = (b1, ..., bN )
T , b0 = (b01, ..., b0N )
T and ρ = (ρ1, ..., ρN )
T (4.60)
and the M ×N -matrices A and A0 whose i-th column contains the vector aTi and aT0i,
respectively.
Let us further introduce the vectors a = Vec(A) and a0 = Vec(A0) where Vec(A) is
obtained by building a stack of all columns of the matrix A on top of each other. Note
that some authors, e.g. [123,124], also start their analysis directly with the form (4.58)
of the observation equations.
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ODFs: An Optical Flow Example
In the previous Chapter 4 the connection between projective spaces and the unit sphere
has been discussed. One example of estimated parameters which can be represented on
the unit sphere is optical flow as it consists of two parameters (ux, uy) to be estimated
when assuming a fixed time step from one frame to another. As this chapter will show,
ODFs provide a powerful possibility to better understand and represent estimated op-
tical flow (OF) parameters.
Characteristic of EIV models introduced in the last Chapter 4 is the coupling of the
variables of interest with the measurement noise. As a consequence more sophisticated
regression techniques than simple least squares approaches have to be applied in order
to obtain reliable estimation results.
Most prominent among these regression techniques are maximum likelihood (ML) esti-
mators. ML estimation is a well established estimation technique known to be asymp-
totically efficient (compare Section 4.3). Using an estimation scheme well adapted to
the requirements of a specific application can make a significant difference in terms of
accuracy and reliability of the results.
For identical independently distributed (i.i.d.) Gaussian noise in all measurements the
ML estimator is known to be equal to the Total Least Square (TLS) solution [2, 86]
as can also be seen in later experiments. Unfortunately, the i.i.d. requirement is not
always fulfilled in practice. Thus applying TLS also leads to biased and therefore un-
reliable results. Violation of the i.i.d. assumption can be either due to correlations
between different measurements, as in the OF example, or due to varying noise levels,
as e.g. in low light scenarios, where the noise strongly depends on image intensities.
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5.1 Chapter summary
This chapter provides closed form likelihood functions to EIV problems with arbi-
trary covariance structure also suited for correlated noise common in computer vision
problems as optical flow. Previous approaches either do not offer a closed form, are
restricted in the structure of the covariance matrix, or involve nuisance parameters.
Using such likelihood functions allows to provide a theoretical justification for well
established estimators of EIV models.
Furthermore two maximum likelihood estimators for EIV parameters are provided, a
straightforward extension of a well known estimator and a novel, local estimator, as
well as confidence bounds by means of the Cramer Rao Lower Bound (compare with
Section 4.3) Their performance will be shown by numerical experiments on theoreti-
cally interesting equation systems as well as on optical flow estimation, as it is well
explored and understood in literature. The straightforward extension turned out to
have oscillating behaviour, while the novel, local one performs favourably with respect
to other methods. For small motions, it even outperforms an excellent global optical
flow algorithm on the majority of pixel locations.
ODFs will be introduced as useful representation of the distribution of the estimated
parameters. As optical flow can be spatially intepreted as a two parameter family with
an additional time parameter, ODFs on the unit sphere are used to represent these
distributions. This results in a heat map visualization on the 2-sphere supporting the
understanding of the behaviour of different methods at one glance. This includes e.g.
bias and variance.
5.1.1 Related work
There is a rich literature on different least square methods, suitable algorithms and
their error bounds. Markovsky and Van Huffel [113] give an overview of current vari-
ants of TLS estimation, e.g. Weighted TLS, Generalized TLS, or Structured TLS.
Lemmerling et al. [109] show the equivalence of Constrained TLS and Structured TLS.
Yeredor [185] formulates a more general criterion called Extended Least Square (XLS),
where LS, TLS, Constrained TLS and Structured TLS are special cases of XLS. Robust
variants like robust MSE (Mean Square Error) [52], or structured robust LS, minimize
the worst case residual over a set of perturbations structured with constant sets of
data matrices and vectors.
Numerous approaches have been proposed to compensate for the bias in the TLS
estimator when noise is correlated and some of them claim to provide a ML esti-
mator [7, 119, 122]. Nagel [122] maximized the noise distribution constrained to the
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observation equations. This approach involves additional nuisance parameters leading
to high computational costs and suffers from local maxima. Andres et al. [7] reformu-
lated the problem into a polynomial equation system that could be solved algebraically
and thus avoids local maxima. However, it still suffers from high computational costs
as it also requires the estimation of nuisance parameters. In [119] a method has been
proposed denoted as equilibration transforming the parameter space such that the co-
variance matrix becomes approximatively equal to the identity matrix. In this trans-
formed space, the maximum likelihood estimator reduces to the TLS estimator for
which computationally efficient and numerically stable solutions are known. Finally,
the original problem is solved by the corresponding back transformation. None of these
estimators [7, 119,122] delivers an analytical model for the likelihood function.
Current approaches providing closed form likelihood functions and thus providing exact
ML estimators suffer either from nuisance parameters which increase the dimension-
ality of the likelihood function with the number of measurements or impose rather
strong restrictions on the error structure of the measurements, e.g. errors of different
measurements are mutually statistically independent. Simoncelli (e.g. [158]) derived
a (conditional) likelihood function without noise coupling to the parameters also in-
troduced in Chapter 3. Nestares [123, 124] derived a closed form likelihood function
assuming the noise of different measurement to be statistically independent.
5.1.2 Outline of the chapter
Section 5.2 introduces likelihood functions for EIV problems. In Section 5.3 two new
likelihood function will be derived. The first one in 5.3.1 is a straightforward extension
of an approach for statistically independent measurements and the second one in 5.3.2
uses the connection between homogeneous and inhomogeneous coordinates. After some
details on the implementation in Section 5.4, the Cramer Rao Lower Bound will be
calculated in Section 5.5 and the relation of the proposed estimator to other maximum
likelihood functions will be explained in Section 5.6.
We conclude the chapter by performing different synthetic and real experiments in
Section 5.7 on solving linear equation systems in 5.7.2, a synthetic optical flow example
in 5.7.3 and a more realistic experiment on the well known office sequence [66] as well
as the Yosemite sequence in 5.7.4.
5.2 The EIV likelihood function
A known way [69] to derive a likelihood function L : (w,a0) 7→ p(a, b|w,a0) for
the EIV problem from equation (4.58) is to make the variable transformation ηi →
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(ai − a0i, bi − b0i) in the noise model p({ηi}) and use bi0 = −aT0iw from the first
Equation in (4.58) to eliminate bi0.
The disadvantage of this likelihood function is its dependency on the nuisance param-
eters a0 growing linearly with the number of observations N . As the parameters a0
are unknown they have to be estimated along with parameters w which makes this
approach cumbersome for large numbers of observations.
Nestares et al. [123, 124] eliminate the nuisance parameters by marginalization as-
suming zero mean Gaussian distributed noise ηi ∼ N (~0,Cηi) as well as Gaussian
distributed nuisance parameters. They derive a conditioned prior for the nuisance
parameters p(a0|w) and integrate over the parameters a0 to obtain the likelihood
function
p(a, b|w) =
∫
p(a, b|w,a0)p(a0|w)da0 (5.1)
According to Nestares et al. ( [124], Chapter 2.3) the closed form expression of the
likelihood function requires the covariance matrix of the noise ηj to be proportional
to the covariance of the true values g0i as well as the noise from different observations
to be mutually statistically independent. Such a restriction is in principle not neces-
sary as all nuisance parameters occur linearly and quadratically in the exponent of the
Gaussian and thus, they can analytically be marginalized out yielding the likelihood
function for arbitrary covariance structure.
However, it is not recommended to do so for two reasons. Firstly, the integral over
a multivariate Gaussian distribution involves a term containing the determinant of a
matrix whose dimension is equal to the number of nuisance parameters. Therefore
it might be difficult to handle the likelihood function even for moderate numbers of
observations. Secondly, and more important, the resulting likelihood function does not
fulfill the requirements for an efficient estimator (unbiased and reaching the CRLB,
compare with Chapter 4.3) in a maximum likelihood estimation scenario. The asymp-
totic normality property (4.28) requires measurements to be identical independent
distributed (i.i.d) which is not fulfilled for the general EIV scenario as described in the
introduction of this chapter.
Adopting the Bayesian point of view, meaning that a likelihood function can always be
interpreted as a posterior PDF with a non-informative prior, assigning equal likelihood
to every possible parameter value (often called a “flat” prior), we realize that a ML
estimation might not be reasonable: The marginalization of the nuisance parameters
leads to a potentially highly skewed (posterior) probability distribution of the parame-
ters. As a consequence, most of the probability mass does not lie under the maximum
of the probability distribution and the MAP estimator fails to give a reasonable param-
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eter estimate ( [95], Chapter 11.5). This means that the estimate uˆ should correspond
to the main probability mass of the distribution and not a single peak. An example
where the MAP estimator fails would be a distribution with a single narrow high peak
far from the mean of the distribution. This results in a wrong estimate as the main
mass is situated below the mean and not the single peak.
For other purposes, e.g. within a different estimator like the minimum mean squared
estimator, the EIV likelihood function may still be useful.
Still, one advantage is if different measurements are mutually statistically independent,
the ML estimator becomes asymptotically efficient apart from the still cumbersome op-
timization problem due to the involved determinant.
5.3 The novel conditional EIV likelihood function
We propose a likelihood allowing for arbitrary Gaussian noise covariance. We model
the error components ρ = (ρ1, ..., ρN )
T , cmp. (4.58), by a zero mean multivariate,
N -dimensional Gaussian distribution, i.e. ρ ∼ N (~0,Cρ). Cρ is an N ×N covariance
matrix. Assuming (a,w) to be given and inserting the second observation equation
of (4.58) in the error model yields the conditional likelihood function p(b|a,w) of the
parameters w
p(b|a,w) ∝ exp
(
−1
2
(Aw + b)T C−1ρ (Aw + b)
)
. (5.2)
Using this noise model, we circumvent nuisance parameters and the problems discussed
in Section 5.2.
We use the notation with a homogeneous parameter vector and the following connection
between the covariance matrices (i, k = 1, . . . , N)
(
Cρ
)
ik
= E [ρiρk] = E
[
ηTi u/uMη
T
ku/uM
]
(5.3)
=
uTE
[
ηiη
T
k
]
u
u2M
=
(Cς )ik
u2M
(5.4)
where we defined (Cς )ik := u
TE
[
ηiη
T
k
]
u in the last step. The conditional likelihood
function becomes
p(b|a,u) ∝ exp
(
−1
2
(Aw + b)T C−1ρ (Aw + b)
)
= exp
(
−1
2
u2M (Aw + b)
T C−1ς (Aw + b)
) (5.5)
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Using the definition G := (A|b) and u˜ := (u1, . . . , uM−1), equation (5.5) can formu-
lated as
p(b|a,u) ∝ exp
(
−1
2
(Au˜+ buM )
T C−1ς (Au˜+ buM )
)
= exp
(
−1
2
uTGTC−1ς Gu
) (5.6)
We propose two different estimation schemes to compute the conditional EIV-ML
estimate, using the above equations:
5.3.1 The likelihood function: Type I
To compute the conditional EIV-ML estimate of the first algorithm, we maximize
on the unit sphere, i.e. under the condition |u| = 1. Thus, minimizing the negative
conditional log likelihood − log p(b|a,u) constitutes an optimization problem solved by
an iterated sequence of generalized eigenvalue problems where C−1ς is adapted in each
iteration starting with the TLS solution. We refer to this solution strategy as Type
I . This is the straightforward extension of the approach for the case of statistically
independent measurements presented in [115].
5.3.2 The likelihood function: Type II
For MAP estimation, we compute the MAP estimate for each space and choose the
result with the maximum posterior PDF. We start from the first equation of (5.6) and
derive the condition equation by setting the gradient with respect to w of the negative
conditional log likelihood − log p(b|a,w) equal to zero:
∂w
(
1
2
(Aw + b)T C−1ρ (Aw + b)
)
=
2 · 1
2
ATC−1ρ (Aw + b) + (Aw + b)
T ∂wC
−1
ρ (Aw + b) =
ATC−1ρ Aw + A
TC−1ρ b− p = 0
(5.7)
with elements in p defined as
pj := −∂wC−1ρ = (Aw + b)T C−1ρ (∂wjCρ)C−1ρ (Aw + b) . (5.8)
We solve for w using non-linear Richardson iteration (also called Picard or fixed-point
iteration [96]). To this end, starting with the least square solution for w, we calculate
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C−1ρ and p from the current solution and solve (5.7) for w (see Section 5.4 for details).
The process is iterated until convergence.
5.3.3 Extension of the Type II likelihood function
The Type II estimator works fine in cases where we know that one of the sought pa-
rameters in u, say uM , is certainly non-zero. The problem can then adequately be de-
scribed using inhomogeneous parameters and we can relate the homogeneous notation
to the inhomogeneous formulation by means of wj → uj/uM . As this transformation
is one-to-one the justification of this approach follows directly from the invariance of
the likelihood under re-parameterizations.
However, for some of the major EIV problems in computer vision, like e.g. orientation
estimation or projective camera calibration, this is not the case. There it is only known
that u lies on the unit sphere. It is not possible to set any parameter unequal zero
ahead of time. Unfortunately, the estimation scheme Type I is not always stable and
thus no reliable solution. What one can do instead, is to exploit that estimating a
point on the unit sphere SM−1 is equivalent to estimating a point in the projective
space RPM−1 (see Section 4.4).
In the next step, we make use of the cell-decomposition property of projective spaces
(compare with Chapter 4, Section 4.4) which states that each projective space can be
decomposed in disjoint subspaces
RPM−1 = RM−1 ∪ RM−2 ∪ . . .R ∪ R0 . (5.9)
This allows to convert the problem of estimating a point on the unit sphere SM−1 (Type
I ) to a problem of estimating a point in n Euclidean spaces. For MAP estimation, we
compute the MAP estimate for each space and choose the result with the maximum
posterior PDF.
5.4 Implementation details
Cρ may be not that easy to compute, depending on the problem at hand. For the
optical flow example, coupling of the noise is done by the derivative kernels used to
calculate gi = (∂x, ∂y, ∂t)I, where I is the image intensity (compare (4.51)). The
partial derivatives ∂∗ can be expressed as convolution kernels or – using a common
matrix-vector-notation, where the image data is resorted into a vector of length N ,
and N is the pixel number of the currently processed neighbourhood – as special N×N
block-band-matrices called Fx, Fy, Ft. We neglect the border handling here, for easier
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Algorithm 1 Calculation of Cρ in OF example
Input: Current solution w, m×m band-matrices of derivatives Fx, Fy, Ft
Output: new m×m covariance matrix Cρ
calculate gradient operator T = Fxwx + Fywy + Ft in direction of w
calculate Cρ = T ∗TT as product of T
Algorithm 2 Parameter estimation of Type II
Input: OLS solution wold, observations A, b
Output: new estimate wnew, CRLB
initialize wnew = wold + 10
while std(wnew −wold) >  do
wold = wnew
calculate Cρ with (5.4) or Algorithm 1
calculate p with (5.8)
calculate AC−1ρ b and AC
−1
ρ A
solve for w using (5.7) and wnew = w
end while
calculate Q with (5.11)
calculate H with (5.10)
calculate CRLB = trace(H−1)
understanding. Pseudo code calculating Cρ for the later used optical flow example
and using this matrix-vector-notation is given in Algorithm 1. In order to perform
other experiments (like solving general equation system as done in the experimental
section as well) the corresponding matrices T,A, b have to be suitably adapted, e.g. by
using the observations and parameters to be estimated in an equation system. Figure
16 shows examples of such covariance matrices.
The inverse of Cρ is not explicitly needed when adequate equations are solved in-
stead. E.g. C−1ρ A is calculated as C−1ρ A = x and thus by solving the equation system
Cρx = A. An overview of the algorithm can be seen in Algorithm 2.
As the proposed estimator is a MAP estimator it features asymptotic efficient be-
haviour (compare Section 4.3). We therefore compute the CRLB as a natural confi-
dence measure.
5.5 Calculation of the CRLB
Computing the CRLB requires the Hessian of the negative log-likelihood which can be
computed straightforward from Equation (5.6)
H = ATC−1ρ A−Q (5.10)
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with
(Q)ij = (Aw + b)
T C−1ρ (∂i∂jCρ)C
−1
ρ (Aw + b) . (5.11)
The CRLB is finally obtained by evaluating the diagonal elements of H at the true
parameter vector u0 and taking the expectation of the inverse Hessian with respect to
the sampling distribution p(a, b|u0). Nestares et al. [123,124] showed (for uncorrelated
measurements) that the Hessian evaluated at the ML estimate is a reliable estimate of
the CRLB.
5.6 Relation to other maximum likelihood estimators
In order to compare different estimators it is sufficient to compare their condition
equations, i.e. the gradient of the corresponding objective function with respect to the
parameters of interest. If two approaches have the same objective function gradient,
they produce for each given observation the same estimate. Consequently they produce
the same empirical mean and standard deviation and converge to the same mean and
variance, given that the solver does not get stuck in local minima.
Gleser [69] proposed the relative likelihood function, i.e. a likelihood function depend-
ing also on nuisance parameters,
L : (w,a0) 7→ p(a, b|w,a0). (5.12)
Setting the gradient of the relative negative log likelihood with respect to the pa-
rameters w and nuisance parameters a0 equal zero, yields 2M equations for the 2M
unknown parameters (w,a0). It can be shown that one can use M equations in order
to eliminate the nuisance parameters a0 yielding exactly our condition equation (5.7).
Thus, the relative likelihood involving nuisance parameters is equivalent to the condi-
tional likelihood for the errors-in-variables model.
Several publications [35, 93, 108, 115, 122] tackle EIV problems in computer vision by
maximizing a noise model constrained to the observation equations for the given prob-
lem. The approaches mainly differ in the way how this optimization problem is tackled
(compare with [115] for a discussion on their close relationship). For linear observa-
tion equations, uncorrelated observations, i.e. E[ηjηi] = 0 for i 6= j and a Gaussian
noise model ηi ∼ N (~0,Cηi) such a constrained optimization problem can be trans-
formed in an unconstrained optimization problem with the objective function J(u) to
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be minimized (see e.g. [124]):
J(u) =
M∑
i=1
uTgig
T
i u
uTCηiu
. (5.13)
Setting the derivative of (5.13) equal zero yields
n∑
i=1
gig
T
i
uTCηiu
u =
uTgig
T
i u
(uTCηiu)
2
Cηiu . (5.14)
which is denoted as the heteroscedastic errors-in-variables (HEIV) equation [115]. As-
suming uncorrelated observations in (5.6) and setting the gradient of the conditional
negative log likelihood equal zero yields exactly the HEIV Equation (5.14). This proves
that the constrained optimization problem proposed in [35, 93, 115] is in fact a condi-
tional or relative ML estimate.
Fitting nuisance parameters to the data, as done in case of the relative likelihood func-
tion bears the danger of over-fitting and is in general not the same as the ML estimator.
Fortunately, there are situations in which the conditional likelihood function p(b|a,u)
is a good approximation to the true likelihood function. Using Bayes’ rule (see e.g. [77]
Chapter 4 or another standard text book about probabilities) it is not difficult to see
that both likelihood functions can be used for deriving the posterior PDF p(u|a, b):
For the conditional likelihood p(b|a,u) we need to multiply by the conditional prior
distribution p(a|u) to obtain the posterior PDF p(u|g) ∝ p(b|a,u)p(a|u). For the
EIV likelihood function p(g|u) we need to multiply by the prior distribution p(u)
to obtain the posterior p(u|g) ∝ p(g|u)p(u). Thus, from a Bayesian point of view,
both likelihood functions yield the same parameter maximum as posterior estimate,
i.e. uˆ = arg maxu p(u|g), if both prior and conditional prior are the same. This is for
instance the case if both are chosen to be constant (non-informative prior). Moreover
it is well known that the influence of the prior distribution becomes less important for
increasing number of observations such that we can expect to obtain the same posterior
PDF.
5.7 Experiments
The usefulness of the proposed approach will be demonstrated for estimating optical
flow (OF) as a prototype EIV problem. A first experiment shows the general behaviour
of the derived method by solving a linear equation system. In a second experiment
we use synthetic, noisy, structured images to generate simple OF examples. Such a
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Figure 16: Covariance structure of C−1ρ of the optical flow problem for a local neigh-
bourhood of size 7× 7× 3, with different sizes of the derivative filters [148];
from left to right: 3×3×3, 5×5×3 and 7×7×3. For i.i.d noise the matrix
would be diagonal. The dimension of each shown covariance structure is
N ×N . Figure courtesy by Kai Krajsek [101].
simplistic toy case is used to be able to trace back the behaviour of the estimators to
the noise correlation, as in real data there are more error sources to optical flow (see
e.g. [179]). In a third and last experiment optical flow is calculated on the well known
Office sequence as well as the Yosemite sequence [66] using our EIV-ML and one of
the best-performing algorithms on the Middlebury test set [10]. Most sequences of the
Middlebury test set include large motions or just include two frames that cannot be
handled by a local method without further means. We thus do not use them here. We
investigate the performance of the algorithms for well-structured image areas.
5.7.1 Compared methods
For the experiments we compare our method to different other methods which will be
shortly explained now.
(Ordinary) Least Squares A standard method for finding the estimated solution of
an overdetermined equation system is the method of (Ordinary) Least Squares (OLS).
A detailed introduction to least square problems and algorithms can be found in [18].
In a simple data set N data points gi, i = 1, . . . , N , are assumed to be described by
a model function f(g,u) where u ∈ RM are the parameters to be estimated. One
example is fitting a line in the two-dimensional space which gives the model function
f(g,u) = u1 + u2g. The aim is now to minimize the errors or residuals for the given
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Figure 17: The principle functionality of the LS method (left) and the TLS method
(right) in a simple regression scenario.
data ri := f(gi,u)− bi
minu(
N∑
i=1
(ri)
2) = minu(
N∑
i=1
(f(gi,u)− bi)2) (5.15)
In the general linear case we use the matrix notation to omit the cumbersome notation
and the equation to minimize gets
minu ‖Au− b‖22 (5.16)
where the components (Aij)ij are the corresponding coefficients dependent on f(gi,u)
of the unknown parameter u. This can be reformulated to
minu ‖Au− b‖22 = minu(uTATAu− 2bTAu+ bT b) (5.17)
When calculating the minimum, the solution of the equation system can numerically
be calculated as
u = (ATA)−1Ab. (5.18)
Total Least Squares The difference of the Total Least Square (TLS) approach com-
pared to the least square approach is that errors are not only modelled in the observa-
tions b but also in the independent variables. So instead of searching minu ‖Au− b‖22
as in equation (5.16) we search for
minu ‖(A+ E)u− (b+ r)‖22 (5.19)
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where E and r denote small pertubations in A and b. Golub and Van Loan [71]
showed that finding the minimum of the equation can be done by using the singular
value decomposition. Namely, the solution of (5.19) is given by the smallest singular
value of the matrix
(
A b
)
. The TLS solution is then given by the corresponding right
singular vector normalized to one.
More information about TLS and related aspects can be found in [71,130,172]. Figure
17 shows a visualization for the LS and TLS method and their principle difference.
We used the Theorem of Golub and Van Loan for finding the TLS estimate in our
experiments.
Equilibrated Total Least Squares The equilibration method [119] is an extension of
TLS. It is able to cope with correlated noise and reduces the variance by computing
a certain transformation to another reweighted space such that the covariance ma-
trix becomes approximatively equal to the identity matrix. After the transformation
computations are done in the new transformed space using the fact that the maxi-
mum likelihood estimator reduces to the TLS estimator and solve the original problem
by the corresponding back transformation. Their process is called equilibration. The
implementation is done as explained in [119].
The regularization method from Sun et al. When performing the synthetic and real
optical flow experiment, the proposed method is compared to the method of Sun et
al. [166] amongst others. In their work they compared classical methods combined with
state of the art implementations which showed competitive results on the Middlebury
sequence. They used a median filtering step and its connection to denoising to develop
an optical flow estimator which is currently one of the better algorithms for optical
flow estimation on the Middlebury test sequence.
The comparison to Sun et al. has been done as the code is available at their homepage
[165]. There are principle differences to our proposed estimator: Their method is based
on two images including a warping step in between. One advantage of a two image
method is that it also works in e.g. stereo cases. But it is not able to use additional
information when more than two images are available as in the case in videos. So for
the case of subpixel accurate tracking of well-structured but slowly moving features,
or in lab situations in natural sciences (see e.g. [31]) our proposed estimator can be
beneficial.
67
5 Treating Vector Distributions as ODFs: An Optical Flow Example
0 5 10 15 20
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Bias(u)
u
e
st
 
−
 
u
Noise level
 
 
OLS
TLS
Our
0 5 10 15 20
−2
−1
0
1
2
3
4
5
Var(u)
Va
r(u
e
st
) −
 V
ar(
u)
Noise level
0 5 10 15 20
−0.05
0
0.05
Bias(u)
u
e
st
 
−
 
u
Noise level
 
 
OLS
TLS
Our
0 5 10 15 20
−0.1
−0.05
0
0.05
0.1
Var(u)
Va
r(u
e
st
) −
 V
ar(
u)
Noise level
a b
c d
Figure 18: Showing the drawback of standard LS and TLS methods by solving an
equation system with OLS, TLS and our method. Top: Bias and variance
for uncorrelated noise. Bottom: The same for correlated noise. The bias
plots show the mean of all runs.
5.7.2 Solving general equation systems
In the first experiment we randomly generated an equation system consisting of 50
observations and three unknown variables to be estimated. We generated a random-
ized matrix A0 of size (# observations) × (# unknowns), A0 is a 50× 3 matrix. The
right side b0 of the equation has been calculated using a randomly generated vector u.
Afterwards correlated noise, randomly generated as well, has been added to A0 and
b0 and the equation has been solved for uˆ as estimator for u. In total, 100 randomly
chosen solving vectors u have been used with a total of 20000 runs per noise level. In
the case of uncorrelated noise it is well known that the TLS is a MVUE [2, 86]. So
we expect that TLS gives best results but also that our method behaves similar. This
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is observed in the upper part of Figure 18. It shows in a the difference between the
estimated solution uˆ and the ground truth solution u as mean value for all 20000 runs
for increasing noise levels. It can be observed that TLS as well as the new proposed
method behave unbiased. The OLS is downwardly biased towards negative values.
The variance in b is on a similar low level for each of the three methods. The novel
method shows slightly worse variance. In the much more interesting case of correlated
noise the situation is different. Again, c shows the difference between the estimated
solution uˆ and the ground truth solution u as mean value for all 20000 runs for increas-
ing noise levels. The OLS shows a strongly downwardly biased estimate. Especially
for higher noise levels the estimated solution is very different compared to the true
solution. OLS nevertheless shows small variance. This is reasonable as OLS frequently
estimates a similar wrong solution.
TLS shows better behaviour in estimating the correct solution. Drawback here is that
the estimated solution of TLS is unreliable for a noiselevel of around 12 and higher.
The variance increases strongly. This also explains the large variability of TLS in the
left plot.
The proposed method shows a more reliable behaviour. The estimation of the solution
is unbiased until a high noise level and afterwards only slightly biased. It is also more
reliable compared to TLS even for high noise levels. Its variance increases but remains
within a reasonable range.
To circumvent the drawback of LS and TLS methods extensions like the equilibrated
total least square method or the regularization method from Sun et al. have been
derived. In the following experiments they will be compared to the proposed method.
5.7.3 Sinusoidal pattern
The synthetic OF experiment consists of a sinusoidal pattern moving to the right
with a constant velocity of u = (0.5, 0), visible in Figure 19. The observed image
is simulated by adding i.i.d Gaussian noise with standard deviation σ varying for
different instances of the image sequence. We chose this scenario as it allows to better
understand the novel EIV-ML estimator and the compared methods. Improved results
here are a necessary condition for better results in real scenarios. We compute the
gradient components gi, i ∈ {x, y, t} using derivative filters of size 5× 5× 3 as in [148].
The observation equation for this problem can be stated with the BCCE (compare
with Section 3.2) as gxux + gyuy + gt = 0 [111, 123, 124]. We take constraints from a
local neighbourhood of size 17×17×1, i.e. N = 289. Figure 16 illustrates the structure
of the covariance matrix of this problem for different filter sizes. For i.i.d noise the
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Image 1 of OF sequenze Image 5 of OF sequenze
Noisy image 1 of OF sequenzeNoisy image 1 of OF sequenze Noisy image 1 of OF sequenze
Figure 19: The first and last (fifth) image of the input sequenze of the synthetic OF
experiment in the upper row. The bottom row shows one sample of a noisy
first image for σ ∈ {30, 60, 90}. Gaussian noise is added, no blurring.
matrix would be diagonal.
This experiment is used to test the convergence behaviour of algorithms Type I and
Type II (see Section 5.3). For Type I in some cases an oscillating behavior is observed
when non-zero off-diagonal elements were present in the covariance matrix Cρ (see
Figure 20, left), which has been our initial motivation to develop the Type II algo-
rithm. Type II always shows rapid convergence (Figure 20, right), thus for the other
experiments we use Type II only.
Figure 21 shows bias and variance of optical flow results ux for different noise levels σ
for the used methods separately. Figure 22 shows the results of the same experiment
as Figure 21, including all methods in one plot for the mean and the variance each
in a and b and also focusing on lower noise levels in c and d in order to show subtle
differences in bias and variances. We observe, that a simple OLS estimate (Figure 21
a) increasingly underestimates ux for increasing noise, but has a smaller variance than
the other estimators for all noise levels.
The TLS estimator (as used e.g. in [123, 124]) shown in Figure 21 b has much less
bias, and also a small variance up to a medium noise level. However, with further
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Figure 20: Energy (i.e. the negative log likelihood) vs. time steps for (left) iteration
Type I and (right) iteration Type II . Different colors correspond to different
noise levels of the image sequence. Figure courtesy by Kai Krajsek [101].
increasing noise, the variance quickly rises, such that results are completely unreliable.
The same is true for the equilibration method [119] in Figure 21 c. Its bias is even
smaller compared to TLS, but the results also become unreliable for higher noise levels.
The EIV-ML method is shown in Figure 21 d. It features the same low bias as the
equilibration method, but remains much more stable for high noise levels, where it still
shows less bias than the OLS approach.
Figure 23 illustrates the distribution on the unit sphere of estimated flows for the
same estimators as in Fig. 21 for the noise levels σ = {30, 60, 90, 120}. The variance
of the OLS estimator (left column) of the distribution increases almost isotropically
and the maximum moves towards the ’north pole’ of the sphere, i.e. the point of zero
motion. For the TLS estimator (second left column) the distribution becomes a belt
around the sphere. The equilibration method (second right column) results in more
isotropic distributions, not spanning the whole sphere, but becoming wider across the
belt. EIV-ML (right column) correctly keeps the maximum very close to the initial and
features an isotropic distribution with a smaller width than the equilibration method.
Figure 23 nicely shows the advantages of representing estimates with PDFs on a sphere.
It is easily possible to see advantages and disadvantages of the different methods at
one glance. One example is the isotropic behaviour of OLS and EIV-ML. Another
example is the bias or the drift of the OLS estimates towards the north pole which can
also be detected well.
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Figure 21: Results for synthetic sinusoidal pattern moving with velocity u = 0.5. Noise
levels correspond to σ ∈ {10, 20, . . . , 180}. Mean (fat colored curve) and
variance (bright blue curve on top and below) vs. noise level of the image
sequence is plotted. Methods used are OLS (e.g. [111]), TLS (e.g. [123,124]),
equilibration [119], our approach. We observe less bias for the new method
wrt. OLS. Lower variance of OLS is due to its bias. The Figure further
shows much less variance of the proposed method compared to TLS and
equilibration.
5.7.4 Optical flow on the Office and Yosemite sequence
In a last experiment, we calculate optical flow on the well known Office sequence [66]
as well as the Yosemite sequence using our EIV-ML and one of the best-performing
algorithms on the Middlebury test set [10], i.e. the method of Sun et al. [166]. As
mentioned before, most sequences of the Middlebury test set include large motions
that cannot be handled by a local method without further means. We thus do not
use them here. Unlike all measures on Middlebury, we investigate the performance of
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Figure 22: Error of the mean (upper left) and variance (upper right) vs. noise level
of the four methods OLS, TLS, equilibration and the proposed method for
the image sequence. Noise levels correspond to σ ∈ {10, 20, . . . , 180}. The
bottom row focuses on lower noise (σ ∈ {10, 20, . . . , 80}) levels to visualize
subtle differences between the methods.
the algorithms for well-structured image areas, e.g. for subpixel accurate tracking of
well structured but slowly moving features. In Figure 24 resulting flows are shown,
restricted to image areas, where the trace of the estimated covariance matrix is below
a certain threshold (compare with Table 1). We see that flows estimated by EIV-ML
in these areas are closer to the ground truth than the ones derived by the method of
Sun et al. [166]. The average error values (end point error) are shown in Table 1 for
different threshold values applied to the estimated CRLB. Our approach shows smaller
errors than method [166], more clearly the lower the threshold. For small thresholds
it even shows smaller variance, which is remarkable, as [166] uses a prior and by this
reduces variance at the cost of increased bias.
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Figure 23: Illustration of the distribution of 104 estimated samples for different meth-
ods and noise levels σ = {30, 60, 90, 120}. Left part: From left to right:
OLS, TLS, equilibration [119], our approach. (Figure according to Kai Kra-
jsek [101])
We observe, that for optical flow our local approach EIV-ML behaves favourable com-
pared to an excellent global algorithm on the majority of pixel locations; It is an unbi-
ased estimator with lowest possible variance for an unbiased estimator.
In Figure 25 resulting flows for the Yosemite sequence are shown, restricted to image
areas, where the trace of the estimated covariance matrix is below the threshold. The
average error values (end point error) are shown in Table 2 for different threshold
values applied to the estimated CRLB. It can be observed that the endpoint error of
the proposed approach is comparable to the endpoint error of the method of Sun et
al. [166] and also many other state of the art methods shown on the homepage of the
Middlebury test set [10] (0.1022 compared to 0.10 for Sun et al. ) when restricting
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Threshold Our Approach Sun et al. [166] Density (cmp. [12])
0.00001 0.0181 / 0.0620 0.0298 / 0.0697 23.64 %
0.00005 0.0299 / 0.0705 0.0458 / 0.0782 38.53 %
0.0001 0.0397 / 0.0794 0.0559 / 0.0813 48.16 %
0.0005 0.0714 / 0.1224 0.0771 / 0.0821 69.26 %
0.001 0.0844 / 0.1356 0.0867 / 0.0807 78.39%
Table 1: Optical flow errors (end point error: mean/variance) on pixels with covariance
below the given threshold value for our approach and Sun et al. [166]. Density:
Percentage of Pixels below Threshold.
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Figure 24: Accuracy of optical flow estimates in well structures areas as classified by
suitably thresholding the estimated CRLB. Left to right: Frame 10 of the
Office sequence, ground truth restricted to image areas with sufficient image
structure, flow estimated using Sun et al. [166], and the result using our
EIV-ML, see also Table 1 (Figure according to Kai Krajsek [101]).
the density to the threshold of 50%.
5.8 Conclusions
We introduced a closed form conditional likelihood function for errors-in-variables
problems. It only depends on the parameters of interest, in contrast to the equiv-
alent relative likelihood as introduced by Gleser [69] containing nuisance parameters.
Well known estimation schemes known from literature [35,93,108,115,122] turned out
to be special cases of our conditional ML estimator for mutually independent observa-
tions. Therefore, error bounds for these estimators can be calculated as done here.
In addition, our approach covers also the case of arbitrary correlations between mea-
surements. We showed for the proposed likelihood function, and thus also for the well
known estimators associated with it, that it implements an approximation of the true
likelihood.
A straightforward extension of the algorithm from [115] iterating SVDs (i.e. Type I )
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Threshold Our Approach Density (cmp. [12])
0.00001 0.0219 / 0.0637 13.95 %
0.00002 0.0466 / 0.0925 27.99 %
0.000078 0.1022 / 0.1477 50.00 %
0.0005 0.1682 / 0.3151 63.33 %
0.001 0.2341 / 0.4136 73.16%
Table 2: Optical flow errors (end point error: mean/variance) on pixels with covariance
below the given threshold value for our approach of the Yosemite sequence.
Density: Percentage of Pixels below Threshold.
Figure 25: Accuracy of optical flow estimates in well structures areas as classified by
suitably thresholding the estimated CRLB. Left to right: Frame 8 of the
Yosemite sequence, ground truth restricted to image areas with sufficient
image structure, flow estimated using our EIV-ML, see also Table 2.
turned out to have oscillating convergence behaviour when correlated noise is modeled.
Such behaviour was not observed for our novel algorithm (i.e. Type II ).
In addition, we experimentally showed for an optical flow application the benefits of
having a likelihood function at hand as the likelihood approach allows to distinguish
good estimates from less reliable estimates. In such detected, well-structured image
areas our approach surpasses an optical flow algorithm with regularization [166] cur-
rently among the best performing ones on the Middlebury test set [10].
We conclude that using a non-regularized estimator can indeed be beneficial, when
not interested in the whole image. Further we conclude that driving regularization by
estimated CRLB may be beneficial and is to be investigated in future research.
Finally, the importance of ODFs as a representation of the distribution of the esti-
mated values has been explored, delivering the possibility to illustrate advantages and
disadvantages of different methods at one glance.
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6 Spatial Regularization of ODFs
In the last chapter the focus was how PDFs are helpful for optical flow applications.
We were able to further explain estimated flow parameters with ODFs on a sphere to
further understand a given OF problem.
Besides the fact that ODFs help to understand estimated results of representing optical
flow estimates, the data itself can be represented with probability density distributions.
In such a scenario it is indispensable to understand the meaning of ODFs in image
processing. In this chapter we examine the role of ODFs in a medical image process-
ing field. We derive and apply a regularization framework for ODFs as introduced in
Section 2.4 representing water self diffusion. These probabilities are important in the
field of High Angular Resolution Diffusion Images (HARDI).
Spatial regularization schemes for gray scale image reconstruction are well known to
be able to improve acquired data, e.g. by removing artifacts, noise reduction, inpaint-
ing, or as regularization term in energy based methods (see e.g. [152] for a recent
overview). Common diffusion based schemes use a scalar diffusivity (e.g. [133]), tensor-
valued diffusivity (e.g. [180]), or diffusivity formulations able to handle multiple ori-
entations [117, 149]. These methods have been adapted such that they respect the
special structure of color images (e.g. [99, 142, 168]), vector or tensor-valued images
(e.g. [103,136,168]).
Riemannian Diffusion on tensor-based images has been proposed e.g. for Diffusion Ten-
sor MRI (DTMRI), a special variant of MRI where water self diffusion is measured.
There are several publications adressing the geometry of tensor fields [100,132], deriv-
ing spatial transformations [4], denoising of DTMRI [184], or dealing with registration
methods [28,34] for DTMRI.
DTMRI data can only account for a single orientation in the underlying tissue. It can
be visualized with the help of second order tensors corresponding to single oriented
Gaussian probability density functions. This can be seen in the first line of Figure 26.
Roughly speaking, for measuring DTMRI, 6 directions of possible water motion need
78
a b c
d e f
Figure 26: Pixel values of DTMRI and ODF images. In contrast to gray scale images
pixel values contain an ODF showing water self-diffusion. The shape of
the ODF visualizes the preferred orientation. Visualisations show DTMRI
in the top row (a-c) and HARDI in the bottom (d-f) with (a and d) no
preferred water self-diffusion orientation, (b and e) a higher probability
of a diagonal diffusion orientation, and (c and f) two orientations. We
observe that DTMRI can not cover more than one orientation. The color of
the ODF visualized by HARDI indicates the distance to the center of the
same shown shape. DTRMI images are done with the visualization scheme
presented in [11].
to be encoded by the MRI measurement protocol, requiring much longer acquisition
times than in usual MRI.
If more than one orientation is present, e.g. crossings in complex structures like a
human brain, DTMRI is no longer suitable and High Angular Resolution Diffusion
Images (HARDI) are used instead. A visualization and the difference to DTMRI can
also be seen in Figure 26.
The orientations present in the HARDI data account for multiple orientations present
in the measured tissue volume covered by a single pixel (typically in the sub-millimeter
range). This is due to water self-diffusion being higher along fibers or elongated cell
structures than across such structures, where membranes hinder water molecule mo-
tion. Measured ODFs thus help understanding the tissue structure. So HARDI mea-
sures ODFs, i.e. probability density functions on the unit sphere [169]. Typically 60
or more directions are encoded. In order to keep measurement time relatively short,
measurement time per direction is reduced, which increases the measurement noise.
Therefore suitable noise reduction schemes are needed.
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6.1 Chapter summary
This chapter deals with a diffusion based denoising application where the data itself is
represented as orientation distribution function (ODF) images. Therefore it is indis-
pensable to deal with probabilities. The ODFs are encoded by a special MRI imaging
techniques called High Angular Resolution Diffusion Images (HARDI). Former ap-
proaches generalize concepts from gray scale images including the so called square
root representation as well as a Riemannian framework. Applying diffusion filtering
within the Riemannian framework is usually computationally demanding and is by far
less understood than corresponding diffusion schemes for gray scale or vector valued
images.
This chapter shows that within the square root representation Riemannian approaches
can be reduced to well known diffusion schemes for vector valued data. Consequently
concepts there can be generalized to the Riemannian framework and lead to theoreti-
cally sound and computationally effective methods to filter ODF images.
We use our concept to generalize three diffusion based noise reduction methods to
ODF images, i.e. non-linear isotropic diffusion, non-linear anisotropic diffusion, and
a variant of these allowing to simultanously denoise multiple orientations being well
suited for ODF images. We test these diffusion methods on synthetic and real High
Angular Resolution Diffusion Images.
6.1.1 Related work
The main application of HARDI are in biology and medicine for in vivo imaging of
tissues [132,183], becoming more and more popular through recent technical progress
in MRI hardware, e.g. stronger magnets.
There are different methods to reconstruct HARDI data, e.g. using Gaussian mix-
ture fields [32], Q-Ball Imaging [46, 170], denoising the spherical apparent diffusion
coefficient [97] or using a set of basis functions like spherical harmonics [83]. Alter-
native approaches to noise reduction in HARDI are for example registration based
methods on different metrics [22, 50]. In contrast to these reconstruction methods for
ODFs [32, 46, 83, 97, 170] the focus here is a spatial regularization of noisy ODFs able
to further denoise them and improve their appearance.
There is only one diffusion based denoising scheme which has been derived by Goh
et al. [70]. They derived a non-linear approach similar to the PM method. They
nevertheless have to use a special edge stopping function as well as several approxima-
tions which are in fact not neccessary (compare to [70], equation (17), (19) and after
(20)). In contrast to their approach we consistently generalize known concepts from
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gray scale images to Riemannian manifolds and show a general theoretical derivation
without restrictions, resulting in improved noise reduction capabilities.
6.1.2 Outline of the chapter
We first introduce the needed mathematical background in Section 6.2, like Riemannian
manifolds or the square root representation. Afterwards, different diffusion schemes
are derived (in Sections 6.4, 6.5, and 6.6), discretized in an intrinsic (in Section 6.8) and
extrinsic (in Section 6.9) way and tested within the Riemannian framework. We show
how the ODFs are represented with spherical harmonics (Section 6.10) and conclude
the theory part with an important property of the square root representation showing
the irrelevance of the Riemannian framework for our applications (Section 6.11).
We demonstrate the theoretical results on several synthetic and real experiments in
Section 6.12, showing the behaviour of the derived methods, the similarities between
Riemannian and Euclidean approaches, runtime comparisons between the methods and
finally experiments on real data.
6.2 Riemannian manifolds and the square root
representation
In this section necessary mathematical definitions for later results are introduced. As
ODFs form a Riemannian manifold we define manifolds and an important representa-
tion, namely the square root representation. Described definitions and examples can be
similarly found in typical textbooks about manifolds, e.g. in [65, 91, 107]. The reader
who is used to topological manifolds can proceed to Section 6.2.2.
The concept of (Riemannian) manifolds has been introduced by Bernhard Riemann in
1854. [143]. One illustrative example of a manifold is the two sphere S2 considered in
Section 2.4.
6.2.1 Smooth manifolds
A set M with an associated set of subsets τ is called topological space, if the empty set
∅ andM itself are in τ and if τ is closed under arbitrary unions and finite intersections.
For our purpose it is sufficient to restrict all definitions to Rn, as it is the considered
space within this work. The standard topology on Rn is generated by all open spheres,
i.e. open ”intervalls” of dimension n. A metric can be defined by the distance measure.
An open subset U rx can be defined as all y with distance ‖x− y‖ smaller than a radius
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r > 0.
Additionally, a topological space M is called a Hausdorff space, if for every pair of
points u, v ∈M there exist open subsets U ⊆M and V ⊆M with u ∈ U, v ∈ V and
U ∩ V = ∅. So it is possible to separate two points in M .
A topological space M is called second countable, if M has a countable basis. More
explicitly this means that there exists a countable collection of open subsets B =
{U1, U2, · · · } such that for every x ∈M and every neighbourhood V of x there exists
an index k with x ∈ Uk and Uk ⊆ V . An example are the real numbers R. One
countable basis are all neighbourhoods of rational numbers with a rational radius.
Analogue, the n-dimensional space Rn is second countable. Now we can define a
manifold [107].
Definition: A topological space M is called (topological) manifold of dimension n, if
the following holds:
1. M is a Hausdorff space,
2. M is second countable and
3. M has locally the same structure as the Euclidean space of dimension n.
The last point is most important and means that for each x ∈M there exists a neigh-
bourhood V ⊆M which is homeomorphic to an open subset of Rn. This means there
exists a bijective function f between V and the subset and f and f−1 are continuous.
The n-dimensional vector space Rn is a manifold as it is second countable. It is also a
Hausdorff space as a metric space (see e.g. [8]) and has locally Euclidean structure by
taking V = Rn the identical map.
We will work with smooth manifolds. Therefore, a more precise connection between
the manifold and the local bijectivity to the Euclidean space is needed. A pair (U,ϕ)
is called chart on M if U is an open subset and if ϕ : U→U˜ is homeomorphic from U
to an open subset U˜ of Rn. A chart U is called centered in p if ϕ(p) = 0. So a chart
describes a relation between the manifold and the well known Euclidean space. See
Figure 27 for an illustration.
A map ϕ : U→V between two open subsets of Rn is called a diffeomorphism if ϕ
is bijective, each component function of ϕ is infinitely many times differentiable (ϕ
is also called smooth function) and the inverse map ϕ−1 is also smooth. Two charts
(U,ϕ) and (V, ψ) are called smoothly compatible if the intersection of U and V is either
empty or the composite map ϕ ◦ ψ−1 is a diffeomorphism. This means if there are
two different charts with a non zero intersection on a manifold, the appropriate maps
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Figure 27: An example of a two-dimensional manifold and a subspace U of the manifold
with a chart ϕ to R2.
deliver the same smooth structure from the intersection (Compare with Figure 28 ).
The definition of an atlas is also needed. If we think about an atlas of the earth
we get an impression how it has to be defined: A collection of charts (U,ϕ) whose
domains cover the manifold M is called an atlas. It is called smooth atlas if any pair
of the charts is smoothly compatible and it is called maximal if it is not contained
in any strictly larger smooth atlas. A maximal atlas defines a smooth structure on a
topological manifold.
Definition: Let M be a topological manifold and A a maximal smooth atlas. Then
the pair (M,A) is called smooth manifold.
We mostly omit the atlas A and just talk about a smooth manifold M . As one exam-
ple, the euclidean space Rn is a smooth manifold with the atlas which consists of the
single chart (Rn, Id).
Example: The Sphere Sn:
Consider the unit sphere Sn defined as
Sn :=
{
x ∈ Rn+1 |‖x‖ = 1} (6.1)
with the natural topology induced by the distance metric. Sn is a topological subspace
of the vector space Rn+1 so it is a Hausdorff space and also second countable. It
remains to show that it is locally homeomorph to Rn. For that reason define the
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Figure 28: A manifold with two subspaces U and V , two charts and the corresponding
diffeomorphism.
following “half spheres”:
U+i := {(x1, x2, . . . , xn+1) ∈ Sn|xi > 0} (6.2)
for i = 1, . . . , n+ 1 and similar
U−i := {(x1, x2, . . . , xn+1) ∈ Sn|xi < 0} (6.3)
for i = 1, . . . , n + 1. Depictly explained, we perform a projection of the positive /
negative half sphere to the flat space. Let B := {x ∈ Rn| ‖x‖ < 1} the open unit
sphere in Rn. Define the function
f : B −→ R, f(x) 7−→
√
1− ‖x‖2. (6.4)
Considering the graph of f , the following holds:
xi = f(x1, . . . , xi−1, xi+1, . . . , xn+1) (6.5)
for every i it is clear that one exactly gets the subspace U+i . Analogue U
−
i is exactly
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the graph
xi = −f(x1, . . . , xi−1, xi+1, . . . , xn+1) (6.6)
So we can define charts as tuples (U±i , ϕ
±
i ) with
ϕ±i : U
±
i −→ Bn, (x1, . . . , xn+1) 7−→ (x1, . . . , xi−1, xi+1, . . . , xn+1). (6.7)
So every U±i has locally the same structure as the Euclidean space. Since every element
x ∈ Sn is also element of an U±i , Sn is a topological manifold. Further, all charts
(U±i , ϕ
±
i ) define an atlas.
To show that Sn is also a smooth manifold, the smoothness of the transition maps
ϕ±j ◦(ϕ±i )−1 have to be checked. Let (U±i , ϕ±i ) and (U±j , ϕ±j ) be two charts and without
loss of generality i < j (The case i = j is trivial). Then the transition map is
ϕj ◦ ϕ−1i (x1, . . . , xn) = ϕj(x1, . . . , xj−1,
√
1− ‖x‖2, . . . , xn)
= (x1, . . . , xi−1, xi+1, . . . ,
√
1− ‖x‖2, . . . , xn+1)
(6.8)
which is a smooth structure. So all charts define a smooth atlas and therefore Sn is a
smooth manifold. The structure is called standard smooth structure.
6.2.2 Riemannian manifolds
Riemannian manifolds are basically smooth manifolds with additional properties. This
is a flat space attached at a special point of the manifold. For example, distances
and movements on the manifold can then be “translated” onto the flat Euclidean
space. This procedure in this context is called linear approximation. It is similar to
approximate a function in one variable by its tangent line, the derivative. For a deeper
understanding we refer to [14,48,107]
Definition: Tangent vectors and tangent space:
Let M be an n dimensional smooth manifold and x ∈ M . A tangent vector v is
defined as the instantaneous speed of a differentiable curve on M at x: Let
γ : [−1, 1] −→M , with γ(0) = x (6.9)
be a differentiable curve on M . Then the tangent vector v := ∂γ∂t (0) is defined as the
time derivative of γ in 0.
The tangent space TxM is defined as the space of all tangent vectors to all curves on
M passing through x. It defines a vector space as it is isomorph to Rn
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An interesting remark is that all partial derivatives of any chart ϕ form a basis of the
tangent space. With this definition we can identify the tangent space of a point s from
the sphere Sn as a subspace of Rn+1 consisting of all vectors orthogonal to the radial
vector through s.
Definition: Inner product or (Riemannian) metric:
Let M be a smooth manifold and TxM its tangent space. An inner product on TxM
is a function
〈−,−〉x : TxM × TxM :−→ R (6.10)
satisfying the properties symmetry, linearity and positive definiteness.
The set of all inner products 〈−,−〉x where x ∈M is called a Riemannian metric or
Riemannian tensor.
Now the definition of a Riemannian manifold can be stated. A Riemannian manifold
is defined as a smooth manifold together with an inner product 〈−,−〉x on the cor-
responding tangent space TxM . The inner product 〈−,−〉x has to be smooth. That
means for two vector fields V1 and V2 on M the function
pi :M −→ R, x 7−→ 〈V1(x), V2(x)〉x (6.11)
is a differentiable function.
So a Riemannian manifold owns additional structure allowing to define distances be-
tween elements of the manifold, curves, or areas. The Riemannian distance between
two points x0, y0 ∈M is defined as the minimum length of all smooth curves between
x0 and y0 where the length is the corresponding integral of the curve.
Important concepts for working on manifolds are the Riemannian logarithmic and ex-
ponential maps establishing a connection between a manifold M and a tangent space
attached to M . The exponential map expx : TxM → M is a mapping between the
tangent space TxM and the corresponding manifold M . It maps the tangent vector
ηyx to the point y on the manifold such that the length of η
y
x coincides with the distance
between x and y. The length of the elements of the tangent space should be less than
pi
2 to ensure the bijectivity of the exponential function.
The corresponding inverse function logx : M → TxM , if it exists, is denoted as the
logarithmic map. The logarithmic map preserves distances, i.e. the distance between
the point y mapped on the tangent space and the point x to which the tangent space
is attached to, is equal to the length of the tangent vector ηyx.
So the exponential maps, logarithm maps and the Riemannian metric always depend
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on the point x where the tangent space is attached to the manifold. This is indicated
by the subscript.
6.2.3 ODF images as Riemannian manifolds
HARDI measurements can be used to visualize water self diffusion. This means that
for every pixel position in an image HARDI visualizes the water flow with an ODF.
Mathematically this means that a probability density function is obtained which is
defined on the unit sphere S2, resulting in ODF images. See Chapter 2, Section 2.4
for details.
The space of ODF images can be described as functions h : Λ ⊂ Rn → Φ i.e. the
set of functions h from a continuous valued bounded image domain Λ to the space of
probability distributions Φ defined on the unit sphere S2. The space Φ of all ODFs is
given by the set
Φ =
{
ϕ : S2 → R+0
∣∣∣∣ ϕ(ω) ≥ 0 ∀ ω ∈ S2,∫
S2
ϕ(ω)dΩ = 1
}
, (6.12)
i.e. all non negative functions on S2 with the positive real numbers as co-domain
integrating to one. This space is equipped with a metric to define a Riemannian
manifold. The most natural way to define a metric is the Fisher–Rao metric on Φ
which is based on geodesics [141]. The main reason for taking this metric, besides
the fact that it is a natural choice, is that it is the only one being invariant under
re-parameterization ( [30], Theorem 11.1. See [68] for a recent extension.).
The Fisher–Rao metric has often been used in computer vision [116, 134], as well as
information geometry [6]. In our case it is defined as
〈γ1, γ2〉 =
∫
ω∈S2
γ1(ω)γ2(ω)
1
ϕ(ω)
dΩ, (6.13)
where γ1, γ2 ∈ TϕΦ are tangent vectors from the corresponding tangent space attached
at ϕ.
It is difficult to treat the space of ODFs [162] as defined in (6.12) because calculating
geodesics between two elements is difficult. The main problem is to ensure that ϕ(ω) ≥
0 along the whole path.
6.2.4 The square root representation
One possibility to avoid the difficulties of calculating geodesics or to guarantee ϕ(ω) ≥ 0
is to choose another representation than given in (6.12). Srivastara [162] investigated
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Figure 29: Visualization of the square root representation on the positive orthant of a
Hilbert sphere. A tangent space is attached at ψ1.
different representations showing that the square root representation has advantages
compared to others. It allows a handsome treatment of ODFs within the Riemannian
framework.
The square root representation is defined as ψ =
√
ϕ for a probability density function
ϕ ∈ Φ. The associated space is given by
Ψ =
{
ψ : S2 → R+
∣∣∣∣ ψ(ω) ≥ 0 ∀ ω ∈ S2, ∫
S2
ψ2(ω)dΩ = 1
}
, (6.14)
By the definition of Ψ it can be seen that the functions ψ lie on the positive orthants
of a unit Hilbert sphere forming a convex subset [162]. Compare with Figure 29 for a
visualization. With the square root representation many Riemannian operations can
be given in closed form as follows:
ODFs at a spatial position x are denoted with ψx = ψ(ω,x). Let further TψΨ be the
tangent space of the manifold Ψ and η ∈ TψΨ a tangent vector. As Riemannian metric
we still take the Fisher–Rao metric which is induced by the L2- Norm and takes the
form ( [162])
〈ηji , ηki 〉ψi =
∫
ηji η
k
i dΩ,
‖ηji ‖ψi =
√
〈ηji , ηji 〉ψi .
(6.15)
within the square root representation. Thus, the Riemannian norm has the same
formal structure as the Euclidean norm. This is a remarkable property of the square
root representation.
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As shown in [162] the geodesic distance between two ODFs ψi, ψj ∈ Ψ is simply given
by the arc length on the Hilbert sphere
dist(ψi, ψj) = cos
−1(〈ψi, ψj〉) , 〈ψi, ψj〉 =
∫
ψiψjdΩ . (6.16)
The metric 〈−,−〉 for elements ψi, ψj ∈ Ψ has the same expression as in (6.15).
As the geodesic can be formulated considering a direction in the tangent space Tψ1Ψ,
the exponential map can be defined in closed form [50,70]:
expψi : Tψ1Ψ −→ Ψ
η 7−→ cos(‖η‖ψi)ψi + sin(‖η‖ψi)
η
‖η‖ψi
,
(6.17)
A tangent vector from the ODF at a spatial position xi to another ODF at a point
on the tangent space corresponding to a point xj on the manifold will be written as
ηji = logψi(ψj) which is obtained by the logarithmic map defined by
logψi : Ψ −→ Tψ1Ψ
ψj 7−→ ψj − 〈ψi, ψj〉ψi√
1− 〈ψi, ψj〉2
cos−1(〈ψi, ψj〉) .
(6.18)
The length of the elements of the tangent space should be less than pi2 to ensure expψi
to be injective and logψi to be defined on a subset of Ψ.
6.3 Reconstruction of single ODFs
The suitable reconstruction of single ODFs respecting the underlying structure is a
problem on its own. One of the first reconstruction methods for HARDI has been
introduced by Tuch et al. [169]. They introduced a method accounting for multiple
orientations within a single voxel as they e.g. occur in regions where fibers are crossing.
After their work more models have been derived linking the HARDI data to the ODF
image [3, 46].
In contrast to quite simple (Euclidean) least square approaches to estimate the ODFs,
Krajsek and Scharr included a Riemannian framework to reconstruct and estimate the
ODF images [151]. They introduced a likelihood model
φi(xi, u) =
1
16pi2
[∆Ω log(− log(E(xi, u)))]FRT +
1
4pi
(6.19)
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where xi denotes the spatial position and u the direction. The (spherical) Laplacian
is denoted with ∆Ω, [−]FRT denotes the Funk–Radon Transformation as introduced
in [170] and E(xi, u) is the normalized NMR signal. This likelihood function is suitable
for the special noise model, which is linked to NMR signals. NMR obeys a noise called
Rician noise. Using the square root representation and a spherical harmonic expansion
for the NMR signal of the form
R∑
γ=1
sγ(xi)Yγ(u) (6.20)
with coefficients sγ and spherical harmonics Yγ , they can estimate ODFs at a spatial
position xi without further assumptions or constraints. Details about spherical har-
monics are described in Section 6.10.
The focus of this chapter is a spatial regularization of ODF images with the aim to
filter noisy ODF images while respecting the Riemannian geometry. Of course it is nec-
essary to have a reconstruction method at hand for single ODFs. We use the method
introduced in [151] providing a well suited method for single ODF reconstruction.
We optimized the reconstruction and spatial regularization in one step and therefore
additionally improve the denoising behaviour. See the experimental section 6.12 for
details.
6.4 Non-linear isotropic diffusion on ODFs
In this section we generalize non-linear isotropic diffusion, also called Perona Malik
(PM) diffusion [133], to ODFs within the Riemannian framework. We revisited the
PM diffusion for gray scale images in Section 3.3. The only comparable diffusion
based method for HARDI has been done by Goh et al. [70]. They derived a method
they called anisotropic filtering. However, they started to derive a non-linear isotropic
diffusion scheme for one special edge stopping function and included an anisotropy
by some approximations. In our derivation we are not limited to one edge stopping
function and we do not need any approximations for deriving the theory either.
In order to consistently generalize the PM diffusion for gray scale images from Section
3.3 to ODFs as elements of a Riemannian manifold, we start with the energy (compare
with (3.37) )
E(ψ) =
1
2
∫
φ
(
‖∇ψx‖2ψ
)
dx (6.21)
with a potential function φ and ∇ψx ∈ TψxM being the gradient of ψx. The energy
differs formally from the scalar Euclidean case only by introducing the Riemannian
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norm.
The elements of the scalar product are elements of the tangent space on the manifold
at ψx. To simplify the notation we suppress the spatial position x and just write ψ.
Introducing a variation of the ODF image ψεw := expψ(εw) with ε ∈ R and w being a
testfunction on the tangent space, we compute the variation of E as
∂E(ψεw)
∂ε
∣∣∣∣
ε=0
=
∫ ∫
φ′
(
‖∇ψεw‖2ψ
)
∇ψεw · ∇w dΩ dx
∣∣∣∣
ε=0
=
∫ ∫
φ′
(
‖∇ψ‖2ψ
)
∇ψ · ∇w dΩ dx
(6.22)
Using Stokes’ Theorem and assuming Neumann boundary conditions we eliminate the
derivatives on the test function w
∂E(ψεw)
∂ε
∣∣∣∣
ε=0
= −
∫ ∫
div
(
φ′ ∇ψ) w dΩ dx
=
∫
〈−div (φ′ ∇ψ) , w〉ψ dx (6.23)
where we used the scalar product defined in (6.16). Finally we identify the functional
derivative δE = −div (φ′ ∇ψ). Thus, the PM diffusion equation on ODF images
becomes
∂tψ = div
(
φ′ ∇ψ) . (6.24)
The PM diffusion equation for ODF images has a similar form as the PM diffusion
equation (3.39) for scalar images. Other variants of the PM diffusion equation, e.g. its
regularized version [29, 126] can now be directly derived from (6.24). One reason for
the well known shape of (6.24) is again the square root representation as the metric
in (6.21) is given by the regular integral metric so the derivation is analogous to the
Euclidean case.
Operating on the positive part of the Hilbert sphere, derivatives have to be derived on
the corresponding tangent space and will be explained in Section 6.8.
6.5 Anisotropic diffusion on ODF images
This section extends the PM diffusion to tensor driven anisotropic diffusion. The
corresponding tensor driven anistropic diffusion for gray scale images has been derived
in Chapter 3, Section 3.3.2. Let ∂iψ(x) ∈ TxM denote the partial derivative of an
ODF ψ in spatial direction i. As there exists no closed form energy corresponding
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to non-linear anisotropic diffusion, we derive its linear version by variation of the
corresponding energy functional and infer from this equation the non-linear anisotropic
counter part. The energy is stated as
E(ψ) =
1
2
∫ ∑
i,j
dij 〈∂iψ, ∂jψ〉ψ dx (6.25)
where dij are components of the diffusion tensor D := (dij) ∈ R2×2 and the scalar
product 〈−,−〉ψ is given as defined in (6.15). The diffusion tensor D regulates the
diffusion process as explained in Section 3.3.2 and it is a square, symmetric, and
positive semi-definite matrix.
Using the same notation as above, we similarly calculate the variation on the manifold
with
E(ψεw) =
1
2
∫ ∑
i,j
dij 〈∂i (ψεw) , ∂j (ψεw)〉ψ dx (6.26)
Thus we get
∂E(ψεw)
∂ε
∣∣∣∣
ε=0
=
∫ ∫ ∑
i,j
dij∂i(ψεw)∂iw dΩ dx
∣∣∣∣∣∣
ε=0
=
∫ ∫ ∑
i,j
dij (∂iψ) (∂iw) dΩ dx
= −
∫ ∑
i,j
〈∂i (dij∂jψ) , w〉ψ dx
(6.27)
where partial integration is used and homogenous Neumann boundary condition is
assumed in the last equation.
To obtain the non-linear anisotropic diffusion scheme the static diffusion tensor D is
exchanged by a tensor with components depending on the local changes of the ODF
field (compare with the case of gray scale images in Section 3.3.2 or with Section
2.2 in [104]). The diffusion tensor is designed as usually done [39, 180], by taking
the square, symmetric, and positive semi-definite structure tensor and replacing its
eigenvalues λi. The eigenvalues represent the local structure and they are replaced
by a decreasing diffusivity function ρi(λi) chosen as in the PM case as ρi(λi) =
1
1+βλi
where β is a contrast parameter.
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6.6 Double orientation diffusion on ODFs
The idea of double orientation diffusion [149] is to set up a diffusion scheme which
is suitable for reconstructing image signals featuring multiple spatial orientations like
in crossings in transparently overlayed structures. The aim is to generalize equation
(6.25) with the help of a generalized operator vector.
A linear single orientation model can be described by the Brightness Constancy Con-
straint Equation (BCCE). For a given two-dimensional signal u the directional deriva-
tive along the direction µ, with |µ| = 1, is zero. If it is orthogonal to the gradient it
yields
µT∇u = µxux + µyuy = 0 (6.28)
The extension to multiple directions can now be modeled by a sum of single oriented
signals (compare with [1]). In the case of two orientations the image is assumed to
consist of two transparently overlaid images u1 and u2 featuring single orientations µ
and ν each. They fulfill µT∇u1 = 0 and νT∇u2 = 0. Thus the double oriented signal
u satisfies
(µ∇) (ν∇)u = 0 (6.29)
which can be rewritten to
p1∂xxu+ p2∂xyu+ p3∂yyu = 0 (6.30)
where p =
(
p1 p2 p3
)
is the mixed orientation vector combining the two orientations
µ and ν. For more details see e.g. [1]. The operator vector ( ∂xx ∂xy ∂yy ) contains second
order spatial derivatives. We adapt this approach to ODF images by deriving a double
orientation diffusion scheme starting from the corresponding energy E
E(ψ) =
1
2
∫ ∑
i,j
dij 〈∂iψ, ∂jψ〉ψ dx (6.31)
with i, j ∈ {xx, xy, yy}. Please note the short hand notation of the indices, so the fun-
damental difference to the anisotropic approach is that second order spatial derivatives
are used. Further, we replace the diffusion tensor (dij) by the respective extended 3×3
diffusion tensor (dij) ∈ R3×3 (compare with (6.25)):
(dij) =
dxx xx dxx xy dxx yydxx xy dxy xy dxy yy
dxx yy dxy yy dyy yy
 (6.32)
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As before the Gaˆteaux differential is used to calculate the functional derivative as
∂E(ψεw)
∂ε
∣∣∣∣
ε=0
=
∫ ∫ ∑
i,j
dij∂i(ψεw)∂iw dΩ dx
∣∣∣∣∣∣
ε=0
=
∫ ∫ ∑
i,j
dij (∂iψ) (∂iw) dΩ dx
= +
∫ ∑
i,j
〈∂i (dij∂jψ) , w〉ψ dx.
(6.33)
In the last step partial integration is applied twice by assuming homogeneous Neu-
mann boundaries. The energy has a similar shape compared to the derived scheme
for anisotropic diffusion. A difference is that partial integration is applied twice so
a positive differential is obtained instead of a negative one. As in the last Section
(6.5) we let the components of the diffusion tensor depend on the ODFs to derive the
non-linear scheme and get
∂τψ = +
∑
i,j
((∂jdij)(∂iψ) + dij(∂i∂jψ)) (6.34)
with i, j ∈ {xx, xy, yy}. The first term in (6.34) is known to be a source of instability
[168]. For this reason we adapt the diffusion scheme as it is done in [53,168] and neglect
the first term. After the adaption the diffusion scheme is given by
∂τψ = dxxxx (∂xx∂xxψ) + dxyxy (∂xy∂xyψ)
+ dyyyy (∂yy∂yyψ) + 2dxxxy (∂xx∂xyψ)
+ 2dxxyy (∂xx∂yyψ) + 2dxyyy (∂xy∂yyψ) .
(6.35)
6.7 Geodesic marching scheme
The numerical iteration of the diffusion process is done using a geodesic marching
scheme [70] to respect the Riemannian geometry:
As usual for explicit Euler forward update schemes, ψ is updated in discrete time steps
τ . Starting with the current image ψt at each pixel location xi, we take a small step
−τδE in the opposite direction of the functional derivative δE on the tangent space
attached at xi. Then, the tangent vector is mapped back on the manifold using the
exponential map, i.e. ψt+τ = expψt (−∆tδE).
How to discretize the partial derivatives in an intrinsic way is shown in the following
section.
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6.8 Discrete formulation: Intrinsic description
As ODF images are represented on a discrete spatial grid the three derived diffusion
schemes from (6.24), (6.27) and (6.33) require discrete approximations to apply them
in practice. We need approximations of the first, second, and fourth order derivatives
of an ODF function ψx.
6.8.1 Perona Malik diffusion
We derive the intrinsic derivatives for the PM-diffusion scheme. This means we re-
main within the Riemannian geometry where simple addition and subtraction are not
available. Thus, following [70], to perform neighbour operations, we translate the cur-
rent element ψ to the corresponding flat tangent space where the usual operations are
available. We use the abbreviation η±ej := logψ(x)(ψ(x± ej)) where  = 1 indicates
the neighbouring pixel position, and get
∂jψ(x) =
1
2
(
η+ej − η−ej)+O(2) . (6.36)
The approximation of the second order derivative is obtained in the same manner
(compare [70]):
∂2jψ(x) =
1
2
(
η+ej + η−ej
)
+O(2) (6.37)
We insert the first and second order derivatives into the isotropic update scheme (6.24)
to get:
∇E = −
∑
j
1
2
φ(x)(η+ej + η−ej )− 1
2
∑
j
(∂jφ(x))(η
+ej − η−ej )
= − 1
2
∑
j
(φ(x) +
(∂jφ(x))
2
)η+ej − 1
2
∑
j
(φ(x)− (∂jφ(x))
2
)η−ej
(6.38)
As φ(x) is a scalar function, we can simplify (6.38) by approximating ∂jφ(x) by for-
ward/backward first order derivatives:
φ(x) +
(∂jφ(x))
2
≈ φ(x) + φ(x+ ej)
2
(6.39)
φ(x)− (∂jφ(x))
2
≈ φ(x) + φ(x− ej)
2
(6.40)
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Inserting these approximations into the update scheme (6.24) finally yields
δE(x) = − 1
2
∑
j
{
φ(x) + φ(x+ ej)
2
· η+ej
+
φ(x) + φ(x− ej)
2
· η−ej
}
+O()
(6.41)
The shape of this scheme is similar to the Perona Malik diffusion scheme for scalar
valued images as given in [88], (15.34) and (15.35).
6.8.2 Anisotropic diffusion
The discretization for the tensor driven anisotropic diffusion can be derived in the
same manner. Here, mixed derivatives are also needed and given by
∂xyψ(x) =
1
42
{
ηex+ey + η−ex−ey
−ηex−ey − η−ex+ey}+O(2). (6.42)
Inserting the approximation (6.42) into the anisotropic update scheme (6.27) yields:
∇E =−
∑
j
1
2
djj(η
+ej + η−ej )
− 1
2
∑
j
(∂jdjj)(η
+ej − η−ej )
− d12
22
(η+e1+e2 − η+e1−e2 − η−e1+e2 + η−e1−e2)
− d21
22
(η+e2+e1 − η+e2−e1 − η−e2+e1 + η−e2−e1)
− ∂1d12∂2ψ(x)− ∂2d21∂1ψ(x).
(6.43)
The first two terms have the same shape as the isotropic formula (6.38) top. In addition
we get four additional terms belonging to the mixed directions. We approximate ∂jd12
by forward/backward first order derivatives and further
∂1ψ(x) = η
+e1+e2 + η+e1−e2 − η−e1+e2 − η−e1−e2 (6.44)
∂2ψ(x) = η
+e1+e2 − η+e1−e2 + η−e1+e2 − η−e1−e2 . (6.45)
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from the last part of (6.43). The obtained discretization is given by
∇E = isotr. part − d12(x+ e1)η
+e1+e2 − η+e1−e2
4h2
+ d12(x− e1)η
−e1+e2 + η−e1−e2
42
− d12(x+ e2)η
+e1+e2 − η−e1+e2
42
+ d12(x− e2)η
+e1−e2 − η−e1−e2
42
.
(6.46)
being a one-to-one translation of the standard central difference approximation as can
be found in [88], (15.44) and (15.45).
6.8.3 Double orientation diffusion
To obtain the double orientation diffusion scheme fourth order derivatives ∂ij with
i, j ∈ {xx, xy, yy} are additionally needed. On the tangent space they can be obtained
by convolving the stencil of the different second order derivatives with each other. The
following fourth order derivatives are used and given by:
∂xxxxψ(x) =
1
4
(
η+2ex + η−2ex + 4η+ex + 4η−ex
)
+O(4) (6.47)
∂yyyyψ(x) =
1
4
(
η+2ey + η−2ey + 4η+ey + 4η−ey
)
+O(4) (6.48)
∂xxxyψ(x) = ∂xyxxψ(x)
=
1
4
(
η+2ex+ey + η−2ex−ey − η+2ex−ey − η−2ex+ey)
− 2
4
(
η+ex+ey + η−ex−ey − η+ex−ey − η−ex+ey)+O(4)
(6.49)
∂xyyyψ(x) = ∂yyxyψ(x)
=
1
4
(
η+ex+2ey + η−ex−2ey − η+ex−2ey − η−ex+2ey)
− 2
4
(
η+ex+ey + η−ex−ey − η+ex−ey − η−ex+ey)+O(4)
(6.50)
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∂xxyyψ(x) = ∂xyxyψ(x) = ∂yyxxψ(x)
=
1
4
(
η+ex+ey + η+ex−ey + η−ex+ey + η−ex−ey
)
− 2
4
(
η+ex + η−ex + η+ey + η−ey
)
+O(4)
(6.51)
Inserting these approximations into (6.35) yields the update scheme.
6.9 Discrete formulation: Extrinsic description
In the experiments the new schemes are compared with their Euclidean pendants not
considering the Riemannian geometry. Therefore, the extrinsic description of ODF
derivatives will shortly be revisited. To keep notation short define xi,j :=
(
xi yj
)T
where the indices i, j denote the pixel position in the image. The first and second order
derivatives are approximated as usually done with forward/backward and central finite
differences (see Chapter 2.6 or e.g. [163]).
We further approximate the partial derivatives of φ(xi,j) as in the intrinsic description
and include these approximations into the Euclidean isotropic update scheme (6.24)
and get
δE(xi,j) = − 1
2
{
φ(xi,j) + φ(xi,j + ex)
2
· ψ(xi+1,j)
+
φ(xi,j) + φ(xi,j − ex)
2
· ψ(xi−1,j)
+
φ(xi,j) + φ(xi,j + ey)
2
· ψ(xi,j+1)
+
φ(xi,j) + φ(xi,j − ey)
2
· ψ(xi,j−1)
}
+O().
(6.52)
It can be seen that equation (6.52) is similar to (6.41) but replacing η±ex by ψ(xi±1,j)
and η±ey by ψ(xi,j±1) and therefore neglecting the Riemannian geoemtry.
We proceed in the same manner for the anisotropic diffusion discretisation. The ap-
proximations of the derivatives are inserted into the corresponding Euclidean anisotropic
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update scheme and the energy gets
∇E = isotr. part
− d12(xi,j + ex)ψ(xi+1,j+1)− ψ(xi+1,j−1)
4h2
+ d12(xi,j − ex)ψ(xi−1,j+1) + ψ(xi−1,j−1)
4h2
− d12(xi,j + ey)ψ(xi+1,j+1)− ψ(xi−1,j+1)
4h2
+ d12(xi,j − ey)ψ(xi+1,j−1)− ψ(xi−1,j−1)
4h2
.
(6.53)
The same is done for the double orientation diffusion leading to an update scheme
stemming from equation (6.35) including fourth order derivative approximations.
6.10 Numerical representation
Cheng et al. [33] presented a framework how to represent HARDI data with an or-
thonormal basis. Spherical harmonics are orthonormal and they are a natural way
to represent functions defined on the unit sphere. So it is appropriate to specify the
framework of [33] to spherical harmonics.
The set of (Laplace’s) spherical harmonics form an orthonormal system of eigenfunc-
tions. They are defined as
Ylm : [0, pi]× [0, 2pi] −→ R, (ϕ,ψ) 7−→ 1√
2pi
NlmPlm(cos(ϕ)) exp(i ·mψ) (6.54)
where Nlm are the normalization constants defined as
Nlm =
√
2l + 1(l −m)!
2(l +m)!
(6.55)
and Plm(x) are the Legendre Polynomials defined as
Plm : [−1, 1] −→ R Plm(x) = −1
m
2ll!
(1− x2)m/2 d
l+m
dxl+m
(x2 − 1)l. (6.56)
The set of Ylm, where l ∈ N0, |m| < l, forms a complete set of square integrable
functions, meaning that every square integrable function can be written as a linear
combination of Ylm. Spherical harmonics are especially important in the field of quan-
tum mechanics [118] but also in representation theory [175] or in Geo Physics [9]. More
information can be found e.g. in [120]. Some visualizations of spherical harmonics are
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Figure 30: (Laplace’s) Spherical harmonics of certain order. Top row: Spherical har-
monics with l = 0, 1, 2, 3,m = 0. Bottom row: Spherical harmonics with
l = 3,m = 0, 1, 2, 3. The color indicates the distance to the center of
the same shown shape from blue (close to the center) to red (far from the
center).
shown in Figure 30.
HARDI data has a limited angular resolution predefined by the experimental settings.
So without any practical restrictions the ODFs ψa as well as the tangent vectors η
j
c
can be assumed to be exactly expandable by R real valued spherical basis functions
Yj , j = 1, ..., R. ψa and η
j
c are defined as
ψa(x, ω) :=
R∑
k=1
ak(x)Yk(ω),
ηjc(x, ω) :=
R∑
k=1
cjk(x)Yk(ω)
(6.57)
where the bold lower indices a and c denote the weight vectors a = (a1, . . . , aR) and
c = (c1, . . . , cR). As spherical harmonics are orthonormal, i.e.∫
YiYjdω = δij , (6.58)
the property of the ODFs to be square integrable to one (compare (6.12)) is equivalent
to |a| = 1. Thus inserting expansion (6.57) into the definition of the positive orthant of
100
6.11 Generalization and meaning of the square root representation
the Hilbert sphere (6.12) we have actually changed the original representation of ODFs
as PDF valued functions (compare with Section 6.2.3) to functions ψa : Λ → SR−1
mapping from the image domain Λ to the unit sphere SR−1 of the R-dimensional
Euclidean space RR. Substituting (6.57) into (6.15) and (6.16) it can be verified that
in the new representation, the differential geometrical entities as the distance are given
by 〈
ψa, ψb
〉
= aTb dist(ψa, ψb) = cos
−1(aTb) , (6.59)
the exponential map (6.17) as
expψa(η
j
c) = cos(‖c‖)a+ sin(‖c‖)
c
‖c‖ , (6.60)
and the logarithmic map (6.18) as
logψa(ψb) =
b− aTba√
1− (aTb)2 cos
−1(aTb) . (6.61)
They are simple to calculate by univariate functions (cos, sin,
√·) and dot products
of low dimensional column vectors. Performing the diffusion on the R-dimensional
coefficient image a instead of the sampled ODFs as proposed in [70] reduces the com-
putational costs significantly. In our experiments we used 28 expansion coefficients
of even spherical harmonics up to order κ = 6. According to the spherical sampling
Theorem (see e.g. [49] or [79] for the Theorem and further information) the coefficients
require L samples on the sphere S2 with
√
L/2 = κ. This means L = 144 samples
would be needed. Thus, instead of processing a certain number of samples (here 144)
as proposed in [70], the diffusion equation can be performed on the 28 expansion
coefficients which reduces the complexity by a factor of five.
6.11 Generalization and meaning of the square root
representation
This section considers the derivation of one of the derived diffusion schemes, the
anisotropic diffusion. The aim is to clarify the role of the square root representa-
tion. We will see that using that representation ends in an update scheme which is
strongly related to the well known Euclidean schemes. The extension of using the local
coordinate representation is based on the framework of Sochen et al. [160]. They used
the representation to interpret an image as a smooth manifold which is embedded into
a higher dimensional space. They call their approach Beltrami flow.
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The Einstein summation convention is used when the energy functional is written in
the local coordinate representation. If an index variable occurs at least twice, it is
understood to sum over its full range. Denote with dij the components of the diffu-
sion tensor, with gαβ the components of the Riemannian metric and with ψ
α the local
coordinates of the image represented by the Riemannian manifold.
Therefore, the components dij of the diffusion tensor are a contravariant tensor of sec-
ond order whereas gαβ is a covariant tensor of second order. In the former derivation
the Riemannian metric < ·, · >ψ as defined in (6.15) is now represented by gαβ but in
the shown notation it is more general and applicable to arbitrary smooth manifolds.
We define the energy corresponding to linear anisotropic diffusion filtering ∂τψ
α =
−δEα(ψ) as (compare to Section 6.5)
E(ψ) =
1
2
∫ (
dijgαβ∂iψ
α∂jψ
β
)
dx . (6.62)
The first variation of this energy yields
∂E(ψε)
∂ε
∣∣∣∣
ε=0
=
1
2
∫ (
dij∂εgαβ∂iψ
α∂jψ
β + dijgαβ∂ε
(
∂iψ
α∂jψ
β
))∣∣∣∣
ε=0
dx
=
1
2
∫
dij∂εgαβ∂iψ
α∂jψ
β
∣∣∣∣
ε=0
dx︸ ︷︷ ︸
A
+
1
2
∫
dijgαβ∂ε
(
∂iψ
α∂jψ
β
)∣∣∣∣
ε=0
dx︸ ︷︷ ︸
B
.
(6.63)
Consider the first summand of the integrand which can be rewritten by means of the
chain rule
A =
1
2
∫ (
dij∂εgαβ∂iψ
α∂jψ
β
)∣∣∣
ε=0
dx
=
1
2
∫ (
dij∂ψγgαβ∂εψ
γ∂iψ
α∂jψ
β
∣∣∣
ε=0
)
dx =
1
2
∫ (
dij∂ψγgαβω
γ∂iψ
α∂jψ
β
)
dx.
(6.64)
In the last step we used ωγ = ∂εψ
γ |ε=0. The second summand of the integrand of
(6.63) can be rewritten as
B =
1
2
∫
dijgαβ∂ε
(
∂iψ
α∂jψ
β
)∣∣∣
ε=0
dx
=
1
2
∫
dijgαβ
(
(∂ε∂iψ
α) ∂jψ
β + ∂iψ
α
(
∂ε∂jψ
β
))∣∣∣
ε=0
dx
=
∫
dijgαβ
(
∂iψ
α
(
∂ε∂jψ
β
))∣∣∣
ε=0
dx
(6.65)
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where the symmetry of gαβ and d
ij was used in the last step. Next Stokes’ Theorem
is applied and Neumann boundary conditions are assumed to bring the derivative of
∂jψ
β to the terms on the left
B = −
∫
∂j
(
dijgαβ∂iψ
α
)
∂εψ
β
∣∣∣
ε=0
dx
= −
∫
∂j
(
dijgαβ∂iψ
α
)
ωβdx
= −
∫ (
gαβ∂j
(
dij∂iψ
α
)
ωβ + (∂jgαβ) d
ij∂iψ
αωβ
)
dx
= −
∫
gαβ∂j
(
dij∂iψ
α
)
ωβdx︸ ︷︷ ︸
B1
−
∫
∂jgαβd
ij∂iψ
αωβdx︸ ︷︷ ︸
B2
(6.66)
and used the relation ωβ = ∂εψ
β
∣∣
ε=0
in the second step and the chain rule in the last
step. We focus now on the second summand
B2 = −
∫
∂jgαβd
ij∂iψ
αωβdx
= −
∫
(∂ψγgαβ∂jψ
γ) dij∂iψ
αωβdx
γ↔β
= −
∫
∂ψβgαγ∂jψ
βdij∂iψ
αωγdx
(6.67)
and therefore
B2 = − 1
2
∫ (
∂ψβgαγ∂jψ
βdij∂iψ
αωγ + ∂ψβgαγ∂jψ
βdij∂iψ
αωγ
)
dx
α↔β
= − 1
2
∫ (
∂ψβgαγ∂jψ
βdij∂iψ
αωγ + ∂ψαgβγ∂jψ
αdij∂iψ
βωγ
)
dx
(6.68)
where α ↔ β denotes a swap of the corresponding indices. Adding A and B1 and
factorizing yields
A +B1 =
1
2
∫ ((
dij∂ψγgαβω
γ∂iψ
α∂jψ
β
)
−
(
∂ψβgαγ∂jψ
βdij∂iψ
αωγ + ∂ψαgβγ∂jψ
αdij∂iψ
βωγ
))
dx
= −1
2
∫
dij
(
∂ψβgαγ + ∂ψαgβγ − ∂ψγgαβ
)
ωγ∂iψ
α∂jψ
βdx
= −
∫ (
dijgηγΓ
η
αβω
γ∂iψ
α∂jψ
β
)
dx
γ↔β,η↔α
= −
∫ (
dijgαβΓ
α
ηγω
β∂iψ
η∂jψ
γ
)
dx
(6.69)
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In (6.69) we used the so called Christoffel symbols Γηαβ given by
gηγΓ
η
αβ =
1
2
(
∂ψβgαγ + ∂ψαgβγ − ∂ψγgαβ
)
(6.70)
playing a fundamental role in modern differential geometry (for a differential geometry
overview see e.g. [112,164]). Adding up all terms results in
∂E(ψε)
∂ε
∣∣∣∣
ε=0
= −
∫ (
gαβ∂j
(
dij∂iψ
α
)
ωβ + dijgαβΓ
α
ηγω
β∂iψ
η∂jψ
γ
)
dx
= −
∫ (
∂j
(
dij∂iψ
α
)
+ dijΓαηγ∂iψ
η∂jψ
γ
)
gαβω
βdx
(6.71)
and allows us to deduce the α-th component of the functional derivative as
δEα = −∂j
(
dij∂iψ
α
)− dijΓαηγ∂iψη∂jψγ (6.72)
Considering the definition of the Riemannian metric (6.15) within the square root rep-
resentation, it can be observed that the metric and therefore gαβ is spatially invariant.
Consequently the spatial derivative ∂ψ∗g∗∗ from (6.70) turns out to be zero for all di-
rections and the update scheme reduces in the chosen representation to the well known
Euclidean scheme
δEα = −∂j
(
dij∂iψ
α
)
. (6.73)
We observe: Using a feature space representation with spatially non-changing Rieman-
nian metric allows to implement diffusion schemes using the usual Euclidean extrinsic
discretizations still respecting Riemannian geometry.
This will be experimentally shown in the following section.
In the discrete case very subtle numerical errors might occur. They are possibly due to
the additional numerical calculations of the exp and log functions in the Riemannian
case as well as the stopping criterion leading to slightly different solutions. To analyse
the error propagation and the complexity is a topic on its own and out of the scope of
this work.
6.12 Experiments
We derived three new diffusion methods for ODF images, namely Riemannian isotropic
non-linear diffusion (called RID), tensor driven Riemannian anisotropic diffusion (RAD)
and Riemannian double orientation Diffusion (RDD). We study the performance of
these novel diffusion schemes compared to their well known Euclidean pendants Eu-
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clidean isotropic diffusion (EID) and tensor driven Euclidean anisotropic diffusion
(EAD), as well as to the method of Goh et al. [70], referenced as RGD.
We set up synthetic and real test scenarios to test these methods in reconstruction
tasks, denoising tasks and their ability to deal with real brain data.
The reconstruction and denoising experiments are implemented using a common HARDI
reconstruction chain:
1. The MRI raw data is measured in k-space which is the Fourier transform of the
MR images [171].
2. ODFs in the spatial domain are reconstructed by simultaneously implementing
a) an inverse Fourier transform and b) a regularization on the single ODF at
hand [46].
3. The different diffusion schemes are applied for further reconstruction and denois-
ing.
Method of Goh et al. As there only exists one method considering a filtering of already
(regularized) constructed ODFs, the method [70] is shortly reviewed. It consists of the
following steps. They wrote down a filtering scheme ( [70], equation (17) ) similar to
PM diffusion. Then they specify the edge stopping function to an exponential function
and approximate the Laplace operator by the four second order derivatives ∂ij where
i and j stand for the two directions. The implementation then uses the intrinsic finite
differences approximation which is also used for the proposed Riemannian methods.
This means, Goh et al. used approximations which are not necessary leading to a
denoising schemes which turns out to be not as good as the proposed methods. They
also need a specialization of the edge stopping function.
6.12.1 Synthetic data
Behaviour at edges. To analyse the behaviour of the different methods at an edge a
simple scenario of two different oriented ODF fields is set up as shown in Figure 31 a.
Only the noisy image is shown. The original noise free image looks as can be expected
with horizontally oriented ODFs in the upper half and vertically oriented ODFs at the
bottom separated in the middle. The noise level in a corresponds to a signal to noise
ratio (SNR) of ten. We focused on Riemannian methods. The Euclidean methods
behave in the same way as will be seen in a later experiment. The methods RID,
RGD, RAD and RDD as well as the simple Riemannian linear diffusion called RLD
are compared. The shape of an ODF indicates the preference of an orientation and
105
6 Spatial Regularization of ODFs
a b
c d
e f
Figure 31: Denoising experiment. Original image not shown, but obviously the noise
free variant of (a). Noiselevel corresponds to a SNR = 10. Result of recon-
structing the line with RLD (b), RGD (c), RID (d),RAD (e), and RDD
(f).
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Figure 32: Broken line experiment with the original image in (a). The goal is to re-
construct a closed line as in (b). Closing the gap with RID (c), RGD (d),
RAD (e), and RDD (f).
the color encodes the distance to the origin, i.e. |ψ(ω)|.
It can be seen that RLD smeers the edge most. The method of Goh et al. RGD also
smeers the edge. RID and RAD better remove the noise while preserving the edge
well. RDD also keeps the edge quite well, it smeers the edge slightly more compared
RID and RAD.
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Figure 33: Reconstructing crosses. (a) shows the original with missing crossing struc-
ture in the middle. The goal is to reconstruct (b). In (c) - (f) close ups are
shown after reconstruction of the cross with RID (c), RAD (d), RGD (e)
and RDD (f). No significiant difference can be seen in (c) - (e), only (f)
can reconstruct the crossing structure.
Broken-line experiment. In this experiment we study the ability of the diffusion
methods to reconstruct interrupted line structures. This is an important task, as line
structures in visualised MRI data might be distorted resulting in holes and gaps within
the data.
To this end, we generate a tensor field of size 19 × 19 simulating water self diffusion
along the diagonal orientation as can be seen in Figure 32 a. The other regions have
no preferred diffusion orientation. In the center of the image the line is interrupted so
the aim is to reconstruct the line structure as can be seen in Figure 32 b.
We applied the Riemannian methods RID, RGD, RAD, and RDD. Each method was
applied until the same Riemannian error compared to b was reached. The results can
be seen in Figure 32 c - f. It can be observed that RID in c and RGD in d cannot
reconstruct the line structure. Far better reconstruction behaviour show RAD in e
and RDD in f. They close the gap while preserving the edge reasonably well.
Reconstructing crosses. We test the capability of the novel derived methods to
reconstruct crossing structures. HARDI is applied in situations where the occurance
of crossings is expected. Thus it is important to be able to reconstruct these structures.
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Figure 34: Quantitative denoising results of the crossing pattern visible in Figure 35 a.
The Riemannian error versus different noise levels σn = (0.01, 0.02, ..., 0.1)
corresponding to a SNR of [86 43 28 21 17 14 12 10 9 8] are displayed.
We generated a similar experiment as before but using two orientations of the water
self diffusion instead of one as shown at Figure 33 a. The middle part of the cross
is missing and we compared the reconstruction behaviour of the schemes RID, RGD,
RAD and RDD and investigated the capability of reconstructing the cross structure.
The results are shown in Figure 33 c - f. For a better visualization only the central
part is shown.
It can be observed that the first three methods RID, RGD and RAD c - e only poorly
reconstruct the crossing and smeer the remaining image structure strongly. The only
method which better reconstructs the original crossing structure while preserving the
remaining image well is RDD in f.
Quantitative denoising experiment. To quantitatively investigate the denoising be-
haviour of the different algorithms, a synthetic crossing scenario of size 17 × 17 of
different noise levels has been denoised as visible in Figures 34 and 35. The Rieman-
nian error has been measured by taking the Riemannian distance between the denoised
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Figure 35: Visualization of the cross denoising. The noisy image ( SNR = 43) without
regularization can be seen in b and with regularization in c [46]. d - i shows
the denoised image with RID in (d), EID in (e), RAD in (f), EAD in (g),
RGD in (h) and RDD in (i). Euclidean and Riemannian methods behave
the same.
and the original image. We focused on the central part of the image to reduce border
effects in the measurements. A second reason is that the important structure is situ-
ated in the middle of the image. Therefore, the error was calculated and optimized on
the central 9× 9 part. The noise has been added directly to the MRI data following a
rice distribution with standard deviation σ. The signal to noise ratio (SNR) is defined
according to the NMR literature as mean of the noise free amplitiude of the signal di-
vided by σ (see e.g. [106]). The SNR values are chosen as [86 43 28 21 17 14 12 10 9 8]
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Figure 36: Difference image of the Euclidean and Riemannian isotropic diffusion result
in a and the anisotropic diffusion result in b. The maximal detected de-
formation between EID and RID can be seen in c compared to the original
sphere in d and the maximal detected deformation between EAD and RAD
can be seen in e compared to the original sphere in f.
which correspond to σn = (0.01, 0.02, ..., 0.1) in our experimental setting when adding
Rician noise to the data. The Results are depicted in Figure 35.
We select stopping times individually for each run, such that the difference between
ground truth and reconstruction is minimal. It can be observed that the denoising
behaviour can be significantly improved compared to a purely regularized reconstruc-
tion [46] without diffusion. Comparing Euclidean with Riemannian approaches verifies
the theoretical result from Section (6.11): They show identical denoising behaviour up
to numerical inaccuracies. This is also visible in Figure 36. The RID and EID schemes
show best results for all noise levels, reducing noise up to a factor of 30%. RAD, EAD
as well as RDD show similar quantitative results and improve the quality of the image
in terms of the Riemannian error. The error for RGD is slightly higher for higher noise
levels.
In general, the advantage of all denoising methods compared to a purely regularized
reconstruction can be seen, they become more important for higher noise levels.
To see the structural difference between the approaches, we visualized the experiment
of the noise level corresponding to the SNR of 43 in Figure 35. We again observe an
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Figure 37: Comparing RID (in c and d) and EID (in e and f) for two different noisy
images shown in a and b. Both methods show an identical error.
identical behaviour of the Euclidean and the Riemannian approaches in accordance
with Figure 34. As expected by the quantitative result, the non-linear isotropic dif-
fusion (d), (e) reconstructs the noisy image best. The regularized reconstruction c
still shows noisy ODFs and roundish looking ODFs on the diagonals. The images
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reconstructed by RAD and EAD look similar but keep the central crossings and the
diagonal orientations better. The method of Goh et al. [70] yields a little better result
as also visible in Figure 34. Nevertheless, ODFs near the edge are still noisy. The
RDD nicely reconstructs the central crossing structure but smeers edges more. We
assume that one reason for RID showing best results may be its small kernel size, as
HARDI data has low spatial resolution.
The identical behaviour of RID and EID as well as RAD and EAD can be seen in
Figure 36. A difference image of the images d and e as well as f and g shown in Figure
35 between the Euclidean and the Riemannian methods has been plotted in a and b.
No difference can be detected as all spheres show an almost perfect round shape. The
maximal detected difference is plotted in c and e. The shown sphere is located at
the right border of the image. Only very subtle differences can be seen due to small
numerical inaccuracies occuring at the borders. A similar experiment shows Figure 37
for two different images where the noisy images are shown in a and b Here, only RID
and EID is shown. An identical denoising capability of both methods can be seen and
only very subtle differences can be detected. Both methods show a Riemannian error
of 0.132 in the left image compared to the noise free image and an error of 0.131 in the
right image. the very subtle numerical differences are possibly due to the additional
numerical calculations of the exp and log functions in the Riemannian case as well as
the stopping criterion leading to slightly different solutions.
6.12.2 Runtime
A runtime experiment is provided for the different methods. Each method is applied
200 iterations on a noise corrupted image of different sizes. The chosen image was
constant with SNR of 28. The results are shown in Figure 38. More complex methods
are slower compared to the simple algorithms as expected. One can see that the Eu-
clidean methods are up to a factor of 2 faster compared to the Riemannian methods.
The RGD is only slightly faster than RID due to its simpler structure. RDD is slowest
which was expected as it is most complex, e.g. the structure tensor is a 3 × 3 matrix
instead of 2× 2. The Euclidean version is still faster than the Riemannian one.
To conclude the synthetic experiment section, we experimentally showed that Eu-
clidean methods are as good as their corresponding Riemannian methods but much
faster. The Euclidean isotropic diffusion performed quantitatively favourable compared
to the method of Goh et al. (see Figure 34) while being faster (see Figure 38).
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Figure 38: Runtime experiment. The plots show time in seconds versus the size N
per edge (image size N × N). On can see the required time of a method
for a certain image size. Euclidean methods are faster compared to their
Riemannian pendants.
6.12.3 Real data
Figure 39 shows slice 28 of a 96×96×60 real HARDI data set of a human brain taken
from the DSI Studio project (http://dsi-studio.labsolver.org/download-images).
Voxel size is 1.9mm and the maximal b-value is 4000 s
mm2
. For a detailed description
of the data we refer to the homepage. Again, the data was reconstructed applying
the methods RGD, RID, RAD and RDD. Stopping times were selected to be the same
as the optimal ones in the synthetic experiment with Riemannian distance (compare
with Figure 35), for a comparable noise level. To see the differences better we look
into close ups, namely the region [34 : 47, 55 : 70, 28]. The close ups shown in Figure
39 reveal that RID nicely reconstructs the regions without preferred direction while
preserving the flow direction.
6.13 Conclusion
In this section several non-linear diffusion methods have been introduced for HARDI,
i.e. ODF images, respecting the intrinsic geometry of the data. To this end we briefly
revisited the square root representation of ODFs, allowing to formulate logarithmic and
exponential map in closed forms. By developing ODFs in series of spherical harmon-
ics, the closed form representations basically reduced the implementational effort to
calculating scalar products of coefficient vectors together with trigonometric functions.
They are simple and efficient to implement and thus reduce computational complexity.
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Figure 39: Brain ODF image (top) from the DSI Studio project (http://dsi-
studio.labsolver.org/download-images) and a selected region of interest (b).
b - f : Original patch (b), RGD (c), RID (d), RAD (e) and RDD (b).
Having these tools at hand, we consistently generalized the isotropic diffusion equation
from vector valued images to ODFs starting from an energy given as integral over a
potential function. We further derived the anisotropic diffusion equation for ODFs
by variation of the corresponding energy functional and infer from that equation to
the non-linear diffusion. This is in the spirit of earlier work on DTMRI [103], but in
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contrast to previous work on HARDI [70]. In addition we presented a novel double
orientation diffusion method also derived from a corresponding energy functional. We
showed that this method is especially suitable for crossing situations. For all methods
we presented suitable discretizations. Such discrete derivatives are general and may
be used to discretize other partial differential equations operating on ODFs as well.
We experimentally showed that our derived methods significiantly improve the denois-
ing behaviour compared to an only regularized reconstruction of the ODFs as well as
to other diffusion based methods [70]. A remarkable and unexpected result is that
the derived geodesic marching diffusion schemes on ODFs deliver the same results as
the Euclidean pendants. The reason for this effect is the re-parameterization into the
square root representation, leading to vanishing Christoffel symbols.
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Channel encoded images have been used for multiple applications, including feature
map representation for object tracking, depth segmentation and denoising [54,89,176].
In this work the channel representation framework is used in the subsequent two Chap-
ters 8 and 9. It will be seen that it can be considered as discrete PDF under certain
conditions, which will be explained, being able to provide additional information about
the local image structure.
It is commonly accepted that the channel representation (also known as population
coding) is motivated from a biological perspective [137, 186]. This is one reason mak-
ing channel representations important when considering the processing of signals in
computer vision as well as e.g. in neural networks. The core approach is to use a set of
basis functions B with compact support equidistantly distributed on the value domain
of an image u. These basis functions are then used to encode the intensity values u(x)
at a spatial position x.
Channel encoded images are just a different representation of the given data. When
encoding a single value into a channel representation, the value can be exactly recon-
structed from it using suitable basis functions B for reconstruction. This is in contrast
to other histograms. The benefit of the encoding emerges during the handling of the
channel representation of the image and when decoding back as it can e.g. be used as
intensity distribution representation when including neighbouring pixel values. Using
this representation also allows for simple outlier-removing smoothing, so called channel
smoothing [54], by essentially for each pixel encoding the values of its local neighbour-
hood into one soft-histogram and assigning the decoded value of the dominant mode to
it, i.e. the sub-’bin’-position of the maximum value in the soft-histogram. This results
in an adaptive filtering using the channel representation framework. Further advan-
tages are additional information due to the intensity distribution representation and
further a reduced complexity compared to kernel density estimation. See e.g. [54,60,89]
for more details.
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If an image is defined on a subspace of R2 it is inflated to the higher dimensional space
R2×N where N is the number of used channels. So the result is a ”stack” of N images
where only certain parts of the original image can be seen per image in the stack.
The definitions and properties in this chapter like e.g. the description of the basis
functions, the encoding, or the decoding, has been investigated before. It is oriented
on the introduction of channels in [54,89].
7.1 Outline of the chapter
In the following Section 7.2 suitable basis functions are introduced and the advan-
tages of the chosen B-Spline basis functions are explained. Afterwards the process of
encoding (Section 7.3 ) and (robust) decoding (Section 7.4 ) of signals and images is
explained, supported by some examples.
7.2 Basis functions
The choice of basis functions B is heuristic and not fixed. There are however certain
practical requirements for the functions B. They should be simple and smooth for
stability reasons. This means the number of coefficients should be as low as possible
while giving desired results. B should also have a compact and local support and
being positive as densities are non-negative. Different choices are possible and have
been used in literature. In [73,75] a truncated cos2 function is used defined as
B(u) =
 cos2(piu3 ) 0 ≤ |u| ≤
3
2
0 otherwise .
(7.1)
Another choice is a Gaussian function. This is examined e.g. in [60] and defined as
B(u) = e−
u2
2σ2 (7.2)
for a predefined variance σ. An advantage of the truncated cosine kernel is its local
support. Using the Gaussian basis function always gives non zero entries in all chan-
nels. This leads to a biased decoding towards values located at the center of the pixel
value interval. So a lossless decoding in not possible without further means. It is
possible to use a truncated Gaussian and introduce a threshold setting all weights to
zero with small entries. A more detailed discussion can be found in [60].
The chosen basis functions used in this work are B-Splines of second order encoding
images into soft histograms. They fulfill the advantages explained above. Furthermore,
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Figure 40: Different possible basisfunctions. 11 channels are shown. The B-Splines of
second order are used in this work.
they are simple to implement as being piecewise defined polynomials. It has also been
shown that the B-spline representation leads to a robust error norm [54]. These are
important reasons for choosing B-Spline basis functions, however, the main focus of
this work will not be the choice of suitable basis functions and it seems likely that
truncated cos2 functions, truncated exponentials or B-splines will behave in a similar
way for our purposes.
B-splines are piecewise polynomial functions usually used for interpolation and ap-
proximation. More information about Splines in general can be found e.g. in [44,155].
They are recursively defined as
B0(u) =
 1 0 ≤ |x| ≤
1
2
0 otherwise
(7.3)
and for all n ≥ 1
Bn(u) = (B0 ∗B0 ∗ . . . ∗B0) (u) (7.4)
n + 1 times. The initial Spline B0(u) is a box function, so a channel encoded image
with B0(u) as basis function corresponds to a hard histogramm encoding. The explicit
form of the B-splines up to order three are
B1(u) =
{
1− |u| 0 ≤ |u| ≤ 1
0 otherwise
(7.5)
B2(u) =

3
4 − u2 0 ≤ |u| ≤ 12
1
2
(
3
2 − |u|
)2 1
2 < |u| ≤ 32
0 otherwise
(7.6)
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Figure 41: B-splines used for the channel representation, the solid three lines indicate
the weight response for u(x) = 6.
and
B3(u) =

2
3
− |u|2 + |u|
3
2
0 ≤ |u| ≤ 1
(2− |u|)3
6
1
2 < |u| ≤ 32
0 otherwise .
(7.7)
As the second order B-splines and its derivatives are used in this work they are stated
here for completeness:
B′2(u) =

−2u 0 ≤ |u| ≤ 12
− (32 − |u|) 12 < |u| ≤ 32
0 otherwise
B′′2 (u) =

−2 0 ≤ |u| ≤ 12
1 12 < |u| ≤ 32
0 Otherwise
(7.8)
and B
(n)
2 = 0 ∀ n ≥ 3. Figure 40 shows the shape of the truncated cosine, the Gaussian
and the second order B-Spline basis functions.
7.3 Channel encoded images
To describe channel encoded images, the channel domain and certain channel positions
have to be defined:
121
7 Channel Representations
Definition: Let u : Λ ⊂ R2 → Σ ⊂ R be an image defined on a subspace Λ of
the two-dimensional space R2 and let N be the number of channels. Denote with
c :=
(
c1 c2 · · · cN
)T
the supporting points of a grid of Σ which are equidistantly
distributed. Then c is called channel vector and a single ci is called channel center of
the intervall. To keep a constant width from −32 to 32 , every image is transformed to
the intervall [1.5, N − 0.5] before encoded into channels.
The basis function B is assumed to be a B-spline of second order with compact support
[−1.5, 1.5] around the location of the channel center. Each basis function encodes a
certain weight wi
wi(u) = B(u(x)− ci) i ∈ 1, . . . , N (7.9)
where u(x) is the measured intensity and ci denotes a channel center. This results
in a weight vector w =
(
w1 · · · wN
)T
. In Figure 41, an encoded intensity value
u(x) = 6 corresponds to non zero weights given by the B-splines basis functions located
at ci = 6 and one to the left and right of that position.
From a numerical point of view the channel weights wi(u) stemming from the basis
functions B for all i are represented as floats. As mentioned in the introduction of this
chapter the channel representation is just a different data representation with certain
advantages during the prosessing of the signal. Due to the encoding of the intensities
the representation of the signal is over determined.
Example: Samples from a distribution
Consider the example of single samples from an underlying distribution given by the
values (
0.21 0.3 0.25 0.18 0.26 0.34 0.17 0.77 0.71 0.81
)
. (7.10)
The corresponding channel representation can be seen in Figure 44 in blue where the
x-axis corresponds to the number of channels. Two modes can be observed where the
first is higher and has more mass as the first seven samples probably belong to that
mode.
Example: One dimensional signal
An signal processing example can be seen in Figure 42 where a one dimensional signal
with values between zero and one is encoded into channels. This results in an “image”
where the y-axis corresponds to the different channel layers, so the channel centers.
The image shows the weight responses from the B-spline basis functions. For a better
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Figure 42: A one dimensional signal u(x) encoded into 10 channels between zero and
one. For a better visualization black indicates a high weight and white a
zero weight.
visualization higher values are darker and lower values brighter. It is possible to obtain
an intensity distribution when a linear spatial smoothing of the weights is performed for
each weight separately. This means additional information about the signal structure
is obtained which is one advantage of channel representation.
Example: Images
In Figure 43 Lena and her channel encoded version can be seen. The six images from
b to g show the different layers of the six channels used to encode the image.
7.4 Decoding of channel encoded images
A simple method to decode is a linear decoding using all channel weights to regain the
original value u. As the encoding and decoding are both linear steps, this is a one-
to-one mapping. To obtain an advantage of the channel representations a non-linear
decoding step, called robust decoding, is introduced. Reconstructing a single observed
value u from the channel representation is done using a linear combination of the N
channels
I(x) =
N∑
i=1
(wi(u)ci)βi (7.11)
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Figure 43: Lena encoded into 6 channels from b to g between zero and one.
where β = [β1, . . . , βN ]
T denotes a decoding window. If βi = 1,∀i then the decoding
describes the linear decoding. To obtain a robust decoding scheme only a subset of the
channel components is used [54]. In this work a window of size 3 around the maximum
mode location of the channel vector is computed i.e.
l = argmax
k
∑
k+1
i=k−1wi(u) (7.12)
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Figure 44: Channel encoded samples as the blue solid line. Red indicates the recon-
structed intensity value decoded with box decoding and the green dashed
line with a linear decoding.
with k = 2, . . . , N − 1. Then the robust decoding scheme, also used in the framework
of channel smoothing [54], reads
uˆ(x, y) =
l+1∑
i=l−1
(wi(u))ci . (7.13)
Note that the choice of l in (7.12) depends on continuously differentiable basis functions
such that the local maxima are continuous functions of the input values. The order
of local maxima might change depending on the input, but this is desired since this
reflects e.g. the non-stationarity at edges.
Example: Samples from a distribution
The meaning of a robust decoding gets immediately clear when considering the sample
distribution from Section 7.3. When evaluating the ten samples the last three samples
might be considered as outliers and, depending on the application, they should not
be included into the decoding of the encoded samples. In Figure 44 the linear and
the robust decoding are indicated by a green dashed line and a red line respectively.
As expected the linear decoding results in an intensity value between the larger and
the smaller mode whereas the robust decoding gives a lower value and better hits the
larger mode.
When applying linear decoding the reconstruction of the intensity value is lossless.
The obtained intensity value is the same as just averaging the ten initially given values
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from equation (7.10). This is the case in the continuous case as well as in the discrete
case. However, when including the robust decoding this is not the case anymore, but
this is desired. The aim is to estimate a robust mean in this example or to set up a
robust filtering as in the channel smoothing [54] or in Chapter 8 and 9.
Example: Images
As a second example we consider the Lena image. As mentioned before channel rep-
resentations are just another representation of the given data, so the intensity values
of an image. Without performing an intermediate step after encoding the image,
encoding and decoding are a one-to-one mapping. One application is channel smooth-
ing as explained e.g. in [54, 152]. After encoding the signal into channels a linear
smoothing is performed for every channel separately. Afterwards, a robust box decod-
ing is performed. This results in a robust smoothing. More information is provided
in [54,60,152].
Figure 45 shows the original Lena image and after channel smoothing [54]. Sixteen
channels have been used. They have been smoothed with a Gaussian with standard
deviation σ = 2 and afterwards decoded as described in (7.12) and (7.13). Edges are
still clearly visible. Drawback here is the general comic-like behaviour. The channel
smoothing is not parameter optimized, e.g. the number of channels and for visual-
ization only. Comparisons to other methods and more explanation can be found e.g.
in [54].
Channel representations can also be extended to more than one channel dimension. It
is e.g. possible to extend to color and scale space theory [90], including directions as
in [55], or including flow fields [61].
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Figure 45: Lena image as original and after channel smoothing with sixteen channels
and a Gaussian kernel with σ = 2. This is for illustration only. More
experiments and results can be found e.g. in [54].
8 Treatment of Single Density Distributions
8 Treatment of Single Density
Distributions
The analysis and understanding of single probability density distributions play an im-
portant role especially in computational neuroscience [137, 186] or neural networks
[145]. The reason is that not a single neuron in the visual cortex responds to a certain
impulse but many. One example is the perception of orientation where the neurons
response is a function of orientation known as tuning curves [137].
The aim of this chapter is to set up a process where an estimation distribution is
calculated stemming from an intensity distribution. More precise, an initially given
intensity distribution should be converted into an estimation distribution, estimating
a robust, local mean. This is done based on estimation theoretical reasoning from the
so called Gauss–Markov Theorem.
This results in a process manipulating density distributions by sharpening them. Ma-
nipulating densities has e.g. been performed by Pouget et al. [45,186] also resulting in
a certain sharpening process. One aim is to better distinguish modes within a multi
modal distribution. As reported e.g. in [137] one problem occurs when two modes are
closely spaced. It can happen that these two modes cannot be distinguished anymore.
Methods are required to reduce the uncertainty of single modes in a multimodal dis-
tribution, meaning to sharpen these distributions in a desired way. With the proposed
estimation process it is possible to sharpen density distributions without the loss of
mass under the corresponding modes. This means multiple modes are preserved during
the estimation process. By reducing the variance of the estimated density, it will more
accurately represent the underlying value distribution.
Besides the information which can be obtained for single densities, the theoretically
founded manipulation of densities is also beneficial for image processing tasks. For
the purpose of the proposed scheme any non-parametric soft-histogram method can be
used to represent value distributions of single image pixels. In this chapter we consider
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the channel representations [60,74] as introduced in Chapter 7.
8.1 Chapter summary
The focus of this chapter lies on single probability density functions. It provides a
theoretical framework how PDFs can be manipulated with the aim of preserving single
modes within a multimodal distribution. Important questions are how to obtain an
estimate distribution from an intensity distribution usually given from the gray values
of a given image and how the estimate distribution can be made more reliable. This
results in a sharpening process of the given intensity distribution where constraints
imposed by the Gauß-Markov Theorem ( [95], Chapter 6) are exploited to preserve the
modes and to implement a robust method for sharpening densities.
To derive a value distribution of a single image pixel, the spatial information of the
surrounding intensities has to be included. Just comparing the intensities will not
be helpful as they will not give a distribution. This means two steps are performed.
The first is a lossless, one to one representation of the intensity value into channel
representations as done in Chapter 7. The second step is a spatial averaging of the
values for each channel, resulting in the desired intensity distribution. One advantage
of the channel representation is that it can directly be seen how many intensities are
encoded into channels because the channel weights sum up to one for each intensity.
Multimodal distributions are present in numerous image processing applications and
to estimate the modes accurately with lowest possible variance is a central problem e.g.
in image denoising [54]. Here the proposed scheme is applied to multimodal intensity
distributions as they occur in channel coded images. We further provide synthetic
experiments on denoising of images showing the possible benefits of the presented
sharpening method. In addition, certainty maps of the image are provided showing
the certainty of the estimate for all regions within the image.
8.1.1 Related work
Deneve et al. [45] implemented an approximation of a maximum likelihood estimator
in a biologically plausible model of neural stimuli providing a neural implementation
of ideal observers. They also modified density distributions stemming from neural
activities of multiple neurons, called population codes. They described the recurrent
network with non-linear evolution equations basically using a squaring method and
they iterate a few times until they have removed the noise. Squaring has the severe
drawback of errors due to the use of finite channels. Density mode locations are biased
towards channel centers. Further, if the distribution is bimodal the mode with larger
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amplitude will suppress the smaller mode, even if the underlying mass of the larger
amplitude is much smaller. There is no mode preservation which is desired here.
Their work does not focus on the treatment of arbitrary distributions usable for image
processing applications. They mainly focus on the usage of their maximum likelhood
estimator.
The choice of channel representation to obtain the intensity distributions is because of
their simplicity. Other choices, e.g. kernel density estimation [17,157] or the maximum
entropy method [89] are in principle also possible but will not be considered here.
8.1.2 Outline of the chapter
In Section 8.2 the Gauss–Markov Theorem and necessary tools will be introduced. The
effect of the Gauss–Markov Theorem on a single density distribution will be explained,
starting from a simple unimodal Gaussian distribution.
After the explanation how to obtain intensity distributions in Section 8.4, the focus
of Section 8.5 lies on the sharpening process itself. It consists of an encoding step
with the channel representations, the sharpening process itself and a decoding step.
Section 8.6 presents how to choose the kernel for the sharpening and experiments are
provided showing how the algorithm is actually working for an unimodal and multi
modal distribution.
Section 8.7 provides further details of the algorithm. The last Section 8.8 concen-
trates on basic experiments for single distributions, starting from simple ones to more
complex, multimodal distributions. Furthermore experiments on synthetic images are
performed showing advantages of the proposed sharpening process with potential im-
age processing applications.
8.2 The Gauß–Markov Theorem
Let us start with a simple scenario and extend the proposed approach to a more
general setting afterwards. The assumption here is that the given intensity value
distribution has Gaussian shape with a mean µ and a variance σ2 like in Figure 46.
The aim is to formulate an estimation process from the given intensity distribution to
reduce the variance and therefore sharpen the obtained density distribution. A theorem
making predictions about the variance of a Gaussian distribution is the Gauss–Markov
Theorem (see e.g. [95], Chapter 6):
Theorem: Let gi be a given observation for i = 1, . . . , N where N is the number
of observations and g = (g1, . . . , gN ). Let η be additive Gaussian noise so a normal
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Figure 46: One mode example of sharpening using the GM Theorem. a and b: Sample
distribution of 104 samples drawn from a Gaussian. In a is a histogram and
in b the normalized plot of the same distribution. c: Sharpened distribution
after application of the GM Theorem. µ = 0.5 in b and c and σ = 0.31 in
b and σ = 0.19 in c.
distributed noise parameter of zero mean and covariance C. Let the given observation
be describable with the general linear model gi = g0 + η or in matrix notation
g = Kg0 + η, K = [1, . . . , 1] ∈ RN (8.1)
where g0 is the unknown parameter to be estimated and K is the observation matrix
describing the N measurements. Then the covariance Cgˆ0 of the estimator gˆ0 of g0
decreases quantitatively with the number of measurements used:
Cgˆ0 = (K
TC−1K)−1 (8.2)
or in our case
σ2gˆ0 =
1
N2
σ2. (8.3)
The solution of applying the GM Theorem to the initial Gaussian shaped distribu-
tion can be seen in Figure 46. We get a sharpened density which is optimal in the
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sense of GM. Due to the limited amount of data the variance of the resulting density
distribution will not be more narrow without further assumptions, meaning that the
sharpening process stops. How to apply the GM Theorem to arbitrary densities and
how the sharpening is performed numerically is part of the next sections.
8.3 Arbitrary density distributions
The process for a multi modal distribution is more complicated than the one for the
uni modal, Gaussian distribution. It is not possibe to use the GM Theorem globally
on the whole distribution.
In this section the aim is to extend the sharpening process from a Gaussian shaped
intensity distribution to arbitrary ones. We describe how to formulate an estimation
process for the distribution using the GM Theorem. In the presented method no
prior assumption is made on the origin of the value distribution, hence making the
framework applicable to a wide variety of problems. The method only requires sampled
parameterized signals which are not limited to image processing applications.
In the subsequent sections we describe how to obtain an estimate distribution from
an intensity distribution conforming to the GM Theorem. This will be done using a
suitable two-step procedure consisting of finding a suitable kernel and performing the
process itself with this kernel. A first question to be answered is where to get the
intensity distribution from.
8.4 Channel representations as intensity value
distributions
In Chapter 7 the channel framework has been introduced to encode a single intensity
value into a soft histogram representation. So it is possible to use the channel frame-
work to generate intensity distributions as follows:
The channel representation of the image is a one to one mapping from the intensity
space to the channel space. The same notation is used as introduced in Chapter 7,
Section 7.3. So let u : Λ ⊂ R2 → Σ ⊂ R be an image defined on a subspace Λ of the
two-dimensional space R2 and let N be the number of channels. As done in Section 7.3
denote with c :=
(
c1 c2 · · · cN
)
the channel vector and withw =
(
w1 · · · wN
)T
the channel weight vector of the encoded intensity. An intensity distribution wˆ is ob-
tained by a linear spatial smoothing of the weights of the image separately for each
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channel with a spatial Gaussian kernel Gˆ:
wˆ = w ∗ Gˆ (8.4)
This process will be denoted with the horizontal process. By comparing with Figure
42 b in Chapter 7, the spatial averaging is performed horizontally, so along the x-axis.
The new proposed sharpening process is not performed along the spatial direction but
along the channel direction c at one spatial position and will therefore be denoted as
vertical process. In Figure 42 b the process would be performed along the vertical
direction. For that reason the explanation of the method will be focused on one single
spatial position in the following section.
To extract an intensity value back from the distribution a local decoding is performed
in the end as described in Chapter 7.
8.5 The sharpening process
As mentioned in the last section the focus of the estimation process lies on one spatial
position. The first step of the process is a local decoding performed for every channel
position ci with a kernel Gi of limited size. After performing this local decoding with
G :=
(
G1 · · · GN
)
for every channel position ci we obtain a new weighted intensity
value distribution by
sG(u) =
1
wG(u)
((wˆc) ∗G)(u) (8.5)
where wG(u) are used as a normalization factor and given by
wG(u) = (wˆ ∗G)(u). (8.6)
The vector sG now contains the corresponding intensity values for every channel posi-
tion.
Performing a local decoding means that the channel weights of the intensity distribu-
tion wˆ are convolved along the channel direction with a kernel Gi of a limited size. In
the introduction of channel representations the kernel was called decoding window and
denoted with β (compare Section 7.4). Here a Gaussian kernel is assumed to be a used
for every channel position. Other choices as e.g. a box kernel are possible but will not
be considered here. How to find a suitable kernel Gi conforming the GM Theorem will
be topic of the next Section 8.6. In the end, the intensity distribution sG is reencoded
back into the channel representation.
By this procedure a sharpening process is obtained which can be steered with the size
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Figure 47: Example of sharpening an unimodal Gaussian distribution using the GM
Theorem. Left: Initial intensity distribution normalized to one. 51 channels
are used. Right: The initial distribution is shown in blue and the sharpened
distribution is shown in red.
of the kernel and decoding window G at every single channel position. How to find
the desired size of G is explained now.
8.6 Estimating optimal kernel sizes
To find the variance of the convolution kernel G which fulfills the Gauss–Markov
Theorem it is required that the amplitude of the intensity distribution is normalized
to one since a mass transportation of weights is performed. However, when applying
the kernels to the density it is necessary that it integrates to one since the update of
the density should be mass-preserving.
The process will be explained considering Figure 48. We focus on one channel position
p but the process is done for all N channel positions ci, i = 1, . . . , N . In Figure 48
p = 25 is chosen as it is the maximum of the mode.
By Equation (8.3) the desired rate of change from the old variance of the intensity
distribution to the new variance of the estimate can be described as an equation,
where the rate of change is given by the mass under the considered distribution or the
number of samples (KTK)−1. The desired rate of change can be calculated as
slGM =
1√
wG(u)
(8.7)
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Figure 48: Example how to choose the kernel at channel position 25. The optimal
standard deviation for the convolution kernel can be seen in a, the corre-
sponding kernel together with the distribution in b and the transition of
the weights in c.
corresponding to equation (8.3). This is shown in Figure 48 a as red plot. The rate
of change is shown on the y-axis and the x-axis shows the standard deviation of the
kernel which directly corresponds to the size of it. If the kernel has smallest possible
size only the mass under the weight of the current position is taken into account and
slGM is one. If the size of G increases, the standard deviation increases and slGM
decreases. The rationale is that additional information is added to each sample of the
old weight vector depending on the width of the kernel: The wider the kernel, the
more mass from the density will be taken into account considering wG(u).
The blue line shows the actual rate of change of the given distribution at the current
position p given by
slactual =
∂
∂u
sG(u)|p . (8.8)
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Figure 49: Bimodal distribution. The initial distribution can be seen in a, together
with the sharpened distribution in b, the chosen kernel size at channel
position c21 (the maximum of the first mode) in c and the transition of the
weights in d.
where the derivative is taken along the channel direction. The derivative is approxi-
mated with finite differences at the current position p. By selecting the kernel which
produces the same slope as the Gauss–Markov Theorem an optimal kernel in the GM
sense is obtained. This is indicated by the dot at the crossing point, so the taken kernel
has a standard deviation of 4.5. The kernel is visualized in Figure 48 b in red.
Figure 48 c shows the transition of the channel weights when applying the best found
kernel. This is in contrast to squaring, where the value of the single weight is changed.
Here we only have a transition of weights left and right of the mean position towards
the mean resulting in a sharpened density distribution. The green line indicates the
optimal movement, again in the sense of the GM Theorem and the red line shows the
actual movement. It can be observed that the weights behave in the expected way
towards the maximum as the green and red line almost coincide.
For an intensity distribution with Gaussian shape as much information as possible
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should be taken into account (resulting in a large kernel as visible in red in Figure 48)
in order to obtain the desired estimation distribution. For an arbitrary multimodal
distribution the case is more complicated. As much information as possible should be
used but without reaching into a second mode. So a smaller kernel has to be used to
ensure that we stay within one mode. Therefore, the sharpening process might not
be finished after one iteration but has to be iterated a few times until the optimal
sharpened density is obtained.
Finally, the sharpened distribution is shown in Figure 47 b in red where 51 channels
have been used together with the initial intensity distribution in 47 a.
Figure 49 shows a similar setting as before but using a bimodal distribution. The
initial distribution is shown in a and the sharpened estimate distribution in red in b.
In c the desired rate of change versus the standard deviation can be seen in red and
the actual rate of change in blue as in the uni modal case. The chosen position here is
p = 25 as it is the maximum of the first mode. The difference to the former case is that
there is no intersection point between both curves. If the standard deviation is chosen
larger than 6 the rate of change increases again. This means the used iformation is
partly stemming from the second mode, the corresponding kernel size reaches into the
second mode. Therefore the local minimum is chosen as a suitable kernel size, here
around 6.
The fourth plot d shows the transition of the weights. The green line shows how the
movement of the weights are expected corresponding to the GM Theorem at position
p = 25 if a Gaussian distribution could be assumed. Obviously, this is not the case
here. Therefore it can just be expected that the actual movement of the weights be-
have in that way close to position p = 25. This is visible in d in the near of p = 25.
Furthermore, weights left of the first maximum and right of the second maximum move
towards the corresponding maximum. There is no movement at both maxima and at
the local minimum position of around 30. Between both maxima a slight movement
towards the nearer maximum can be seen as expected. The desired sharpening cannot
be expected to be obtained after one iteration but more than one iteration is needed.
8.7 Implementation details
The proposed scheme for sharpening densities needs to be applied to every pixel in an
image. The slope of the sharpened intensity values (8.5) was obtained by computing
finite difference derivatives. The sharpened weight distribution is obtained by per-
forming a local decoding including the convolution with G as well as a normalizaion
afterwards and then a reencoding into channels of the calculated intensity values to
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Algorithm 3 Sharpening the density
Input: Density w
Output: Sharpened density w
for p = 1→ length of w do
for i = 1→ max hypothesized σ2 do
wnew = w ∗Gi
vnew = (wc) ∗Gi/wnew
Compute slope (along the channels) of wnew at p
Compute GM slope 1/
√
wnew at p
end for
Find intersection of GM slope and slope of sharpened density
Sharpen the density w using the found kernel with optimal σ2
end for
obtain the new sharpened weight distribution.
An overview of the process can be seen in Algorithm 3. It is easily possible to im-
plement the sharpenig process within a matrix notation, supressing the two stated
loops. Furthermore, the algorithm can be scheduled in parallel for all pixels in an
image without further means.
8.8 Experiments
In this section we demonstrate the proposed sharpening process on single distributions
as well as synthetic images. As the main novelty is situated at a single distribution the
focus lies on a single pixel position. Different distributions are examined to explain the
functionality of the proposed sharpening process. This chapter is a theoretical consid-
eration of PDFs occuring in image processing and provides a link between channels
and density distributions. Therefore, applications for computer vision are focused on
synthetic images showing how the proposed sharpening method can be applied and
beneficial. To gain a practical benefit from the novel method for more realistic appli-
cations, one ansatz could be to execute e.g. several modules one after the other where
whole distributions are used. A second application could be if considering an explicit
variance estimation application. These more complex scenarios are beyond this work.
Two approaches will be compared: The first is a channel encoding into N channels and
robust decoding only, so without a sharpening step after having the sample distribu-
tion at hand. We refer to this as standard channel method SCM. This will be compared
to the method where the sample distribution is sharpened as described in the sections
before. We refer to this method as Gauss–Markov Channel Method (GMCM).
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Figure 50: Sharpening of the simple case of a sampled Gaussian using the GM Theo-
rem. a shows one sample distribution. b and c show the estimated distri-
bution using only an encoding and robust decoding (SCM) and using the
GM sharpening before the decoding (GMCM). The variance is reduced by
a factor of around 2.6.
8.8.1 Experiment on one mode
In a first experiment the reduction of the variance of the sharpening process is investi-
gated for a sampled Gaussian distribution. This is a simple experiment as estimating
the mean of a Gaussian is trivial. Nevertheless, the behaviour of the proposed sharp-
ening method can be investigated well.
The distribution has a mean of µ = 0.5 and a variance of σ = 20 and 200 samples
are used to generate the sample distribution. The samples have been encoded into 50
channels. To show the effect on the variance we distinguish between the two treat-
ments of SCM and GMCM as described above. To obtain an estimation distribution
of the mean the process is repeated 2000 times.
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Figure 51: Sharpening of a sampled distribution with two modes using the GM The-
orem. a shows one sample distribution. b and c show the estimation
distribution using SCM and using GMCM. The variance is reduced by a
factor of around 6 per mode.
The results can be seen in Figure 50. One example of a sample distribution is shown in
a. B and c show the estimated mean using only an encoding and decoding and using
the GM sharpening before the decoding respectively. The mean of µ = 0.5 can be
estimated more accurately when the distribution is sharpened in between. The mean
of both estimation distributions is 0.5 and the variance for SCM is 0.0230 whereas the
variance for GMCM is 0.0090. This is a reduction of the variance by a factor of around
2.55.
8.8.2 Experiment on multiple modes and iterative sharpening
A general value distribution can contain an arbitrary number of modes. The presence
of multiple modes requires the consideration of mixed distributions where the standard
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Figure 52: Sharpening of a sampled distribution with two modes and a different amount
of samples per mode using the GM Theorem. a shows one sample distribu-
tion (The number of samples in the first mode is 90 and in the second 110).
b and c show the estimation distribution using SCM and using GMCM. The
estimated mean is always correct for GMCS and the variance is reduced.
deviation of either mode is larger than the distance between the modes. In this section
we consider the case of a bimodal distribution. The setup is similar to before. Both
modes are generated using 100 samples each. The mean of the first mode is µ1 = 0.3
and the second µ2 = 0.7. Again, 1000 runs have been performed.
Figure 51 shows the result of the estimation process. The variance using GMCM is
significantly reduced compared to SCM for both modes. The mean of the first mode
using the SCM is given by µ1,SCM = 0.2999 and the second by µ2,SCM = 0.7011
whereas using GMCM one obtains µ1,GMCM = 0.2902 and µ2,GMCM = 0.7108. The
variance is reduced by a factor of 6 with σ1,SCM = 0.0010, σ2,SCM = 0.0013 and
σ1,GMCM = 0.0002, σ2,GMCM = 0.0002. The small drift of the mean GMCM is
expected because the two modes slightly overlap as visible in Figure 51 a which means
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that not the whole symmetric distribution can be considered.
In a similar scenario the number of samples per mode is changed to 110 for the first
mode and 90 samples for the second. The same experiment is performed. Figure
52 reveals that using SCM sometimes misinterprets the sample distribution giving an
estimated mean of µ = 0.7 instead of µ = 0.3. This is due to the limited information
which is used by SCM using a wrong decoding window. This is not the case when using
GMCM. The correct amount of mass is used resulting in a correct guess of µ = 0.3
which we call stabilizing effect. The stabilizing effect can also be observed in later
experiments shown in Figure 54 and Figure 55.
The last experiment performed on single distributions shows the behaviour of SCM and
GMCM when multiple modes are getting close together until they merge to one mode.
Therefore, we repeated the experiment of two (equally sampled) modes, where the
second mode “moves” towards the first one until they merge. So the mean of the first
mode stays at µ1 = 0.3 and the mean of the second mode initially starts at µ2 = 0.7
and afterwards it moves towards the first mean until its mean reaches µ2 = 0.3 in 80
steps. The variance of both modes is σ = 20. The experiment is repeated 103 times
for each two-mode scenario.
Figure 53 shows the result. In a an example of two initial modes can be seen and in b
an example of “two” modes can be seen after they merged. C and d show the mean
and the variance of the first mode with SCM in blue and GMCM in red. Basically
four parts can be observed when considering plot c and d:
The first is from 0 to around 30. In this phase the two modes can be distinguished
with both methods. The GMCM shows a slight bias towards lower values in c and
towards higher values in e. This is due to the overlap of the two modes similar to
the observation in the two mode experiment shown in Figure 51. The variance is
significantly lower with GMCM (around 0.012) compared to SCM (around 0.03).
The second part is from 30 to around 42. The SCM starts to merge the two modes
while the GMCM can still differ them. The variances of both methods start to increase.
The variance of GMCM is still lower compared to SCM.
In the third part from around 42 to around 54 the GMCM also starts to merge the
two modes, but still later compared to the SCM until they basically estimate the same
mean of around 0.36. The variance starts to increase for both methods, stronger for
GMCM, until it reaches a similar level compared to SCM. The reason for this effect
is that sometimes two modes are recognized giving one estimate for the mean and
sometimes only one mode is recognized giving another mean estimate different from
the first. This yields a comparable high variance.
The fourth part starts from around 54 to the end of 80. Both methods treat the
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Figure 53: Sharpening of a sampled distribution with two modes where the second
mode (see a) “moves” towards the first one until they merge (see b). c and
d show the mean and the variance of the first mode with SCM in blue and
GMCM in red and e and f show the mean and the variance of the second,
moving mode with SCM in blue and GMCM in red.
distribution as a uni modal distribution. While the mean estimates are comparable,
the variance of GMCM is again sigificiantly lower than SCM.
A similar behaviour can be observed with the second mode visible in e and f. SCM
starts earlier to merge, GMCM has a slight bias and clearly less variance again.
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Initial noise = 0.2323 CS SSIM = 0.9508 GMCS SSIM = 0.9869
Figure 54: Denoising of the synthetic (simple) edge image. Original in a and noisy
image in d, denoised with CS in b with corresponding certainty map in c
and denoised with GMCS in e with corresponding certainty map in f. The
SSIM results are shown below the plots.
8.8.3 Denoising of synthetic images
In this section the proposed method is applied to synthetic images. The images were
corrupted with Gaussian noise of variance σ = 20 and the number of channels is 30.
The denoising process here consists of the standard method of channel smoothing (CS)
on the one side and the Gauss–Markov inspired channel smoothing method (GMCS)
on the other side, where first a horizontal step is performed and then a vertical step
as described in Section 8.4.
Edge image The first experiment is the denoising of a simple edge as visible in Figure
54. The image has been denoised until the structural similarity index (SSIM) [178] has
reached its highest value. The quantitative values have been plotted below the images
in Figure 54. The initial SSIM value is 0.2323. Denoising the image with CS gives
a SSIM value of 0.9508 whereas GMCS reaches a value of 0.9869. So the proposed
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GMCS better reconstructs the edge image. It can also be observed that for CS the
variation of gray values in the homogeneous area is higher compared to GMCS where
the gray level stays closer to the ground truth. This effect was denoted as stabilizing
effect, sometimes also called banding effect. Loosely speaking, after applying CS the
image looks more “cloudy” than for GMCS.
Sometimes a misinterpretation of the mainly bimodal channel representation can be
observed near edges for CS when decoding. Because of a lack of information the wrong
mode is selected for a local decoding. This can be called an “edge flip” visible at the left
part of the edge. This effect is avoided when sharpening the channel representation.
In c and f a certainty map of the image is shown which is based on the amount of the
channel weights used to decode. The certainty map has been introduced in [60] Chapter
6.4 and basically checks how much of the weights are used for the local decoding. The
more information is used the brighter the color is. It can be observed that the certainty
for the GMCS is higher than for the standard CS because of using more information
due to the sharpening.
Ramp image In the second experiment a ramp image is used as visible in Figure
55. The experiment is performed as an image scenario comparable to the experiment
visible in Figure 53. The setting is the same as for the edge image. In addition to the
Gaussian noise of σ = 25, 2% of salt and pepper, i.e. outlier noise has been added. The
results are comparable to the denoising of the edge image. Applying the standard CS
method a staircase effect is visible as well as the edge flip. The GMCS reconstructs the
image without staircasing and a flipping edge. Again, the stabilizing effect is visible.
The certainty map of GMCS is also much higher compared to the standard CS. The
quantitative denoising result is shown at the bottom of the figure. The initial SSIM
value is 0.1713. Denoising the image with CS gives a SSIM value of 0.9134 whereas
GMCS reaches a value of 0.9685.
8.9 Conclusion
A method has been derived for setting up an estimate distribution from an intensity
distribution resulting in a sharpening process for reducing the variance of single modes
in multimodal distributions. The connection to estimation theory was made using
properties of the Gauss–Markov Theorem. Furthermore, the presented framework was
applied to different density distribution scenarios as well as denoising of synthetic
images. The numerical results showed improved results in terms of accuracy and
reliability estimates and reducing the variance of the robust estimates. When reducing
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Initial noise = 0.1713 CS SSIM = 0.9134 GMCS SSIM = 0.9682
Figure 55: Denoising of the synthetic ramp image. The homogeneous area has a gray
level of 0.1 and the upper parts gradient rises from 0.1 to 0.6. Original and
noisy image in a and d, denoised with CS in b with corresponding certainty
map in c and denoised with GMCS in e with corresponding certainty map
in f. The SSIM results are shown below the plots.
noise in images the proposed sharpening shows better results compared to methods
without using the proposed sharpening approach while reducing the uncertainty of the
measurements significiantly.
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9 A Variational Formulation for
Diffusion with Channel
Representations
This chapter studies the behaviour of a diffusion based denoising application where
channel representations, in form of soft histogram representations of intensity values,
are included. Chapter 8 showed that channel representations are suitable to repre-
sent intensity value distributions of a single pixel when information of the surrounding
neighbourhood is taken into account. The information given by the probability distri-
bution can be used e.g. for a diffusion based denoising application where the informa-
tion given by the channel representation can steer the diffusion process.
Specifically, this chapter explores the nature and performance of two regularization
terms penalizing the gradient of a channel-smoothed signal. The rationale behind is
the well known observation that in a robust diffusion scheme [133] the smoothing pro-
cess is stopped or reduced at edges, i.e. high gradient values. Robust diffusion can
be derived from a regularization term penalizing the gradient of a signal as treated
in Chapter 3. An outlier may erroneously be detected as edge and by this not be
smoothed away. Not considering the outlier in the penalizing term thus is expected to
result in still high smoothing strengths at outlier positions, reducing their visibility.
The natural test case for such a regularization is its use without other counteracting
terms like a data term, i.e. image diffusion rather then regularization. Further, as the
robustness to outliers is of interest, a natural application is image reconstruction in
the presence of mixtures of Gaussian noise and impulse-like noise.
It is not expected to derive the novel best general denoising scheme for gray value
image reconstruction. However, this additional robustification to channel smoothing
can easily be transferred to application domains, where diffusion schemes are used in
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Noisy image Channel encode Denoised imageFilter & Update
Figure 56: Overview of proposed method. Contrast is increased in ”Filter & Update”
for a better visualization.
practice. Further, an improvement of the denoising capability can be seen comparing
the proposed novel method to pure channel smoothing or pure diffusion based meth-
ods. So the novel proposed non-linear channel based diffusion gives best results when
interested in using diffusion based methods for denoising images corrupted with a mix-
ture of noise.
The schematic diffusion approach is illustrated in Figure 56. The noisy image is de-
composed into its corresponding channel representation. Within the channel space we
determine a local neighbourhood which best represents the data sample in the image
space by a local decoding, thus we guide a diffusion process such that Gaussian and
impulse noise is reduced which is indicated by the white spots in the “Filter & Update”
step. Black indicates no update, so important structure and edges in the image are
preserved.
9.1 Chapter summary
We propose a novel non-linear diffusion filtering approach for images steered by the
channel representation which can be interpreted as the discrete sampled probability
distribution when including a local average of surrounding intensity values. To de-
rive the diffusion update scheme a novel energy functional is formulated using a soft-
histogram representation of image pixel neighbourhoods obtained from the channel
encoding. The resulting Euler–Lagrange equation yields a non-linear robust diffusion
scheme with additional weighting terms stemming from the channel representation
which steer the diffusion process. We apply this novel energy formulation to image
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reconstruction problems, showing good performance in the presence of mixtures of
Gaussian and impulse-like noise. In denoising experiments of common scalar valued
images our approach performs competitively compared to other diffusion schemes as
well as state of the art denoising methods for the considered noise types.
9.1.1 Related work
Related work and applications for diffusion schemes with the aim of denoising are
described in Chapter 3.
If outliers are present in the data, other reconstruction methods than diffusion are
usually applied, able to remove outliers completely, e.g. median filtering (see e.g. [72]),
or channel smoothing [54], selecting the maximum mode of the local value distribution.
Channel smoothing (CS) averages not only by applying a spatial window, but also
windows in the value domain. This is in a close relation to an M-estimator in robust
estimation [54]. By this, it removes clear outliers and interpolates from neighbours.
There are other noise reduction methods which are not based on diffusion. One example
is BM3D [41], which will be regarded in the experimental section, currently one of the
best methods for filtering Gaussian noise. It considers both a non-linear threshold
operation as well as a linear Wiener filter approach to a stack of patches which locally
describe the same image region. Another well suited state of the art approach for
denoising is non-local means [37,38,187]. The proposed channel based diffusion method
is compared to non-local means in its original, pixel based implementation [25] as well
as to the improved patch based variant [26].
It is new to combine the advantages of diffusion, well suited for denoising Gaussian
noise, and the channel framework, well suited for denoising impulse noise.
9.1.2 Outline of the chapter
Linear channel diffusion LCD will be derived in the first Section 9.2, meaning that
the channel representation is included into the energy when the linear channel based
diffusion is derived. In Section 9.3 the linear channel based diffusion is extended to
the non-linear isotropic pendant. In the then following Section 9.4 experiments will be
shown on different images before the chapter is concluded.
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9.2 Introducing the channel representation to image
diffusion: Linear image diffusion
This section introduces an energy functional combining the framework of diffusion
filtering and channel representation in order to derive linear channel based diffusion
(LCD).
The variational formulation to start with is the same as given in Chapter 3. The energy
reads
E(u) =
1
2
∫
Λ
‖∇u‖2 dx. (9.1)
(compare with equation (3.27), Section 3.3.3.)
Using the channel representation as described in Chapter 7 Section 7.3, we denote the
channel vector as c =
(
c1 c2 · · · cN
)
with the channel centers ci and use B-splines
of second order to encode the corresponding weights
wi(u) = B(u(x)− ci) i ∈ 1, . . . , N (9.2)
where u(x) is the measured intensity and w :=
(
w1 w2 · · · wN
)
the channel
weights. The channel vectors are spatially averaged using a Gaussian kernel Gσ re-
sulting in an intensity value distribution w˜ with
w˜i(x, y) = Gσ ∗ wi(x, y) (9.3)
Reconstructing a value u from the channel representation using a linear combination
of all channel vector components yields a linear decoding
u(x, y) =
N∑
i=1
ciw˜i(x, y) (9.4)
reconstructing the value u back without loss.
Inserting the weights (9.2) into the energy (9.1) leads to the regularization term
R(u) =
∫
Ω
∣∣∣∣∣∇
N∑
i=1
ciw˜i(x, y)
∣∣∣∣∣
2
dxdy . (9.5)
To simplify notation, we define in the subsequent derivation
N∑
i=1
ciw˜i(x, y) = c
T w˜ . (9.6)
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The integrand of R(u) can then be written in vector-matrix notation as |∇(cT w˜)|2
which yields
R(u) =
∫
Ω
cT
[
(∂xw˜)(∂xw˜)
T + (∂yw˜)(∂yw˜)
T
]
c dxdy . (9.7)
To find the EL–equation of (9.7) we compute the variational derivative, denoted as
Ruv =
∂R(u+ v)
∂
∣∣∣∣
=0
=
∂
∂
[∫
Ω
cT
[
(∂xw˜(u+ εv))(∂xw˜(u+ εv))
T
+ (∂yw˜(u+ εv))(∂yw˜(u+ εv))
T
]
c dxdy
]∣∣∣∣
=0
(9.8)
in the direction of v with respect to u where v ∈ C2(Ω) is a non-zero testfunction.
The integral (9.8) is split into two integrals and the x-derivative term gives
∂
∂
[∫
Ω
cT w˜′(u+ εv)w˜′(u+ εv)T · (∂xu+ ∂xv)2 c dxdy
]∣∣∣
=0
=
∫
cT
∂
∂
[
(w˜′(u+ εv))(w˜′(u+ εv))T ((∂xu)2 + 2ε∂xu∂xv + ε2(∂xv)2)
]∣∣
=0
cdxdy
=
∫
Ω
cT
( ∂
∂
[
w˜′(u+ εv)w˜′(u+ εv)T
]∣∣
=0
)
c (∂xu)
2 + 2cT
(
w˜′(u)w˜′(u)T∂xu∂xv
)
c dxdy
=
∫
Ω
cT
(
w˜′′(u)w˜′(u)T + w˜′(u)w˜′′(u)T
)
c (∂xu)
2 v dxdy
− 2
∫
Ω
∂x
(
cT w˜′(u)w˜′(u)Tc∂xu
)
v dxdy .
(9.9)
The same for the y-derivative term:
∂
∂
[∫
Ω
cT w˜′(u+ εv)w˜′(u+ εv)T · (∂yu+ ∂yv)2 c dxdy
]∣∣∣
=0
=
∫
Ω
cT
(
w˜′′(u)w˜′(u)T + w˜′(u)w˜′′(u)T
)
c (∂yu)
2 v dxdy
− 2
∫
Ω
∂y
(
cT w˜′(u)w˜′(u)Tc∂yu
)
v dxdy .
(9.10)
For the last equation in (9.9) Green’s formula is applied and Neumann boundary
condition assumed to get rid of the ∂xv term which cannot be determined. To further
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simplify notation let
S(u) = w˜′(u)w˜′(u)T . (9.11)
Using the definition of divergence and the equality
div(cTS(u)c ∇u) = cTS′(u)c∇u ∇u+ cTS(u)c ∆u (9.12)
the variation of the energy in the direction of v can be formulated as
Ruv = −
[
div
(
cTS(u)c ∇u)+ cTS(u)c ∆u] v . (9.13)
With the derived functional derivative we are able to obtain the EL–equation as
− (div (cTSc ∇u)+ cTSc ∆u) = 0 defining the diffusion update scheme{
∂tu = div
(
cTS(u)c ∇u)+ cTS(u)c ∆u
〈∇u,n〉 = 0 (9.14)
where λ > 0 is a constant. Up to now the diffusion update scheme is the same as
ordinary linear diffusion within a new representation. To obtain a robust decoding
scheme only a subset of the channel components is used, applying the same strategy
as in [54]. As described in Chapter 7 equation (7.12) a window of size 3 around the
maximum mode location of the channel vector is computed i.e.
l = argmax
k
∑
k+1
i=k−1w˜i(x, y) (9.15)
with k = 1, . . . , N − 1. That window is used to robustify w˜′(u) and therefore S. The
robust version of S will be named Sr. The diffusion update scheme then reads{
∂tu = div
(
cTSr(u)c ∇u
)
+ cTSr(u)c ∆u
〈∇u,n〉 = 0. (9.16)
The matrix Sr(u) is a symmetric matrix with entries as a block of size three centered
around the main diagonal (compare Figure 57 b). Since Sr(u) is the outer product
of the vector B˜
′
, it is positive semi definite. The scalar value cTSr(u)c acts as a
weight and a coefficient is obtained with large entries in homogeneous areas as the box
decoding includes almost all relevant values. At edges the coefficient has low entries.
At outlier positions the coefficient is still large (compare Figure 57b).
The right hand side of (9.16) consists of two terms, where the left one has the usual
form of non-linear diffusion with spatial varying diffusivity cTSr(u)c, and the right
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a b
c
Figure 57: Typical structure of S around a (noisy) edge is shown in a. After robust
decoding only one area of S remains non-zero in Sr(u) as visible in b.
The size of the N × N matrix depends on the number N of channels. In
this example 13 channels are used and non-zero entries are centered around
channel 4 in b. c shows the structure of cTSr(u)c for the cameraman image.
Black indicates low and white high values close to 1.
one has the form of a diffusion term ignoring the spatial variation of cTSr(u)c. For
linear decoding channel smoothing breaks down to simple local averaging of u and
cTS(u)c ≡ 1, independent of the variance of Gσ (compare (9.3)), and (9.16) becomes
plain linear diffusion (see Chapter 3, equation (3.18) ). Using robust decoding cTSr(u)c
becomes a spatially varying function and (9.16) a non-linear diffusion with reduced
diffusivity at edges and high diffusivity in homogenous regions as well as at outlier
positions (compare Figure 57b).
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9.3 Introducing the channel representation to image
diffusion: Non-linear image diffusion
In this section the LCD will be extended to an energy functional combining the frame-
work of non-linear diffusion filtering and channel representation in order to derive
non-linear channel based diffusion (denoted as NLCD). The motivation is to further
control the filtering to preserve fine image details, similar to the approach by Perona
and Malik [133]. Including a potential function allows to suppress outliers further as
they will not appear in the structure estimation.
Let the regularization term be defined as
R(u) =
∫
Ω
Φ(|∇(cT w˜(u))|) dxdy , (9.17)
where cT w˜(u) is the channel smoothed version of the image u as defined in (7.13). By
computing the variational derivative Ruv in a similar way as presented in the previous
section we obtain
Ruv =
∫
Ω
Φ′(|∇(cT w˜(u))|)1
2
1
|∇(cT w˜(u))|
· ∂
∂
[|∇(cT w˜(u+ εv))|2]
=0
dxdy.
(9.18)
Using the short notation Ψ = Φ
′(|∇(cT w˜(u))|)
|∇(cT w˜(u))| gives
Ruv =
∫
Ω
1
2
Ψ · ∂
∂
[|∇(cT w˜(u+ εv))|2]
=0
dxdy. (9.19)
Comparing (9.19) with equation (9.5) from the section before, one can use the deriva-
tion from the previous section to calculate the directional derivative within the inte-
grand. With this derivation the EL–equation can be stated as
∂tu = λ[
1
2
Ψ div
(
cTSr(u)c
)∇u
+cTSr(u)c div(Ψ∇u)]
〈∇u,n〉 = 0
(9.20)
where λ > 0 and Sr(u) = w˜
′(u)w˜′(u)T as before. We use the same robust decoding as
in the linear case.
The two right hand side terms of (9.20) both implement non-linear diffusion weighted
by an additional factor. In the first term the diffusivity stems from the channel rep-
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resentation and the usual edge stopping function Ψ acts as additional weight. In the
second term the roles of Ψ and cTS(u)c are exchanged. Furthermore, Ψ is defined
on the channel smoothed image cT B˜(u), so outliers are not present in the structure
estimation of Ψ and they will be smoothed strongly.
9.4 Experiments
In this section we evaluate the proposed linear channel diffusion (LCD) and the non-
linear channel diffusion (NLCD) for different gray scale images and noise scenarios.
Standard images as “Cameraman” are used as well as images from the Berkeley image
database [114] commonly used for segmentation purposes. Since we are interested in
investigating the case of a mixture of noise models we corrupt the images with Gaussian
noise as well as impulse noise. Here we consider the presence of 5% impulse noise and
vary the standard deviation of Gaussian noise σ ∈ {5, 10, 15, 20, 30, 40, 50}.
9.4.1 Setup of evaluation
The aim of the evaluation is to compare the proposed LCD and NLCD schemes es-
pecially to diffusion schemes and channel smoothing as we introduced an extension of
these methods. Current state of the art denoising methods are included as well.
We compare to linear diffusion (LD) and non-linear isotropic diffusion (NLD) as intro-
duced by Perona Malik [133]. Furthermore, we consider the tensor driven anisotropic
diffusion scheme (AD) [180]. Besides channel smoothing (CS) [54], median filtering
(MF) is included as a method well suited for impulse noise. Further BM3D [41] is re-
garded, currently one of the best methods for filtering Gaussian noise. It considers both
a non-linear threshold operation as well as a linear Wiener filter approach to a stack of
patches which locally describe the same image region. Finally, two implementations of
non-local means are regarded. We compared to the patch based implementation [26]
as well as to the original, pixel based variant [25]. The pixel based variant turned out
to show insufficient results for all images and scenarios not able to reduce the outlier
noise. So we focused on the patch based variant.
All methods have been optimized with respect to their parameters. In the first exper-
iment when applying the different methods to nine images, the optimization has been
done per image. In the subsequent experiment when applying the different denoising
methods to the images of the Weizmann database [5] the parameters have been learned
using 50 arbitrary chosen images from the database and using these learned param-
eters to denoise the other 50 images. We optimized LCD and NLCD with respect
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Figure 58: This Figure and Figure 59 show quantitative denoising results of 9 images
from the Berkeley image database [114] and standard test images (Cam-
eraman, House, Lena). The numeric name is the same as in the database.
SSIM versus different Gaussian noise levels is plotted. For details see text.
Best viewed in color
to the number of channels and the edge parameter α in the edge stopping function
Ψ, which has been chosen as Ψ(|∇u|) = (1 + |∇u|2
α2
)−1. Furthermore, the size of the
median filter was optimized. For the channel smoothing (CS) we use a box decoding
scheme, optimize the number of channels, and optimize the variance of the Gaussian
157
9 A Variational Formulation for Diffusion with Channel Representations
10 20 30 40 50
0.6
0.7
0.8
0.9
SS
IM
Noise level
Cameraman
10 20 30 40 50
0.5
0.6
0.7
0.8
0.9
SS
IM
Noise level
Skyline
69007.jpg
10 20 30 40 50
0.8
0.85
0.9
0.95
SS
IM
Noise level
Hawk
42040.jpg
10 20 30 40 50
0.8
0.85
0.9
0.95
SS
IM
Noise level
Bird
196027.jpg
Figure 59: See Figure 58 above and text for details.
filter used for smoothing in each channel. In AD, the mapping of the structure tensor
eigenvalues to diffusivities is done using the same edge stopping function as for NLD.
The parameter α is also optimized.
The diffusion schemes have been implemented in a standard Euler forward scheme and
finite differences have been used as explained in Section 2.6 to approximate the image
derivatives for every spatial position in the image. For each method and parameter
optimization we let the filtering continue until the maximum of the structure similarity
index (SSIM) [178] has been reached.
9.4.2 Results
In Figure 58 we show the best obtained SSIM value for each image and considered
noise level. The pixel based NLM variant [25] has SSIM values between 0.3 and 0.5
for all images as it poorly reduces impulse noise. To focus on higher SSIM values we
do not show values for pixel NLM.
Generally, best denoising results are obtained by the patch based version of the non-
158
9.4 Experiments
Figure 60: Study on the Cameraman. Compared methods are standard non-linear
diffusion NLD and the channel based non-linear diffusion NLCD for the
same settings. The Cameraman is corrupted with Gaussian noise σ = 10
and 3% salt and pepper noise. Denoised images shown after 30, 60 and 90
iterations. NLCD better smoothes the salt and pepper noise away while
keeping the details (see e.g. the camera).
local means method, especially for low Gaussian noise levels. BM3D also gains high
SSIM. For low Gaussian noise CS shows good results as well. This was expected as
channel smoothing, as well as median filtering, are well suited methods for removing
clear outliers. The NLCD gives quite high SSIM for higher Gaussian noise levels.
For few special cases we observe that NLCD performs best, even better than the state
of the art denoising methods BM3D and NLM, which is unexpected, see e.g. the result
for the hawk image. In all cases NLCD is comparable and most times better than
the other diffusion based methods, especially well e.g. in the skyline image or the
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Figure 61: Denoising results of the proposed method and similar working approaches
of all images from the Weizmann database [5]. For details see text. Best
viewed in color
cameraman. As soon as Gaussian noise of around σ = 15 or σ = 20 has been added
to the image the NLCD shows also better results compared to CS.
It was not the aim of this work to construct the best denoising algorithm but to combine
the advantages of channel smoothing and diffusion based schemes. The NLCD shows
in all cases better results compared to CS if a medium or high amount of Gaussian
noise is present and the same compared to NLD and AD for all noise levels. In some
cases NLCD even shows competitive results compared to state of the art denoising
methods.
Figure 60 shows a denoising study comparing NLD and NLCD depending on the
number of iterations. On top the original and the noisy image can be seen for the
noise level σ = 10 and 3% salt and pepper. The second row shows NLD and the last
row NLCD. For both methods the same edge stopping function has been used. NLCD
shows better results in removing the impulse noise compared to the NLD method (in
the background as well as in the coat) and fine structures are better preserved for
NLCD compared to NLD, e.g. visible in the camera or the face.
Figure 61 shows the results for denoising images from the Weizmann Institute [5]
available at their homepage. The focus here was to compare the proposed method to
similar working approaches as the diffusion based methods of NLD and AD as well
as the outlier removing methods MF and CS. Parameters have been learned using 50
arbitrary chosen images. These parameters have been used for denoising the other 50
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Cameraman
Initial noise = 0.2692
Original NLD AD NLM pixel BM3D
0.6874 0.6858 0.3753 0.7145
CS MF NLM patch LCD NLCD
0.6606 0.6393 0.7408 0.6871 0.7126
Hawk
Initial noise = 0.1460
Original NLD AD NLM pixel BM3D
0.8989 0.8832 0.2822 0.8963
CS MF NLM patch LCD NLCD
0.8694 0.8632 0.8329 0.8705 0.9028
Boat&House
Initial noise = 0.1687
Original NLD AD NLM pixel BM3D
0.7511 0.7380 0.2964 0.7624
CS MF NLM patch LCD NLCD
0.7269 0.7242 0.7798 0.7481 0.7665
Figure 62: Visualization of certain parts of different images (Cameraman, Hawk,
Boat&House) of noise level σ = 30. A visual comparison is done between
the introduced methods.
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images. This result is visible in Figure 61. For a Gaussian noise level of σ = 30 and
higher the proposed NLCD behaves best. As expected and seen before, the CS behaves
best for low Gaussian noise levels but for an increasing amount of Gaussian noise the
results are worse compared to NLCD.
In Figure 62 a visualization of certain image close ups can be seen. The CS and
MF show a comic like behavior, maintaining the main edges well but details are lost
as can be seen in the face or the camera. The pixel based NLM cannot reduce the
impulse noise significantly. Better preservation of details is achieved using AD or NLD.
Good results show the patch based NLM and BM3D. However, for patch NLM the
image still shows some Gaussian noise and for BM3D still some details are lost. The
proposed LCD show an improvement compared to CS and MF, but due to its linear
form the edges are smeered. Visually, better results compared to CS and diffusion
based methods are obtained with NLCD. It keeps the details and it is able to handle
impulse noise as well as Gaussian noise.
It can be expected that NLCD is computationally more expensive depending on the
number of channels used. In principle the process can be parallelized which can be
part of further investigations.
9.5 Conclusion
For the aim of filtering noisy images two novel non-linear diffusion scheme have been
presented using advantages of channel representations. The first method is an ex-
tension to linear diffusion and the second of non-linear isotropic diffusion. For this
purpose an iterative filtering scheme has been derived by minimizing a corresponding
energy functional. Including the channel framework leads to a robust filtering well
suited for images corrupted with Gaussian as well as impulse noise. We analysed the
denoising behaviour of the proposed method on commonly used scalar valued images
and compared the methods to similar as well as state of the art methods. It turned
out that the new method shows an improvement with respect to the other diffusion
based methods if impulse noise and a medium or high amount of Gaussian noise are
present. In some cases it even delivers better results than state of the art denoising
methods.
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10.1 Conclusion
This work examined different settings and applications where PDFs play a considerable
role in image processing tasks. Estimation of motion and denoising applications have
been enriched and improved by including PDFs. Sampled PDFs have been considered
and manipulated in a specific way or directly been used for denoising applications.
Cases have been examined where PDFs are indispensable and it has been shown how
to use them for filtering purposes. More precisely, the following was explored:
Chapter 5 investigated the application field of parameter estimation for EIV problems.
This was explored with the example of optical flow estimation. It was shown how
PDFs can represent the estimation results with ODFs defined on a sphere. To this
end a novel closed form likelihood function was derived for EIV parameters depending
only on the parameters of interest and not on the nuisance parameters. The pro-
posed likelihood function was a generalization of other comparable estimation schemes
and suitable for arbitrary covariance structure able to cope with arbitrary correlations
between measurements. Experiments on the estimation of optical flow applications
showed that the novel local estimator allows to distinguish good estimates from less
reliable ones by means of the CRLB. It further behaves favourable in well structured
areas compared to other global estimators.
Chapter 6 showed how to represent MRI data with the help of ODF images defined
on a sphere. It explained the underlying mathematical structure defined for ODF
images (namely Riemannian manifolds) and how they can be treated in order to set
up a regularization method. Therefore three novel non-linear diffusion methods have
been derived, respecting the Riemannian geometry. Surprisingly, it turned out that
the newly derived Riemannian diffusion methods behave the same compared to the
well known Euclidean methods. This is due to the square root representation lead-
ing to vanishing Christoffel symbols as shown in the chapter. Several synthetic and
164
10.1 Conclusion
real experiment investigated the behaviour of the new derived Riemannian non-linear
isotropic diffusion, the Riemannian anisotropic diffusion and the Riemannian double
orientation diffusion. It was also shown experimentally that Riemannian and Euclidean
methods behave in the same way.
This an unexpected and important result for practical HARDI regularization. There is
no need to invest in computationally heavy and theoretically challenging intrinsic Rie-
mannian formulations for averaging processes on HARDI data, as long as the square
root representation is used. This is not necessarily true for other representations. Thus
one core result of the current thesis is the recommendation to use the square root rep-
resentation above other representations for HARDI data.
Afterwards, the focus was on single density distributions in Chapter 8. It was shown
how to obtain estimate distributions from intensity distributions. Doing so, a sharpen-
ing process was obtained which behaved in the sense of the Gauss–Markov Theorem.
The distributions have been obtained with the channel representation. In certain con-
ditions they can be interpreted as discrete PDFs. These conditions have been fully
explained in the chapter. Several experiments have been provided on different single
distributions as well as synthetic images. Numerical experiments showed improved re-
sults in terms of accuracy and reliability as well as reducing the variance of the robust
estimates. Comparisons to the closely related method of channel smoothing revealed
the advantages of the proposed sharpening method.
Having channel representations at hand, Chapter 9 showed how they can be used for
image denoising. For this purpose, the channel smoothed version of the image has been
used being able to steer diffusion processes. Including spatial information of the local
neighbourhood into the channel representation, this has been used as discrete PDFs,
adding additional information depending on the local image structure. An energy
minimization problem has been formulated leading to the robust diffusion filtering by
calculating the Euler Lagrange equation. Experiments revealed that the novel chan-
nel based diffusion approach behaves favourable compared to other diffusion processes
as well as pure channel smoothing when a mixture of Gaussian and outlier noise is
present.
The overall conclusion is that using PDFs is beneficial in a wide range of image pro-
cessing tasks, where the explicit representation of uncertainty leads to additional in-
formation for the task at hand. This turned out to be true in cases where the data
itself represent a probability distribution or the processing of the data results in a
probability distribution. With this the thesis provides a contribution for a further
understanding of PDFs in different fields and shows how they are important for new
derived methods. PDFs are present in almost all image processing fields, so the focus
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was on certain areas, only. It provides an improved knowledge about PDFs for direct
applications like the estimation of optical flow or denoising methods for gray scale
images as well as ODF images and also provides knowledge on a more theoretical basis
as using ODFs for representing motion estimates or manipulating single probability
distributions in a desired way.
10.2 Outlook
Extensions and additional findings to the proposed methods and applications could
include the following:
Besides the shown applications for the proposed likelihood function for EIV models
from Chapter 5, supplementary experiments could be performed, including e.g. a warp-
ing step so that it is also applicible to additional image sequences. Experiments on
the Middlebury test sequences could be one possibility. One educated guess was that
driving regularization by estimated CRLB may be beneficial and could be investigated
in future research. Another possibly beneficial future research question could be an
integration of the Riemannian framework considered in Chapter 6 for estimating opti-
cal flow.
Concerning the spatial regularization of ODF images as shown in Chapter 6, one major
result was that there is no need to invest in computationally heavy and theoretically
challenging intrinsic Riemannian formulations, but a spatial regularization neverthe-
less better reconstructs ODF images compared to a pure reconstruction only. These
results are important for practical tasks so a focus on a transfer to medical or indus-
trial applications by exploring more real data scenarios could be beneficial. It might
be useful to derive a sharpening process for ODF images which potentially represent
the water self diffusion more accurately. Other application fields where ODFs occur
and define a Riemannian manifold together with the square root representation can
be investigated.
Chapter 8 provided a theoretical framework for deriving an estimation distribution
from an intensity distribution. This well founded theoretical framework could be ex-
tended to more applications in more complex scenarios in future. One step towards
that extension can be to further enhance the implementation in terms of speed by
e.g. parallelizing. Another practical benefit would certainly be to circumvent the local
decoding for each channel position and find a method which directly gives the desired
sharpened distribution. This might include the parameter setting occuring in the chan-
nel representations.
Chapter 9 considered a channel based diffusion method for denoising gray scale images.
166
10.2 Outlook
Future investigations here could include other types of noise, e.g. multiplicative, heavy
tail, or random valued noise. Another beneficial research direction can be a further
study of image statistics and optimization of the parameters without parameter tun-
ing. Another future investigation could include a potentially close connection between
Chapter 8 and Chapter 9. It could e.g. be useful to know if the diffusion filtering can
directly be applied within the channels. This potentially corresponds to the horizontal
step presented in Chapter 8. So a closer relationship between the vertical sharpening
and the horizontal filtering can be desirable.
The thesis concludes with the expectation that PDFs will still play a fundamental role
in future research in estimation theory as well as in other fields of image processing.
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