With the massive deployment of distributed video surveillance systems, the automatic detection of abnormal events in video streams has become an urgent need. An abnormal event can be considered as a deviation from the regular scene; however, the distribution of normal and abnormal events is severely imbalanced, since the abnormal events do not frequently occur. To make use of a large number of video surveillance videos of regular scenes, we propose a semi-supervised learning scheme, which only uses the data that contains the ordinary scenes. The proposed model has a two-stream structure that is composed of the appearance and motion streams. For each stream, a recurrent variational autoencoder can model the probabilistic distribution of the normal data in a semi-supervised learning scheme. The appearance and motion features from the two streams can provide complementary information to describe this probabilistic distribution. Comprehensive experiments validate the effectiveness of our proposed scheme on several public benchmark data sets which include the Avenue, the Ped1, the Ped2, the Subway-entry, and the Subway-exit.
from normalities since only a small proportion count for the abnormal events. This is the well-known imbalance problem in machine learning [1] . Despite the efforts that equate anomaly detection with a binary classifier (normal and abnormal) [2] , the scheme is often unrealistic, in real-world applications, since the abnormal event footage in video sequences are rare, which makes the training of conventional classifiers impractical. As an alternative, recent research tries to accomplish abnormal event detection in a semi-supervised way, which only analyzes the distribution of ordinary data, and signifies the abnormal score during testing. Examples of this kind of scheme include the exploration of spatial-temporal features [3] , dictionary learning [4] , sparse representation [5] , [6] , and autoencoders [7] , [8] .
In the last two years, deep learning has become one of the most promising approaches for image processing, due to its excellent performance in various vision tasks including image classification [9] , [10] , object detection [11] , and action recognition [12] . Deep neural networks can learn essential and discriminative features using their multilayer nonlinear transformations. It is therefore natural to apply deep neural networks to abnormal event detection in videos. Previous endeavors include the autoencoder-based approaches [7] . To detect an abnormal event in a video, an autoencoder tries to reconstruct the video frames and generates the reconstruction error which is considered as a regularity score. This can be considered as a kind of semi-supervised learning schemes in which an autoencoder is trained on the normal data to model its probability distribution through reconstruction. When testing, if there is an abnormal event in a video, the corresponding reconstruction error score is higher than the normal data since the model has not met the abnormal pattern during training. Hence, the comprehensive modeling of the normal data is of vital importance.
An inherited deficiency of the conventional autoencoder is its deterministic nature, which means no probabilistic interpretation or inference could be made about the data. Recently, a new generative model, called the variational autoencoder (VAE), has been proved to be a powerful tool [13] . A VAE with an autoencoder-like architecture is a directed probabilistic graphical model in which the posterior probability distributions are approximated by a neural network. Compared with a conventional autoencoder, VAE is unique as it encodes the original image into a prior distribution instead of deterministic features. Consequently, the VAE has shown superior results on some learning tasks such as image reconstruction and generation [13] , [14] . Based on these considerations, we apply the VAE to abnormal event detection in videos.
Nevertheless, there are some obstacles to directly applying the vanilla VAE as it is targeted at static image reconstruction. How to capture the spatial-temporal features of a given video sequence is a primary question. It is well-known that the recurrent connections in a neural network is a powerful and effective way to model the dynamics of a sequence [15] . Hence, we apply recurrent units in the VAE model to better capture the temporal dependencies of the video frames. The widely known long-short term memory (LSTM) network [16] is the first option due to its advantages among the different recurrent neural networks (RNNs), particularly the solution to the gradient vanishing problem [17] . In this paper, we apply LSTM to learn the long-term dependencies of a video sequence. However, LSTM is known to be limited in its expression of spatial information, which is vital to the high-level visual semantics. To tackle this issue, we apply the convolutional LSTM [18] in which all the state-to-state transitions of memory cells are convolutional operations. The model can, not only capture the temporal dependencies, but also preserve the spatial information.
Recently, another developing approach for video processing in the deep learning framework is two-stream networks, which has been successfully applied in video-based action recognition [12] , [19] , often with state-of-the-art results. This method is also end-to-end learning, which is vital for many real-world applications. Two-stream networks extract features from both the spatial and temporal streams and then fuse them appropriately for subsequent processing [19] . The spatial stream is implemented with a convolutional neural network (CNN) specializing in static frames [12] while the temporal stream uses another CNN, which is designed to extract temporal features. Compared with a general RNN scheme whose emphasis is on the temporal sequence modeling, the two-stream networks focus on the extraction of discriminative and complementary features. It is intuitive to combine the ideas from these two methodologies, which conforms to the proven effective practice of a combination of classifiers for different tasks [20] . For instance, [21] used two separate LSTM networks on the spatial stream and optical flows for action recognition. Wang et al. [22] systematically evaluated two-stream architectures for action recognition. In their research, the final performance is increased by employing LSTMs on both of the two streams. Optical flow can be considered as a low-level motion feature whilst LSTMs capture the long-term dependencies on the spatial features or the motion features. Hence, employing LSTMs and using two-stream fusion at the same time is advantageous; on the other hand, the long-term dependencies might be neglected when solely relying on the CNN-based model. For abnormal event detection, the information fusion from two streams is also expected to improve the system performance. In this paper, we set up a two-stream architecture for our VAE model with a novel double fusion scheme by utilizing both early fusion and late fusion.
In short, our contributions can be summarized as follows. 1) We propose a novel model, namely the twostream recurrent VAE, which provides a semisupervised solution for abnormal event detection in videos.
2) The recurrent VAE can model the probability distribution of video sequences by capturing the spatialtemporal features, and a two-stream architecture can learn features from both the spatial frames and optical flows. Subsequently, the advantage of the combination of the recurrent VAE and a two-stream architecture is validated. 3) Our methods achieve improved results on the framelevel, event-level, and pixel-level evaluations compared with current leading methods on several publicly available data sets.
II. RELATED WORKS

A. Abnormal Event Detection
As it is easy to obtain surveillance video data where the scene is normal, thus most research focused on the setting where the training data contains only the normal visual patterns. Most video-based abnormal event detection approaches involve a local feature extraction step followed by learning a model using the training data, which only contains normal events. Any event that is an outlier from the learned model is regarded as the anomaly [7] . This can be considered as a type of semi-supervised learning.
One of the popular local features is the trajectory-based feature. Trajectories have been very powerful in video processing and abnormal event detection [23] [24] [25] [26] . For example, Zhou et al. [26] proposed an abnormal event detection scheme based on the trajectory features and a multiobservation hidden Markov model to detect abnormal events. Despite the fact that trajectory-based approaches have achieved successes in various video tasks [26] [27] [28] , the dependence on tracking poses a bottleneck as it is still a challenge in computer vision. On the other hand, tracking-based methods are often not practical for event detection in crowded scenes. Other local features include spatial-temporal features such as the histogram of oriented gradients [29] and the histogram of oriented flows [30] .
Typical models based on these features in abnormal event detection include bag of visual words, where the local features are clustered in groups, according to some similarity metrics [31] . Sparse reconstruction is a similar codebookbased model in abnormal event detection [5] . For instance, [32] proposed detecting abnormal events via sparse reconstruction over the normal bases (dictionary). He et al. [33] used a multiinstance learning scheme and a sparse reconstruction cost to detect abnormal events. Sun et al. [34] proposed to apply sparse representation learning on the latent space of the VAE. One of the advantages of sparse reconstruction is the suitability on modeling the high-dimensional data using relatively few training samples [32] , [35] . Normal events are likely to generate sparse reconstructions with a small reconstruction cost while abnormal data tends to generate dense representation since the data is dissimilar with the pattern of normal data. Yu et al. [36] proposed to use multiscale histogram of optical flow and multiscale histogram of gradient for feature representation and sparse models to detect abnormal events. Most of the codebook-based approaches, however, have the disadvantage of ignoring the spatial relationships among the image patches, which substantially limit their expression capability. On the other hand, the determination of the codebook size is often ad-hoc, which cannot guarantee optimal performance in real applications.
Some probabilistic graphical models have also been applied to abnormal event detection, e.g., the hidden Markov model [31] . Similarly, the conditional random field (CRF) can be used as the model to guarantee the global consistency of the anomaly judgments. For example, Li et al. [37] used a set of dynamic texture models to calculate the spatial and temporal abnormality maps, which are considered as the potential functions of the CRF model. Additionally, one-class support vector machines (SVMs) can be used to model the distribution of the normal patterns given the feature representations of the samples. For instance, Erfani et al. [38] studied largescale anomaly detection using deep belief networks as the feature extractor and a one-class SVM to model the distribution of the normal data. Sun et al. [39] combined a deep CNN and a one-class SVM for abnormal event detection. These methods often consider feature extraction and classification as two separate components. During implementation, a memory device with a large capacity is also needed to store the highdimensional feature vectors. It is also less practical since using one-class SVMs for this application typically needs at least two steps (the feature extraction and the classification) to finish the task.
Another effective and widely used approach is based on autoencoders [7] , [40] . An autoencoder [41] is a kind of neural networks that can be used for dimension reduction and image reconstruction. The successes of deep neural networks in various vision tasks consequently inspired autoencoderbased approaches in many vision tasks, including abnormal event detection. Neural networks based on deep learning architectures can automatically abstract different levels of features from the raw data. Researchers using the hierarchical structure of deep learning neural networks, e.g., deep CNNs have achieved great success in many tasks such as image classification [10] , object detection [11] , semantic segmentation [42] , and action recognition [12] . Xu et al. [40] proposed a deep model for abnormal event detection which uses an autoencoder for feature learning and a linear classifier for abnormal event detection. Hasan et al. [7] proposed an end-to-end learning model using a stacked autoencoder for abnormal event detection in videos, with good results. To better capture the temporal dependencies of video frames, [8] proposed to use an LSTM embedded into the autoencoder, also with improved results. A similar idea of using the LSTM to capture temporal information has also been reported in [43] for time series anomaly detection. Sabokrou et al. [44] proposed to use an auto-encoder to learn features and a Gaussian classifier to distinguish the normal and the abnormal events in a semi-supervised learning scheme.
B. Variational Autoencoder
As has been discussed previously, the conventional autoencoder is deterministic, which lacks the capability to interpret probabilistically or infer from the data. An and Cho [45] applied a VAE [13] for anomaly detection from images using reconstruction probability. Sölch et al. [46] proposed to combine the RNNs and the variational inference for anomaly detection in the time series data of a robot. Both of these two pieces of research demonstrated that the VAE-based models are better than the deterministic approaches, which inspired us to apply a recurrent VAE for abnormal event detection in video.
A VAE is an unsupervised learning approach for complicated distributions modeling [47] . It is a generative model parameterized by neural networks, which can be trained by the backpropagation algorithm.
Recently, the VAE has shown superior performance in several image processing tasks, e.g., image generation. Kingma and Welling [13] and Salimans et al. [48] applied VAEs to generate handwritten digits. Kingma and Welling [13] , Rezende et al. [49] , and Kulkarni et al. [50] proposed generating images of faces using VAEs. Walker et al. [51] used the VAE to forecast future frames based only on the static images. Moreover, the VAE can also be applied in a semi-supervised learning scheme. For instance, [52] extended the VAE to semi-supervised learning with class labels. Some traditional computer vision tasks, such as image segmentation, can benefit from VAE, for example, [53] proposed to use a VAE to generate the segmentation map of an image.
Some hybrid learning systems have been proposed by the combination of VAE and other deep neural network models. Pu et al. [14] proposed an architecture incorporating CNNs into a VAE for image and caption generation. In their research, the deep generative deconvolutional network is used as a decoder of the latent variables whilst the CNN is used as the encoder of the given image. Also, the recurrent connection has been proposed to integrate into the VAE model to deal with sequence modeling [54] . The variational recurrent autoencoder [54] can be applied for efficient, large-scale unsupervised learning on time series data by mapping the time series data to a latent vector representation. Chung et al. [55] explored the inclusion of latent random variables into RNNs by combining the elements of the VAE, which can also be considered as one kind of recurrent VAE. Since we are dealing with video sequences which contain both the spatial and temporal information, convolutional operations, and recurrent connections are both needed. The convolutional LSTM [18] preserves the convolution operation, which meets our requirement.
Meanwhile, the two-stream fusion method for action recognition in videos has achieved great success since the first publication [12] . Much subsequent research borrowed the idea from [12] in dealing with various vision problems [19] , [56] , [57] . Wu et al. [58] applied a two-stream VAE and generative adversarial networks for the reconstructionbased abnormal event detection; however, we use a recurrent connection inside VAE, which is blended with two-stream architecture. Specifically, we set up a two-stream recurrent VAE model, which is applied for semi-supervised learning of the data. Even though the two-stream idea had been widely applied, to the best knowledge of our knowledge, we are the first to propose a two-stream architecture for a recurrent VAE model. 
III. METHODOLOGY
A. Variational Autoencoder
The VAE [13] is a recently proposed generative learning model [13] . A VAE introduces a set of latent random variables z, which are used to capture the variations in the input variables x. As one kind of directed graphical model, the joint distribution is defined in
The prior of the latent variables, p(z), is generally chosen as a simple Gaussian distribution. The conditional probability p(x|z) is parameterized by a highly flexible function approximator such as neural networks. This highly nonlinear mapping from x to z results in an intractable inference of the posterior p(z|x). Hence, the VAE chose to use another distribution q(z|x) as the posterior that enables the use of variational lower bound as explained in
where KL(q(z|x) p(z)) is the Kullback-Leibler divergence between two distributions q(z|x) and p(z).
In VAE, the approximate posterior q(z|x) is a Gaussian distribution whose mean μ and variance σ 2 are the outputs of the nonlinear mapping, i.e., neural networks, from inputs x. Ideally, we would like to sample from this distribution. However, the stochastic gradient descent via back propagation cannot handle stochastic units inside a neural network. The solution for VAE is called the reparameterization trick, which is to move the sampling to an input layer. Given μ and σ 2 , the mean and variance, we can first sample from a standard Gaussian distribution ∼ N(0, I), then calculate z = μ + σ · , where · indicates elementwise multiplication. The generative model p(x|z) and inference model q(z|x) are jointly trained by maximizing the variational lower bound.
A VAE-based image reconstruction scheme and a comparison with autoencoder-based reconstruction is shown in Fig. 1 .
B. Convolutional LSTM
Our proposed recurrent convolutional VAE applies the convolutional LSTM as the basic building block for recurrent connections inside the VAE model. Hence, we first introduce the basic principle of the convolutional LSTM proposed in [18] .
Let
be the tangent nonlinear activation function, the convolutional LSTM model follows the following updating rules:
where t is the time step in RNNs, i t , f t , o t are the input, forget, and output gates of the LSTM model, respectively. c t is the cell memory while h t is the hidden state of the LSTM model. g t controls the update of the cell memory. y t is the output of the LSTM model. A * indicates the convolution operation. W ∼ , b ∼ are convolutional weights and bias, respectively. x t is the input to the LSTM model at each time step. Fig. 2 shows the system diagram of the convolutional LSTM.
C. Proposed R-ConvVAE Model
Blending LSTMs with the VAE architecture has been proposed previously to solve the natural language processing problem in [59] , where a language generation model with both an LSTM and VAE is applied to explicitly model the holistic properties of sentences such as style, topic, and high-level syntactic features. Patidar et al. [60] also introduced an LSTM-VAE neural network for the task of automated FAQs. These two pieces of research share the similar idea of combining an LSTM and a VAE to model the sequence. In this paper, a convolutional LSTM is embedded into the VAE to model the video sequence for abnormal event detection. We call this model R-ConvVAE. In the proposed encoder network, video frames are first processed by a set of convolutional layers, followed by a convolutional LSTM block. The convolutional LSTM is set to capture the temporal dependencies of the video sequences. The distribution over the latent variable z is obtained from the last state vector of the convolutional LSTM, which is described by
where h end is the last hidden state of the convolutional LSTM. μ and σ are the mean and variance of the latent variables. W ∼ and b ∼ are the convolutional weights and bias, respectively. z can be obtained using
where ∼ indicates the sampling operation.
Using the reparameterization trick, z is sampled from the encoder. Then z is used to initialize the hidden state of the convolutional LSTM of the decoder, which is followed by a set of deconvolutional operations for the reconstruction of each video frame. The proposed model is shown in Fig. 3 .
D. VAE for Abnormal Event Detection
We propose an abnormal event detection method which uses a recurrent convolutional VAE to calculate the anomaly score from the reconstruction error probability. The variational lower bound in (2) is considered as the reconstruction error probability and reflects the probability distribution of the reconstruction of the original image.
The reconstruction error probability is different from the reconstruction error defined in conventional autoencoder-based abnormal event detection. First, the latent variables z in a VAE model are stochastic variables. However, in a conventional autoencoder, the hidden state h is a deterministic variable. Also, the VAE model takes account of the variability of the latent variables by the procedure of sampling. This mostly extends the expressive power of the VAE model. Also, reconstruction by a VAE is a stochastic process, which not only considers the difference between the reconstruction and the original data but also the variability of the distribution itself. This characteristic enables the VAE model to have a strong modeling capability for data, thus ensuring the generalization capability. This feature is missed in the conventional autoencoder, which makes its generalization capability poor.
In practice, we compute the reconstruction error probability of a pixel's intensity value I at location (x, y) in frame t of a given video. From each frame, we compute the reconstruction error probability by summing up all the pixel-based probabilities. If we can define the reconstruction error probability of a frame as p(t), the regularity score can be defined as in
The regularity score corresponds to the level of normality of each frame in the video. Like many detection scenarios such as object detection [61] , [62] , the regularity score plays a role in indicating the confidence of detection results. A preferable way to evaluate the detection performance with these confidence scores is to use the receiver operating characteristic (ROC) curve, which will be further discussed in Section IV-C3.
E. Two-Stream Architecture for Abnormal Event Detection
We set up a two-stream architecture for abnormal event detection. The two-stream model for action recognition was proposed in [12] who proved that the temporal features of optical flow and deep spatial features are complementary. Different from the recognition tasks in [12] , our motivation is to fuse the reconstruction error probabilities for abnormal event detection. Our idea of employing the two-stream architecture is that the temporal regularity of the appearance features and the motion features can be complementary in deciding the abnormal events in a semi-supervised scheme. Since the normal pattern needs to be modeled properly in the semi-supervised scheme, using a two-stream architecture is more comprehensive than a single stream.
The system model can be seen in Fig. 4 . The spatial stream is to reconstruct the spatial frames using a recurrent VAE while the temporal stream is to reconstruct the stacked optical flows with a similar VAE network. Specifically, we use the GPU implementation of optical flow of [19] , with a stride of 2. As the optical flow only captures the neighboring motion, it is desirable that LSTMs can be employed to capture the longterm dependencies. To model the probabilistic distribution of the motion features, we stack the vertical and horizontal parts of the optical flows into a two-channel image so as to compute the reconstruction error probabilities. The networks for both of the spatial stream and temporal stream are the recurrent convolutional VAE described previously, with a similar network structure.
To establish an early fusion scheme, we stack the static frame (gray image) and optical flow image (two-channel image) into a three-channel input to a recurrent convolutional VAE with the same architecture, which we call an early fusion stream. Once formulated as one image in the early fusion stream, the convolutional operation considers the static frame and optical flow image as a whole to compute the hierarchical features, level by level.
The spatial stream and temporal stream can be trained jointly and independently. During testing, the reconstruction error probabilities from the spatial stream and the temporal stream are fused by summation, which is denoted as late fusion. The difference between early fusion and late fusion was discussed in [19] , which reveals that late fusion yields better performance.
The late fusion results can be added to the early fusion results for the reconstruction error probability fusion, denoted as double fusion. In this paper, we prove that the early fusion and late fusion provide complementary information. The fused reconstruction error probabilities are then utilized for postprocessing and evaluation. Note that the post-processing corresponds to different operations in frame-level and event-level evaluations which are described in Section IV-C3.
IV. EXPERIMENTS
In this section, we introduce two use cases, the frame-level and pixel-level experimental procedures are used for different purposes: the frame-level detection is to find temporal regularity whilst the pixel-level detection is to localize the abnormal events in a video frame. Table I shows the detailed configuration of the proposed model for the spatial stream. Specifically, the model contains an encoder and a decoder. The encoder consists of four convolutional layers, followed by a convolutional LSTM layer to capture the temporal information of the video frames. The decoder first uses a convolutional LSTM to decode the latent variable z sampled from the encoder, followed by four deconvolutional layers to reconstruct the video frame.
A. Model Configuration
A convolutional layer can connect multiple input activations within a fixed receptive field to a single activation output. On the other hand, a deconvolutional layer is to densify the sparse inputs by convolution-like operations with multiple filters. Hence, the spatial size of the output feature maps of a deconvolutional layer is larger than the spatial size of its corresponding inputs.
Also, there are two pooling layers after the Conv2 and Conv4 layers in the encoder network, and two unpooling layers after Deconv1 and Deconv4 in the decoder network. The max pooling operation in the encoder provides translation invariance. The unpooling layer in the decoder is to perform the reverse operation of pooling and reconstruct the original size of activations [63] [64] [65] . Table II presents the parameters of the architecture of the proposed model for the temporal stream. As we stack the vertical and horizontal parts of the optical flows, the inputs to the network are of depth 2. The other parameters are the same as that in the spatial stream.
B. Data Sets
We conducted experiments on several challenging data sets to test our methods. There are several public benchmark data sets targeting at abnormal event detection, namely, Avenue [3] , UCSD pedestrian [66] , and Subway data sets [67] .
For the Avenue dataset, there are a total of 16 training and 21 testing video sequences. Each of the sequences is short, about 1 to 2 min long. The total number of training frames is 15 328 and there are 15 324 testing frames. The resolution of each frame is 640 × 360 pixels.
The UCSD pedestrian dataset contains two parts: UCSD-Ped1 and UCSD-Ped2. In UCSD-Ped1, there are 34 short clips for training, and another 36 clips for testing. All testing video clips have frame-level ground-truth labels, which indicate which frames of the video clip are abnormal. Each clip has 200 frames, with a resolution of 238 × 158 pixels. The UCSD-Ped2 has 16 short clips for training, and another 12 clips for testing. Each clip has 150 to 200 frames, with a resolution of 360 × 240 pixels.
In the Subway dataset, the videos are taken from two surveillance cameras in a subway station. One monitors the [67] . In both videos, the resolution is 512 × 384 pixels. The Subway-entry video is 1 h 36 min long with 144 249 frames in total, and the Subwayexit video is 43 min long with 64 901 frames in total. All the testing videos have frame-level ground-truth labels.
C. Frame-Level Detection 1) Data Augmentation:
For frame-level abnormal event detection, following [7] , we apply a data augmentation scheme to prepare for training because the available data is still not sufficient for the proposed model. First, we extracted each frame from the raw video data, then resized it to a resolution of 227 × 227 pixels. As a common normalization practice in training the deep learning model, we subtract the global mean value of the pixels from each of the video frames. After that, the video frames are converted to gray scale images to reduce their dimensionality. All these operations are conducted using MATLAB. The input to the model is a sequence of frames with a length of 10. To increase the size of the training data, we skip different strides to obtain the following frame sequences. For example, the first stride-1 sequence is composed of frames {1, 2 ,3, 4, 5, 6, 7, 8, 9, 10}. The stride-2 sequence is made of frames {1, 3, 5, 7, 9, 11, 13, 15, 17, 19} , and the stride-3 sequence would contain frames {1, 4, 7, 10, 13, 16, 19, 22, 25, 28}. These operations can not only increase the size of the training data but also enable the model to capture longterm dependencies with the increase of skipped strides. For the temporal stream, we first stack the vertical and horizontal parts into a two-channel static image. Then the same data augmentation techniques are applied.
2) Training Details: Hasan et al. [7] trained their convolutional autoencoder on all of the data sets together instead of on each individual one. Hasan et al. [7] had proved that training on all the data sets does not influence the generalization capability of the model. Also, since we are dealing with a semi-supervised learning scheme based on the generative model, we do not use a pretrained CNN model as in many deep learning schemes. We need a comparatively larger dataset in order to avoid the overfitting problem. Hence, we train our two-stream model on all the data sets used in this paper: Avenue, Ped1, Ped2, Entry, and Exit.
We use an Adam optimizer [68] and a learning rate of 0.01 to train our recurrent VAE model from a Xavier uniform random weights initialization [69] . The batch size is set as 32. Usually, we find that the model converges in several epochs. The model was built using the Keras framework [69] . Moreover, all the experiments were undertaken on a PC equipped with a NVIDIA TITAN X GPU and running the Ubuntu 14.04 operating system.
3) Evaluation Metrics for Frame-Level Detection:
We evaluate the frame-level detection using two metrics, corresponding to the frame level and event level, respectively. a) Frame Level: If a frame contains at least one abnormal event, it is considered as a correct detection. These detections are compared to the frame-level groundtruth label. The ROC curve is used to measure the performance of the frame-level detection. To generate the ROC curve, the true positive rate and the false positive rate are calculated and plotted at various threshold settings of the confidence score of the detection outputs. The area under curve (AUC) and the equal error rate (EER) are the two metrics for evaluation based on the ROC curve [70] . b) Event Level: This evaluation criterion was used in [7] .
To reduce the noisy and meaningless local minima in the regularity score, they used the Persistence1D [71] algorithm to group local minima. In [7] , they used a fixed temporal window of 50 frames to group local minima. In other words, local minima within 50 frames belong to the same abnormal event. We followed this practice to group the detected events and set the threshold as 0.2. The detected temporal windows which overlap by more than 50% with the ground-truth abnormal event windows are considered as a detection. Hence, this is an event-level evaluation criteria.
4) Results:
To determine the best model for subsequent experiments, we first evaluated the frame-level detection in different control settings. The results of the control experiments on the spatial stream are shown in Table III . We tested the proposed recurrent VAE with different cost functions and the vanilla autoencoder with the same architecture. It can be seen, from the table, that the VAE-based model often yields better results than the conventional autoencoder and usually the mean squared error (MSE) loss (which corresponds to the Euclidean Distance between the inputs and outputs) is better than the binary cross entropy (BCE) loss for the AUC and EER results. This is because the MSE is a more straightforward indicator in the reconstruction tasks. Amaral et al. [72] also reported the MSE loss generates a smaller reconstruction error than BCE for the stacked autoencoder. The results in Table III indicate that the proposed model with MSE yields the best performance. Hence, in the following experiments, we set the loss function as the MSE.
We also conducted experiments to validate the improvements brought by using the VAE and the convolutional LSTM. To be more specific, we reimplemented the ConvAE model described in [7] and followed the training procedure. We then implemented the ConvVAE model where we use the same structure of the ConvAE described in [7] but with a VAE training and inference algorithm. The results of the VAE model are shown in Table IV where is can be observed that our R-ConvVAE model generates the best results.
Next, we tested the spatial and temporal streams for abnormal events detection using the proposed model. The results are shown in Table V . It is clear that using only the spatial or temporal stream by itself cannot generate the best result. However, with the information from the two-stream fused, the model has improved results compared with a single stream, which indicates that the information from the two-streams are complementary, and the two-streams fusion approach is an effective method. The early fusion described previously is not as good as late fusion. Nevertheless, our double fusion scheme can generate improved results, which can be seen in Table V . Figs. 5 and 6 show the ROC curves of the spatial stream, temporal stream, two-streams early fusion, and two-streams late fusion on each of the five data sets.
In the proposed double fusion scheme, the spatial stream and temporal stream can be trained jointly, which means that the two streams share the latent prior probabilities but with different encoder and decoder networks. This structure can also be considered as a multitask network in which one network performs two different tasks: 1) the reconstruction of the static frames and 2) the reconstruction of the optical flow images. Joint training performs slightly worse than independent training as shown in Table VI . One possible reason is that the prior distribution of the VAE can model more accurately when dealing with a single task. Hence, finally, we choose to train the spatial and temporal streams independently.
In Table VII , we compare our results with other published methods. The ConvAE proposed by Hasan et al. [7] , and [8] are the closest results to ours. We achieve comparable results with these leading methods, and comparison experiments show that our methods improve on the baselines. A full list of the results can be seen in Table VII. Following [7] , we also evaluated the event-level detection on each of the five data sets. spatial stream tends to have better performance than the temporal stream. For instance, on the Avenue dataset, the spatial stream detects 36 abnormal events with eight false alarms while the temporal stream detects 32 abnormal events with 12 false alarms. On most of the data sets, our two-stream fusion method tends to have less false alarms when detecting abnormal events. We outperform the methods in [7] on the Ped1, Ped2, and Exit data sets.
5) Discussion and Visualization:
Since the proposed scheme is a frame-level abnormal event detection method, the model does not locate the exact pixel position. During testing, the model generates a reconstruction error probability for each frame. The user only needs to analyze the frame-level reconstruction error probability to detect abnormal events. Regarding the system efficiency, our model takes approximately 0.0012 s to generate a single reconstruction error probability on a Titan X (Maxwell Architecture) GPU. The testing time of the ConvAE, ConvVAE and R-ConvAE are same level, since they are all end-to-end learning models.
To better analyze the performance of our abnormal events detection scheme, we also plot the regularity score from each of the five data sets in Figs. 7 and 8. Fig. 7 provides the detected events and the corresponding regularity scores on the Avenue, Ped1, and Ped2 data sets. It is clear from the figure that the lower regularity scores correspond to abnormal events while high regularity scores correspond to normal frames. Fig. 8 provides the visualization of regularity scores for the Entry and Exit data sets, where the red color regions indicate the frame-level ground-truth label of abnormal events. As can be seen from the figure, the detection results match well with the ground-truth frames. We also compared the regularity score curve of the spatial, temporal, two-stream early fusion, two-stream late fusion, and two-stream double fusion in Fig. 9 . In the figure, the red curve indicates the regularity scores of the two-stream double fusion, which normally better correspond to the ground-truth abnormal frames.
D. Pixel-Level Detection 1) Training and Testing Configurations:
The previously discussed training and testing scheme can be considered as a type of frame-level abnormal event detection method since this framework follows the research of [7] , which is a typical deep learning temporal regularity detection scheme (frame level). To enable the pixel-level abnormal event localization, a patchbased training, and testing method is also carried out to test the feasibility of the proposed R-ConvVAE model. Instead of training all the data sets together, in the patchbased training scheme, we train each dataset separately. Explicitly, we validate the R-ConvVAE model on two data sets, the Avenue, and Ped1 data sets, in which pixel level abnormal masks are provided for evaluation. First, following [2] , a temporal-spatial foreground cube is detected. The frames in a video are first divided into some nonoverlapping patches, using sliding windows. Then the foreground segmentation mask is generated by the Vibe algorithm [76] . Then the overlapping ratio between the foreground segmentation mask and each of the nonoverlapping patches is computed: if the overlapping ratio is above 10%, the corresponding patch is recognized as a foreground. These patches, are then used to form the temporal-spatial cubes for a video: each patch that is considered to be foreground is used to form a cube with a sequence of ten frames. After ignoring the duplicated cubes of a video, a set of temporal-spatial cubes is collected, and is ready for training. By doing so, the training efficiency is improved since only the foreground patches are used for training, the large portion of the video which contains only the background is ignored. The stride for the collection of cubes is set as 2 to guarantee there is enough data for training.
During testing, we also feed the video frames to the foreground detection algorithm to extract foreground patches to speed up the process and also filter out some of the false positive detections which might appear in the background regions. The whole video is segmented into several temporal-spatial cubes with ten frames. For each cube in the video, we employ the same practice discussed previously to calculate the reconstruction error probability for each pixel. The preprocessing steps can be seen in Fig. 10 .
2) Results and Visualization: The ROC curves of the pixellevel evaluation of the Avenue and Ped1 dataset are shown in Fig. 11 . The corresponding AUC value and comparison with previously published results are presented in Table IX . As can be seen from the table, our R-ConvVAE method achieves the best AUC result on the Ped1 dataset, and with a satisfying result on the Avenue dataset. Our model only uses the appearance features to test the feasibility of the localization task. Also, the results using ConvAE, R-ConvAE, ConvVAE, and R-ConvVAE show consistency with the findings reported previously. A visualization of the detected abnormal regions on the Avenue dataset is shown in Fig. 12 .
E. Time-Costing Analysis
Since the proposed methods are based on the reconstruction techniques, which use deep learning networks, the time cost of the model during test is small compared with other more complex methods. In the proposed scheme, when applying the model in real-world applications, the testing time is what matters. Since we only apply a reconstruction operation and a simple normalization step, the time cost is satisfying.
We test the time (in seconds) consumed per frame by our methods and show the results in Table. X. As shown in the table, our methods show promising testing efficiency compared with other methods. The frame-level scheme only compute a single reconstruction probability per frame hence it consumes less time. Since the pixel-level scheme is a patch-based testing TABLE X TIME CONSUMED BY DIFFERENT METHODS scheme, which computes dozens of patches for each frame, the testing time is longer than the frame-level scheme.
The double fusion scheme need an extra computing time for the optical flow images, but can still meet the demand of many real-world applications as the GPU computation for both deep networks and optical flow are efficient.
V. CONCLUSION
To detect abnormal events from videos in a semi-supervised learning scheme, we proposed a two-stream recurrent VAE. The VAE is used to form a probability distribution of normal data by probability inference and reconstruction. The recurrent connection using a convolutional LSTM inside a VAE can preserve the spatial information whilst simultaneously capturing the long-term dependencies of video frames. The two-stream fusion architecture also demonstrates a powerful information fusion capability in abnormal event detection. For pixel-level abnormal event localization, we use a foreground detection method, followed by the proposed recurrent VAE, for the event localization. The proposed model was tested on five publicly available data sets, namely the Avenue, the Ped1, the Ped2, the Subway-entry, and the Subway-exit, with improved results over other published methods. Currently, the frame-level detection scheme shows promising results but lacks a pixel-level localization capacity. The proposed pixel-level localization scheme still need the preprocessing steps. Future works will be conducted toward a more effective and efficient system which is able to detect and localize the abnormal events in an end-to-end way. Also, the proposed scheme is not restricted to video analysis. We will extend the application scope of our semi-supervised learning scheme to general data anomaly detection, for instance, the traffic data in telecommunication.
