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Abstract
This paper considers maximum likelihood (ML) estimation in a large class
of models with hidden Markov regimes. We investigate consistency and
local asymptotic normality of the ML estimator under general conditions
which allow for autoregressive dynamics in the observable process, time-
inhomogeneous Markov regime sequences, and possible model misspecifi-
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1 Introduction
Following the influential work by Hamilton [1989], dynamic models with pa-
rameters that are subject to changes driven by an unobservable Markov chain
(the regime or state sequence) have attracted considerable attention in many
different fields. An important subclass of such models, also used widely in a
variety of disciplines, are so-called hidden Markov models, in which the obser-
vations are conditionally independent given the regime sequence (see, e.g., the
review paper by Ephraim and Merhav [2002] and the references therein). The
hidden Markov chain is commonly taken to be time-homogeneous.
In this paper we focus on a larger class of models in which the hidden regime
process and the observation process (conditional on the regimes) are both time-
inhomogeneous Markov chains. This is a useful generalization of models with a
time-invariant transition mechanism, which has found numerous applications,
especially in economics (e.g. Diebold et al. [1994], Filardo [1994]). Inference
in such models is typically likelihood based, but very little is currently known
about the asymptotic properties of the associated maximum likelihood (ML)
estimator.
The contribution of this paper is to provide consistency and asymptotic
normality results for a large class of models that are relevant in applications.
Our approach allows for autoregressive dynamics in the observable process,
temporal heterogeneity in the transitions of the hidden Markov process, and
model misspecification. To the best of our knowledge, the only asymptotic
results available on ML estimation in models with time-inhomogeneous Markov
regimes are those in Ailliot and Pe`ne [2015], which establish consistency of the
ML estimator in a correctly specified model. By contrast, we allow for possible
model misspecification and establish local asymptotic normality (LAN) (e.g.
Le Cam [1986]) for our model, from which asymptotic normality of the ML
estimator can be inferred. Unlike Ailliot and Pe`ne [2015], however, who allow
for a general hidden state space, we require the latter to be finite.
Our results on the convergence of the ML estimator under possible model
misspecification extend some results of White [1982] for independent, identi-
cally distributed (i.i.d.) data to the case of dependent observations and for
classes of parametric distributions associated with dynamic models with hidden
Markov regimes. Such stochastic specifications are typically highly parametric
and frequently based on conditional Gaussianity assumptions. It is, therefore,
important to understand the properties of likelihood-based inference procedures
in situations where the true probability structure of the data does not neces-
sarily lie within the parametric family of distributions specified by the model.
An example of potential misspecification that is of particular relevance in mod-
els with time-inhomogeneous Markov regimes involves the use of an incomplete
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approximation to the likelihood function which ignores the joint dependence of
the observation variable and of the variables upon which the transition function
of the regime sequence depends (see also Filardo [1998]); this will be discussed
in some detail in the context of our analysis of simulated and real-world data.
In related work, Mevel and Finesso [2004] consider consistency and asymptotic
normality of the ML estimator in the case of potentially misspecified hidden
Markov models (conditionally independent observations) with a finite state
space, while Douc and Moulines [2012] investigate consistency (but not asymp-
totic normality) in the case of general state spaces; in both papers, the regime
sequence is assumed to be time-homogeneous.
In other related work, Francq and Roussignol [1998] and Krishnamurthy and Ryde´n
[1998] investigate consistency of the ML estimator in correctly specified autore-
gressive models with Markov regimes defined on a finite state space. Douc et al.
[2004] examine consistency and asymptotic normality in a similar setup but al-
low the hidden Markov chain to take values in a space that is not necessarily
finite or countable. In the context of hidden Markov models, Bickel and Ritov
[1996], Bickel et al. [1998], Jensen and Petersen [1999], Douc and Matias [2001],
and Douc et al. [2011] investigate asymptotic normality and/or consistency un-
der correct specification and regime sequences defined on either a finite or gen-
eral state space. In all the papers mentioned in this paragraph, the regime
sequence is assumed to be a time-homogeneous Markov chain.
In the sequel we follow Bickel et al. [1998] and Douc et al. [2004] fairly
closely in terms of the technical tools and the arguments used in the proofs,
but our setup is more general in certain respects. Like Bickel et al. [1998], we
consider models with a finite hidden state space, but allow for autoregressive
dynamics in the observation sequence, temporal heterogeneity in the regime se-
quence, and model misspecification. In Douc et al. [2004], the hidden Markov
chain is allowed to take values in a compact topological space but is restricted
to be time-homogeneous, and the model is assumed to be correctly specified.
We show that the ML estimator in our setting converges to the true parameter
value if the model is correctly specified and to a pseudo-true parameter set if
the model is misspecified. We also show that the sample log-likelihood satisfies
the LAN property, and establish an asymptotic linear representation for the
ML estimator.
The cornerstone of the methods used by Bickel et al. [1998] and Douc et al.
[2004] for establishing the asymptotic properties of the ML estimator are mixing-
type results for the unobservable regime sequence conditional on the observation
sequence (see also Bickel and Ritov [1996]). This is also true for our approach,
but unfortunately we cannot invoke their results directly because they are estab-
lished under the assumption of time-homogeneity of the hidden Markov chain.
We extend these results to allow for time-inhomogeneous Markov regimes; in
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particular we establish mixing-type results for the unobservable regime sequence
given the observed data, allowing for time-varying Markov transition matrices.
This last result may be of interest in its own right.
The remainder of the paper is organized as follows. Section 2 defines the
class of models under consideration and gives sufficient conditions for station-
arity and ergodicity. Section 3 describes the estimation problem of interest.
Section 4 investigates consistency of the ML estimator in a general setting. Sec-
tion 5 contains results on the LAN property of the model. Section 6 presents
simulation results on the finite-sample properties of estimators based on well-
specified and misspecified likelihoods. Section 7 presents an illustration using
real-world data. Section 8 gathers the proofs.
Notation. The following notation is used throughout the paper: for any
infinite sequence (Vj)j , V
b
a = (Va, . . . , Vb) for any a ≤ b; P(V) denotes the set
of Borel probability measures on a Polish space V; for any probability measure
P , EP (·) denotes expectation with respect to P , and oP (·) and OP (·) indicate
order in probability under P ; ∇ϑ and ∇2ϑ are the gradient and Hessian operators
with respect to a parameter ϑ, respectively; ‖·‖ denotes the Euclidean norm of
a vector or matrix; 1{·} denotes the indicator function; N denotes the set of
positive integers. Unless stated otherwise, limits are taken as T → ∞, where
T is the sample size. For any two sequences (Xt, Yt)t∈N, Xt - Yt implies that
there exists an universal positive constant (not depending on T ) C such that
Xt ≤ CYt for all t.
2 Statistical Model
Let (Xt, St)
∞
t=0 be a discrete-time stochastic process such that: (St)
∞
t=0 is an
unobservable, time-inhomogeneous Markov chain on a finite state space S =
{s1, . . . , s|S|} ⊂ R; conditionally on (St)∞t=0, (Xt)∞t=0 is an observable, time-
inhomogeneous Markov chain on a general state space X that is a closed subset
of Rd. It is assumed that, for each t ∈ N, the conditional distribution ofXt, given
Xt−10 and S
t
0, depends only on Xt−1 and St, and the conditional distribution of
St, given X
t−1
0 and S
t−1
0 , depends only on Xt−1 and St−1, so that
Xt | (Xt−10 , St0) ∼ P∗(Xt−1, St, ·),
St | (Xt−10 , St−10 ) ∼ Q∗(Xt−1, St−1, ·),
with (x, s) 7→ P∗(x, s, ·) ∈ P(X) and (x, s) 7→ Q∗(x, s, ·) ∈ P(S) denoting the
true transition kernels; it is further assumed that, for each (x, s) ∈ X × S,
P∗(x, s, ·) admits a density p∗(x, s, ·) with respect to some σ-finite measure on X.
Our framework imposes no additional restrictions on this measure; for instance,
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it can be the Lebesgue measure (i.e., allow for continuous X) or the counting
measure (i.e., allow for discrete X).
The researcher’s model is given by
Xt | (Xt−10 , St0) ∼ Pθ(Xt−1, St, ·), (1)
St | (Xt−10 , St−10 ) ∼ Qθ(Xt−1, St−1, ·). (2)
The transition kernels in (x, s) 7→ Pθ(x, s, ·) ∈ P(X) and (x, s) 7→ Qθ(x, s, ·) ∈
P(S) are indexed by an (unknown) parameter θ taking values in a parameter
space Θ ⊆ Rq. For each θ ∈ Θ and (x, s) ∈ X × S, we use pθ(x, s, ·) to denote
the density of Pθ(x, s, ·) with respect to the same measure used to compute
p∗(x, s, ·).
The model, {(Pθ, Qθ) : θ ∈ Θ}, can be misspecified in the sense that P∗ /∈
{Pθ : θ ∈ Θ} or Q∗ /∈ {Qθ : θ ∈ Θ}. This set-up encompasses a rich family of
models, some examples of which are given below.
Example 1 (Switching Autoregressive Model). Let x = (y, z) ∈ X = R2 and
s ∈ S = {0, 1}. Let Pθ be determined by the equations
Yt = µ0 + µ1St + φYt−1 + (σ0 + σ1St)U1,t,
Zt = ψZt−1 + σ2U2,t,
with (U1,t, U2,t)t being i.i.d. N
(
0,
[
1 ρ
ρ 1
])
random vectors, (s, z) 7→ Qθ(z, s, s) =
[1+exp(−αs−βsz)]−1, and θ = ({µl, σl, αl, βl}l=1,2, φ, ψ). This is an example of
the type of Markov-switching autoregressive model considered by Diebold et al.
[1994] and Filardo [1994], among many others. A Markov-switching autoregres-
sive model with a time-invariant transition mechanism is a special case with
β0 = β1 = 0.
The case of φ = 0 corresponds to a Gaussian mixture model with time-
varying mixing weights. △
Example 2 (Mixture Autoregressive Model). Consider a model given by X =
R, S = {0, 1}, a family {Pθ : θ ∈ Θ} and a function x 7→ G(x) ∈ [0, 1] such that,
for each t ∈ N, Xt ∼ Pθ(Xt−1, St, ·) given (Xt−1, St), and Pr(St = 0 | Xt−1) =
G(Xt−1). The conditional density
x 7→ pθ(x | xt−1) = G(xt−1)pθ(xt−1, 0, x) + {1−G(xt−1)}pθ(xt−1, 1, x),
defines models which belong to the general class of mixture autoregressive
models (e.g., Dueker et al. [2007], Tadjuidje et al. [2009], Dueker et al. [2011],
Kalliovirta et al. [2015]). By allowing for time-varying transition functions, our
framework encompasses this type of models. Due to the parametric nature of
the densities pθ and the mixing functions G, it is paramount to consider a theory
that allows for potential misspecifications. △
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The examples above (as well as Example 3 that follows) illustrate that in
many areas – like economics and finance (e.g. Diebold et al. [1994]), biology
(e.g. Ghavidel et al. [2015]), speech recognition (e.g. Ramesh and Wilpon
[1992]) – the stochastic process (Xt, St)
∞
t=0 is highly complex and is natu-
ral/desirable to allow for feedback from past realizations of the observable pro-
cess (Xt)
∞
t=0 to the law of the unobserved state St; a tractable way for modeling
this feedback is to allow the transition kernel, Qθ, to depend onXt−1. This mod-
eling approach is, as the vast majority of hidden Markov models, parametric
in nature and as such subject to the obvious functional form misspecifications.
However, its feature of time-varying transition functions adds an additional level
of complexity and with it a source of potential misspecification which, while be-
ing somewhat subtle, seems to be quite common in applications in fields like
economics and finance. To illustrate this, using the notation from the examples,
consider the case of a true/correct simple “triangular” model
Xt = (Yt, Zt) ∼ p∗(Yt−1, Zt−1, St, ·) and St ∼ Q∗(Zt−1, St−1, ·),
with p∗(Yt−1, Zt−1, St, Yt, Zt) = pY,∗(Yt | Zt, Yt−1, Zt−1, St)pZ,∗(Zt | Zt−1)
for some conditional densities (z′, y, z, s) 7→ pY,∗(· | z′, y, z, s) ∈ P(R) and z 7→
pZ,∗(· | z) ∈ P(R), so that the factor Zt affecting the law of the unobserved
state St also affects the law of Yt. In applications involving models like those
found in the references quoted in Examples 1 and 2, it seems common practice
to postulate the following (misspecified) model
Xt = (Yt, Zt) ∼ pθ(Yt−1, Zt−1, St, ·) and St ∼ Qθ(Zt−1, St−1, ·),
with pθ(Yt−1, Zt−1, St, Yt, Zt) = pY,θ(Yt | Yt−1, Zt−1, St)pZ,θ(Zt | Zt−1)
where pY,θ 6= pY,∗ as it does not admit the dependence on Zt. Furthermore,
inference may quite often be based on the incomplete model for pY,θ alone, the
implicit assumption being that pY,θ can be analyzed independently of pZ,θ since
pY,θ and Qθ depend only on Zt−1. (This type of potential misspecification, also
discussed by Filardo [1998] in the context of Markov-switching autoregressive
models, will be the focus of much of the discussion in Sections 6 and 7). Even
though such an approach may be appealing to practitioners because of its rel-
ative simplicity, it opens an array of issues that need to be addressed. For
instance, it is unclear what would be the limit point of a quasi-ML estimator
based on pθ or pY,θ (since it might not converge to the true parameter) and
it seems likely that associated likelihood-based inference will yield misleading
results. The paper provides a theoretical framework that acknowledges this
source of misspecification (and others), thereby providing tools for addressing
these issues and for conducting asymptotically valid inference.
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The following example showcases how our methodology can also be applied
to a class of random coefficient models commonly studied in economics.
Example 3 (Panel Data Model with Heterogeneous Marginal Effects). The fol-
lowing model is a parametric version of a Random Coefficient Model (Chamberlain
[1992]) studied by Chernozhukov et al. [2015] and Graham and Powell [2012].
For each t ∈ N and i ∈ {1, 2, . . . , I}, let
Yi,t = gθ(St, εi,t)Zi,t,
where (εi,t)t are zero-mean, i.i.d., real-valued random variables with density
mε.
1 Here, Yi,t is the outcome variable of individual i at time t (e.g., household’s
i consumption at time t of some good) and Zi,t ∈ R are observed covariates for
individual i at time t; Zi,t can contain a “macroeconomic” variable (i.e., affecting
all households) or an “idiosyncratic” variable (e.g., household characteristics,
past values of income, etc.), and it is assumed that Zt = (Z1,t, . . . , ZI,t) ∼
pZ,θ(· | Zt−1) given Zt−1. In this model, (s, ε) 7→ gθ(s, ε) ∈ R measures the
effect of the covariates on the outcome variable, and is a function of St, which
may be interpreted as representing unobserved macroeconomics factors (e.g.,
the state of the economy). In this setup, it is natural to consider cases where
the law of the unobserved macroeconomic factor depends on both unobserved
and observed current macroeconomics factors, i.e., St ∼ Qθ(Zt−1, St−1, ·) given
(St−1, Zt−1). Finally, εi,t is an idiosyncratic shock for individual i at time t. It
is assumed that ε 7→ gθ(s, ε) is strictly increasing for all s and all θ ∈ Θ. Thus,
in this case, d = 2I, Xt = (Yt, Zt) with Yt = (Y1,t, ..., YI,t), and
pθ(Yt−1, Zt−1, St, y, z) =
I∏
i=1
mε(g
−1
θ (St, y/zi))pZ,θ(z | Zt−1),
for any (y, z). △
Before discussing estimation of θ based on a finite segmentXT0 ≡ (X0, ...,XT )
(for some T ∈ N) of (Xt)∞t=0, we give a result regarding the mixing and ergod-
icity properties of (Xt)
∞
t=0. To do so, let P¯
κ∗ denote the true distribution over
(Xt)
∞
t=0 when the distribution of (X0, S0) is κ. Under the following assump-
tions, Lemma 1 below ensures that there exists a Borel probability measure on
X × S, denoted henceforth by ν, which yields a stationary and ergodic process
(Xt)
∞
t=0.
Assumption 1. There exists a continuous function q : X→ R+\{0} such that:
For all Q ∈ {Qθ : θ ∈ Θ} ∪Q∗, Q(x, s, s′) ≥ q(x) for all (s′, s, x) ∈ S2 × X.
1An important difference with the literature on random coefficient models is that our model
is suited to “large-T -small-n” panels, whereas the typical paper in the literature is for “small-
T -large-n” panels.
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Assumption 2. There exist constants λ′ ∈ (0, 1), γ ∈ (0, 1), b′ > 0 and
R > 2b′/(1 − γ), a lower semi-continuous function U : X → [1,∞), and
a measure ̟ ∈ P(X) such that, for all s ∈ S: (i) ∫
X
U(x′)P∗(x, s, dx′) ≤
γU(x) + b′1{x ∈ A} with A ≡ {x ∈ X : U(x) ≤ R}; (ii) A is bounded and
̟(A) > 0; (iii) infx∈A P∗(x, s, C) ≥ λ′̟(C) for any Borel set C ⊆ X.
The next lemma establishes stationarity, ergodicity and β-mixing of (Xt)
∞
t=0.
2
Lemma 1. Suppose Assumptions 1 and 2 hold. Then, there exists a ν ∈ P(X×
S) such that, under P¯ ν∗ , (Xt)∞t=0 is stationary, ergodic and β-mixing with decay
βn = O(γ
n).
Its proof is standard and relegated to the Supplemental Material, Section
SM.1. The result follows from using Assumptions 1 and 2 to establish that the
implied transition matrix of the joint process (Xt, St)
∞
t=0 has a unique invariant
distribution and also that it is Harris recurrent and aperiodic. This fact in turn
is used to show that (Xt)
∞
t=0 is stationary, ergodic and β-mixing at a geometric
rate.
Remark 1 (Discussion of the Assumptions 1 and 2). Assumption 1 is an exten-
sion of a common assumption (cf. Douc et al. [2004],Ailliot and Pe`ne [2015])
in the literature to the case where the transition kernel of the state S depends
on x. Allowing for the lower bound, q, to depend on x is specially relevant
when the support of X is unbounded, because, while q(x) > 0, it is allowed to
converge to zero as ||x|| → ∞.
Assumption 2(iii) is an analogous condition but for the transition kernel P∗.
By inspection of the proof it is easy to see that it suffices to obtain a minorization
condition for the “joint” kernel, i.e., infx∈A P∗(x, s′, C)Q(x, s, s′) ≥ λ ˜̟ (C, s′)
for any Borel set C ⊆ X and for some ˜̟ ∈ P(X × S) and λ ∈ (0, 1). Thus,
Assumptions 1(i) and 2(i) could be relaxed, e.g. the former could be relaxed
to Q(x, s, s′) ≥ q(x)̺(s′) where ̺ ∈ P(S), or the latter could be relaxed to
infx∈A P∗(x, s′, C) ≥ λ′ ˜̟ (C, s′) where ˜̟ ∈ P(X × S).
Assumption 2(i)(ii) is the so-called Foster–Lyapunov drift; see Meyn and Tweedie
[1993] and references therein for a discussion of the assumption. △
In view Lemma 1, under ν, we can extend the process (Xt)
∞
t=0 to a two-sided
sequence (Xt)
∞
t=−∞. With a slight abuse of notation we still use P¯ ν∗ to denote
the true probability distribution over (Xt, St)
∞
t=−∞; P¯ νθ is defined analogously
for the model (Qθ, pθ, ν).
3
2Under P¯ ν∗ , the β-mixing coefficients of (Xt)
∞
t=0 are given by βn ≡
supt≥0EP¯ν
∗
[sup{|P¯ νθ∗ (B|X
t
0) − P¯
ν
θ∗(B)| : B ∈ X
∞
t+n}], n ∈ N, where X
b
a denotes the
σ-algebra generated by Xba.
3Throughout the text, we still use P¯ νθ to denote any marginal or conditional probabilities
associated to P¯ νθ ; the same holds for P¯
ν
∗ .
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3 Parameter Estimation
For each T ∈ N, let ℓνT : XT+1 × Θ→ R be the sample criterion function given
by
ℓνT (X
T
0 , θ) = T
−1
T∑
t=1
log pνt (Xt | Xt−10 , θ), (3)
where pνt (Xt | Xt−10 , θ) denotes the conditional density of Xt given Xt−10 for any
θ ∈ Θ, and is defined recursively as follows: for any t ≥ 1,
pνt (Xt | Xt−10 , θ) =
∑
s′∈S
∑
s∈S
pθ(Xt−1, s′,Xt)Qθ(Xt−1, s, s′)δ
θ,ν
t (s),
and s 7→ δθ,νt (s) ≡ P¯ νθ (St = s | Xt−10 ). For each t ≥ 2, s 7→ δθ,νt (s) satisfies the
recursion: for any s ∈ S,
δθ,νt (s) =
∑
s˜∈S
Qθ(Xt−1, s˜, s)pθ(Xt−2, s˜,Xt−1)δ
θ,ν
t−1(s˜)∑
s′∈S pθ(Xt−2, s′,Xt−1)δ
θ,ν
t−1(s′)
, (4)
with s 7→ δθ,ν1 (s) =
∑
s˜∈SQθ(X0, s˜, s)ν(s˜|X0), where ν(·|·) is the conditional
density corresponding to ν.
For a given initial distribution κ ∈ P(X × S) over (X0, S0), we define our
estimator as θˆκ,T , where
ℓκT (X
T
0 , θˆκ,T ) ≥ sup
θ∈Θ
ℓκT (X
T
0 , θ)− ηT , (5)
for some ηT ≥ 0 and ηT = o(1).
4 Consistency
Let H∗ : Θ→ R+ ∪ {∞}, with
H∗(θ) = EP¯ ν∗
[
log
pν∗(X0 | X−1−∞)
pν(X0 | X−1−∞, θ)
]
where, for any θ ∈ Θ, pν(· | X−1−∞, θ) denotes the conditional density X0 given
X−1−∞ induced by (Pθ, Qθ, ν) and pν∗(· | X−1−∞) is its counterpart induced by the
true transitions (P∗, Q∗, ν).
Assumption 3. (i) Θ is compact; (ii) H∗ exists and is lower semi-continuous.
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Let
Θ∗ = argmin
θ∈Θ
H∗(θ)
be the pseudo-true parameter (set) minimizing the Kullback–Leibler informa-
tion criterion θ 7→ H∗(θ). Under Assumption 3, Θ∗ is non-empty and compact
by the Weierstrass Theorem.
Assumption 4.
∑∞
l=0EP¯ ν∗ [
∏l
i=0(1− q(Xi))] <∞.
For any δ > 0 and any θ ∈ Θ, let B(δ, θ) ≡ {τ ∈ Θ: ||τ − θ|| < δ}.
Assumption 5. (i) For any ǫ > 0, there exists a δ > 0 such that
max
θ′∈Θ
EP¯ ν∗
[
sup
θ∈B(δ,θ′)
pν(X0 | X−1−∞, θ)
pν(X0 | X−1−∞, θ′)
]
≤ 1 + ǫ;
(ii) there exists an a.s.-P¯ ν∗ finite C such that supθ∈Θ
maxs∈S pθ(X,s,X
′)
mins∈S pθ(X,s,X′)
≤ C.
Remark 2 (Discussion of the Assumptions). Assumption 3(i) is standard. As-
sumption 3(ii) is a high level one and can be obtained from lower level conditions
(cf. Proposition 1 in Douc and Moulines [2012]). Assumption 4 essentially re-
quires that q is not “too close” to zero on average. For instance, if q(x) ≥ c
for some c > 0, then Assumption 4 is automatically satisfied. Under stationar-
ity of (Xt)
∞
t=0 and the fact that Xt ∼ P∗(Xt−1, St, ·) given (Xt−10 , St0), another
(weaker) sufficient condition is given by infx,sE[q(X) | x, s] > 0, since
E
[
l−1∏
i=0
(1− q(Xi))E[(1 − q(Xl)) | X l−10 , Sl0]
]
≤
(
sup
x,s
E[(1 − q(X)) | x, s]
)
E
[
l−1∏
i=0
(1− q(Xi))
]
≤
(
sup
x,s
E[(1 − q(X)) | x, s]
)l
,
which is summable.
Assumption 5(i) is a high level condition used for establishing uniform law
of large numbers results (see Lemma 3 in Section 8.1). Assumption 5(ii) is akin
to Assumption A4 in Bickel et al. [1998]; it basically restricts the support of pθ
for different values of the state variable. △
We now establish consistency of the estimator defined by (5). This result
is analogous to Theorem 2 in Douc and Moulines [2012] but for a somewhat
different setup; in particular, we allow for autoregressive dynamics as well as
time-varying transition probabilities, but restrict the state space S to be dis-
crete.
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Theorem 1. Suppose Assumptions 1-5 hold. Then 4
dΘ(θˆν,T ,Θ∗) = oP¯ ν∗ (1).
Proof. See Section 8.1.
Clearly, if the model is well-specified, i.e., there exists a θ ∈ Θ such that
(P∗, Q∗) = (Pθ, Qθ), then Θ∗ = {θ} and our estimator converges to this point.
If the model is misspecified, however, our estimator converges to the set of
parameters that is closest to the true set when closeness is measured using the
Kullback–Leibler information criterion (cf. White [1982], Douc and Moulines
[2012]).
To prove Theorem 1 we first show that T−1
∑T
t=1 log p
ν
t (Xt | Xt−10 , θ) is
well-approximated by T−1
∑T
t=1 log p
ν(Xt | Xt−1−∞, θ) (see Lemma 2 in Section
8.1). Second, relying on ergodicity (Lemma 1) and Assumption 5, we establish
an uniform law of large numbers for the latter quantity (see Lemma 3 in Section
8.1). The proof of Theorem 1 then follows from the standard Wald approach.
The approximation result in the first step relies on “mixing” results for the
process (St)
∞
t=−∞, given (Xt)∞t=−∞. The following theorem, which might be of
independent interest, presents these “mixing” results.
Theorem 2. Take any (j,m) ∈ N2. Suppose that, for any θ ∈ Θ, there exist a
mapping x 7→ ̺(x, ·) ∈ P(S) and q : X→ R+ such that, for all (s, s′) ∈ S2,
Qθ(X, s, s
′) ≥ q(X)̺(X, s′) a.s.− P¯ ν∗ . (6)
Then,5
max
(b,c)∈S2
∥∥∥P¯ νθ (Sj+1 = ·|S−m = b,Xj−m)− P¯ νθ (Sj+1 = ·|S−m = c,Xj−m)∥∥∥
1
≤
j∏
n=−m
(1−q(Xn)).
Proof. See Appendix 8.2.
This result is analogous to the results in Douc et al. [2004] (e.g. their Lemma
1 and Corollary 1) but under different conditions on the transition kernel Qθ;
in particular, we allow for non-homogeneity by allowing Qθ to depend on X,
and also the lower bound in expression (6) is not assumed to be uniform on s′;
these features are to our knowledge novel.6
4For any set A ⊆ Θ, let dΘ(θ,A) ≡ infθ′∈A ||θ − θ
′||.
5For any P,Q in P(S), the norm ||P −Q||1 =
∑
s∈S |P (s)−Q(s)|.
6On the other hand, Douc et al. [2004] allows for general state space S, whereas we restrict
to finite ones.
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The proof relies on bounding the Dobrushin coefficient of the transition
kernel P¯ νθ (Sl+1 = ·|Sl = ·,Xj−m) by 1 − q(Xl) for each l ∈ {−m, ..., j}.7 If
̺(x, ·), in condition (6), is uniformly bounded from below (e.g., this will be
the case under Assumption 1), then such bound is obtained by elementary
calculations. For the general case, however, we had to use a different approach
based on coupling techniques; see Section 8.2 for details.
Remark 3. Remark 1 and the fact that Theorem 2 is derived under condition
(6), imply that in regards to consistency, Assumption 1 could be replaced by
the weaker condition 6. This remark, however, does not extend to the LAN
results below, since we do not know whether Assumption 1 could be relaxed to
condition (6) in this case. △
5 Asymptotic Linear Representation
In this section we establish a LAN property ([Ibragimov and Has’minskii, 1981,
Ch. II], Le Cam [1986]) for our model and an asymptotic linear representation
for our estimator. For this, we impose the following assumptions.
Assumption 6. (i) Θ∗ = {θ∗} ⊂ int(Θ); (ii) θ 7→ pθ(X, s,X ′) and θ 7→
Qθ(X, s, s
′) are twice continuously differentiable a.s.− P¯ ν∗ for all (s, s′) ∈ S2.
For the next assumption, fix a δ > 0 and a a ≥ 1.
Assumption 7. For all (s′, s) ∈ S and all 1 ≤ j, k ≤ q,8: (i)
EP¯ ν∗
[
sup
θ∈B(δ,θ∗)
∣∣∣∣∂ log pθ(X, s,X ′)∂θj
∣∣∣∣2a
]
<∞, and EP¯ ν∗
[
sup
θ∈B(δ,θ∗)
∣∣∣∣∂ logQθ(X, s, s′)∂θj
∣∣∣∣2a
]
<∞
(ii)
EP¯ ν∗
[
sup
θ∈B(δ,θ∗)
∣∣∣∣∂2 log pθ(X, s,X ′)∂θj∂θk
∣∣∣∣2a
]
<∞ and EP¯ ν∗
[
sup
θ∈B(δ,θ∗)
∣∣∣∣∂2 logQθ(X, s, s′)∂θj∂θk
∣∣∣∣2a
]
<∞
Assumption 8.
∑∞
j=0
(
EP¯ ν∗
[∏j
i=0(1− q(Xi))
2a
1−a
])p 1−a
2a
< ∞ for some p ∈
(0, 2/3).9
Remark 4 (Discussion of the Assumptions). Part (i) of Assumption 6 is stan-
dard in the literature. The restriction that Θ∗ is a singleton could be relaxed
7We are grateful to an anonymous referee for pointing us to this approach.
8For any j ∈ {1, ..., q}, θj denotes the j-th element of θ.
9The constant a in this Assumption is the same as the one in Assumption 7.
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using the ideas of Liu and Shao [2003] for non-identified ML estimators. This
extension, albeit interesting, would present nuances that are beyond the scope
of the current paper. Part (ii) of Assumption 6 is standard. Assumption 7
is also standard (see Bickel et al. [1998] for a discussion). Finally, Assump-
tion 8 is a strengthening of Assumption 4, and is required to establish the
existence of a random sequence (∆t(θ∗))t which approximates the “score” func-
tion well (in the sense of Lemma 12 in Section 8.3). For instance, it is satisfied
if infx,sE[q(X) | x, s] > 0. △
The next theorem establishes a LAN-type property for the log-likelihood
criterion function in (3).
Theorem 3. Suppose Assumptions 1(i), 6, 7 and 8 hold. Then, there exists
a stationary and ergodic process in L2(P¯ ν∗ ), (∆t(θ∗))t, a sequence of negative
definite matrices (ξt(θ∗))t, and a compact set K ⊆ Θ that includes 0, such that:
For any v ∈ K,
ℓνT (X
T
0 , θ∗ + v)− ℓνT (XT0 , θ∗) =v′
(
T−1
T∑
t=0
∆t(θ∗) + oP¯ ν∗ (T
−1/2)
)
+ 0.5v′
(
T−1
T∑
t=0
ξt(θ∗) + oP¯ ν∗ (1)
)
v +RT (v),
where v 7→ RT (v) ∈ R is such that for any ǫ > 0, limδ→0 P¯ ν∗
(
supv∈B(δ,0) ||v||−2RT (v) ≥ ǫ
)
=
0 for any T .
Proof. See Section 8.3.
Theorem 3 extends the results in Bickel and Ritov [1996] and Bickel et al.
[1998] (see their remark on p. 1620) to a more general setup which allows for
time-varying transition probabilities, autoregressive dynamics, and misspecified
models. The proof develops along the same lines as theirs. The main difference
relies on the way one establishes that the “score” ∇θℓνT (·, θ∗) and the Hessian
∇2θℓνT (·, θ∗) can be approximated by T−1
∑T
t=0∆t(θ∗) and T
−1∑T
t=0 ζt(θ∗), re-
spectively (see Lemmas 7 and 8 in Section 8.3). As mentioned above, these
approximations rely on “mixing” properties of the hidden time-inhomogeneous
Markov chain; see the Supplemental Material SM.4.
Theorem 3 is used to establish the following asymptotic linear representation
for our estimator in terms of (∆t(θ∗))∞t=0 and (ξt(θ∗))
∞
t=0.
Theorem 4. Suppose Assumptions 1–8 hold and ηT = o(T
−1). Then
√
T
θˆν,T − θ∗√
tr{ΣT (θ∗)}
= −(EP¯ ν∗ [ξ1(θ∗)]+oP¯ ν∗ (1))−1T−1/2
T∑
t=0
∆t(θ∗)√
tr{ΣT (θ∗)}
+oP¯ ν∗ (1)
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where ΣT (θ∗) ≡ EP¯ ν∗
[(
T−1/2
∑T
t=0∆t(θ∗)
)(
T−1/2
∑T
t=0∆t(θ∗)
)′]
.
Proof. See Section 8.3.
This result readily implies that, if T−1/2
∑T
t=0∆t(θ∗)⇒ N (0,Σ(θ∗)), where
Σ(θ∗) = limT→∞ΣT (θ∗), then
√
T (θˆν,T − θ∗)⇒ N (0, (EP¯ ν∗ [ξ1(θ∗)])−1Σ(θ∗)(EP¯ ν∗ [ξ1(θ∗)])−1), (7)
with ‘⇒’ denoting convergence in distribution. This result extends the results
in White [1982] and shares the same features, i.e., the asymptotic covariance
matrix has a “sandwich” form and the information matrix equality does not
necessarily hold (see also [White, 1994, Ch. 6]).
In the case of a correctly specified model, the process (∆t(θ∗))t is a mar-
tingale difference sequence, and thus the result in (7) is obtained by invoking a
martingale-difference central limit theorem for (∆t(θ∗))t. In the possibly mis-
specified case, (∆t(θ∗))t will not, in general, be a martingale difference, so one
should use a different approach. In some situations, a central limit theorem for
β-mixing processes could be used instead.
6 Simulation Study
In this section we present and discuss simulation evidence regarding the finite-
sample properties of estimators based on correctly specified and misspecified
likelihoods. The Monte Carlo experiments are based on artificial data (Xt =
(Yt, Zt))t generated according to the equations
Yt = µ0(1− St) + µ1St + φYt−1 + [σ0(1− St) + σ1St]U1,t, t ≥ 1, (8)
Zt = µ2 + ψZt−1 + σ2U2,t, t ≥ 1, (9)
with µ0 = 1, µ1 = −1, φ = 0.9, σ0 = σ1 = σ2 = 1, µ2 = 0.2, ψ = 0.8,
(Y0, Z0) = (0.5, 1), and (U1,t, U2,t)t being i.i.d. N
(
0,
[
1 ρ
ρ 1
])
random vectors
with ρ ∈ {0, 0.8}. The regimes (St)t are a Markov chain on {0, 1}, independent
of (U1,t, U2,t)t, such that
Qθ(Zt−1, s, s) = [1 + exp(−αs − βsZt−1)]−1, ∀s ∈ {0, 1}, (10)
with α0 = α1 = 2, β0 = −0.5, and β1 = 0.5. The model defined by (8)–(10) is a
prototypical Markov-switching autoregressive model with time-varying transi-
tion probabilities, which has been used extensively in applications. The type of
misspecification that is the focus of the experiments was highlighted in Section 2
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and involves the use of an incomplete approximation to the likelihood function
which ignores potential contemporaneous correlation between the observation
variable Yt and the variable Zt upon the lagged value of which the transition
function (10) depends.
In each of 1000 Monte Carlo replications, 100 + T data points for (Xt)t
are generated with T ∈ {200, 800, 1600, 3200}; the first 100 points are then
discarded in order to attenuate start-up effects and the remaining T points
are used to estimate the parameter ϑ = (µ0, µ1, φ, σ0, σ1, α0, β0, α1, β1). We
compute two ML-type estimates of ϑ: the first is obtained by maximizing the
joint log-likelihood based on the conditional distribution of Xt given X
t−1
0 , while
the second is the maximizer of the partial log-likelihood based on the conditional
distribution of Yt given X
t−1
0 ; for brevity, we shall refer to these estimates
as “joint” and “partial”, respectively.10 Note that, in empirical applications,
inference in models like (8)–(10) is predominantly based on the partial log-
likelihood (cf. Diebold et al. [1994], Filardo [1994]), the implicit assumption
being that potential endogeneity of Zt is of little consequence since it is only
Zt−1 that appears in (10).
In order to conserve space only a selection of the simulation results are
reported here.11 Table 1 shows some of the characteristics of the finite-sample
distributions of partial and joint ML estimators of the elements of ϑ when ρ =
0.8. Specifically, we report the deviation of the mean from the true parameter
value (bias) and the ratio of the sampling standard deviation of the estimators
to the estimated standard errors averaged across Monte Carlo replications for
each design point. To reflect what is common practice in applied research,
estimated standard errors are computed using the familiar empirical Hessian
estimator (which relies on the assumption of correct specification) instead of a
“sandwich” estimator (which allows for the possibility of misspecification).
It is immediately apparent that, for most of the parameters, the partial ML
estimator is considerably more biased than the joint ML estimator. The differ-
ences between the estimators are more pronounced for the parameters associ-
ated with the transition probabilities (α0, β0, α1, β1), the partial ML estimates
of which are significantly biased even for the largest sample size considered
in the simulations. This suggests that the bias of the partial ML estimator
when ρ 6= 0 is not a phenomenon associated only with small samples, a finding
which is consistent with our asymptotic results. We also note that conventional
measures of skewness and kurtosis based on standardized third and fourth em-
10In each case the maximizer of the relevant objective function is found by means of the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) quasi-Newton algorithm. A grid of seven initial
values for each element of ϑ (including the true value) is used to initialize the BFGS iterations;
those initial values which result in the highest value of the objective function are then selected.
11The full set of results are available upon request.
15
Table 1: Bias and Standard Deviation of ML Estimators (ρ = 0.8)
T µ0 µ1 α1 β1 α0 β0 σ0 σ1 φ
Partial ML
Bias
200 0.019 0.046 -0.172 0.898 0.397 1.363 -0.056 -0.039 -0.001
800 0.017 0.017 -0.156 0.485 0.216 0.838 -0.025 -0.024 0.002
1600 0.008 0.011 -0.150 0.446 0.211 0.824 -0.018 -0.021 0.003
3200 0.012 0.008 -0.149 0.444 0.196 0.773 -0.020 -0.019 0.003
Ratio of sampling standard deviation to estimated standard error
200 1.244 1.135 1.395 1.585 1.349 1.406 1.161 1.062 1.250
800 1.027 1.041 1.153 1.170 1.067 1.119 0.988 1.020 1.080
1600 0.991 1.014 1.070 1.075 1.072 1.161 1.006 0.959 1.054
3200 1.047 1.027 1.050 1.063 1.034 1.088 1.021 1.004 1.056
Joint ML
Bias
200 -0.007 0.023 0.004 0.126 0.043 0.209 -0.011 -0.005 -0.005
800 -0.002 0.004 -0.002 0.023 0.002 0.026 -0.001 0.000 -0.001
1600 -0.001 0.002 -0.002 0.019 0.007 0.019 0.001 0.000 -0.001
3200 0.001 0.002 0.002 -0.005 0.002 0.011 0.001 0.000 0.000
Ratio of sampling standard deviation to estimated standard error
200 1.085 1.016 1.084 1.078 1.132 1.178 1.066 1.043 1.072
800 0.983 0.991 0.980 1.024 1.044 1.018 1.012 1.010 1.045
1600 1.021 1.002 0.964 0.955 1.033 1.042 1.000 0.999 0.997
3200 1.026 0.979 1.010 1.017 0.990 0.955 1.012 1.020 1.020
pirical cumulants (not shown) reveal that the distributions of the partial and
joint ML estimators of many parameters tend to deviate from the symmetric
and mesokurtic distributions predicted by large-sample theory when T ≤ 200.
This is especially true for the parameters associated with the transition prob-
abilities, although the quality of the Gaussian approximation improves as the
sample size increases. Regarding the accuracy of estimated standard errors, the
latter are downwards biased in most cases, the bias being somewhat smaller in
the case of joint ML estimates. However, unless the sample size is small, the
bias is not generally substantial and decreases as the sample size increases. This
is also true in the case of partial ML estimates despite the fact that standard
errors are obtained from the empirical Hessian.
We next examine conventional studentized statistics associated with the ele-
ments of the partial and joint ML estimators of ϑ, computed as the ratio of the
estimation error to the corresponding estimated standard error. Such statis-
tics are typically treated as having an approximate N (0, 1) distribution, which
is true under the assumption of correct specification. Focusing on hypothesis
testing involving statistics of this type, Table 2 reports the empirical rejection
16
frequencies of: (i) a t-type test of H0 : ϑj = ϑ∗j versus H1 : ϑj 6= ϑ∗j , where ϑj
is the j-th element of ϑ and ϑ∗j is its true value; (ii) a t-type test of H0 : ϑj = 0
versus H1 : ϑj 6= 0. Rejection frequencies are computed using a 5% standard-
normal critical value, and are referred to as “size” and “power”.12 Tests of
Table 2: Size and Power of t-Type Tests (ρ = 0.8)
T µ0 µ1 α1 β1 α0 β0 σ0 σ1 φ
Partial ML
Size
200 0.081 0.109 0.221 0.033 0.026 0.157 0.183 0.170 0.089
800 0.035 0.093 0.401 0.008 0.011 0.460 0.130 0.168 0.046
1600 0.039 0.076 0.569 0.002 0.003 0.739 0.135 0.195 0.027
3200 0.031 0.073 0.803 0.000 0.001 0.929 0.178 0.258 0.014
Power
200 0.983 1.000 0.885 0.394 0.841 0.408 0.999 1.000 1.000
800 1.000 1.000 1.000 0.918 1.000 0.975 1.000 1.000 1.000
1600 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000 1.000
3200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Joint ML
Size
200 0.063 0.076 0.069 0.069 0.081 0.043 0.084 0.088 0.108
800 0.053 0.063 0.061 0.051 0.074 0.049 0.065 0.065 0.073
1600 0.065 0.061 0.047 0.043 0.060 0.048 0.052 0.047 0.068
3200 0.049 0.058 0.053 0.058 0.054 0.042 0.051 0.061 0.053
Power
200 0.999 1.000 0.990 0.261 0.934 0.207 1.000 1.000 1.000
800 1.000 1.000 1.000 0.812 0.999 0.732 1.000 1.000 1.000
1600 1.000 1.000 1.000 0.988 1.000 0.966 1.000 1.000 1.000
3200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
H0 : ϑj = ϑ∗j based on joint ML estimates tend to have an empirical Type I
error probability which is generally close to the nominal level, especially for
T ≥ 400. Tests based on partial ML estimates, on the other hand, tend to be
oversized when ρ = 0.8. In the case of parameters associated with the transi-
tion probabilities, tests tend to be either excessively conservative or excessively
liberal even for the largest sample size under consideration. When testing the
significance of individual parameters, we find that tests based on joint ML esti-
mates lack power to reject H0 : βi = 0, i ∈ {0, 1}, when T ≤ 200.13 Tests based
12Results should be interpreted with caution in the case of H0 : σi = 0, i ∈ {0, 1}, because
the null value of σi is on the boundary of the maintained hypothesis. Our asymptotic theory
does not allow for parameters that may lie on the boundary of the parameter space.
13Psaradakis et al. [2013] provide further simulation evidence and analysis of this phe-
nomenon in the context of models like (8)–(10) with ρ = 0.
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on partial ML estimates have higher nominal power in such cases, although this
is to a large extent due to the size distortion that these tests exhibit. We note
that, rather unsurpisingly given the results reported in Table 1, the mean of
the finite-sample distribution of studentized statistics associated with partial
ML estimates (not shown here) tends to differ substantially from zero, some-
thing which is especially true, even in large samples, for statistics associated
with (α0, β0, α1, β1), and Gaussianity is rejected for all design points. By con-
trast, studentized statistics associated with joint ML estimates tend to have
distributions with mean and variance that do not differ substantially from their
expected values in most cases, and Gaussianity is never rejected for T ≥ 800.14
It is perhaps worth pointing out again that the experimental design is cho-
sen so as to highlight the results which are likely to obtain when inference is
carried out in a way that is common in practice, and that care must be taken
in interpreting results for tests based on partial ML estimates since the asso-
ciated test statistics do not have the usual asymptotic null distributions when
ρ 6= 0. Using a consistent estimator of the asymptotic covariance matrix that
appears in (7) would ensure that tests are asymptotically correct. However, as
Freedman [2006] also observes, results obtained by using such an estimator of
the asymptotic variance are unlikely to be any less misleading since the problem
of bias of the parameter estimator remains under misspecification. It is clear
from the simulations that, in our setting, the bias of the partial ML estimator of
ϑ presents a much more serious problem than the inaccuracy of conventionally
estimated standard errors.
Results for the case where ρ = 0 (see the Table in the Supplemental Mate-
rial SM.5) reveal substantial improvement in the properties of the partial ML
estimator and related tests compared to the case with ρ = 0.8. This is not, of
course, surprising since the joint and partial ML estimators are both consistent
and efficient when ρ = 0. (All sample information relating to ϑ can be obtained
from the partial likelihood when ρ = 0 since Zt is strongly exogenous for ϑ in
the sense of Engle et al. [1983]).
To sum up, the simulations demonstrate that the joint ML estimator has
good statistical properties regardless of potential contemporaneous correlation
between the variable of interest (Yt) and the information variable (Zt) driving
the hidden Markov transition mechanism, especially when the sample size is
not too small. By contrast, in the presence of substantial contemporaneous
correlation between Yt and Zt, the partial ML estimator is severely biased, even
for what are very large sample sizes by the standards of empirical applications,
and associated hypothesis tests have unsatisfactory size and power properties.
14Statistics associated with φ, σ0 and σ1 appear to fare somewhat worse than others when
T ≤ 200. A similar finding for Markov-switching autoregressive models with a time-invariant
transition mechanism is reported in Psaradakis and Sola [1998].
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7 Empirical Example
In this section we discuss an application based on a type of model which is com-
monly used in economics. Specifically, we investigate the potential contribution
of the interest rate spread and the growth in tax revenues in predicting regime
changes in U.S. real output growth. The model is a variant of the specification
used in the simulations and is given by
Yt = µ0(1− St) + µ1St +
4∑
i=1
φiYt−i + σ1U1,t, (11)
Zt = µ2 +
4∑
i=1
ψiZt−i + σ2U2,t, (12)
with the hidden, two-state Markov chain (St) being governed by the transition
probabilities
Qθ(Zt−1, s, s) = [1 + exp(−αs − βsZt−1)]−1, ∀s ∈ {0, 1}, (13)
and (U1,t, U2,t) postulated to be i.i.d. N
(
0,
[
1 ρ
ρ 1
])
random vectors indepen-
dent of (St). In (11)–(13), Yt stands for the growth rate of real gross domestic
product and Zt is either the spread between the 10-year Treasury note rate and
the 3-month Treasury bill rate or the growth rate of real government receipts of
direct and indirect taxes (net of transfers to businesses and individuals). The
data used are quarterly and span the period 1954:1 to 2009:4.15 We note that
the model could be generalized to allow for Markov changes in the autoregres-
sive coefficients in (11) and in the parameters of (12). However, since Zt is
thought of here as a potential leading indicator for a change in the mean out-
put growth, it does not seem reasonable to allow the parameters in both (11)
and (12) to be state dependent. Modelling changes in (Yt) and (Zt) as driven
by independent Markov processes is more attractive, but we choose to abstract
from this as it is not directly related to the main problem under study.
Since, as well as wishing to examine the potential ability of the interest
rate spread and tax revenues to predict changes in mean output growth, we are
also interested in assessing whether treating these variables as exogenous yields
results which are different from those obtained from a joint model, we compute
two sets of ML estimates: partial ML estimates based on (11) alone and joint
ML estimates based on the system (11)–(12). We note that in econometric
models of the business cycle based on models like (11)–(13) it is common to
15The output and tax data are taken from Auerbach and Gorodnichenko [2012].
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Table 3: ML Estimates (Real Output, Interest Rate Spread).
Partial ML Joint ML
µ0 0.0078151 µ0 0.007904
(0.00099488) (0.00098048)
µ1 -0.0075251 µ1 -0.0074461 µ2 0.024847
(0.0021719) (0.0023668) (0.0082362)
φ1 0.23417 φ1 0.20903 ψ1 1.1293
(0.065351) (0.066411) (0.066996)
φ2 0.044567 φ2 0.041618 ψ2 -0.24734
(0.066417) (0.065524) (0.10232)
φ3 -0.036295 φ3 -0.029511 ψ3 0.075495
(0.067779) (0.066974) (0.10247)
φ4 -0.018714 φ4 -0.013777 ψ4 -0.013777
(0.066228) (0.065359) (0.065359)
µ0 1.2708 α0 1.2112 σ2 0.084565
(0.71848) (0.69414) (0.004072)
β0 10.0524 β0 9.8927 ρ -0.19304
(2.8267) (2.7882) (0.074904)
µ1 -1.6894 α1 -1.8537
(1.2383) (1.1749)
β1 6.6559 β1 6.9039
(4.5045) (4.7179)
σ1 0.0070465 σ1 0.0070636
(0.00041216) (0.00042753)
view Zt−1 as a leading indicator and to rely on partial ML estimation (e.g.
Diebold et al. [1994], Filardo [1994], Gadea Rivas and Perez-Quiros [2015]).
Estimation results are presented in Tables 3 and 4, with estimated standard
errors (obtained from the empirical Hessian) given in parentheses. Conventional
t-type tests based on joint ML estimates, reveal β0, but not β1, to be signifi-
cantly different from zero, when either the spread or tax revenues is used as the
variable driving the transition probabilities; this suggests that the two variables
contain significant information only about the probability of remaining in the
high-intercept state associated with St = 0. With regard to the potential mis-
specification introduced by treating Zt as exogenous, the differences between
partial and joint ML parameter estimates are substantial in the model with
tax revenues (especially in the case of the autoregressive coefficients and the
parameters associated with the transition probabilities) but much less so in the
model with the interest rate spread. This is not entirely unexpected in view
of the fact that the conditional correlation ρ has a relatively high estimated
value of 0.610 in the latter model but a much lower value of 0.193 in the former.
Such findings are in line with both the asymptotic results and the simulation
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Table 4: ML Estimates (Real Output, Growth in Taxes).
Partial ML Joint ML
µ0 0.0071239 µ0 0.007466
(0.0011419) (0.00098913)
µ1 -0.011921 µ1 -0.01098 µ2 0.013736
(0.0037298) (0.0039223) (0.0087504)
φ1 0.20795 φ1 0.079319 ψ1 0.14728
(0.065131) (0.060461) (0.061398)
φ2 0.073166 φ2 0.10965 ψ2 0.097287
(0.068898) (0.061443) (0.062866)
φ3 -0.052131 φ3 -0.094541 ψ3 0.058725
(0.066076) (0.060581) (0.061424)
φ4 -0.029632 φ4 0.0086632 ψ4 0.11169
(0.066233) (0.060019) (0.061262)
α0 3.4617 α0 3.9988 σ2 0.1184
(0.69959) (0.91478) (0.0057111)
β0 6.99 β0 10.4434 ρ 0.61047
(3.0118) (3.3661) (0.047003)
α1 0.38223 α1 -1.97505
(1.1577) (1.6636)
β1 6.6559 β1 2.5567
(4.5045) (4.9465)
σ1 0.0075457 σ1 0.0083372
(0.00044698) (0.00047656)
evidence presented in earlier sections of the paper. The relatively large value of
ρ in Table 4 implies that inference based on the partial ML estimator is poten-
tially misleading because of the likely bias of the parameter estimator and the
inconsistency of the empirical Hessian covariance estimator. Inference based on
the the partial ML estimates reported in Table 3 should also be viewed with
caution since the covariance estimator used is inconsistent unless ρ = 0.
8 Proofs
8.1 Consistency
In order to prove Theorem 1, we need two lemmas (the proofs of which are
relegated to the Supplemental Material SM.2). The first lemma shows that the
log-likelihood function ℓνT (X
T
0 , ·) can be approximated by the sample average
of (log pν(Xt | Xt−1−∞, ·))t∈N; this function is used to construct the function H∗
that defines the (pseudo)-true parameter set. This result relies on “mixing”
properties derived in Theorem 2 (see Lemma 10 in the Supplemental Material
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SM.2).
Lemma 2. Suppose Assumptions 1, 4 and 5(ii) hold. Then,
sup
θ∈Θ
∣∣∣∣∣T−1
T∑
t=1
(
log pνt (Xt | Xt−10 , θ)− log pν(Xt | Xt−1−∞, θ)
)∣∣∣∣∣ = oP¯ ν∗ (1).
The second lemma essentially establishes a uniform LLN for the sample
average of (log pν(Xt | Xt−1−∞, ·))t∈N.
Lemma 3. Suppose Assumptions 1, 2, 3 and 5(i) hold. Then: (i) For any
compact K ⊆ Θ and any ǫ > 0, there exists a T (ǫ) such that
P¯ ν∗
(
sup
θ∈K
T−1
T∑
t=1
(
log pν(Xt | Xt−1−∞, θ)− EP¯ ν∗
[
log pν(Xt | Xt−1−∞, θ)
])
> ǫ
)
≤ ǫ
(14)
for all T ≥ T (ǫ).
(ii) For any θ0 ∈ Θ∗∣∣∣∣∣T−1
T∑
t=1
(
log pν(Xt | Xt−1−∞, θ0)− EP¯ ν∗
[
log pν(Xt | Xt−1−∞, θ0)
])∣∣∣∣∣ = oP¯ ν∗ (1).
Proof of Theorem 1. For simplicity we set ηT = 0 throughout the proof. For-
mally, we want to establish that for all ǫ > 0, there exists a T (ǫ) ∈ N such
that
P¯ ν∗
(
dΘ(θˆν,T ,Θ∗) ≥ ǫ
)
< ǫ
for all t ≥ T (ǫ). For this, it suffices to establish that there exists a θ0 ∈ Θ∗ such
that for any ǫ > 0, there exists a T (θ0, ǫ) such that
P¯ ν∗
(
sup
θ∈Θ\Θǫ∗
ℓνT (X
T
0 , θ) ≥ ℓνT (XT0 , θ0)
)
< ǫ
for all T ≥ T (θ0, ǫ), where Θǫ∗ = {θ ∈ Θ: dΘ(θ,Θ∗) < ε}.
By Lemma 2, ℓνT (X
T
0 , ·) is well approximated by ℓνT (XT−∞, ·) ≡ T−1
∑T
t=1 log p
ν(Xt |
Xt−1−∞, ·), so it suffices to work with the latter function.
Let AT (δ) =
{
X∞−∞ : supθ∈Θ\Θǫ∗ T
−1∑T
t=1
(
log pν(Xt | Xt−1−∞, θ)− EP¯ ν∗
[
log pν(Xt | Xt−1−∞, θ)
]) ≤ δ}
andBT (δ) =
{
X∞−∞ :
∣∣∣T−1∑Tt=1 (− log pν(Xt | Xt−1−∞, θ0) + EP¯ ν∗ [log pν(Xt | Xt−1−∞, θ0)])∣∣∣ ≤ δ},
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for any δ > 0 and some (any) θ0 ∈ Θ∗. Observe that
P¯ ν∗
(
sup
θ∈Θ\Θǫ∗
ℓνT (X
T
−∞, θ) ≥ ℓνT (XT−∞, θ0)
)
≤P¯ ν∗
(
sup
θ∈Θ\Θǫ∗
ℓνT (X
T
−∞, θ) ≥ ℓνT (XT−∞, θ0) ∩AT (δ) ∩BT (δ)
)
+ P¯ ν∗
(
AT (δ)
C
)
+ P¯ ν∗
(
BT (δ)
C
)
≤P¯ ν∗
(
sup
θ∈Θ\Θǫ∗
T−1
T∑
t=1
EP¯ ν∗
[
log
pν(Xt | Xt−1−∞, θ)
pν∗(Xt | Xt−1−∞)
]
≥ T−1
T∑
t=1
EP¯ ν∗
[
log
pν(Xt | Xt−1−∞, θ0)
pν∗(Xt | Xt−1−∞)
]
− 2δ
)
+ P¯ ν∗
(
AT (δ)
C
)
+ P¯ ν∗
(
BT (δ)
C
)
≤P¯ ν∗
(
inf
θ∈Θ\Θǫ∗
H∗(θ) ≤ H∗(θ0) + 2δ
)
+ P¯ ν∗
(
AT (δ)
C
)
+ P¯ ν∗
(
BT (δ)
C
)
,
where the last line follows from stationarity of X∞−∞ and definition of H∗. By
Assumption 3 and the fact that for any θ ∈ Θ\Θǫ∗, H∗(θ) > H∗(θ0) (otherwise,
θ would belong to Θ∗), it follows that infθ∈Θ\Θǫ∗ H
∗(θ) − H∗(θ0) ≡ ∆ > 0.
Hence, choosing δ < 0.5∆, the first term in the RHS vanishes. By Assumption
3(i), Θ \Θǫ∗ is compact; thus by Lemma 3, there exists a T ′ (which may depend
on ǫ and θ0) such that P¯
ν∗
(
AT (δ)
C
)
+ P¯ ν∗
(
BT (δ)
C
) ≤ ǫ for any δ ≤ 0.5ǫ and all
T ≥ T ′, and thus the desired result follows.
8.2 Mixing Results
Throughout, fix m, j as in the statement of Theorem 2. For any n, n′ such that
−m ≤ n, n′ ≤ j + 1, we denote the Dobrushin coefficient of P¯ νθ (Sn′ = · | Sn =
·,Xj−m) as
αθ,n′,n(X
j
−m) ≡
1
2
max
a,b∈S2
∥∥∥P¯ νθ (Sn′ = · | Sn = a,Xj−m)− P¯ νθ (Sn′ = · | Sn = b,Xj−m)∥∥∥
1
.
(15)
It follows (e.g. Dobrushin [1956], Sethuraman and Varadhan [2005]) that
αθ,j+1,−m(X
j
−m) ≤
∏j
n=−m αθ,n+1,n(X
j
−m) so to prove Theorem 2 it suffices to
show that:
Lemma 4. For any l ∈ {−m, ..., j} and any θ ∈ Θ, αθ,l+1,l(Xj−m) ≤ 1− q(Xl)
a.s.-P¯ ν∗ .
The proof of this lemma follows immediately from Lemmas 5 and 6 below.
To state these lemmas we construct the following processes that will be used
for coupling. For any i ∈ {1, 2} and any θ ∈ Θ, let (Xi,t, ηi,t, υi,t)∞t=−m with
(Xi,t, ηi,t, υi,t) ∈ X× S× {0, 1} be defined as follows: (Xi,−m, ηi,−m) ∼ ν; given
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(Xi,t)
∞−m, (υi,t)∞t=−m is i.i.d. with Pr(υi,t = 1 | X∞i,−m) = Pr(υi,t = 1 | Xti,−m) ≡
q(Xi,t); for each t ≥ −m; if υi,t = 1, ηi,t+1 ∼ ̺(Xi,t, ·) and if υi,t = 0, ηi,t+1 ∼
Qθ(Xi,t,ηi,t,·)−q(Xi,t)̺(Xi,t,·)
1−q(Xi,t) (this last expression is a valid transition kernel under
condition (6) in Theorem 2); finally Xi,t+1 ∼ pθ(Xi,t, ηi,t+1, ·).
This construction implies that the transition kernel of (ηi,t)t is given by
Prθ (ηi,t+1 = · | ηi,t,Xi,t) =q(Xi,t)̺(Xi,t, ·) + (1− q(Xi,t))
Qθ(Xi,t, ηi,t, ·)− q(Xi,t)̺(Xi,t, ·)
1− q(Xi,t)
=Qθ(Xi,t, ηi,t, ·),
and since the transition for Xi,t+1 given (Xi,t, ηi,t+1) is given by pθ, the following
result follows (the formal proof is relegated to the Supplemental Material SM.3)
Lemma 5. For any l ∈ {−m, ..., j} and any θ ∈ Θ,
P¯ νθ (Sl+1 = · | Sl = ·,Xj−m) = Prθ(ηi,l+1 = · | ηi,l = ·,Xj−m), ∀i ∈ {1, 2}
a.s.− P ν∗.
Moreover, since whenever υi,t = 1, ηi,t+1 becomes independent of its own
past, one can show the following result (the formal proof is relegated to the
Supplemental Material SM.3).
Lemma 6. For any l ∈ {−m, ..., j} and any θ ∈ Θ,
1
2
max
a,b∈S2
∥∥∥Prθ(η1,l+1 = · | η1,l = a,Xj−m)− Prθ(η2,l+1 = · | η2,l = b,Xj−m)∥∥∥
1
≤ 1− q(Xl),
a.s.− P ν∗.
It is easy to see that Lemma 4 (and thus Theorem 2) follows from these two
lemmas.
8.3 Local Asymptotic Normality and Asymptotic Linear Rep-
resentation
For any measure P , we use Lr(P ), 1 ≤ r <∞, to denote the class of measurable
functions integrable to order r with respect to P ; ‖·‖Lr(P ) denotes the usual r-
norm in Lr(P ). For a vector/matrix-valued functions X 7→ f(X), ||f ||Lr(P ) is
short-hand notation for the Lr(P )-norm of x 7→ ||f(x)||, where || · || denotes the
Euclidean/dual norm of f .
The next two lemmas are used to prove Theorems 3 and 4; their proofs are
relegated to the Supplemental Material SM.4.
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Lemma 7. Suppose Assumptions 1, 6, 7(i) and 8 hold. Then, there exists a
stationary and ergodic (under P¯ ν∗ ) process (∆t(θ∗))∞t=−∞ in L2(P¯ ν∗ ) such that
lim
T→∞
∥∥∥∥∥T−1/2
T∑
t=0
{∇θ log pνt (·|·, θ∗)−∆t(θ∗)}
∥∥∥∥∥
L2(P¯ ν∗ )
= 0.
Lemma 8. Suppose Assumptions 1, 6, 7 and 8 hold. Then, there exists a
sequence of Rq×q-valued continuous functions (θ 7→ ξt(θ))t such that ξt(θ) is
negative definite for all t and
lim
T→∞
∥∥∥∥∥ supθ∈B(δ,θ∗) ||T−1
T∑
t=0
{∇2θ log pνt (· | ·, θ)− ξt(θ)}||
∥∥∥∥∥
L1(P¯ ν∗ )
= 0
where the δ > 0 is the same as in Assumption 7.
Proof of Theorem 3. Choose K compact such that for any v ∈ K, ||v|| ≤ δ for
δ > 0 as in Lemma 8. For any v ∈ K, by Assumption 6,
ℓνT (X
T
0 , θ∗+v)−ℓνT (XT0 , θ∗) = v′∇θℓνT (XT0 , θ∗)+0.5v′
(∫ 1
0
∇2θℓνT (XT0 , θ∗ + sv)ds
)
v.
By Lemmas 7 and 8, and the fact that θ∗ + sv ∈ B(v, θ∗),
ℓνT (X
T
0 , θ∗ + v)− ℓνT (XT0 , θ∗) =v′
(
T−1
T∑
t=0
∆t(θ∗) + oP¯ ν∗ (T
−1/2)
)
+ 0.5v′
(∫ 1
0
T−1
T∑
t=0
ξt(θ∗ + sv)ds+ oP¯ ν∗ (1)
)
v.
Let RT (v) ≡ v′
(
T−1
∑T
t=0
∫ 1
0 {ξt(θ∗ + sv)− ξt(θ∗)}ds
)
v. Observe that ||v||−2|RT (v)| ≤∫ 1
0
∥∥∥T−1∑Tt=0{ξt(θ∗ + sv)− ξt(θ∗)}∥∥∥ ds, therefore for any δ > 0
P¯ ν∗
(
sup
v∈B(δ,0)
|RT (v)|
||v||2 ≥ ǫ
)
≤P¯ ν∗
(
sup
v∈B(δ,0)
∫ 1
0
∥∥∥∥∥T−1
T∑
t=0
{ξt(θ∗ + sv)− ξt(θ∗)}
∥∥∥∥∥ ds ≥ ǫ
)
≤ǫ−1EP¯ ν∗
[
sup
v∈B(δ,0)
∫ 1
0
‖ξ1(θ∗ + sv)− ξ1(θ∗)‖ ds
]
where the second line follows from the Markov inequality and from stationarity.
The desired result follows by continuity of ξ1 (see Lemma 8) and the same
arguments as in Bickel et al. [1998] p. 1634.
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Proof of Theorem 4. Henceforth, let ∆¯T ≡ T−1
∑T
t=0∆t(θ∗) + oP¯ ν∗ (T
−1/2). By
Theorem 1, θˆν,T−θ∗ converges to zero with probability approaching one (w.p.a.1).
Thus, RT (vT ) = oP¯ ν∗ (||vT ||2), and by Theorem 3,
ℓνT (X
T
0 , θˆν,T )− ℓνT (XT0 , θ∗) =(θˆν,T − θ∗)′∆¯T
+ 0.5(θˆν,T − θ∗)′
(
T−1
T∑
t=0
ξt(θ∗) + oP¯ ν∗ (1)
)
(θˆν,T − θ∗).
Ergodicity ofX∞−∞ (Lemma 1) implies ergodicity of (ξt(θ∗))∞t=−∞; so by Lemma 8
and Birkhoff’s ergodic theorem,
ℓνT (X
T
0 , θˆν,T )− ℓνT (XT0 , θ∗) =(θˆν,T − θ∗)′∆¯T
+ 0.5(θˆν,T − θ∗)′
(
EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1)
)
(θˆν,T − θ∗),
(16)
and EP¯ ν∗ [ξ1(θ∗)] is non-singular.
Step 1. Let rT ≡ min{oP¯ ν∗ (1), o(T−1)+EP¯ ν∗
[
(∆¯T )
′(∆¯T )
]}. We now estab-
lish that ||θˆν,T − θ∗|| = OP¯ ν∗ (
√
rT ); by Theorem 1 the oP¯ ν∗ (1) of rT has been
established. By (16) and the fact that θˆν,T is an (approximate) minimizer of
the likelihood function,
−2ηT ≤ 2(θˆν,T − θ∗)′∆¯T − (θˆν,T − θ∗)′A(θ∗)(θˆν,T − θ∗),
with A(θ∗) ≡
(
−EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1)
)
. By simple algebra, it follows that
−2ηT ≤ −
∥∥∥(θˆν,T − θ∗)′A(θ∗)1/2 − ∆¯′TA(θ∗)−1/2∥∥∥2 + ∆¯′TA(θ∗)−1∆¯T .
Simple algebra and the Markov inequality imply
∥∥∥(θˆν,T − θ∗)′A(θ∗)1/2∥∥∥ = OP¯ ν∗
(
√
ηT +
√
EP¯ ν∗
[
(∆¯T )′(EP¯ ν∗ [ξ1(θ∗)])
−1(∆¯T )
])
.
This expression, the fact that EP¯ ν∗ [ξ1(θ∗)] is non-singular and ηT = o(T
−1)
imply the desired result.
Step 2. We now show that for any ǫ > 0,
P¯ ν∗
(
r
−1/2
T
∥∥∥(θˆν,T − θ∗)− (−EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1))−1∆¯T∥∥∥ ≥ ǫ)→ 0.
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By Step 1,
∥∥∥θˆν,T − θ∗∥∥∥ = OP¯ ν∗ (√rT ), so it suffices to show that
P¯ ν∗
({
r
−1/2
T
∥∥∥(θˆν,T − θ∗)− (−EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1))−1∆¯T∥∥∥ ≥ ǫ} ∩ {∥∥∥θˆν,T − θ∗∥∥∥ ≤ √rTM})→ 0,
(17)
whereM > 0. By Theorem 3 and the fact that T−1
∑T
t=1 ξt(θ∗) = EP¯ ν∗ [ξ1(θ∗)]+
oP¯ ν∗ (1), it follows that
ℓνT (X
T
0 , θ∗+ v)− ℓνT (XT0 , θ∗) = (∆¯T )′v− 0.5v′(−EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1))v+RT (v)
for any v ∈ K.
Let ΛT (v) ≡ ℓνT (XT0 , θ∗+v)−ℓνT (XT0 , θ∗) andQT (v) ≡ (∆¯T )′v−0.5v′(−EP¯ ν∗ [ξ1(θ∗)]+
oP¯ ν∗ (1))v; we now show that supv∈{v : ||v||≤
√
rTM} r
−1
T |ΛT (v)−QT (v)| = oP¯ ν∗ (1).
To show this, it suffices to show that supv∈{v : ||v||≤√rTM} |RT (v)| = oP¯ ν∗ (rT ).
But this follows from Theorem 3 and the fact that
√
rT = oP¯ ν∗ (1).
Since (θˆν,T − θ∗) ∈ {v : ||v|| ≤ √rTM} and maximizes ΛT (·) (within a ηT
margin), the previous result implies that
θˆν,T − θ∗ =arg max
v∈{v : ||v||≤T−1/2M}
QT (v) + oP¯ ν∗ (
√
rT ) + ηT
=(−EP¯ ν∗ [ξ1(θ∗)] + oP¯ ν∗ (1))−1∆¯T + oP¯ ν∗ (
√
rT ),
and thus (17) follows.
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Supplemental Material
For any measure P , we use Lr(P ), 1 ≤ r < ∞, to denote the class of
measurable functions integrable to order r with respect to P ; ‖·‖Lr(P ) denotes
the usual r-norm in Lr(P ). For a vector/matrix-valued functions X 7→ f(X),
||f ||Lr(P ) is short-hand notation for the Lr(P )-norm of x 7→ ||f(x)||, where || · ||
denotes the Euclidean/dual norm of f .
For any two sequences of random variables (Xn)n and (Yn)n, Xn - Yn,
implies that Xn ≤ CYn for some universal positive finite constant C.
SM.1 Ergodicity and Stationarity
Let (ζt)
∞
t=−∞ be a Markov chain with transition kernel ζ 7→ P(ζ, ·) ∈ P(Z) and
ζt ∈ Z ⊆ Rd for some d > 0. Also, for any probability measure P over Z and
any f : Z → R, let P [f ] ≡ ∫ f(z)P (dz) and P [f ](z) ≡ ∫ f(u)P (z, du) (if it
exists).
Assumption 9. There exist constants γ ∈ (0, 1), λ ∈ (0, 1), b > 0 and R >
2b/(1 − γ), a function V : Z → [1,∞), and a probability measure ̺ such that:
(i) P[V](ζ) ≤ γV(ζ) + b1{ζ ∈ C} for all ζ ∈ Z with C ≡ {ζ ∈ Z : V(ζ) ≤ R} ;
(ii) infζ∈C P(ζ, ·) ≥ λ̺(·), with ̺(C) > 0.
The next result is used for the proof of Lemma 1, it contains well-known
results that are stated and proved here just for convenience. In particular, the
first part of Lemma 9 is a re-statement of Theorem 1.2 in Hairer and Mattingly
[2011]. The second part of Lemma 9 and Assumption 9(ii) imply that P is Harris
recurrent (see [Athreya and Lahiri, 2006, Ch. 14]) and aperiodic (see [Thierney,
1996, p. 65]). The proof follows from standard arguments.
Let v 7→ ||v||V ≡ supζ |v(ζ)|1+V(ζ) . Also, for any A ⊆ Z, let TA = inf{t ≥ 0: ζt ∈
A}.
Lemma 9. If Assumption 9 holds, then:
(i) P admits a unique invariant measure ν∗, and there exist constants γ ∈
(0, 1) and C > 0 such that
||Pn[v]− ν∗[v]||V ≤ Cγn||v − ν∗[v]||V
for every measurable function v such that ||v||V <∞, where ν∗[v] ≡
∫
v(ζ)ν∗(dζ).
(ii) P(ζ, {TC <∞}) = 1 for all ζ ∈ Z, and P(ζ0, C) > 0 for all ζ0 ∈ C.
Proof of Lemma 9. Part (i) is Theorem 1.2 in Hairer and Mattingly [2011]. As-
sumption 9(i) implies their Assumption 1 with K = b and Assumption 9(ii)
implies their Assumption 2.
1
For part (ii), we first establish that P(ζ0, C) = P(ζ0, {ζ1 ∈ C}) > 0 for all
ζ0 ∈ C. For this, note that P(ζ0, C) ≥ infζ∈C P(ζ, C) ≥ λ̺(C) > 0 by Assumption
9(ii). .
We now show that P(ζ, {TC < ∞}) = 1 for all ζ ∈ Z. It suffices to show
that P[TC ](ζ) <∞ for all ζ /∈ C. Under Assumption 9(i), V ≥ 1, so
P[TC ](ζ) ≤ P[
TC−1∑
j=0
V(ζj)](ζ) =
∞∑
T=0
T∑
j=0
EP[V(ζj) | TC = T+1, ζ] Pr(ζ, {TC = T+1})
for any ζ ∈ Z \ C. To establish the desired result, it is sufficient to show that
supT
∑T
j=0EP[V(ζj) | TC = T + 1, ζ] <∞.
Take any T ≥ 0 and any j ≤ T , and note that
EP [P[V](ζj) | ζl /∈ C, ∀l ≤ T + 1] =EP
[∫
ζ /∈C
P[V](ζ)P(ζj−1, dζ) | ζl /∈ C, ∀l ≤ j − 1
]
≤γEP
[∫
ζ /∈C
V(ζ)P(ζj−1, dζ) | ζl /∈ C, ∀l ≤ j − 1
]
≤γEP [P[V](ζj−1) | ζl /∈ C, ∀l ≤ j − 1]
≤γjV(ζ0),
where the second line follows from Assumption 9(i) and the fact that ζ /∈ C,
the third line follows from the fact that V > 0, and the last line follows from
repeated iteration of the first lines. Note that TC = T + 1 is equivalent to
ζj /∈ C, ∀j ≤ T and ζT+1 ∈ C. Thus, the previous display implies that
EP [V(ζj) | TC = T + 1] ≤ γjV(ζ0)
for any T ≥ 0 and any j ≤ T . Consequently, ∑Tj=0EP[V(ζj) | TC = T + 1, ζ] ≤
V(ζ)
∑T
j=0 γ
j ≤ V(ζ)1−γ , and thus the result follows.
Proof of Lemma 1. Let (ζt)
∞
t=−∞ be the stochastic process given by ζt ≡ (Xt, St).
This process is a Markov chain with transition kernel X × S ∋ ζ 7→ P(ζ, ·) ∈
P(X × S) given by
P((x, s), {ζt+1 ∈ A1 ×A2}) =
∑
s′∈A2
Q∗(x, s, s′)P∗(x, s′, A1),
for any Borel sets A1 ⊆ X and A2 ⊆ S.
By Lemma 9, there exists a unique invariant measure ν, provided that the
conditions of Assumption 9 are met. In order to verify the first part of Assump-
tion 9, consider V(ζ) = U(x), and C ≡ C1 × S with C1 ≡ {x ∈ X : U(x) ≤ R}.
2
By Assumption 2(i),
P[V](ζ) =
∫
X
U(x′)
{∑
s′∈S
Q∗(x, s, s′)P∗(x, s′, dx′)
}
≤ γU(x) + 2b′1{x ∈ C1}.
Thus, b ≡ 2b′.
Regarding Assumption 9(ii), observe that, by Assumption 1(i), for C and
any s ∈ S,
P((x, s), C × {s′}) ≥ q(x)P∗(x, s′, C),
and, by Assumption 2(iii), P∗(x, s′, C) ≥ λ′̟(C) and λ′ ∈ (0, 1). Also note that,
by Assumption 1, q is continuous and q(x) > 0 for all x ∈ X. Furthermore, by
Assumption 2(ii), U is lower semi-compact, because {x ∈ X : U(x) ≤ R} is
closed (x 7→ U(x) is lower semi-continuous), and is also bounded. Therefore,
infx:U(x)≤R q(x) = minx:U(x)≤R q(x) ≥ c > 0 (because it is a minimization of a
continuous function on compact set). Therefore,
P(ζ, C × {s′}) ≥ cλ′̟(C) 1|S| ,
and, by putting ̺ = ̟(·) 1|S| and λ ≡ cλ′, Assumption 9(ii) follows since ̟(C1) >
0.
Since ν is unique, it is trivially ergodic. Therefore, the process with initial
probability measure ν is stationary. Ergodicity of (ζt)t follows from Theo-
rem 14.2.11 in Athreya and Lahiri [2006] (recall that P is Harris recurrent and
aperiodic). Since Xt is a deterministic function of ζt, X
∞
0 is also stationary and
ergodic.
Finally, observe that∫
sup
0≤f≤1
|Pn[f ](ζ)− ν[f ]| ν(dζ) - γn
∫
|1 + U(x)| ν(dζ).
Since U satisfies Assumption 9(i), it follows that ∫ P[U ](ζ)ν(dζ) ≤ γν[U ] +K.
Since ν is the invariant measure of P and γ ∈ (0, 1), this implies that ν(dζ) ≤
K/(1 − γ). Therefore,∫
sup
0≤f≤1
|Pn[f ](ζ)− ν[f ]| ν(dζ) - γn,
thereby implying that (ζt)t is β-mixing with rate βn = O(γ
n) (see Davydov
[1973]). Since Xt is a deterministic function of ζt, the same holds for X
∞
0 .
3
SM.2 Proofs of Supplementary Lemmas in Section
8.1
To prove Lemmas 2 and 3 we use the following result.
Lemma 10. Suppose Assumptions 1 and 5 (ii) hold. There exists an a.s.− P¯ ν∗
finite constant C > 0 such that, for all t ∈ N and −n ≤ −m ≤ t− 1,
sup
θ∈Θ
∣∣log pνt (Xt | Xt−1−m , θ)− log pνt (Xt | Xt−1−n , θ)∣∣ ≤ C t−1∏
i=−m
(1− q(Xi))
a.s.-P¯ ν∗ .
Proof of Lemma 10. Observe that, for any n ∈ N,
log pνt (Xt | Xt−1−n , θ) = log
∑
s∈S
pθ(Xt−1, s,Xt)P¯ νθ (s | Xt−1−n ),
and since log x−log y ≤ x/y−1, it suffices to study
∑
s∈S pθ(Xt−1,s,Xt)(P¯ νθ (St=s|Xt−1−m )−P¯ νθ (St=s|Xt−1−n ))∑
s∈S pθ(Xt−1,s,Xt)P¯
ν
θ (s|Xt−1−n )
.
This expression can be bounded above by
maxs∈S pθ(Xt−1, s,Xt)
mins∈S pθ(Xt−1, s,Xt)
∥∥P¯ νθ (St = · | Xt−1−m )− P¯ νθ (St = · | Xt−1−n )∥∥1 .
By Assumption 5(ii), there exists a C ′ such that supθ∈Θ
maxs∈S pθ(Xt−1,s,Xt)
mins∈S pθ(Xt−1,s,Xt)
≤
C ′ and C ′ is finite a.s.-P¯ ν∗ . So it suffices to bound
∥∥P¯ νθ (St = · | Xt−1−m)− P¯ νθ (St = · | Xt−1−n )∥∥1.
By Lemma B.2.2 in Stachurski [2009],∥∥P¯ νθ (St = · | Xt−1−m )− P¯ νθ (St = · | Xt−1−n )∥∥1
≤1
2
sup
b,c∈S2
∥∥P¯ νθ (St = · | S−m = b,Xt−1−m )− P¯ νθ (St = · | S−m = c,Xt−1−n )∥∥1
=
1
2
sup
b,c∈S2
∥∥P¯ νθ (St = · | S−m = b,Xt−1−m )− P¯ νθ (St = · | S−m = c,Xt−1−m )∥∥1
where the last line follows from the fact that, given S−m, it is the same to
condition on Xt−1−m and on X
t−1
−n . Hence,
sup
θ∈Θ
∣∣log pνt (Xt | Xt−1−m , θ)− log pνt (Xt | Xt−1−n , θ)∣∣ ≤ C ′αθ,t,−m(Xt−1−m ),
where αθ,t,−m(Xt−1−m ) is defined in expression 15. By Applying Lemmas 6 and 5
and the fact that αθ,t,−m(Xt−1−m) ≤
∏t−1
j=−m αθ,j,j+1(X
t−1
−m ), it follows that
sup
θ∈Θ
∣∣log pνt (Xt | Xt−1−m , θ)− log pνt (Xt | Xt−1−n , θ)∣∣ ≤ C ′ t−1∏
i=−m
(1− q(Xi)),
a.s.-P¯ ν∗ .
4
We now prove Lemmas 2 and 3.
Proof of Lemma 2. Fix any ǫ > 0. Lemma 10 withm = j and n = j+1, implies
that there exists an a.s.-finite constant C > 0 such that, uniformly in θ ∈ Θ,
∣∣log pνt (Xt | Xt−10 , θ)− log pν(Xt | Xt−1−∞, θ)∣∣ ≤ ∞∑
j=0
∣∣∣log pνt (Xt | Xt−1−j , θ)− log pνt (Xt | Xt−1−(j+1), θ)∣∣∣
≤C
∞∑
j=0
√√√√ t−1∏
i=−j
(1− q(Xi))2 = C
∞∑
j=0
t−1∏
i=−j
(1− q(Xi))
a.s.-P¯ ν∗ .
Observe that, for any M > 0,
M∑
j=0
t−1∏
i=−j
(1− q(Xi)) =
t−1∏
i=0
(1− q(Xi)) +
t−1∏
i=−1
(1− q(Xi)) + · · ·+
t−1∏
i=−M
(1− q(Xi))
=
t−1∏
i=0
(1− q(Xi))
(
1 +
0∏
i=−1
(1− q(Xi)) + · · ·+
0∏
i=−M
(1− q(Xi))
)
=
t−1∏
i=0
(1− q(Xi))
(
1 +
M∑
l=1
0∏
i=−l
(1− q(Xi))
)
.
Therefore, to obtain the desired result it suffices to show that, for any ǫ > 0,
there exists a T (ǫ) such that, for all t ≥ T (ǫ),
P¯ ν∗
(
T−1
T∑
t=1
t−1∏
i=0
(1− q(Xi))
(
1 +
∞∑
l=1
0∏
i=−l
(1− q(Xi))
)
> ǫ
)
< ǫ.
By assumption 4 and Fatou’s lemma,
EP¯ ν∗
[
lim
M→∞
M∑
l=0
l∏
i=0
(1− q(Xi))
]
≤
∞∑
l=0
EP¯ ν∗
[
l∏
i=0
(1− q(Xi))
]
<∞.
Thus,
∑∞
l=1
∏0
i=−l(1 − q(Xi)) is finite a.s.-P¯ ν∗ . The result above and a simple
application of Markov’s inequality also shows that T−1
∑T
t=0
∏t−1
i=0(1−q(Xi)) =
oP¯ ν
θ∗
(1). Therefore, T−1
∑T
t=1
∏t−1
i=0(1− q(Xi))
(
1 +
∑∞
l=1
∏0
i=−l(1− q(Xi))
)
=
oP¯ ν∗ (1).
Proof of Lemma 3. Recall that, by Lemma 1, the process X∞−∞ is ergodic and
stationary under P¯ ν∗ .
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Part (i). Consider a δ > 0 and an open cover {B(θ, δ) : θ ∈ Θ} where
B(θ, δ) is an open ball centered around θ with radius δ > 0. Since Θ is compact
(Assumption 3), there exists a finite sub-cover Bj ≡ B(θj, δ) with j = 1, . . . , J .
Also note that pointwise in θ ∈ Θ, ℓνT (XT−∞, θ)− EP¯ ν∗ [ℓνT (XT−∞, θ)]→ 0 a.s.-P¯ ν∗
by the ergodic theorem and the fact that X∞−∞ 7→ ℓνT (XT−∞, θ) ∈ L1(P¯ νθ∗). Thus,
it suffices to show that there exists a T (j, ǫ) such that, for all t ≥ T (j, ǫ),
P¯ ν∗
(
sup
θ∈Bj
T−1
T∑
t=1
(
lt(X
t
−∞, θ)− EP¯ ν∗ [lt(Xt−∞, θ)]
)
> ǫ
)
≤ ǫ,
where lt(X
t−∞, θ) ≡ log p
ν(Xt|Xt−1−∞,θ)
pν(Xt|Xt−1−∞,θj)
. Observe that, for any j,
sup
θ∈Bj
T∑
t=1
(
lt(X
t
−∞, θ)− EP¯ ν∗ [lt(Xt−∞, θ)]
)
≤
T∑
t=1
sup
θ∈Bj
(
lt(X
t
−∞, θ)− EP¯ ν∗ [lt(Xt−∞, θ)]
)
≡
T∑
t=1
l¯t(X
t
−∞).
Moreover, observe that
sup
θ∈Bj
log
pν(Xt | Xt−1−∞, θ)
pν(Xt | Xt−1−∞, θj)
≤ sup
θ∈Bj
pν(Xt | Xt−1−∞, θ)
pν(Xt | Xt−1−∞, θj)
− 1.
By Assumption 5(i), for any ǫ > 0 there exists a δ > 0 such that EP¯ ν∗
[
supθ∈Bj
pν(X0|X−1−∞,θ)
pν(X0|X−1−∞,θj)
]
≤
1 + ǫ for any j ∈ {1, . . . , J} and any t. Therefore, we can choose a δ > 0 such
that
EP¯ ν∗
[
sup
θ∈Bj
log
pν(X0 | X−1−∞, θ)
pν(X0 | X−1−∞, θj)
]
≤ ǫ/4.
This in turn implies that EP¯ ν∗ [l¯t(X
t−∞)] ≤ ǫ/2. This result and the ergodic
theorem establish that limT→∞ T−1
∑T
t=1 l¯t(X
t−∞) ≤ ǫ/2 a.s.-P¯ ν∗ . This implies
the result in (14).
Part (ii). Follows directly from the ergodic theorem and the fact that
X∞−∞ 7→ log pν(Xt | Xt−1−∞, θ∗) is in L1(P¯ ν∗ ).
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SM.3 Proofs of Supplemental Lemmas in Section 8.2
Proof of Lemma 5. For any a, b in S,
P¯ νθ
(
Sl+1 = b | Sl = a,Xj−m
)
=
P¯ νθ
(
Sl+1 = b, Sl = a,X
j
−m
)
∑
c∈S P¯
ν
θ
(
Sl+1 = c, Sl = a,X
j
−m
)
=
P¯ νθ
(
Xjl+1 | Sl+1 = b, Sl = a,X l−m
)
Qθ (Xl, a, b)∑
c∈S P¯
ν
θ
(
Xjl+1 | Sl+1 = c, Sl = a,X l−m
)
Qθ (Xl, a, c)
.
The expression P¯ νθ
(
Xjl+1 | Sl+1 = b, Sl = a,X l−m
)
equals P¯ νθ
(
Xjl+1 | Sl+1 = b,Xl
)
because of the Markov property. The latter probability depends on the tran-
sitions of Xt+1 given (Xt, St+1) and St+1 given (Xt, St) for each t ≥ l + 1.
Since these are the same for the process with i = 1 and i = 2 and the “orig-
inal” process (St,Xt)
∞
t=−m, it follows that the last line of the previous display
equals Prθ
(
η1,l+1 = b | η1,l = a,Xj−m
)
= Prθ
(
η2,l+1 = b | η2,l = a,Xj−m
)
, as
desired.
Proof of Lemma 6. Throughout this proof we omit the dependence on θ in the
probability terms and on other quantities. For any a, c in S,∥∥∥Pr(η1,l+1 = · | η1,l = a,Xj−m)− Pr(η2,l+1 = · | η1,l = c,Xj−m)∥∥∥
1
≤
∥∥∥Pr(η1,l+1 = ·, υ1,l = 0 | η1,l = a,Xj−m)− Pr(η2,l+1 = ·, υ2,l = 0 | η2,l = c,Xj−m)∥∥∥
1
+
∥∥∥Pr(η1,l+1 = ·, υ1,l = 1 | η1,l = a,Xj−m)− Pr(η2,l+1 = ·, υ2,l = 1 | η2,l = c,Xj−m)∥∥∥
1
≡Term1 + Term2
In order to bound the second term, note that
Pr
(
η1,l+1 = ·, υ1,l = 1 | η1,l = a,Xj−m
)
=Pr
(
η1,l+1 = · | υ1,l = 1, η1,l = a,Xj−m
)
× Pr
(
υ1,l = 1 | η1,l = a,Xj−m
)
.
It follows that Pr
(
υ1,l = 1 | η1,l = a,Xj−m
)
= q(Xl) because, given X
j
−m, υ1,l
is drawn independently according to a probability function that only depends
on Xl (in particular, it does not depend on η1,l), and is given by q(Xl). By
some algebra, the Markov property, and the fact that given υ1,l = 1 and X
l
m
the random variable η1,l+1 is independent of its past, it follows that a 7→
7
Pr
(
η1,l+1 = · | υ1,l = 1, η1,l = a,Xj−m
)
is constant (i.e., does not depend on
η1,l = a). Thus, a 7→ Pr
(
η1,l+1 = ·, υ1,l = 1 | η1,l = a,Xj−m
)
is constant (i.e.,
does not depend on the value of a); since one can obtain the exact result for
c 7→ Pr
(
η2,l+1 = ·, υ2,l = 1 | η2,l = c,Xj−m
)
, and moreover, the laws for i = 1
and i = 2 coincide (see the proof of Lemma 5), it follows that Term2 = 0.
To bound Term1, it follows that from the previous arguments that
Term1 =
∑
s∈S
∣∣∣Pr(η1,l+1 = s | υ1,l = 0, η1,l = a,Xj−m)− Pr(η2,l+1 = s | υ2,l = 0, η2,l = c,Xj−m)∣∣∣
× (1− q(Xl))
≤2(1− q(Xl))
and thus the desired result follows.
SM.4 Proofs of Supplementary Lemmas in Section
8.3
In this section we provide the proofs of Lemmas 7 and 8. To do this, we use a
series of lemmas which we state below (their proofs are relegated to the end of
this section).
Henceforth, for any j ≥ m, let
̺(j,m) ≡
(
EP¯ ν∗
[
j∏
i=m
(1− q(Xi))
2a
1−a
]) 1−a
2a
, (18)
where the constant a is the one in Assumption 7. We also introduce the following
notation: For any θ ∈ Θ, let (x′, x, s) 7→ Γ(x′|x, s; θ) ≡ ∇θ log pθ(x, s, x′) and
(s, x, s) 7→ Λ(s′|s, x; θ) ≡ ∇θ logQθ(x, s, s′). And, for any k ≥ n and any l ≥ m,
let
Φθ(k, n, l,m) ≡ EP¯ νθ
 k∑
j=n
Γ(Xj |Xj−1, Sj; θ) | X lm

and Ψθ(k, n, l,m) ≡ EP¯ νθ
 k∑
j=n
Λ(Sj |Sj−1,Xj−1; θ) | X lm
 .
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To state the first lemma, for any k, T and Xkk−T and any θ, let
∆k,k−T (θ)(Xkk−T ) ≡Φθ(k − 1, k − T, k, k − T ) + Ψθ(k − 1, k − T − 1, k, k − T )
− Φθ(k − 1, k − T, k − 1, k − T )−Ψθ(k − 1, k − T − 1, k − 1, k − T )
+ Φθ(k, k, k, k − T ) + Ψθ(k, k, k, k − T )
=
k−1∑
j=k−T
EP¯ νθ
[
Γ(Xj |Xj−1, Sj ; θ) | Xkk−T
]
− EP¯ νθ
[
Γ(Xj |Xj−1, Sj ; θ) | Xk−1k−T
]
+
k−1∑
j=k−T
EP¯ νθ
[
Λ(Sl|Sl−1,Xl−1; θ) | Xkk−T
]
− EP¯ νθ
[
Λ(Sl|Sl−1,Xl−1; θ) | Xk−1k−T
]
+ EP¯ νθ
[
Γ(Xk|Xk−1, Sk; θ) | Xkk−T
]
+ EP¯ νθ
[
Λ(Sk|Sk−1,Xk−1; θ) | Xkk−T
]
,
(19)
The next lemma is analogous to the results in Douc et al. [2004] and Bickel et al.
[1998], and uses ideas of missing data models.
Lemma 11. Suppose Assumption 6 holds. Then, for any k, T ≥ 0 and for any
θ ∈ Θ,
∇θ log pνk(Xk|Xk−1k−T ; θ) = ∆k,k−T (θ)(Xkk−T )
a.s.-P¯ ν∗
This Lemma characterizes the asymptotic behavior of the score functions; in
particular, it shows that they are well-approximated by (∆t,−∞(θ∗))t,, which is
to be defined below, but at this stage is worth to point out that it is stationary
and ergodic; this last fact is shown in Lemma 13 below.
Lemma 12. Suppose Assumptions 1, 6, 7(i) and 8 hold. Then:
(i) There exists a finite constant C > 0 such that for any k and T ≥ 0,
||∆k,k−T (θ∗)−∆k,−∞(θ∗)||L2(P¯ ν∗ ) ≤ C
max{ k−1∑
j=[k−T/2]
̺(j, k − T ),
[k−T/2]−1∑
j=k−T
̺(k − 1, j)}
 ;
(ii)
lim
T→∞
∥∥∥∥∥T−1/2
T∑
t=0
{∆t,−∞(θ∗)−∇θ log pνt (·|·, θ∗)}
∥∥∥∥∥
L2(P¯ ν∗ )
= 0.
Lemma 13. Suppose Assumption 1 and 4 hold. Then, (∆t,−∞(θ∗))∞t=−∞ is a
stationary and ergodic L2(P¯ ν∗ ) process (under P¯ ν∗ ).
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Lemma 14. Suppose Assumption 1 holds. Then, there exists a finite constant
L > 0 such that:
(i) For −m ≤ j < k and any θ ∈ Θ,
∥∥∥P¯ νθ (Sj = ·|Xk−m)− P¯ νθ (Sj = ·|Xk−1−m )∥∥∥
1
≤ L
k−1∏
i=j
(1− q(Xi)),
a.s.-P¯ ν∗ .
(ii) For −n ≤ −m ≤ j < k and any θ ∈ Θ,
∥∥∥P¯ νθ (Sj = ·|Xk−m)− P¯ νθ (Sj = ·|Xk−1−n )∥∥∥
1
≤ L
j∏
i=−m
(1− q(Xi)),
a.s.-P¯ ν∗ .
Proof of Lemma 7. Follows directly from Lemmas 12 and 13.
Proof of Lemma 8. Lemma 8 is analogous to Lemma 10 in Bickel et al. [1998].
The proof follows by their Lemma 9, which in turn holds by analogous steps to
theirs and by invoking Lemma 14 (which is analogous to their Lemma 7).
SM.4.1 Proofs of Lemmas
Throughout this section, in cases where the expectations are taken with respect
to P¯ ν∗ , we omit the probability from the notation and simply use E[·].
Proof of Lemma 11. By [Louis, 1982, p. 227],
∇θ log pνk(Xk|Xk−1k−T ; θ) =∇θ log pνk(Xkk−T ; θ)−∇θ log pνk−1(Xk−1k−T ; θ)
=EP¯ νθ
[∇θ log pνk(Xkk−T , Skk−T ; θ) | Xkk−T ]
− EP¯ νθ [∇θ log p
ν
k−1(X
k−1
k−T , S
k−1
k−T ; θ) | Xk−1k−T ].
(Note that the expectation is with respect to Skk−T , which takes finitely many
values; thus interchanging differentiation and integration is allowed).
Since pνk(X
k
k−T , S
k
k−T ; θ) = pθ(Xk−1, Sk,Xk)Qθ(Xk−1, Sk−1, Sk)×pνk(Xk−1k−T , Sk−1k−T ; θ)
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(and an analogous result holds for pνk(X
k−1
k−T , S
k−1
k−T ; θ)), it follows that
∇θ log pνk(Xk|Xk−1k−T ; θ)
=EP¯ νθ
 k∑
j=k−T
∇θ log pθ(Xj−1, Sj ,Xj) | Xkk−T
+ EP¯ νθ
 k∑
j=k−T
∇θ logQθ(Xj−1, Sj−1, Sj) | Xkk−T

− EP¯ νθ
 k−1∑
j=k−T
∇θ log pθ(Xj−1, Sj ,Xj) | Xk−1k−T
− EP¯ νθ
 k−1∑
j=k−T
∇θ logQθ(Xj−1, Sj−1, Sj) | Xk−1k−T

=EP¯ νθ
 k−1∑
j=k−T
Γ(Xj |Xj−1, Sj; θ) | Xkk−T
+ EP¯ νθ
[
k−1∑
l=k−T−1
Λ(Sl|Sl−1,Xl−1; θ) | Xkk−T
]
− EP¯ νθ
 k−1∑
j=k−T
Γ(Xj |Xj−1, Sj ; θ) | Xk−1k−T
− EP¯ νθ
[
k−1∑
l=k−T−1
Λ(Sl|Sl−1,Xl−1; θ) | Xk−1k−T
]
+ EP¯ νθ
[
Γ(Xk|Xk−1, Sk; θ) | Xkk−T
]
+ EP¯ νθ
[
Λ(Sk|Sk−1,Xk−1; θ) | Xkk−T
]
.
The proof of Lemma 12 requires the following lemma.
Lemma 15. Suppose that Assumptions 1 and 7(i) hold. Then, there exists a
finite constant C > 0 such that:
(i) for any −n ≤ −m ≤ −m′ ≤ l ≤ k,
∥∥Φθ∗(l,−m′, k,−m)− Φθ∗(l,−m′, k,−n)∥∥L2(P¯ ν∗ ) ≤ C
 l∑
j=−m′
̺(j,−m)
 ;
(ii) for any −m ≤ −m′ < l ≤ k − 1,
∥∥Φθ∗(l,−m′, k,−m)− Φθ∗(l,−m′, k − 1,−m)∥∥L2(P¯ ν∗ ) ≤ C
 l∑
j=−m′
̺(k − 1, j)
 ;
(iii) for any −n ≤ −m ≤ −m′ < l ≤ k,
∥∥Ψθ∗(l,−m′, k,−m)−Ψθ∗(l,−m′, k,−n)∥∥L2(P¯ ν∗ ) ≤ C
 l∑
j=−m′
̺(j − 1,−m)
 ;
(iv) for any −m ≤ −m′ < l ≤ k − 1,
∥∥Ψθ∗(l,−m′, k,−m)−Ψθ∗(l,−m′, k − 1,−m)∥∥L2(P¯ ν∗ ) ≤ C
 l∑
j=−m′
̺(k − 1, j)
 .
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Proof of Lemma 15. Throughout the proof we omit the dependence of E[·] on
P¯ νθ∗ . Also, let L denote the constant in Lemma 16.
Part (i). Observe that, for any j ≤ k,∥∥∥E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−m]− E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−n]∥∥∥
=
∥∥∥∥∥∑
a∈S
Γ(Xj |Xj−1, a; θ∗){P¯ νθ∗(Sj = a | Xk−m)− P¯ νθ∗(Sj = a | Xk−n)}
∥∥∥∥∥
≤max
a∈S
||Γ(Xj |Xj−1, a; θ∗)||
∥∥∥P¯ νθ∗(Sj = · | Xk−m)− P¯ νθ∗(Sj = · | Xk−n)∥∥∥1 .
By Lemma 14(ii),∥∥∥E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−m]− E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−n]∥∥∥
≤Lmax
a∈S
||Γ(Xj |Xj−1, a; θ∗)||
j∏
i=−m
(1− q(Xi)),
Therefore, by the Ho¨lder inequality, it follows that, for a−1 + b−1 = 1 (with a
as in Assumption 7),∥∥∥∥∥∥
l∑
j=−m′
{
E
[
Γ(Xj |Xj−1, Sj; θ∗) | Xk−m
]
− E
[
Γ(Xj |Xj−1, Sj; θ∗) | Xk−n
]}∥∥∥∥∥∥
L2(P¯ ν∗ )
≤
l∑
j=−m′
∥∥∥E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−m]− E [Γ(Xj |Xj−1, Sj ; θ∗) | Xk−n]∥∥∥
L2(P¯ ν∗ )
≤L
(∑
a∈S
EP¯ ν∗
[||Γ(X1|X0, a; θ∗)||2a]
)1/(2a) l∑
j=−m′
(
EP¯ ν∗
[
j∏
i=−m
(1− q(Xi))2b
])1/(2b)
,
where the second line follows from the triangle inequality and the third follows
from stationarity (Lemma 1). The fact that Γ(X1|X0, a; θ∗) = ∇θ log pθ∗(X0, a,X1),
Assumption 7(i) and definition of ̺ imply the desired result.
Part (ii). Follows from analogous calculations to those in part (i) and
Lemma 14(i).
Parts (iii) and (iv). We only work out part (iii) since (iv) is analogous.
12
Observe that∥∥∥E [Λ(Sj |Sj−1,Xj−1; θ∗) | Xk−m]− E [Λ(Sj|Sj−1,Xj−1; θ∗) | Xk−n]∥∥∥
=
∥∥∥∥∥∥
∑
(a,b)∈S2
Λ(b|a,Xj−1; θ∗){P¯ νθ∗(Sj = b, Sj−1 = a | Xk−m)− P¯ νθ∗(Sj = b, Sj−1 = a | Xk−n)}
∥∥∥∥∥∥
≤
∑
(a,b)∈S2
||Λ(b|a,Xj−1; θ∗)||
∣∣∣P¯ νθ∗(Sj = b, Sj−1 = a | Xk−m)− P¯ νθ∗(Sj = b, Sj−1 = a | Xk−n)∣∣∣
=
∑
(a,b)∈S2
||Λ(b|a,Xj−1; θ∗)||P¯ νθ∗(Sj = b | Sj−1 = a,Xkj−1)
∣∣∣P¯ νθ∗(Sj−1 = a | Xk−m)− P¯ νθ∗(Sj−1 = a | Xk−n)∣∣∣
where the last line follows from the Markov property of the model and the fact
that −m ≤ j. Thus∥∥∥E [Λ(Sj|Sj−1,Xj−1; θ∗) | Xk−m]− E [Λ(Sj |Sj−1,Xj−1; θ∗) | Xk−n]∥∥∥
≤max
a,b
||Λ(b|a,Xj−1; θ∗)||
∥∥∥P¯ νθ∗(Sj−1 = · | Xk−m)− P¯ νθ∗(Sj−1 = · | Xk−n)∥∥∥
1
≤Lmax
a,b
||Λ(b|a,Xj−1; θ∗)||
j−1∏
i=−m
(1− q(Xi))
where the last line follows from Lemma 14(ii). Hence∥∥∥∥∥∥
l∑
j=−m′
{E
[
Λ(Sj |Sj−1,Xj−1; θ∗) | Xk−m
]
−E
[
Λ(Sj |Sj−1,Xj−1; θ∗) | Xk−n
]
}
∥∥∥∥∥∥
L2(P¯ ν∗ )
≤L
 ∑
(a,b)∈S2
EP¯ ν∗
[||Λ(b|a,X0; θ∗)||2a]
1/(2a) l∑
j=−m′
(
EP ν∗
[
j−1∏
i=−m
(1− q(Xi))2b
])1/(2b)
,
so the result follows from Assumption 7(i).
Proof of Lemma 12. Throughout the proof we denote ||.||L2(P¯ ν∗ ) as ||.||L2 . Also,
we use Φ and Ψ to denote Φθ∗ and Ψθ∗ , resp.
Part (i): Observe that Φ(k−1, k−T, l, k−T ) = Φ(k−1, [k−T/2], l, k−T )+
Φ([k−T/2]− 1, k−T, l, k−T ) and an analogous result holds for Ψ. Therefore,
by the definition of ∆k,k−T and analogous calculations to those in [Bickel et al.,
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1998, pp. 1624–1626],
||∆k,k−T (θ∗)−∆k,−∞(θ∗)||L2
≤‖Φ(k − 1, [k − T/2], k, k − T )− Φ(k − 1, [k − T/2], k,−∞)‖L2
+ ‖Φ(k − 1, [k − T/2], k − 1, k − T )−Φ(k − 1, [k − T/2], k − 1,−∞)‖L2
+ ‖Φ([k − T/2]− 1, k − T, k, k − T )− Φ([k − T/2] − 1, k − T, k − 1, k − T )‖L2
+ ‖Ψ(k − 1, [k − T/2], k, k − T )−Ψ(k − 1, [k − T/2], k,−∞)‖L2
+ ‖Ψ(k − 1, [k − T/2], k − 1, k − T )−Ψ(k − 1, [k − T/2], k − 1,−∞)‖L2
+ ‖Ψ([k − T/2]− 1, k − T − 1, k, k − T )−Ψ([k − T/2] − 1, k − T − 1, k − 1, k − T )‖L2
+ ‖Φ(k, k, k, k − T )− Φ(k, k, k,−∞)‖L2 + ‖Ψ(k, k, k, k − T )−Ψ(k, k, k,−∞)‖L2
≡
8∑
i=1
Termi.
Terms 1 and 2 are analogous of the form
‖Φ(k − 1, [k − T/2], k, k − T )− Φ(k − 1, [k − T/2], k,−∞)‖L2
=
∥∥∥∥∥∥
k−1∑
j=[k−T/2]
EP¯ νθ∗
[Γ(Xj | Xj−1, Sj ; θ∗) | Xmk−T ]−
k−1∑
j=[k−T/2]
EP¯ νθ∗
[Γ(Xj | Xj−1, Sj ; θ∗) | Xm−∞]
∥∥∥∥∥∥
L2
form ∈ {k, k−1}. By Lemma 15(i), for i ∈ {1, 2}, Termi -
(∑k−1
j=[k−T/2] ̺(j, k − T )
)
.
Term7 has the same bound by analogous calculations.
The Term3 is of the form∥∥∥∥∥∥
[k−T/2]−1∑
j=k−T
EP¯ νθ∗
[Γ(Xj | Xj−1, Sj ; θ∗) | Xkk−T ]−
[k−T/2]−1∑
j=k−T
EP¯ νθ∗
[Γ(Xj | Xj−1, Sj ; θ∗) | Xk−1k−T ]
∥∥∥∥∥∥
L2
.
By Lemma 15(ii), Term3 -
(∑[k−T/2]−1
j=k−T ̺(k − 1, j)
)
. The term Term8 has the
same bound by analogous calculations.
The terms Term4 and Term5 are of the form∥∥∥∥∥∥
k−1∑
j=[k−T/2]
EP¯ νθ∗
[Λ(Sj | Sj−1,Xj−1; θ∗) | Xmk−T ]−
k−1∑
j=[k−T/2]
EP¯ νθ∗
[Λ(Sj | Sj−1,Xj−1; θ∗) | Xm−∞]
∥∥∥∥∥∥
L2
and by Lemma 15(iii) are bounded by C
(∑k−1
j=[k−T/2] ̺(j − 1, k − T )
)
for some
universal constant C > 0.
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Finally, by analogous calculations to those for Term3, Term6 is bounded
by C
(∑[k−T/2]−1
j=k−T ̺(k − 1, j)
)
by Lemma 15(iv).
Part (ii). By part (i) and Lemma 11,∥∥∥∥∥T−1/2
T∑
t=1
{∆t,−∞(θ∗)−∇θ log pνt (·|·; θ∗)}
∥∥∥∥∥
L2
≤T−1/2
T∑
t=1
‖{∆t,−∞(θ∗)−∆t,0(θ∗)}‖L2
-
T−1/2 T∑
t=1
t−1∑
j=[t/2]
̺(j, 0) + T−1/2
T∑
t=1
[t/2]−1∑
j=0
̺(t, j)
 .
By Kronecker’s lemma, it suffices to show that
T∑
t=1
t−1/2
t−1∑
j=[t/2]
̺(j, 0) and
T∑
t=1
t−1/2
[t/2]−1∑
j=0
̺(t, j) (20)
are bounded uniformly in T , where, recall, ̺(j, k) ≡
(
E
[∏j
i=k(1− q(Xi))
2a
1−a
]) 1−a
2a
.
Moreover, j 7→ ̺(j, k) is non-increasing and k 7→ ̺(j, k) is non-decreasing
since 1 − q(·) ≤ 1. By Assumption 8, (̺(j, 0))j is p-summable with p < 2/3,
thus limj→∞ ̺(j, 0)pj = 0 (if not, then ̺(j, 0) > c/j1/p for some c > 0 and all j
above certain point and this violates the assumption). Hence,
t−1∑
j=[t/2]
̺(j, 0) <
t−1∑
j=[t/2]
1
j1/p
≤
∫ t
[t/2]+1
x−1/pdx ≤ p
1− p(t/2)
1−1/p,
for all t ≥ τ and some τ > 0, and this implies that, for some constant const > 0,
T∑
t=1
t−1/2
t−1∑
j=[t/2]
̺(j, 0) ≤ C(τ) + const×
T∑
t=τ+1
p
1− pt
1−1/p−1/2 ≤ C <∞,
because 1 − 1/p − 1/2 < −1 ⇔ p < 2/3 (C is a finite constant, which may
depend on τ).
15
By stationarity of X∞−∞ (Lemma 1),
[t/2]−1∑
j=0
̺(t, j) =
(
E
[
t∏
i=0
(1− q(Xi))
2a
1−a
]) 1−a
2a
+
(
E
[
t∏
i=1
(1− q(Xi))
2a
1−a
]) 1−a
2a
+ ...+
E
 t∏
i=[t/2]−1
(1− q(Xi))
2a
1−a

1−a
2a
=
(
E
[
t∏
i=0
(1− q(Xi))
2a
1−a
]) 1−a
2a
+
(
E
[
t−1∏
i=0
(1− q(Xi))
2a
1−a
]) 1−a
2a
+ ...+
E
[t/2]−1∏
i=0
(1− q(Xi))
2a
1−a

1−a
2a
=
[t/2]+1∑
j=0
̺(t− j, 0).
Thus
∑[t/2]+1
j=0 ̺(t − j, 0) ≤
∑[t/2]+1
j=0
1
(t−j)1/p ≤
∫ t
[t/2]−1
1
u1/p
du and by our
previous calculation the result follows. Thus, the terms in (20) are uniformly
bounded.
Proof of Lemma 13. It is easy to see that ∆t,−∞(θ∗) is adapted to the filtration
associated with the σ-algebra generated by Xt−∞. Since X∞−∞ is stationary and
ergodic (by Lemma 1), so is (∆t,−∞(θ∗))∞t=−∞.
To show Lemma 14 we need the following Lemmas.
Lemma 16. Suppose Assumption 1 holds. Then, there exists a finite constant
L > 0, such that, for any −m ≤ j < n ≤ k and any θ ∈ Θ,
max
b,c
∥∥∥P¯ νθ (Sj = ·|Sn = b,Xk−m)− P¯ νθ (Sj = ·|Sn = c,Xk−m)∥∥∥
1
≤ L
n∏
i=j
(1−q(Xi))
a.s.-P¯ ν∗ .
Lemma 17. For any −m < i < l ≤ r ≤ n, let Srl ≡ (Sl, ..., Sr). Then, for any
θ ∈ Θ,
P¯ νθ
(
Si|Srl ,Xn−m+1
)
= P¯ νθ
(
Si|Sl,Xn−m+1
)
,
i.e., the Markov property holds backward in time.
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Proof of Lemma 16. Observe that, for any b, c ∈ S2,∥∥∥P¯ νθ (Sj = ·|Sn = b,Xk−m)− P¯ νθ (Sj = ·|Sn = c,Xk−m)∥∥∥
1
=
∥∥∥∥∥∑
s∈S
P¯ νθ
(
Sj = ·|Sj+1 = s,Xj+1−m
)(
P¯ νθ
(
Sj+1 = s|Sn = b,Xk−m
)
− P¯ νθ
(
Sj+1 = s|Sn = c,Xk−m
))∥∥∥∥∥
1
≤αθ,j+1,j(Xk−m)
∥∥∥P¯ νθ (Sj+1 = ·|Sn = b,Xk−m)− P¯ νθ (Sj+1 = ·|Sn = c,Xk−m)∥∥∥
1
where the second line follows from Lemma 17 with i = j, r = l = j + 1 and
n = k, and the third follows from Lemma B.2.1 in Stachurski [2009] and the
definition of αθ,j+1,j(X
k−m) in expression 15. Iterating in this fashion it follows
that∥∥∥P¯ νθ (Sj = ·|Sn = b,Xk−m)− P¯ νθ (Sj = ·|Sn = c,Xk−m)∥∥∥
1
≤ 2
n∏
l=j
αθ,l+1,l(X
k
−m).
Thus, it suffices to show that αθ,l+1,l(X
k−m) ≤ 1− q(Xl). Since
αθ,l+1,l(X
k
−m) = 1−min
a,b
∑
s′∈S
min{P¯ νθ
(
Sl = s
′|Sl+1 = a,Xk−m
)
, P¯ νθ
(
Sl = s
′|Sl+1 = b,Xk−m
)
}
(see Stachurski [2009] p. 344) it suffices to show that for any (a, b) ∈ S2,
P¯ νθ
(
Sl = a|Sl+1 = b,Xk−m
)
≥ q(Xl)̟(X l−m+1, a),
where ̟(Xk−1−m+1, ·) ∈ P(S).
To do this, first note that P¯ νθ
(
Sl = a|Sl+1 = b,Xk−m
)
= P¯ νθ
(
Sl = a|Sl+1 = b,X l+1−m
)
by Lemma 17, and
P¯ νθ
(
Sl = a|Sl+1 = b,X l+1−m+1
)
=
pθ(Xl, b,Xl+1)Qθ(Xl, a, b)P¯
ν
θ (X
l
−m+1, Sl = a)∑
s∈S pθ(Xl, b,Xl+1)Qθ(Xl, s, b)P¯
ν
θ (X
l
−m+1, Sl = s)
≥q(Xl)
P¯ νθ (X
l
−m+1, Sl = a)∑
s∈S P¯
ν
θ (X
l
−m+1, Sl = s)
where the last line follows from Assumption 1. Letting̟(·,X l−m+1) ≡
P¯ νθ (Sl=·|Xl−m+1)∑
s∈S P¯
ν
θ (Sl=s|Xl−m+1)
the desired result is obtained.
Proof of Lemma 17. Throughout the proof we omit θ from the notation. Let
Sri:l ≡ (Si, Sl, Sl+1, ..., Sr−1, Sr) and note that
P¯ νθ
(
Si|Srl ,Xn−m+1
)
=
P¯ νθ
(
Xnr | Sri:l,Xr−1−m+1
)
P¯ νθ
(
Sri:l,X
r−1
−m+1
)
P¯ νθ
(
Xnr | Srl ,Xr−1−m+1
)
P¯ νθ
(
Srl ,X
r−1
−m+1
) ,
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by Bayes’ rule. By the Markov property it follows that P¯ νθ
(
Xnr | Sri:l,Xr−1−m+1
)
=
P¯ νθ (X
n
r | Xr−1, Sr), so
P¯ νθ
(
Si|Srl ,Xn−m+1
)
=
P¯ νθ
(
Sri:l,X
r−1
−m+1
)
P¯ νθ
(
Srl ,X
r−1
−m+1
) = P¯ νθ (Sr | Sr−1i:l ,Xr−1−m+1) P¯ νθ (Sr−1i:l ,Xr−1−m+1)
P¯ νθ
(
Sr | Sr−1l ,Xr−1−m+1
)
P¯ νθ
(
Sr−1l ,X
r−1
−m+1
) .
Observe that P¯ νθ
(
Sr | Sr−1l ,Xr−1−m+1
)
= Qθ(Xr−1, Sr−1, Sr) and thus P¯ νθ
(
Si|Xr−m+1,Srl
)
=
P¯ νθ (S
r−1
i:l ,X
r−1
−m+1)
P¯ νθ (S
r−1
l ,X
r−1
−m+1)
and, by iterating, it follows that
P¯ νθ
(
Si|Srl ,Xn−m+1
)
=
P¯ νθ
(
Si, Sl,X
l
−m+1
)
P¯ νθ
(
Sll,X
l
−m+1
) = P¯ νθ (Si|Sl,X l−m+1) ,
as desired.
Proof of Lemma 14. Part (i). By Lemma 17 with l = r = k − 1, n = k, it
follows that
P¯ νθ
(
Si|Xk−m+1
)
=
∑
s∈S
P¯ νθ
(
Si|Sk−1 = s,Xk−m+1
)
P¯ νθ
(
Sk−1 = s|Xk−m+1
)
=
∑
s∈S
P¯ νθ
(
Si|Sk−1 = s,Xk−1−m+1
)
P¯ νθ
(
Sk−1 = s|Xk−m+1
)
,
and similarly,
P¯ νθ
(
Si|Xk−1−m+1
)
=
∑
s∈S
P¯ νθ
(
Si|Sk−1 = s,Xk−1−m+1
)
P¯ νθ
(
Sk−1 = s|Xk−1−m+1
)
.
Thus, by Lemma B.2.2 in Stachurski [2009],∥∥∥P¯ νθ (Sj = ·|Xk−m+1)− P¯ νθ (Sj = ·|Xk−1−m+1)∥∥∥
1
≤max
a,b
∥∥∥P¯ νθ (Sj = ·|Sk−1 = a,Xk−1−m+1)− P¯ νθ (Sj = ·|Sk−1 = b,Xk−1−m+1)∥∥∥
1
≤L
k−1∏
l=j
(1− q(Xl)),
where the second line follows by Lemma 16 with n = k − 1. Thus, the desired
result follows.
Part (ii). The proof is analogous to that of Lemma 5 (third part) in
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Bickel et al. [1998]. By analogous calculations to those in part (i),∥∥∥P¯ νθ (Sj = · | Xk−m)− P¯ νθ (Sj = · | Xk−n)∥∥∥
1
≤max
b,b′
∥∥∥P¯ νθ (Sj = · | S−m = b,Xk−m)− P¯ νθ (Sj = · | S−m = b′,Xk−n)∥∥∥
1
=max
b,b′
∥∥∥P¯ νθ (Sj = · | S−m = b,Xk−m)− P¯ νθ (Sj = · | S−m = b′,Xk−m)∥∥∥
1
,
where the last line follows from the fact that, given S−m, it is the same to
condition on Xk−m and on Xk−n. The results thus follows from following the
same steps as those in the proof of Theorem 2.
SM.5 Additional Simulation Results
Table SM-1 contains Monte Carlo quantities identical to those included in Ta-
bles 1 and 2 in Section 6 but relating to the partial ML estimator of ϑ when
ρ = 0. Comparing the results with those obtained for ρ = 0.8, it is immediately
obvious that there is considerable improvement in the properties of the partial
ML estimator and related t-type tests. Results for joint ML estimates when
ρ = 0 are very similar to those reported in Section 6 for ρ = 0.8.
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Table SM-1: Partial ML Estimators and Related t-Type Tests (ρ = 0)
T µ0 µ1 α1 β1 α0 β0 σ0 σ1 φ
Bias
200 -0.008 0.053 0.021 0.287 0.085 0.237 -0.034 -0.022 -0.009
800 -0.002 0.013 -0.005 0.050 0.013 0.066 -0.008 -0.006 -0.002
1600 -0.001 0.008 0.003 0.009 0.008 0.032 -0.003 -0.003 -0.001
3200 0.002 0.002 -0.002 0.016 0.005 0.018 -0.003 -0.002 0.000
Ratio of sampling standard deviation to estimated standard error
200 1.269 1.183 1.336 1.471 1.333 1.361 1.170 1.072 1.165
800 1.051 1.054 1.043 1.070 1.038 1.025 1.037 1.039 1.029
1600 1.041 1.013 0.993 1.014 1.046 1.006 1.059 0.986 1.029
3200 0.995 1.002 1.002 1.015 1.035 1.025 0.986 1.017 0.998
Test size
200 0.090 0.112 0.062 0.089 0.085 0.027 0.146 0.119 0.112
800 0.048 0.088 0.084 0.050 0.067 0.053 0.079 0.088 0.082
1600 0.063 0.060 0.049 0.051 0.066 0.050 0.081 0.067 0.068
3200 0.040 0.056 0.058 0.041 0.060 0.058 0.066 0.075 0.053
Test power
200 0.966 1.000 0.901 0.184 0.779 0.135 0.999 1.000 1.000
800 1.000 1.000 1.000 0.588 0.999 0.538 1.000 1.000 1.000
1600 1.000 1.000 1.000 0.887 1.000 0.854 1.000 1.000 1.000
3200 1.000 1.000 1.000 0.992 1.000 0.984 1.000 1.000 1.000
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