In this paper, we construct four numerical methods to solve the Burgers-Huxley equation with specified initial and boundary conditions. The four methods are two novel versions of nonstandard finite difference schemes (NSFD1 and NSFD2), explicit exponential finite difference method (EEFDM) and fully implicit exponential finite difference method (FIEFDM). These two classes of numerical methods are popular in the mathematical biology community and it is the first time that such a comparison is made between nonstandard and exponential finite difference schemes. Moreover, the use of both nonstandard and exponential finite difference schemes are very new for the Burgers-Huxley equations. We considered eleven different combination for the parameters controlling diffusion, advection and reaction, which give rise to four different regimes. We obtained stability region or condition for positivity. The performances of the four methods are analysed by computing absolute errors, relative errors, L 1 and L ∞ errors and CPU time.
Introduction
Numerical and mathematical analysis are of significant importance for the solution and understanding of problems in science and engineering. Such problems are usually expressed using differential equations. Many numerical and mathematical methods use geometrical and analytical properties of mathematical and/or numerical problems.
Non-linearities exist in almost every branch of science and engineering ranging from biological systems, organic and inorganic chemistry, population dynamics, astrophysics, robotics, biomolecular engineering and zoology [1] . Non-linear partial differential equations (NLPDE) are the resulting equations for many physical phenomena, which in turn has motivated many researchers to study these alluring non-linear problems. Since mathematicians regard existence as one of the prime attributes of studies [2] , the existence, uniqueness, symmetry and integrability have been studied for many evolution parabolic equations (see [3] [4] [5] ). Unfortunately, exact solution rarely exists for many of these non-linear problems. However, there are some non-linear partial differential equations that become integrable after some symbolic transformation. In this case, the analytical solution becomes obtainable. In this regard, many powerful techniques have been introduced, amongst them are Lie group method [6] , Jacobi elliptic functions method [7] , function expansion method [8, 9] , homogeneous balance method [10] , solitary wave ansatz method [11] , and Hirota bilinear method [12] , to mention a few. The Burgers-Huxley (BH) equation, which can be seen as an archetypal equation for describing nature of some of these alluring non-linear problems has made these methods quite popular for the Burgers-type equations.
The paper is organised as follows. In Section 2, we have a short overview of the Burgers-Huxley equation. Section 3 describes the numerical experiment. In Sections 4 and 5, we construct two versions of non-standard finite difference schemes and two versions of exponential finite difference schemes and study some of their properties. The results are presented in Section 6. Section 7, which is the concluding part, highlights the salient features of this paper and possible future extension of the present study. MATLAB R2015a and Fortran computing platforms were used for simulations. A very short version of this paper has been accepted for publication as [49] .
The Burgers-Huxley Equation
In recent time, partial differential equations containing nonlinear diffusion such as Equation (1) played an important role in non-linear physics, physiology and nerve propagation. The generalised Burgers-Huxley equation describes a wide class of physical non-linear phenomena in biology. It is well-known that the generalised Burgers-Huxley equation has a traveling wave solution with properties like boundedness, monotonicity and positivity (see [24, 50, 51] 
In population dynamics, u(x, t) represent the population density, γ is the species carrying capacity, α stands for the speed of advection and β is a parameter which describe nonlinear source. When certain condition is imposed on the parameter, the generalised Burgers-Huxley equation is reduced to many parabolic evolution equations of physical insight. When δ = 1 and β = 0, Equation (1) is reduced to the Burgers equation, which can be used to study sound waves in viscous medium [52] . The FitzHugh-Nagumo equation is obtained when δ = 1 and α = 0; this equation has enormous applications in neurophysiology, logistic population growth and auto catalytic reaction [29] . When δ = 1, α = 0 and γ = −1, we have the Newell-Whitehead-Segel equation [53] . For α = 0 and β = 0, Equation (1) is reduced to the well-known heat conduction equation. When α = 0, the Huxley equation, which describes nerve pulse propagation, liquid crystal wall motion and nerve fiber, is obtained. We note that, for δ = 1, Equation (1) gives the Burgers-Huxley equation.
Numerical Experiment
We solve the Burgers-Huxley equation
subject to the following initial and boundary conditions [54] :
where 10] . The exact solution is given by [54] u(
where
We note that the initial condition u(x, 0) is non-negative i.e u(x, 0) ≥ 0. In this work, we consider 11 different cases:
We chose the first eight cases to consider four different regimes, i.e when α = β, β > α, β >> α (singularly perturbed) and α > β and with two different values of γ, namely γ = 0.001 and γ = 0.5. We also considered Case 9 so that we can compare our results with other methods in [13, 14] . The case β >> α is a very challenging one. In [32] , the partial differential equation
was solved using β = 10 4 and the initial condition consisted of exponential function. This is quite a challenging numerical experiment. Cases 10 and 11 were chosen to check the effectiveness of the fully implicit exponential finite difference method at other values of k. We obtained numerical solutions for the numerical experiment using non-standard finite difference, and explicit and fully implicit exponential finite difference methods. The solution domains are discretised into cells as (x j , t n ) where x j = jh, (j = 1, 2, ..., N) and t n = nk, (n = 1, 2, ...), h = ∆x = 1−0 N−1 is the spatial mesh size and we choose h = 0.1 for all computations in this paper. The temporal step size is k = ∆t and obtained by applying positivity condition or from stability analysis. U n j represents numerical solution while u(x, t) denotes the exact solution at point x j , t n .
Nonstandard Finite Difference Scheme
The pioneering work on non-standard finite difference scheme can be traced back to the works of Ronald Mickens [26, [55] [56] [57] . The NSFD scheme is designed to resolve the issue of numerical instabilities and/or chaotic behaviour problems, which mostly plague many numerical methods. The concepts generally work on the principle of dynamical consistency which vary from one system to another. There are some major rules to be followed in the construction of such methods . They are listed below.
1.
Non-local representation of linear and non-linear terms on the computational grid; E.g.
2.
Use of numerator and denominator functions ψ(h) and φ(k) , respectively with the property lim h→0 ψ(h) = h, and lim
The difference equation should have the same order as the original differential equation.
In general, when the order of the difference equation is larger than the order of the differential equation, spurious solutions will appear [58] .
4.
The discrete approximation should preserve some important properties of the corresponding differential equation. Properties such as boundedness and positivity should be preserved.
The scheme constructed by Zibaei et al. [37] for Equation (2) is given by
A 1 is described in Equation (5) and
We propose two versions of NSFD scheme as NSFD1 and NSFD2.
NSFD1 Scheme
Following the rules above, we construct NSFD1 scheme for Equation (2) as
The denominator functions are defined as
We have approximated the linear and non-linear terms as follows:
Equation (8) above is an explicit scheme. By making U n+1 j the subject and noting that
We then proceed to check positivity and boundedness of the scheme given by Equation (10) .
for all considered values of n and j.
Proof. For positivity, we require 1 − 2R ≥ 0. Substituting the appropriate form for R, we obtain
which gives
On substituting h = 0.1 and evaluating for some different values of β, we obtain
For boundedness of NSFD1, we assume 0 ≤ U n j ≤ γ for all considered values of n and j. Therefore,
Using Equation (13), we have U n+1 j ≤ γ. Thus, the NSFD1 scheme is bounded, provided the values from the initial conditions are non-negative and bounded.
NSFD2 Scheme
Using other non-local representations for the linear and non-linear terms as
we propose the following scheme to discretise Equation (2):
By making U n+1 j the subject of the equation, we obtain
We then proceed to check positivity and boundedness of NSFD2 scheme.
Theorem 2 (Dynamical Consistency). If 1 − 2R ≥ 0, the numerical solution from NSFD2 satisfies
for all relevant values of n and j.
Proof. For positivity, we require 1 − 2R ≥ 0. We have the same condition as for NSFD1 scheme. For boundedness, we note that 0 ≤ U n j ≤ γ, for all values of n and j. We have
Hence, U n+1 j ≤ γ. Hence, we conclude that NSFD2 scheme is bounded. The positivity conditions guarantee non-negativity of the solution.
Exponential Finite Difference Methods
In the construction of exponential finite difference schemes, we use the following difference operators:
for each j ∈ {1, 2, ..., N} and n ∈ {1, 2, ...} . In addition, we introduce the new discrete operator
Explicit Exponential Finite Difference Method (EEFDM)
An explicit exponential finite difference method was proposed for the generalised Burgers-Huxley equation and numerical solutions for δ = 1 were presented byİnan in [46] . When Equation (2) is rearranged, the following equation is obtained
Dividing by u, we obtain
and using finite difference approximations for derivatives, we obtain
Finally, using Equations (18), (19) and (22), a single expression for EEFDM scheme is
To obtain the stability of EEFDM, we consider the corresponding standard finite difference scheme given by (27) which can be rewritten in the form
We follow the idea of Taha and Ablowitz [59] by using the freezing coefficients method and Von Neumann stability analysis. We obtain the amplification factor as:
Since 0 ≤ U ≤ γ, it follows that U max = γ. On simplification, we obtain
Stability is guaranteed when 0 Table 1 shows as follow: Table 1 . Range of values of k for stability of EEFDM with h = 0.1.
Cases Parameter Values Condition for Stability
We fix h = 0.1 and we obtain the 3D plots of |ξ| vs. k vs. ω ∈ [−π, π]. As shown in Figures 1-9 . 
Fully Implicit Exponential Finite Difference Method (FIEFDM)
We rearrange Equation (2) to obtain ∂u ∂t
Dividing by u gives
and using finite difference approximations for derivatives, we obtain following equation.
Finally, using Equations (20)- (33) gives
which is valid for values of j lying in the interval 1 ≤ j ≤ N − 1. Equation (34) is a system of nonlinear difference equations. Let us consider these nonlinear systems of equations in the form
T . Newton's method applied to Equation (35) results in the following iteration:
For m = 0, 1, 2, .. until convergence do:
where J(V (m) ) is the Jacobian matrix which is evaluated analytically. The solution at the previous time-step is taken as the initial estimate. The Newton's iteration at each time-step is stopped when
We choose 10 −5 as tolerance. It is not easy to choose a tolerance less than 10 −5 due to excessive computational time.
Numerical Results
We performed the numerical experiment described in Section 3 to check the effectiveness of the two NSFD schemes and two exponential schemes. The accuracy of the proposed methods was measured using the absolute error, relative error, L 1 and L ∞ errors.
and
All simulations were performed with h = 0.1; the value of k = 0.005 was carefully chosen to preserve the positivity and boundedness condition and/or the stability condition for the two NSFD schemes and two exponential finite difference methods. Comparison of the numerical solutions, exact solution, absolute error, relative error, L 1 and L ∞ errors, CPU time for various values of α, β and γ are made in Tables 2-38 and in Figures 10-29 . We also present results using implicit exponential finite difference scheme using α = 0.5, β = 0.5, γ = 0.001 and α = 0.5, β = 10.0, γ = 0.5 using temporal step size k = 0.1 and spatial step size h = 0.1.
In Case 1, parameters are chosen as α = β = 0.5 and γ = 0.001. Tables 2-5 0.9 9.510585 × 10 −9 9.510580 × 10 −9 9.049488 × 10 −9 9.048757 × 10 −9 10 0.1 9.510514 × 10 −9 9.510509 × 10 −9 9.049214 × 10 −9 9.048760 × 10 −9 0.5 2.641900 × 10 −8 2.641898 × 10 −8 2.513754 × 10 −8 2.513624 × 10 −8 0.9 9.511164 × 10 −9 9.511159 × 10 −9 9.049817 × 10 −9 9.049302 × 10 −9 Case 2: α = 0.5, β = 2.0 (β > α) and γ = 0.001 Table 6 . A comparison between the exact and the numerical solutions at some values of x. Case 5: α = β = 0.5 and γ = 0.5 Case 6: α = 0.5, β = 2.0 (β > α) and γ = 0.5. Case 8: α = 2.0 (α > β), β = 0.5 and γ = 0.5 Case 9: α = 1.0 (α = β), β = 1.0 and γ = 0.001 Table 34 . Absolute errors from four constructed schemes with the results of [13, 14] In cases 10 and 11, we test the effectiveness of the fully implicit exponential finite difference scheme (FIEFDM) by taking a less refined time step k = 0.1 for computations. Case 11: α = 0.5, β = 10.0 (β >> α), γ = 0.5 and k = 0.1 
Conclusions
In this paper, we have obtained numerical solutions to the Burgers-Huxley equation with specified initial and boundary conditions using two novel non-standard finite difference and two exponential finite difference schemes. These types of schemes are very recent for such partial differential equations. The positivity condition of the two NSFD schemes are dependent on k, β and h. We considered eleven test cases ,which made use of two values of γ = 0.001 and 0.5. The last two test cases are for FIEFDM only, where we used a larger time step size.
For γ = 0.001, we observe that, for the three different regimes (α = β, α < β, α > β, ), all the four schemes are very efficient. The relative error is of order 10 −5 . The CPU time for the FIEFDM is slightly larger than the other three explicit schemes. For γ = 0.5, we observe that, for all the three different regimes, the four schemes perform quite well and the relative error is of order 10 −2 , 10 −3 and 10 −4 . We also compared our four methods with adomian decomposition and variational iteration method for the case α = β = 1.0, γ = 0.001 and our methods slightly performed better.
In reference to Figures 14 and 15 , we can observe that EEFDM amd FIEFDM are much better than NSFD1 and NSFD2 for the case α = 0.5, β = 10.0, γ = 0.001 at time t = 1.0.
If we refer to Figures 22 and 23 , we can observe that EEFDM and FIEFDM are much better than NSFD1, NSFD2 for the case α = 0.5, β = 10.0, γ = 0.5 at time t = 1.0.
There is not much difference in performance of FIEFDM at k = 0.1 as compared to k = 0.005, hence a larger time step size can be used.
We would like to extend this study to solve generalised Burgers-Huxley equation using a more challenging numerical experiment, possibly one which consists of a shock-like profile.
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