Abstract: This paper discusses a novel approach for testing for additivity in nonparametric regression. We represent the model using a linear mixed model framework and equivalently rewrite the original testing problem as testing for a subset of zero variance components. We propose two testing procedures: the restricted likelihood ratio test and the generalized F test. We develop the finite sample null distribution of the restricted likelihood ratio testing and generalized F test using the spectral decomposition of the restricted likelihood ratio and the residual sum of squares respectively. The null distribution is non-standard and we provide a fast algorithm to simulate from the null distribution of the tests. We show, through numerical investigation, that the proposed testing procedures outperform the available methods. And we apply the proposed method to a diabetes dataset.
INTRODUCTION
Two major types of associational models are frequently used in the nonparametric literature: the additive model, which assumes that the contribution of each predictor is additive (see, e.g., Hastie & Tibshirani, 1990; Wood, 2006a; Alimadad & Salibian-Barrera, 2011) , and the nonparametric model, which allows the predictors to interact with one another (see, e.g., Wahba, 1990; Ruppert et al., 2003) . Though the nonparametric model is undoubtedly more flexible, its estimation suffers from slow order of convergence due to "the curse of dimensionality" (Stone, 1985) . Moreover, the additive model is more parsimonious, implies no interaction among the predictors in how they affect the response, and thus facilitates clearer interpretation. However, the conclusion from an additive fit may be misleading if the additive assumption is violated. Therefore, testing for additivity is very important and has attracted much interest in the nonparametric statistic community. Barry (1993) proposed a likelihood ratio test for additivity based on some transformation of the responses. Eubank et al. (1995) modeled the regression function using the tensor product of univariate Fourier basis functions and tested whether the coefficients for interaction effects are zero. Dette & Derbort (2001) and Derbort et al. (2002) constructed several tests based on estimators of the L 2 -distance of the regression function and its best additive approximation. Abramovich et al. (2009) derived a test for additivity using multivariate wavelet series that achieved the optimal minimax rate. Nevertheless, a common limitation of these approaches is the requirement that the data is observed on a rectangular grid, which is essentially equivalent to fixed predictors. This is quite a strict limitation: for example in the data application considered in Section 5 none of these methods are applicable.
To accommodate random predictors, Dette & Von Lieres Und Wilkau (2001) and Neumeyer & Van Keilegom (2010) derived test statistics by comparing the estimated regression functions or the residuals between an additive fit and a nonadditive fit. However, both methods are based on kernel smoothing and thus perform poorly beyond two-dimensional predictors. Moreover, their procedures rely on bootstrap to approximate the critical values in small to moderate sample sizes, which incurs a heavy computational burden. Another possible approach is to fit a smoothing spline analysis of variance model (Gu, 2002) or a penalized spline model (Wood, 2006b ) and then test for the significance of the smooth component corresponding to the interaction effects using a Wald-type test (Wood, 2013) .
Nevertheless, this approach tends to inflate type I error rate when the sample size is not large enough, as we show through numerical investigation.
In this article we propose a new approach for testing for additivity by representing the nonparametric regression model as a linear mixed model (Claeskens, 2004; Wood, 2011) . This novel perspective allows us to equivalently formulate the null hypothesis as a subset of zero variance components in linear mixed effect
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The Canadian Journal of Statistics / La revue canadienne de statistique model. Due to the increased difficulty of the problem, there is limited research on testing for a subset of zero variance components in this framework (McLean et al., 2015) . We develop two testing procedures for this problem -restricted likelihood ratio test and generalized F test -and derive their null distributions.
The null distribution of each test is non-standard and we provide a fast algorithm to simulate from it in finite samples. Our approach makes no assumption on the distribution of the predictors, provides good control of type I error rate in small to moderate sample sizes, has stable power in detecting different kinds of deviations from additivity, and outperforms the available methods for both fixed and random designs.
We briefly review the existing approaches for variance components testing.
Testing for zero variance components in linear mixed models is non-standard, because the parameter value is on the boundary of the parameter space, under the null hypothesis, and thus classical likelihood theory is not directly applicable. Self & Liang (1987) and Stram & Lee (1994) discussed the asymptotic null distribution of the likelihood ratio test under the assumptions that the observations can be divided into independent blocks under both null and alternative hypotheses and that the number of independent blocks diverges. When the number of independent blocks is fixed, Crainiceanu & Ruppert (2004) restricted likelihood ratio test is preferable. For testing one variance component in linear mixed models with multiple variance components, Greven et al. (2008) proposed an approximation to the null distribution of the restricted likelihood ratio test using pseudo-likelihood heuristics, and Wang & Chen (2012) proposed a generalized F test and developed its null distribution in finite samples. Although testing for a subset of variance components has been of great interest, limited research has been done in this direction. To the authors' best knowledge there are only two main approaches for this problem. Qu et al. (2013) recently considered a score-based test and provided a moment-based approximation to the null distribution of their test; their theoretical investigation of the null distribution is rather limited. A second approach is to test this hypothesis under the working assumption that all variance components to be tested are equal. The latter testing problem is then reduced to testing for one variance component, in the presence of more variance components, which can be carried, for example, by using the approximate restricted likelihood ratio test (Greven et al., 2008) . Nevertheless, our numerical study shows that both testing procedures may exhibit a dramatic loss of power compared to the proposed testing procedures.
MIXED MODEL FORMULATION OF TESTING FOR ADDITIVITY

Framework
We describe now the problem of testing for additivity in nonparametric regression models with scalar response and vector predictor. Suppose the data con-
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, and Y i is a scalar response. The usual notation for predictor such as X or Z is not used here to avoid confusion with design matrices in the mixed model representation to be introduced later. We assume the nonparamet- 
for all i = 1, . . . , n, where f 1 (·), . . . , f d (·) are some unknown smooth univariate functions. Remark that the functions f j (·)'s are identifiable only up to a constant; as for example {f 1 (u 1 ) + c} + {f 2 (u 2 ) − c} = f 1 (u 1 ) + f 2 (u 2 ). In general if this represents a concern, there are ways to bypass this problem such as ensuring that the response has zero-mean and imposing additional constraints on the unknown functions as Wood, 2006a) .
In our situation, however, the identifiability of each summand is not a concern;
instead we need solely that f j (·)'s exists and the sum
-which clearly it is. Hereafter we use i to index the observations and will use j to index the components of the predictor. Our testing procedure begins with decomposing the unknown function f (u)
T and a non-additive term f non (u), the former capturing the additive effects and the latter capturing the non-additive effects. Then we further decompose f non (u) into two parts: a linear combination of pairwise products of
non (u), and a general function in a reproducing kernel Hilbert space,
non (u). The motivation of this decomposition will be discussed is Section 2.3.
Thus our methodology is based on representing the functional space for f as Under the null hypothesis, f (·) is an element of A.
We rewrite the nonparametric regression model using matrix notation as Y =
tors. To ensure the separation of f add (·) and f non (·), we assume that the vector F add ∈ V add and the vector F non is orthogonal to V add for some linear space V add ⊂ R n to be defined later. This type of orthogonality assumption is fairly common in the nonparametric literature (see, e.g., Wood, 2006a Wood, , 2008 by a linear combination of cubic B-spline basis functions, which is simple yet flexible and has nice theoretical properties (De Boor, 1978) . The cubic B-spline basis functions are fully specified by a sequence of knots; see De Boor (1978) or Hastie et al. (2009) large to capture the characteristics of f add,1 (·), . . . , f add,d (·); penalty terms will be employed to prevent overfitting. For exposition simplicity we assume the same number of B-spline functions, K 1 = · · · = K d = K, while the knots placement can be different for each f add,j (·). We suppress the dependence of K on the sample size n in the notation.
In general, for finite truncation K, the discrepancy between an arbitrary function g and its (K-dimensional) cubic B-spline approximationg is usually very small. Theoretically, when the knots are equally-spaced, it is guaranteed that
, where c is a universal constant and g (4) is the fourth derivative of g (Hall & Meyer, 1976 , Theorem 2).
Hence the difference is of order at most n −1 provided that K = O(n 1/4 ).
To rigurously study the impact of the B-spline approximation error on the performance of any testing procedure one has to investigate how the approximation error propagates into the null distribution of the corresponding test statistic;
this is a hard problem and beyond the scope of this paper. We examine the effects of approximation error empirically using simulation studies and the results are discussed in the Supplementary Material, section S5. Intuitively, the number of B-spline functions K j should increase with the sample size n to avoid poor finite-dimensional approximations that result in inflated the type I error rate.
Due to additivity, the unknown function f add (u) can be approximated by 
non , where
non is a linear combination of the pairwise products of predictors, and F (2) non is modeled using the reproducing kernel Hilbert space technique. As before, instead of defining the orthogonality in function space we employ its empirical counterpart.
We first discuss the model for F
(1)
vector consisting of all the pairwise products 1)/2. LetŨ be an n ×d matrix whose ith row isŨ T i . We project the column vectors ofŨ onto the orthogonal complement of V add to eliminate the additive components inside pairwise products. Therefore, the model is F
where
is the projection onto the orthogonal complement of the space spanned by the column vectors ofB, and η is ad-dimensional unknown parameter.
Next let F (2)
non capture all other sorts of non-additivity in a nonparametric way. Thus we posit the model F
Here h(·) is a function in the reproducing kernel Hilbert space H generated by some positive definite kernel R(·, ·) and
In order that the test is consistent, the reproducing kernel Hilbert space H should be able to capture all kinds of interaction effects. We choose a kernel R(·, ·) such that H is not in the space of sums of d univariate smooth functions, A. As an annonymous reviewer points out, if H ⊂ A then our testing of f ∈ A reduces to testing for interactions only. Therefore we chose a kernel such that the induced reproducing kernel Hilbert space has strong approximation power. A popular choice of R(·, ·) with this requirement, which is used throughout this article, is the Gaussian kernel 
non describes the effects left over by the additive terms and the pairwise product terms.
By combining F
(1) non and F (2) non , we obtain the following model
(1) non = 0 and
(2) non = 0, since P 2 P 1Ũ = 0, P 1B = 0 and P 2B = 0. Hence the orthogonality constraints are automatically satisfied.
It may be tempting to drop the parametric terms and consider a simpler model
However, this simpler approach does not perform well in terms of power. Intuitively, pairwise product terms U ij U il provide the most common forms of non-additive effects. Thus incorporating them into the model increases the power of the proposed testing procedures for most of the time. By including the pairwise products we are able to detect local alternatives at the parametric rate of n −1/2 if the non-additive component f non (U i ) is correlated with U ij U il for some j < l. For further justification see Supplementary Material, Section S4. In contrast, using the purely nonparametric model without pairwise products we can only detect local alternatives at a much slower rate. Additionally, this decomposition allows greater flexibility in capturing the non-additive effects, as
non and F
non can have different tuning parameters.
Penalized least squares
With previously defined F add and F non , the nonparametric regression model be-
unknown quantities to be estimated. As a common practice, the usual secondorder derivative based penalty for δ j and the H-norm based penalty for h are incorporated into the fitting criterion. Additionally, we consider a ridge penalty for η such that its components can be shrunk to zero in the absence of pairwise product effects. We estimate δ 1 , . . . , δ d , η and h(·) by minimizing the following penalized criterion:
whereS j is a K × K positive semidefinite symmetric matrix whose (k, l)th element is
′′ jl (r)dr, · is the Euclidean norm on R n , · H is the norm on H, and λ 1 , . . . , λ d , µ 1 , µ 2 are smoothing parameters. Our methodology requires that, the choice of K is such that n ≥ Kd andB 1 , . . . ,B d are of full column rank.
By the representer theorem (Kimeldorf & Wahba, 1971) , the minimizer of
recall that R(·, ·) is the reproducing kernel. Consequently, the penalized
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whereR is a n × n positive definite symmetric matrix whose (i, j)th element is R(U i , U j ), and θ = (θ 1 , . . . , θ n ) T .
To facilitate our derivation, we further assume
This assumption is reasonable provided that f add (u) has similar smoothness in each direction u j , j = 1, . . . , d. In general, estimation of additive models typically assumes different smoothing parameters for the predictors to achieve finer control of the trade-off between goodness of fit and smoothness of the estimate. Nevertheless, employing a working assumption of equal smoothing parameters has been used previously in the non-parametric literature in the context of selecting nonzero additive components (see, e.g., Lin & Zhang, 2006; Meier et al., 2009 ). We investigate the impact of this assumption in the simulation study in Section 4.2, where functions with varying degrees of smoothness for different predictors are considered, and the proposed tests are shown to maintain the correct type I error rate and have satisfactory power. Under the assump-
we can further simplify the penalized least squares criterion as:
We shall reparameterizeBδ to separate unpenalized coefficients from penalized ones. By Marsden's identity (De Boor, 1978) , the constant function g 0 (r) = 1 and the linear function g 1 (r) = r can be written as linear combinations of cubic B-spline basis functions. Consequently, for eachB j , there exists K × 1 matrices C 1j and C 2j such thatB j C 1j = 1 n andB j C 2j = U (j) , where
. . , C 1d } and C 2 = diag{C 21 , . . . , C 2d }.
Then we haveBC
One choice of such C 3 is provided by extracting the rightmost (K − 2)d columns of the Q matrix in the QR factorization (Golub & Van Loan, 1996) ofB
implies that the first 2d components ofδ are left unpenalized while the others are penalized by the second-order derivative based penalty δ TS δ. Moreover, only one ofδ 1 , . . . ,δ d should be kept as they are all associated with the intercept under this reparameterization; this type of reparameterization follows similar logic to Wood (2006a) .
T , whereδ j is the jth component ofδ. Then the penalty matrix S 1 is non-singular since γ 1 describes nonlinear effects. Let Z 2 = P 1Ũ , Z 3 = P 2 , γ 2 = η and γ 3 =Rθ. The penalized least squares criterion now becomes
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For any fixed value of the smoothing parameters λ, µ 1 , µ 2 , minimizing (3) leads to a penalized least squares estimator of (β
Mixed model representation
The optimal value of the smoothing parameters can be determined by crossvalidation or by restricted maximum likelihood estimation by treating these parameters as variance components in a corresponding mixed model (Claeskens, 2004; Wood, 2011) . Specifically, if γ 1 , γ 2 , γ 3 are treated as independently and normally distributed random vectors, then the minimizer of the penalized least squares criterion (3) can be obtained through the best linear unbiased predictor in the model Y = Xβ + Z 1 γ 1 + Z 2 γ 2 + Z 3 γ 3 + ǫ, where
here Model (4) reveals that the effect of predictor can be divided into two parts:
additive effect modeled by Xβ + Z 1 γ 1 and non-additive effect modeled by Z 2 γ 2 + Z 3 γ 3 . Thus, testing the null hypothesis of additivity (1) is equivalent to testing whether the variances of γ 2 and γ 3 are zero in the linear mixed effects model (4). Formally, the latter null hypothesis can be written as
We propose two testing procedures for testing for two variance components, in linear mixed effects with more variance components: the restricted likelihood ratio test and a generalized version of the F test. In the next section we discuss these testing procedures for testing a subset of variance components in a linear mixed model and develop the distribution of the tests in finite samples.
It may be tempting to treat γ 1 , γ 2 , γ 3 as fixed effects and apply the usual F test to the hypothesis γ 2 = 0 q 2 , γ 3 = 0 q 3 instead of (5). However, this approach is problematic because the rank of the matrix (X|Z 1 |Z 2 |Z 3 ) is equal to the sample size, n, and thus there are no degrees of freedom left for the residual sum of squares. Moreover, even if the F test were applicable by say reducing the dimensions of γ 1 , γ 2 , γ 3 , the nonparametric nature of the problem would still require a relatively large number of basis functions, causing the F test to have poor power.
3. RESTRICTED LIKELIHOOD RATIO TEST AND GENERALIZED F TEST
Test statistics
We shall adopt a slightly more general formulation which includes the model (4) and the hypothesis testing problem (5) as a special case. Consider a linear mixed
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where Y is an n-dimensional vector of responses, X is an n × p fixed effects design matrix, β is a p-dimensional parameter of fixed effects, Z k is an n × q k random effects design matrix, γ k is a q k -dimensional vector of random effects associated with Z k , and ǫ is an n-dimensional vector of random errors. Here the letter γ k , as opposed to the common b k , is used to denote random effects to be consistent with the earlier introduced quantities. As it is typical in mixed effect models, γ k is assumed normally distributed with zero mean and covariance matrix σ 2 k Σ k , ǫ is normally distributed with zero mean and covariance matrix σ 2 ǫ I n , and furthermore γ 1 , . . . , γ m and ǫ are mutually independent. Here I n denotes the n × n identity matrix. We assume that the covariances Σ k 's are known, but σ following hypothesis testing problem:
If m = 3 and m 0 = 1 then (6) and (7) reduce to (4) and (5), respectively.
For presentation simplicity, we reparameterize model (6) in terms of β, σ 
is unknown, we plug in the restricted maximum likelihood estimate σ
ǫ (τ )) the profile restricted loglikelihood function. The closed form of ℓ P R (τ ), up to a constant not depending on τ , is
The residual sum of squares is denoted by RSS(τ 
Letτ be the maximizer of ℓ P R under H 0 ∪ H 1 andτ be the maximizer of ℓ P R under H 0 , namely,τ = (τ 1 , . . . ,τ m ) T = arg max τ 1 ≥0, ..., τm≥0 ℓ P R (τ 1 , . . . , τ m ) andτ = (τ 1 , . . . ,τ m 0 , 0, . . . , 0) T =
The Canadian Journal of Statistics / La revue canadienne de statistique arg max τ 1 ≥0, ..., τm 0 ≥0, τ m 0 +1 =···=τm=0 ℓ P R (τ 1 , . . . , τ m ). The restricted likelihood ratio testing statistic T n and the generalized F test statistic G n are defined as
Remark. Wang & Chen (2012) 
Finite sample properties
Under the null hypothesis (7), the distributions of T n and G n are non-standard.
The following theorem gives the finite sample distribution of the restricted likelihood ratio test statistic T n and the generalized F test statistic G n . The true value of τ that generates the data is denoted by τ true . 
The orthogonality assumption in Theorem 1 is automatically satisfied by the construction of X, Z 1 , Z 2 and Z 3 in model (4). The proof of Theorem 1 follows from the spectral decompositions of the restricted log-likelihood ℓ P R (τ ) and the residual sum of squares RSS(τ ); it is based on an extension of the argument in Crainiceanu & Ruppert (2004) Material.
Theorem 1 motivates the following fast algorithm to simulate from the null distribution of T n or G n . Since τ true is unknown, we plug in its restricted maximum likelihood estimate when computing φ T (τ ) and φ G (τ ). The null distribution of T n is computed as follows.
Step 1: Simulate (n − p) independently and identically distributed N(0, 1) random variables w 1 , . . . , w n−p .
Step 2: Obtainτ * , the maximizer of φ T (τ ) under H 0 .
Step 3: Obtainτ * , the maximizer of φ T (τ ) under H 0 ∪ H 1 .
Step 4:
Step 5: Repeat Steps 1 -4 until the desired number of samples is achieved.
Typically M = 5000 samples are sufficient to approximate the null distribution.
As for G n , we follow Steps 1 -5 above with
Step 4 replaced by Step 4 ′ described below:
Step 4
We use the projected quasi-Newton algorithm (Kim et al., 2010) 
in
Step 2 and
Step 3 to gain fast convergence while respecting the non-negative constraints of τ . In addition, as a good initial value may greatly reduce the number of iterations in the projected quasi-Newton algorithm, we use the minimum-norm quadratic unbiased estimator of variance components (Rao, 1971) as the initial value. Moreover, since φ T and φ G are non-convex functions in τ , we also employ the random start strategy. In addition to the minimum-norm quadratic unbiased estimator, we generate a few random vectors with positive components as initial values. Our simulation results are based on using 3m starting points, where m is the number of variance components in the full model. Based on our numerical experience, the random start strategy works quite well in approaching the global maximum of φ T and φ G .
Once the null distributions of the tests are available, the calculation of pvalue is straightforward. To save space, we illustrate the procedure using T n only.
Let t obs n denote the observed value of T n and let t n,1 , . . . , t n,M be M simulated samples drawn from the null distribution of T n . Then the p-value P (T n ≥ t Theorem 1 also provides a fast approach to power calculation and sample size determination. We illustrate the main ideas using T n , as earlier. As is standard in power calculation, the value of τ true is determined from previous studies. Having specified the value of τ true under the null hypothesis and the size of the test α, one could draw M samples t n,1 , . . . , t n,M from the distribution of T n , and then calculate the critical value as the (1 − α) sample quantile of t n,1 , . . . , t n,M , say t * 1−α,M . Next, the value of τ true that one wishes to detect under the alternative hypothesis is specified, and anotherM samplest n,1 , . . . ,t n,M are drawn from the
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Practical implementation
The 
SIMULATION STUDY
Examples in two dimension
We conducted a simulation study to assess the size of the proposed tests and The observed data for the ith subject is {U i , Y i }, where
T , k is a constant that intuitively controls the signal to noise ratio, and ǫ i are independent and identically distributed from N(0, 1). We consid- for random design. Thus for the fixed design, U i are set as
We consider several choices of f with various degrees of difficulty: some that have been commonly used in the literature of testing for additivity (see, e.g., Eubank et al., 1995; Derbort et al., 2002; Abramovich et al., 2009) , and some that are new. In particular
The model is additive under f 1 , . . . , f 5 and non-additive under f 6 , . . . , f 10 .
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The objective is to test the null hypothesis that the mean function is additive in the covariates. In order to thoroughly study the size and the power of the procedure we find necessary to introduce a concept of the strength of the additive signal and the strength of the non-additive signal, respectively. To the authors best knowledge this paper is the first to study power curves when testing for additivity. For each function, we define the strength of the additive approximation and the strength of the non-additive signal as:
L 2 , where f add (u) is the best additive approximation to the function f ,
In practice, we determine the best additive approximation to a function f (u) by fitting an additive model, using very rich B-spline function for each dimension; in the simulations we used cubic B-splines with 100 equi-spaced knots per dimension, and evaluated the integrals by Riemann sums.
The rejection probabilities when the true model is additive are given in Ta parameters involved is beyond the scope of this article. We investigated Gaussian kernels with different scaling factors; for completeness they are reported in the Supplementary Material, Section S2.
We compared the proposed restricted likelihood ratio testing and generalized F test to several alternatives. First, we considered a couple alternatives that can be employed after the non-parametric regression model is represented, using our methodology, as (4). These are: approximate restricted likelihood ratio test, which is based on the working assumption that the variance components to be tested are equal and uses the approximated null distribution as proposed in Greven et al. (2008) , and the score test (Qu et al., 2013) . Second, we investigated the T r -test proposed by Wood (2013) and implemented in the R package mgcv, which models the non-additive effects by tensor product of univariate cubic B-spline basis functions and uses a Wald-type test; see Wood (2006b) and Wood (2013) for details. Additionally, when the design is fixed we examined the V F -test of Eubank et al. (1995) , theM For the random design, Table 1 shows the type I error rates when the underlying function f is one of the following f 1 , . . . , f 5 , and how they vary with the sample size n. It illustrates that the mixed model based tests, including the restricted
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The Canadian Journal of Statistics / La revue canadienne de statistique likelihood ratio test and the generalized F test, maintain the nominal type I error rate very well in moderate sample sizes. In contrast, the T r -test gives unreliable results when n = 100 and has slightly inflated size when n = 200. The power performance is presented in Figure 1 , as the probability of rejection (y-axis) versus the strength of the non-additive signal (x-axis) when the underlying function f is one of the following {f 6 , . . . , f 10 }. The result under f 10 is similar to that of f 6
and hence omitted to save the space. Mixed model based tests using the proposed formulation are generally more powerful in detecting non-additivity compared to the T r -test. In some cases, the power of the restricted likelihood ratio testing is about twice as large as that of the T r -test (see, for example, f 8 with S non between 0.06 and 0.105). Moreover, the performances of the restricted likelihood ratio test and the generalized F test are quite stable across different deviations from additivity. For example, when the strength of non-additive signals is 0.12, both tests have power exceeding 0.8 for all the non-additive functions we considered.
On the contrary, the approximated restricted likelihood ratio test has very low power under the case described by f 6 , and the score test performs poorly under the case f 7 .
For the fixed design, all the tests have a good performance size-wise, when the sample size n = 256; for brevity these results are included in the Supplementary material. Figure 2 shows the power performance of all the tests, for various underlying functions f = f 6 , . . . , f = f 10 ; here too the result for f = f 10 is similar to that of f 6 and thus not shown. We found that there is no uniform best; nevertheless the mixed model based tests using the proposed formulation perform favorably compared to the existing methods designed specifically for testing additivity. Furthermore, the power of the proposed tests restricted likelihood ratio test and generalized F test is either the largest or close to the largest among all eight tests. Importantly, the restricted likelihood ratio test and the generalized F test show stable power in detecting non-additivity, while other tests have volatile power curves depending on the complexity of the underlying function f . Overall, our investigation showed great advantage of using the restricted likelihood ratio test and the generalized F test to detect non-additivity.
Examples in higher dimension
It is well known that high dimensional predictors can be challenging for nonparametric regression methods. To demonstrate the competence of the proposed tests, we extend the simulation study to five-dimensional random predictors. In this situation, the T r -test is no longer applicable unless the sample size is huge due to the use of tensor product basis functions.
We follow the simulation settings used in the previous subsection, except that U i1 , . . . , U i5 were generated uniformly over [0, 1] , independently and identically
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The model is additive under f 11 and f 12 , and non-additive under f 13 and f 14 .
Besides, each of the above regression functions has different degrees of smoothness along different directions, which enables us to examine the impact of the equal smoothness assumption introduced in Section 2.4. In general the type I error is not very sensitive to the number of B-spline functions used to approximate the additive components, as long as it is sufficiently large to ensure an accurate approximation; the number of basis functions should increase with the sample size n. Nevertheless, as expected, the power decreases with larger number of basis functions K; the results are more pronounced for small to moderate sample sizes. In the Supplementary Material Section S5 we study the effect of different number of B-spline functions on the empirical type I error and power performance of the tests. In the following we illustrate our methodology for K = 10 cubic B-spline functions and equally-spaced knots for the additive components, as in the previous section. Figure 3 shows the rejection probabilities when the true model is nonadditive. We see that the proposed restricted likelihood ratio test remains the best among all four mixed model based tests. The power gain can be substantial when the sample size n = 100. Nevertheless, a noticeable difference between the high dimensional examples and the two dimensional examples is that the performance of the generalized F test deteriorates. It is not clear yet why such discrepancy exists and we leave it as our future work. Based on the stable performance of the restricted likelihood ratio test in the simulations considered, we recommend the restricted likelihood ratio test for general purpose, especially when the dimension of the predictor exceeds two.
DIABETES DATA
We apply our methods to a diabetes study. Diabetes is a well known risk factor for neurological disorders including stroke (Mast et al., 1995; Chukwuma Sr & Tuomilehto, 1993) . The data set was first published by Willems et al. (1997) and is publicly available in the R package faraway. Willems et al. (1997) We focus on the 384 subjects who have complete measurements. The blood pressure is computed as the average of systolic and diastolic blood pressures.
As a common practice in nonparametric regression, we first normalize each predictor to be within the range [0, 1]. For example, for the blood pressure (BP),
Since the values of the predictor do not form a rectangular grid, the V F -test, theM FIGURE 2: Empirical power of testing additivity under fixed design with n = 256, p = 2. The nominal type I error rate is 0.05. The tests are: proposed restricted likelihood ratio test (1), proposed generalized F test (2), approximate restricted likelihood ratio test (3), score test (4), Tr-test (5), VF -test (6),M 2 2,α * -test (7) and Amin-test (8). We vary k to see how rejection probabilities change as the strength of the non-additive signal increases.
For comparison, the approximate restricted likelihood ratio test has test statistic 5.26 and p-value 0.009 and the score test has test statistic 0.19 and p-value 0.21.
These results are consistent with the conclusion in the simulation study that the approximate restricted likelihood ratio test and the score test have variable power in detecting non-additivity.
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DISCUSSIONS
The paper develops two testing procedures to test for additivity, in nonparametric regression. The main idea is to represent the model using an appropriate mixed model framework and consider the study of testing for variance components using restricted likelihood ratio-based and F -based testing procedures.
As shown in the simulation study in Section 4, the restricted likelihood ratio test maintains the size well and has the most stable power among existing competitive approaches. Other mixed model based tests can be adversely affected by the complexity of the regression function or the dimensionality of the predictor.
Further study is needed to fully explain this phenomenon.
In addition, the assumption in Theorem 1 can be relaxed considerably: the orthogonal condition can be replaced by the matrices P 0 Z k Σ k Z 
