We study theoretically a prototype hard-sphere two-Yukawa model with competing interactions, under thermodynamic conditions associated with the formation of clusters. We adopt the analytically solvable random phase approximation and show that this theory predicts reasonably well the structure of the fluid-in comparison with exact Monte Carlo results-within a unique parameterization of the direct correlation function inside the hard core of particles. In particular, the theory follows correctly the development, in the structure factor, of a local peak at low wavevectors, as peculiarly associated with the onset of aggregation. We then model the direct correlation function in the same wavevector regime by a Gaussian function, so as to systematically investigate, in a "reverse" scheme, how varying the properties of the local peak modifies the original underlying competing interaction. We show that large variations in the height of the peak are generally associated with comparatively smaller variations in the height of the microscopic repulsive barrier; moreover, the shrinking and shifting towards lower wavevectors of the peak may be interpreted in terms of the displacement of the barrier, producing a substantial enlargement of the range of both the attractive and repulsive contributions to the interaction potential. Finally, we document the way the repulsive barrier tends to vanish as the two-Yukawa fluid approaches a "simple fluid" behavior, heralding the onset of a liquid-vapor phase separation. Published by AIP Publishing. https://doi
I. INTRODUCTION
Numerous experimental studies have shown that diverse microscopic structures may exist in colloidal dispersions and in aqueous solutions of globular proteins, [1] [2] [3] [4] [5] [6] in which the effective interaction among macromolecules can be modeled as a short-range attraction (SA), immediately beyond the collisional diameter, followed by a broader repulsion at intermediate/large distances (see, e.g., Refs. 7-10 and the recent review Ref. 11) . The short-range attraction (SA) arises from van der Waals forces or chemical bonding or depletion interactions, whereas the long-range repulsion (LR) arises from solvation forces or electrostatic interactions. 12 Via the competition between SA (that favors the growth of aggregates) and LR (that frustrates a full liquid-vapor phase separation), such SALR interactions give rise to a large variety of microstructural states including equilibrium cluster states and nonequilibrium gel states, which strongly depend on the temperature, the colloidal volume fraction, and the ratio of the attraction range to the colloidal particle diameter. 11 A peculiar signature of the presence of aggregates in SALR fluids is provided by the development of a characteristic subsidiary peak in the static structure factor, S(q), located at a wavelength q c between the thermodynamic limit, S(0), and the main diffraction peak, S(q m ). 1, 11 The peak a) Author to whom correspondence should be addressed: jean-marc.bomont@ univ-lorraine.fr position q c identifies the wavelength of fluctuations giving rise to an instability of the homogeneous phase. 13 This instability culminates in the divergence of fluctuations at q c along the so-called λ-line in the phase diagram; this phenomenon occurring in SALR fluids may be contrasted with the divergence of the structure factor at q = 0 observed in simple fluids at the liquid-vapor phase separation. 14 The length scale associated with q c in real space, r c = 2π/q c , spans several particle diameters, reflecting the nearest-neighbor cluster-cluster distance. Generally, q c changes with the attraction/repulsion ratio and weakly depends on the density. Thus, when the attraction becomes stronger, the fluid changes from a solution of interacting particles towards a system composed by larger and larger aggregates, whose interaction is essentially governed by the long-range repulsive Coulomb interaction, favorable to low local particle densities. Initially, the low-q peak in the structure factor was attributed tout-court to the cluster-cluster interactions, therefore witnessing directly the existence of equilibrium clusters in the fluid (see, e.g., Ref.
1). More recently, jointed experimental and theoretical studies on lysozyme [15] [16] [17] have shown that S(q c ) does not directly link with the presence of clusters as commonly defined, rather pointing to the onset of a structural rearrangement at a medium range, which is more appropriately termed intermediate-range order (IRO), in which the formation of clusters represents only a specific scenario. Monte Carlo (MC) simulations 18, 19 have thereupon demonstrated the possibility to generate four distinct microstructures signaled by the IRO peak, namely fluids of dispersed monomers, cluster-dominated fluids, random-percolated fluids and cluster-percolated structures, for very small densities. Numerical experiments play a central role in the prediction of the equilibrium structural ordering and gel formation in SALR fluids, and several different kinds of such interactions have been investigated by this method: to cite just few examples, two-Kac, [20] [21] [22] two-Yukawa (2Y), [23] [24] [25] [26] Lennard-Jones-like plus screened Coulomb interaction, 6, [27] [28] [29] [30] square-well-linear, [31] [32] [33] [34] and other piecewise-continuous models. [35] [36] [37] Besides computer simulation investigation, integral equation theories of the liquid state have set up as an effective complementary tool, especially when SALR potentials extend over large distances (see, e.g., Refs. 23, 24, 26, and 38-41) . In this context, fully analytical schemes actually provide valuable exact results. For example, current experience testifies that the closely related Mean Spherical Approximation (MSA) and Random Phase approximation (RPA) 14 predict the Lifshitz point quite accurately, as documented for the 2Y, 23 the twoKac, 20 and the square-well-linear 11 models. Also, depending on the model under study, specific thermodynamic conditions usually exist whereupon numerical iterative schemes lack solutions (see, e.g., Refs. 24 and 26), while analytical schemes in fact provide useful, albeit approximate predictions; not surprisingly, such a failure often occurs for thermodynamic conditions whereupon aggregation phenomena or phase transitions take place. As for more applicative aspects, analytical schemes are widely used to rationalize experimental structural results in terms of underlying effective microscopic interactions. For example, MSA has been used to interpret small-angle neutron scattering structure factors for cytochrome and lysozyme solutions in terms of two-and three-Yukawa interactions. 16, 42 The reason to follow this pathway consists in the opportunity to quickly get a reasonable guess of a microscopic interaction accounting for the experimental outcome. This task would step to the prohibitive, should it be attacked from the outset through iterative schemes or, even more so, through computer simulations. This point seems to be so relevant that efficient methods have been specifically developed to speed up the analytical solution of MSA for 2Y models. 43 In summary, the valuable product of all such efforts is that analytical schemes generally provide reasonable predictions (see, e.g., Refs. 36 and 44) to be possibly refined by means of more sophisticated approaches.
In connection with the topic addressed in this work, much effort has been recently devoted to identify, on the basis of purely structural indicators, the cluster formation threshold in model SALR fluids. One of such criteria 18, 19 establishes that a S(q c ) reaching ≈2.7 signals the propensity of the IRO fluid to specialize into a cluster fluid; this observation is in appealing analogy with the empirical Hansen-Verlet rule, 45 used to determine the freezing threshold of simple fluids, according to which the height of the main peak of S(q) approaches ≈2.85 at the fluid-solid transition. As for a second criterion, 46, 47 the IRO peak is fitted by a Lorentzian function, whereby an effective correlation length developing in the fluid can be extrapolated; the authors have determined that clusters form when the latter exceeds the typical length scale of repulsive interactions or, approximately, when it falls between two and three particle diameters, whereas an IRO takes place for shorter values. Very recently, we have suggested a different viewpoint, 48 based on the local order in the fluid, as exemplified by the behavior of the pair correlation function: briefly, it turns out that clusters form as an outer shell of neighbors concur to stabilize the existing aggregation seeds in the fluid. More generally, we have shown that the onset of an IRO and the subsequent formation of clusters may proceed from the parent fluid through small jump discontinuities affecting simultaneously several structural and thermodynamic properties. This is true at the least upon specific thermodynamic conditions and 2Y parameterizations. 48, 49 Having discussed the importance of a careful scrutiny of structural correlations in the wavelength regime associated with the IRO peak, we tackle this issue via an analytical treatment of a standard Hard-Sphere Two-Yukawa (HS2Y) potential, based on the Random Phase Approximation (RPA). 14 We first document the reasonable accuracy of this theoretical scheme in predicting the structural properties, as assessed against exact Monte Carlo results. Then, we use a Gaussian function to model the direct correlation functions in the q-space around the low-q peak: we show that the coupled RPA/Gaussian scheme gives a reasonable reproduction of the structure factor in the same regime and catches qualitatively the peculiar properties of the original SALR interaction. Based on this evidence, we then systematically change the properties of the low-q peak (by changing separately the height, width, and position of the fitting Gaussian), so as to investigate, in a "reverse" scheme, how such changes give rise to modifications in the original microscopic interaction.
The paper is organized as follows: in Sec. II, we introduce all properties of the HS2Y models considered in this work, as well as all details concerning the analytical RPA solution for this potential; details of MC simulations are also provided. Section III is devoted to the presentation of our results: first, we assess the accuracy of RPA predictions, and then we investigate the link between structural correlations and microscopic interactions, by means of the proposed Gaussian scheme. In Sec. IV, we summarize our main findings and envisage the future development of this research line.
II. MODEL, THEORY, AND SIMULATIONS
The prototype HS2Y model consists of a hard sphere (HS) of diameter σ followed at larger distances by the combination of two Yukawa contributions of opposite signs
where 1/ β = k B T (with T as the temperature and k B as the Boltzmann constant), and
The two parameters K a and K r (with K a , K r > 0) determine the strength of attractive and repulsive interactions, respectively, while z a and z r determine their ranges; the prescriptions K a > K r and z a > z r give rise to a short-range attraction next to the hard-core, followed by a long-range repulsion.
In this work, we have fixed z r = 0.5, z a = 1.0, and K r = 0.5, while K a ranges between 0.90 and 1.40; the shape of βu 2Y (r) of Eq. (3) beyond the hard core is shown in Fig. 1 , for few selected values of K a . As seen, the potential is relatively longranged; in particular, the ratio of the attraction range to the particle diameter,
(where r 0 is the node of the 2Y potential) varies from ζ ≈ 1.17 for K a = 0.90 up to ζ ≈ 2.06 for K a = 1.40 (see also, the inset in Fig. 1 ). The HS2Y model within our parameterization has been commonly employed in previous literature: 23, 24, 38, 39, 48, 50 in particular, the MSA predicts the occurrence of a microphase separation, 23 with reasonable accuracy in comparison to simulation results. As for thermodynamic conditions, we have carried out all calculations at fixed temperature, and in the dilute fluid regime, with a reduced density ρ * ≡ ρσ 3 = 0.1. The influence of the 2Y contribution in Eq. (3) on the structural properties of the fluid may be efficiently studied within the thermodynamic perturbation theory developed by Zwanzig. 51 This theory is founded on the division of the pair potential u(r) into two different (reference and perturbation) contributions. In our case, the natural choice is to split the full pair potential (1) into the HS contribution (2) within the hard core and the 2Y contribution (3) outside, which play, respectively, the role of reference and perturbation. If the perturbation is small, the additivity of the pair potential implies the additivity of the total, h(r), and direct, c(r), correlation functions, i.e., with the corresponding expressions for their counterparts in q-space, h(q) and c(q). With the aid of Eqs. (5) and (6), the relationships between S(q), h(q), and c(q) obtained within the Ornstein-Zernike theory of the fluid phase, 14
can be rewritten in terms of reference and perturbation as
. (10) In Eq. (10), S HS (q) is the structure factor of hard spheres, known accurately in the Wertheim-Thiele analytical form 52,53
with η = π/6 ρσ 3 as the packing fraction,
and
Within the RPA scheme, the perturbation part of c(r) is simply given by c 2Y (r) ≈ − βu 2Y (r). 14 Therefore, c 2Y (q) can be expressed in terms of the model parameters by the analytical form
with
,
As for the last term in Eq. (15), we observe that, even if the equality c(r) = − βu(r) strictly holds at large distances only, the direct correlation function of the full pair potential within the hard core is not generally equal to c HS (r), 54 and different approximations were suggested to take care of this issue. In our case, we have adopted in Eq. (15)
with µ as an adjustable parameter; we shall comment more on this choice in Sec. III.
To assess the validity of our theoretical predictions, we have carried out canonical Monte Carlo simulations on a system composed by N = 8192 particles enclosed in a cubic box with periodic boundary conditions. Such a relatively large sample permits an accurate determination of the structural properties on a spatial range extending up to ≈22σ; this is particularly apt for our 2Y parameterization, generating relatively long-range interactions. As a common protocol, for each value of K a , after an equilibration stage, we have calculated all structural and thermodynamic properties as averages over 10 6 MC cycles, with one cycle corresponding to a sequential trial displacement of all particles in the sample. As for the calculation of the structure factor, we have implemented two independent routes: in one case, S(q) is calculated as the Fourier Transform (FT) of the pair correlation function g(r), i.e., S(q) − 1 = ρ FT[g(r) − 1]; in the second case, S(q) is calculated from correlations of density fluctuations, i.e., S(q) = N −1 ρ q ρ * −q ; 14 we have verified that both methods provide practically identical results.
III. RESULTS AND DISCUSSION

A. Assessment of RPA predictions
In the rest of the paper, whenever disambiguation is needed, properties derived from simulations will be indicated by a prime. The MC structure factor, hereafter denoted as S (q), is displayed, in the position of the main diffraction peak, located around q m σ ≈ 2π. As the attraction strengthens (K a = 1.10 and 1.30), S (q c ) increases and its location slightly moves toward lower q values. After a small additional increase, K a = 1.40, S (q c ) rises up to ≈2.95-3.0 at q c σ ≈ 0.60-0.63; therefore, according to the criterion proposed in Refs. 18 and 19, in this condition, clusterization occurs. We have also carried out a microscopic cluster analysis (not shown) confirming this hypothesis. We observe that the distance r c = 2π/q c falls approximately between 6σ and 10σ as K a increases; this is an interesting result because it suggests that the cluster formation process is mainly controlled by this range of the pair potential in real space.
As for the behavior of S (q) as q → 0, we have determined S (0) by a smooth extrapolation of calculated MC points falling close to this limit. We see from Fig. 2 that an increase of K a gives rise to a moderate enhancement of density fluctuations: S (0) varies from ≈0.35 for K a = 0.90 to ≈0.65 for K a = 1.40. For comparison, in our previous simulations on the same model at higher density, ρ * = 0.6, 48 we obtained S (0) ≈ 0.05 for K a = 0.90 and S (0) ≈ 0.08 for K a = 1.40: not unexpectedly, density fluctuations strongly depend on the total density of the fluid and to a less extent on the attraction strength; a more detailed study of the dependence of structural properties on density is planned for future works.
The RPA structure factor-as explicitly obtained by inserting Eqs. (11) and (15) into Eq. (10)-is also reported in Fig. 2 (lines) . For the density under study, the RPA performs fairly well, in particular, around the low-q peak; only at the largest K a = 1.40, the theory slightly underestimates the MC datum.
We recall that theoretical predictions depend on the direct correlation function inside the core [see Eq. (17)], which is inherently required in the RPA treatment. We have ascertained that the properties of the IRO peak are only moderately affected by a variation of the parameter µ entering Eq. (17), which has been fixed equal to 0.5 in all calculations; an improvement of theoretical predictions could be achieved by letting µ slightly increase with K a . Other possibilities, as for instance fixing µ = 0 or µ = 1, were often used; for mathematical convenience, c 2Y (r < σ) was sometimes taken to correspond to the extrapolation of u 2Y (r) inside the core. 20, 39 Generally, although the RPA treatment is unable to reproduce precisely the structure factor obtained from simulations, the cluster-fluid properties remain nevertheless reasonably well described, whatever be the choice of the direct correlation function inside the core, as shown in various studies (see, e.g., Refs. 24 and 44). We recall that, within a polynomial expression for c(r < σ), whose parameters are used so to enforce the exact condition g(r < σ) = 0, the so-called Optimized RPA (ORPA) brings a neat improvement on the structural predictions in comparison with the bare RPA; as an example, such a refined theoretical scheme efficiently predicts the peculiarities of the structure factor of divalent liquid metals. 55 On the other hand, even within the realm of the ORPA, such a polynomial expression is an approximation: in general, the exact expression which fulfills the condition g(r < σ) = 0 is not a polynomial in r, and this is true, in particular, for the 2Y potential, as shown for instance by the exact solution of the MSA (which is equivalent to the ORPA if c HS (r) is assumed to vanish for r ≥ σ, as in the present case). 56 These findings are in agreement with our suggestion to divide the pair potential in the standard integral theory approach, founded on the merging process of a test particle into the system. 57 We also recall that an analytical expression for the structure factor of a multi-Yukawa potential has been derived by using the MSA in Ref. 58 , where it was shown that this scheme is asymptotically exact at high densities, and that the 2Y model fails to reproduce quantitatively the IRO peak at low densities. To overcome this deficiency, the authors suggested the introduction of a third Yukawa term bearing two new parameters, so as to modulate the height of the IRO peak. Our results show that this procedure is not strictly necessary if the free parameter µ is suitably employed with the 2Y potential.
To enrich and conclude our discussion on the properties of the structure factor in the presence of aggregation, we recall that in the case of a simple-fluid behavior, 1/S(q) can be plotted against q 2 , as prescribed in the Ornstein-Zernike approximation used to study the liquid-vapor critical point. 14 Thereby, 1/S(q) may be expanded in powers of q 2 , and at small q, it behaves like 1/S(q) ≈ Λ 2 κ 2 + q 2 , where Λ 2 is the second moment of c(q) and κ is an inverse correlation length. 59 The advantage of such a Lorentzian approximation for S(q), presumably good for simple fluids at small q, is that its Fourier inversion provides an analytical expression for the pair correlation function g(r), where the leading term at large distances is given by ρ[g(r) − 1] ≈ (1/4πΛ 2 ) exp(−κr)/r. In this scheme, 1/S(q) varies linearly with q 2 and intercepts the vertical axis at S(0) = ρk B T χ T , where χ T is the isothermal compressibility. In contrast, for systems where the formation of clusters takes place, 1/S(q) passes through a minimum at q 2 c , whose presence is therefore peculiarly associated with the development of aggregates, while condition 1/S(q c ) = 0 identifies the λ-line, i.e., the instability threshold of the cluster fluid versus some kind of modulated or disordered, arrested phase. In this case, the Ornstein-Zernike representation does not hold and it has been suggested to expand 1/S(q) up to the fourth order in q. 60 In Fig. 3 , we assess the accuracy of RPA vs MC on the basis of a comparison between direct correlation functions. Specifically, for K a = 0.90 (a) and 1.40 (b), we show the full RPA c(q)-as given by the FT of Eq. (6)-resolved into the two contributions c HS (q) and c 2Y (q), as given respectively by Eq. (11) and (15) (lines). In the figure, such functions are compared with the full MC direct correlation function, c (q)-as obtained from the structure factor via the general relationship (7)-together with the "perturbative" part, c 2Y (q)-as obtained from c (q) once the analytical c HS (q) has been subtracted, i.e., c 2Y (q) = c (q) − c HS (q) (symbols). The behavior of various c(q) reflect that of the corresponding structure factors: as seen in Fig. 3, c(q) and c 2Y (q) both display a maximum at q c , followed by a shallower one at q m , the latter to be attributed to the proximity of the first neighbors. The amplitudes at q m depend essentially on the density, whereas those at q c change significantly both with K a and density. The agreement between theory and simulation is quantitative at low K a , as expected on the basis of the good reproduction of S(q) in the same conditions, as discussed apropos Fig. 2 . At high K a = 1.40, the region of the low-q is still well described, whereas we see that MC ρc (q); black lines: RPA ρc(q). Corresponding "perturbative" contributions, MC ρc 2Y (q), and RPA ρc 2Y (q) are also shown (squares and red lines, respectively), as calculated by subtracting in both schemes the analytical contribution ρc HS (q) (blue lines, identical in both panels). the origin of small discrepancies observed in S(q) stays on a slight overestimate of RPA c(q) in the basin of the minimum located between q c and q m .
A most sensitive test of RPA performances is the reverse calculation of the perturbative part of the interaction potential starting from MC data, i.e., the determination of u 2Y (r) according to
where the Fourier inversion giving c 2Y (r) from c 2Y (q) is explicit in the second equality. We note in this instance that, at variance with βu(r), ρc(q) is a dimensionless function depending on the density. As before, we have focused on the values K a = 0.90 and 1.40: the results are shown in Fig. 4 , where we also report the original u 2Y (r) of Eq. (3). In the figure, we note the good accuracy of RPA treatment, for the relatively low density investigated here, especially in the region around the potential barrier. In the insets, one may appreciate the presence of ripples in the reverse u 2Y (r), associated with the truncation effects due to the finite q-extension over which spatial correlations are calculated. These oscillatory artifacts are more pronounced for the stronger attraction (i.e., for K a = 1.4), with wavelength λ associated with the wavevector q λ σ ≈ 2π/λ, where λ ≈ 1. To get rid of such spurious oscillations affecting the determination of βu 2Y (r), we have carried out the FT in Eq. (18) by multiplying the integrand with the Gaussian filter 1 − exp[−(q − q λ ) 2 /2q 2 w ], which leaves the low-q behavior of ρc 2Y (q) unchanged. The parameter q w controlling the width of the filter has been taken as q w σ ≈ √ 3. As a result of this Gaussian filtering, the reverse potential turns to be practically identical to the original one.
B. Gaussian modeling of direct correlations
We now turn to the key point of our study: looking at the overall form of c 2Y (q) in Fig. 3 , it seems worthwhile to model such a correlation by a Gaussian function, ρc g (q) according to
where parameters a and q g are obtained by best fitting the position and height of the low-q peak, and the standard deviation s is equal to 1/1.8 its half width at half maximum. It follows that a fit of the full MC c (q) is obtained as
The outcome of such a fitting procedure is reported in Figs. 5-7 ; numerical values of q g , a, and s for various K a are reported in Table I . In Fig. 5 , we show the direct correlation functions for two different values of K a . As expected, the lowq peak is generally well reproduced, despite the discrepancies emerging between MC data and the "wings" of the Gaussian fit for K a = 1.40. In particular, ρc g (q) is always positive, whereas ρc 2Y (q) becomes negative at intermediate wavevectors. In Fig. 6 , we show the structure factors obtained by the Gaussian modeling for several different K a . The agreement with MC data is fairly good in the intermediate range of q; it appears that our scheme can be confidently used to describe the clustered state (i.e., for high values of K a ) since in this condition the peak is high enough and reasonably symmetric around q c . In contrast, for weaker attraction strengths, the stronger asymmetry turns to be less propitious for adjustment within a Gaussian fit, which indeed becomes less reliable in these conditions. Another difference arises in the low-q domain: since ρc g (q) > ρc 2Y (q) for q < q c , the long-wavelength limit of the structure factor given by the Gaussian model 1/S(0) = 1 − ρc HS (0) − ρc g (0) is always greater than the simulation results. In turn, we can estimate how our Gaussian modeling in the qspace affects the original shape of the 2Y interaction, βu 2Y (r). This is done by inserting the ρc g (q) of Eq. (19) in the RPA prescription (18) . As seen from Fig. 7 , this procedure turns to be rather insufficient to reproduce the 2Y features at short range, where the potential well depth appears underestimated. Moreover, the top of the barrier turns to be slightly displaced towards larger distances; generally, theoretical predictions worsen at FIG. 7 . Comparison between original 2Y interactions for different K a (symbols) and predictions from the Gaussian modeling for c(q) (lines). small K a . This outcome is hardly surprising because using at once both the RPA approximation (that assumes the longrange behavior of direct correlations function to hold at all distances) and the Gaussian modeling (that is tailored against the shape of the low-q peak) is expected to give the most relevant issues exactly in the region outside the hard core, spanning few particle diameters.
Having ascertained the pros and cons of our RPA/Gaussian scheme, the convenience of this method relies upon the possibility it offers to modify methodically the properties of the IRO state, by changing the shape of the low-q peak through the systematic and independent variation of parameters a, q g , and s entering Eq. (19) . In turn, we can determine, albeit qualitatively, how such modifications reflect in the overall shape of the microscopic interaction. In the rest of this Section, we develop this program focusing on the specific case K a = 1.40.
In the first instance, we have investigated variations in the height of the low-q peak in ρc g (q), as represented by the parameter a in Eq. (19) . We recall that this property plays a peculiar role in the heuristic criterion of Refs. 18 and 19, as it approximately signals the threshold for the onset of a cluster fluid. In our case, starting from the bestfit values a = 1.16, q g = 0.62, and s = 0.48 (see Table I ), we have left unchanged both q g and s and let a vary in the range 0.96-1.36. Ensuing effects are reported in Fig. 8 for ρc g (q) [panel (a) ], the resulting structure factor [panel (b)], and the microscopic interaction βu 2Y (r) [panel (c)]. We see that moderate variations in the height of ρc g (q), ranging around ±17% the central value, give rise to drastic changes in the peak of the structure factor, which becomes more than four times larger on going from a = 0.96 to a = 1.36. In particular, the fluid starts from an IRO arrangement [for a = 0.96, we have S(q g ) ≈ 1.86], then it crosses the cluster formation threshold [for a = 1.16, S(q g ) ≈ 3] and goes deeply within the cluster region for a = 1.36, where S(q g ) > 7. In Fig. 8(c) , we observe that variations in a essentially reflect in proportional variations in the height of the potential barrier; the extension of the attractive well, identified by the node r 0 in Eq. (4), remains unchanged, whereas its depth decreases.
In the second instance, we have systematically modified the width s in Eq. (19) around the bestfit value s = 0.48, leaving a and q g fixed at 1.16 and 0.62, respectively. As in the previous case, also this parameter stands at the basis of the heuristic criterion proposed in Refs. 46 and 47, which identifies, on purely structural information, the most propitious conditions for the development of clusters out of an IRO condition. The results of varying s are reported in Fig. 9 . In contrast with that observed in Fig. 8, decreasing Table I. rise to a comparable shrink of the low-q peak both in ρc g (q) [panel (a)] and the resulting structure factor [panel (b)]. On the other hand, marked effects show up in the overall shape of 2Y interaction [panel (c)]. In particular, we observe a progressive enlargement of both the attractive well and the repulsion barrier.
The last possibility concerns the displacement of q g , i.e., the position of the peak of ρc g (q), with the results displayed in Fig. 10 . In this case, the height of ρc g (q) remains fixed [panel (a)], whereas the magnitude of the low-q peak in S(q) [panel (b)] changes, due to the different. The hard-sphere contribution c HS (q) [see Eq. (9)]. Since the parameter s plays no role to determine the position and height of the structure factor, we could optionally change q g and a simultaneously, so as to keep fixed both the width and height of S(q). On the other hand, since the effect of changing a has been already analyzed in Fig. 8 , we have chosen to follow here the same procedure adopted in the two previous cases, i.e., we let q g vary, while keeping other parameters fixed at their bestfit values a = 1.16 and s = 0.48. In Fig. 10 , we see that as q g moves to lower values, the magnitude of the potential barrier in panel (c) decreases and shifts towards large distances. It should be noted that the extracted potential tends to become purely attractive as q g tends to zero even if, still in the case of values as small as 0.02, a weak potential barrier survives, showing up at large distances. The approach to zero of the peak of S(q) signals that larger and larger aggregates develop in the system, until eventually a fully resolved liquid-vapor coexistence takes place in the fluid. This evidence at the structural level has a clear counterpart in the increasing importance of attractive forces in the microscopic interactions, with a progressive decrease of repulsive effects; our study elucidates the way in which this balance evolves, as the fluid approaches a "simple liquid" behavior. . In particular, if the repulsion is completely switched off (K r = 0), the maximum of ρc g (q) falls at q = 0, and the function decreases monotonously with a small oscillation at larger q. When K r 0 (i.e., in the presence of a competing interaction), the development of a mode at nonzero wavevector q g is expected.
We mention in this instance the predictions of a recent work on a competing model formed by a hard sphere followed by an attractive square-shoulder and a repulsive square shoulder, studied by means of the low-density approximation for the g(r). 36 There, the authors show that the range of the repulsion, rather than its amplitude, affects the position of the low-q peak. Moreover, for longer repulsion ranges, a small barrier is sufficient to promote a microphase separation while the low-q peak Table I. rises, implying the presence of a larger number of clusters in the system.
IV. CONCLUSIONS
We have studied the structural properties of a hard-sphere two-Yukawa fluid with microscopic competing interactions, known to mimic the behavior of real colloids, and able to describe a variety of locally inhomogeneous structural states at equilibrium. We have adopted for this purpose the analytical theory of the liquid state Random Phase Approximation (RPA), complemented by extensive Monte Carlo simulations. We have worked at a fixed temperature and in the dilute-fluid regime, analyzing the system for different values of the microscopic attraction strength, K a . Specifically, we have studied the properties of the structure factor S(q) in the low-q regime, where the development of a local peak signals the onset of aggregation.
We have shown that the RPA may be efficiently used to determine S(q). Results sensitively depend on the choice of the direct correlation function inside the hard core of particles. Nevertheless, a single parameterization of such a function turns to be sufficiently accurate for all values of K a . Starting from the knowledge of the simulated direct correlation function, we have then reconstructed, within the RPA scheme, the twoYukawa contribution to the full interaction potential, beside the hard-sphere interaction. In particular, we have obtained a reasonable agreement between such a reverse potential and the original interaction, in the clustered state.
Based on the good performance of RPA, we have modeled the direct correlation function around the low-q peak by a Gaussian function. Then, by systematically changing the properties of such a Gaussian fit (height, width, and position), we have studied in a reverse scheme the relationship between structural properties and underlying microscopic interaction. We have found that small variations in the height of the microscopic potential barrier (while fixing the width of the attraction well) give rise to comparatively larger variations in the height of the low-q peak in S(q), bringing the fluid well within the clustered state. The shrinking and shifting towards lower wavevectors of the peak in the structure factor may be both interpreted as consequences of the displacement of the potential barrier, producing a substantial enlargement of the range of both the attractive and repulsive contributions to the interaction potential. Finally, we have documented the way in which the repulsive barrier tends to fade away as the two-Yukawa fluid approaches a "simple fluid" behavior, heralding the development of a liquid-vapor phase separation.
Our study addresses both theoretical and more practical aspects of the investigation of fluids with competing interactions. On the theoretical side, we present (for the first time, to the best of our knowledge) a scheme to modify systematically the structural properties typically associated with the presence of aggregation, in order to deduce how such modifications originate from different shapes of the microscopic interactions. This reverse approach seems in our opinion advantageous: indeed, much effort is currently devoted to understand the aggregation properties looking at the features of correlation functions (specifically, the structure factor), rather than using the characteristics of microscopic interactions (beside the ubiquitous concept that upon appropriate conditions, competing interactions are able to induce aggregation). As for applicative aspects, we propose a scheme to rationalize, via successive approximations, an experimental datum. We suppose for instance to have available a structure factor for a given fluid, for which one wishes to determine the underlying microscopic interaction. We propose to first subtract the analytical hard-sphere contributions. This can be done, for example, by fitting the position of the main diffraction peak so as to deduce an effective core diameter. Then, the surviving contribution, involving the low-q peak, can be fit via the Gaussian scheme. Eventually, our "ignorance" on the effective interaction will be confined within progressively residual features. An advantage we have foreseen in our scheme is that it focuses exactly on the q-range which is not only relevant for aggregation, but also readily available from experiments, avoiding the known issues related to the Fourier inversion of short signals.
In conclusion, we have presented a reliable tool to better understand the cluster formation process in fluids with microscopic competing interactions. We are aware that an extensive assessment is required for a confident application to different thermodynamic conditions and two-Yukawa parameterizations. Having ascertained the bias introduced by various approximations, we plan to employ, in the next developments, more sophisticated numerical schemes, possibly coupled with a more refined description of correlation functions in the low wavevectors regime.
