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Abstract- -Hypercube and Kautz network each possess certain desirable properties. However, 
some of the attractive f atures of one network are not found in the other. A novel class of network 
topologies proposed in this paper has the generalized hypercube and the Kautz network as its two 
extremes,  The  proposed network inherits the topologicM properties of both the Kautz network and 
the generalized hypercube to a varying degree. This allows us to trade-off cost and performance 
effectively and construct networks which are most suitable for a particular purpose. In the present 
paper, we investigate the connectivity, wide-diameter, fault-tolerance, Hamiltonicity. (j~) 2005 Else- 
vier Ltd. All rights reserved. 
Keywords - -Kautz  graph, Generalized hypercube, Diameter, Hamiltonicity. 
1. INTRODUCTION 
Interconnection networks play a very important role as architecture ofmultiprocessor computers, 
fast packet switches and optical networks. In general, the topological properties of the underlying 
graph, with vertices representing the network nodes and edges representing the links, are the 
critical factors which determine the performance of the system. It is therefore important to select 
a graph which possesses properties most suitable for the particular application. Two well-known 
families of graphs which have been widely studied are the hypercube and the Kautz digraph. 
An n-dimensional hypercube is a regular graph with 2 n nodes. Each node is labelled by an n- 
bit address. Two nodes are connected by a link, if their addresses differ by one and only one 
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bit, where the link can be considered as two symmetric arcs. Under this consideration. The 
hypercube and its variants are also digraphs, the hypercube [1] has been advocated as near ideal 
parallel architecture because of its powerful interconnection features, strong fault-tolerant ability 
and high symmetry. Combinatorial properties of two different generalized hypercube graphs have 
been investigated in [2,3]. 
The shortcoming of the hypercube or its variants is that the degree increases with its size. Thus 
designing hypercube networks using off-the-shelf microprocessors can pose certain engineering 
difficulties. 
The Kautz digraph (K(d, n)) has been noticed as the powerful competitor of the hypercube [4], 
since the former has good properties uch as high connectivity, strong fault-tolerance, asy rout- 
ing, especially it has two independent parameters, i.e., degree d and diameter n. Also, the Kautz 
digraph (K(d, n)) has more nodes than does the hypercube for the same degree and the same 
diameter. 
In general, the implementation cost of a network is directly proportional to the node degree. 
The higher node degree of the hypercube leads to a better performance and fault-tolerance over 
the Kautz digraph, in which there is only a unique shortest path between any pair of nodes. 
Therefore, we can observe a trade-off between cost and performance. Between the hypercube 
and the Kautz digraph, it is desirable to find graphs which possess the properties of both graphs 
and with intermediate cost and performance more effectively and construct networks which are 
most suitable for a particular application. 
In this paper, we shall unify and generalize the hypercube and the Kautz digraph. A unified 
point of view is the vector system (for example, see [5,6]), this idea was attributed to P. To et.al [6] 
who is the first to use the vector system to unify the definition of binary De Bruijn graph (B(2, n)) 
and hypercube (Qn) but with a lot of loops. In Section 2, a novel class of network topologies 
known as the divided Kautz network (DKN) is proposed. We shall show that the well-known 
hypercube and the Kautz digraph in fact belong to the same class of graphs represented by DKN. 
The DKN is the unification and generalization of the Kautz digraph and the hypercube. Our 
generalization is different from the generalization proposed by Du and Hwang [7], where it is based 
on congruence of integers, and it is also different from the generalized p-cycles [8], which is the 
Kronecker product Cp x B(d, n), where Cp is a directed cycle of length p. Section 3 investigates 
the connectivity, the diameter vulnerability and Hamikonicity. 
2. TOPOLOGICAL  STRUCTURE 
We present here some definitions used in the following sections. For details and more infor- 
mation, see for example [9]. A directed graph G = (V, E) consists of a set of vertices V and E 
and a set of ordered pairs of vertices called arcs. Usually, they are also called digraph for short. 
The cardinality of V is the order of the digraph. If (x, y) is an arc, we say that x is a pre- 
decessor of y and that y is a successor of x, and we also say that x is adjacent o y and that 
y is adjacent from x for convenience. The set of vertices which are adjacent from(to) a given 
vertex is denoted by F+(x) (F-(x)) and its cardinality is the out-degree of z, d+(x) = [F+(x)[ 
(in-degree of x, d-(x)  = [F-(x)[). A path of length h from a vertex x to a vertex y is a sequence 
of vertices x = xo, xl, . . . ,  xh-1, xh = y, where (x~, xi+l) is an arc. A digraph G is said to 
be strongly connected if there exists a path in it from any vertex to any other. Otherwise it 
is said to be disconnected. The length of a shortest path from x to y is the distance from x 
to y and it is denoted by d(x, y). Its maximum value over all pairs vertices is the diameter 
of the digraph, d(G). In addition, the Cartesian product of two digraphs G1 = (V1,E1), and 
G2 -~ (V2, E2) is the digraph G = (V,E), G = G1 × G2, where V = {(Xl,X2) ] Xl E Yl and 
z2 E V2) and E = {((Xl, x2), (Yl, Y2)) ] (Xl, Yl) C E1 and x2 = Y2, or (x2, Y2) E E2 and Zl = Yl}. 
Obviously, the cartesian product of two strongly connected igraphs is also strongly connected. 
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The Kautz digraph K(d, n) consists of d n + d '~-1 nodes, each with in-degree and out-degree 
equal to d. Each node is labeled by an n-dimensional d ÷ 1-valued address, and a node x = 
(xoxl . . .  xn-1), x~ ~ x~+l and x~ E Zd+l = {0,1 , . . . ,  d} for all 0 < i < n -  2, is adjacent to every 
element of the set of nodes F+(x) = {(xlx2. . .  x,~-la)], ~ ¢ xn-1,  and a E Zd+l}. 
Let x = (xoxl ... xn-1) be an n-dimensional vector, and [non1... nk-1] be a partit ion of the 
k-1  integer n, that is to say n = ~-~=0 ni. We can divide the vector x into k parts as follows, 
X0Xl . . .Xno- -1 ,  XnoXno+ l . . . Xno~-n l - -  l , " " " , 
Xno  +n l -{- . . . Jcn k_  2 Xno  Jcn l + . . . J cn  ~_  2 + l • . . Xno  +n l + . . . J cnk_  l - -1 )  
each part is called a component(block), the number of addresses in the ith block is ni-1.  This 
operation is called the division of a vector. 
DEFINITION 1. Given n, k, m = [nonl...nk-1] and d = [dodl...dk-1], the divided Kautz 
network DKN is defined as follows: 
. . . . . .  (1.1.02~ 
lo) 
1,ol) 
(o,o,2o) 0,o,2o) (2,0,2o) 
Figure 1. The network DKN with n = 4, k -- 3, m ~ [112], and d = [212]. 
The set of vertices is the set of n-dimensional vectors divided into k blocks of sizes no, 
n l , . . ,  nk-1, written in the form, 
X ~--- (X0X 1 . . .  Xno_ l ,  XnoXno+l  . . . Xno+nl - - l , . . .  
XnoZcn lq - . . .+nk_2Xno+nl - -} - . . .+n l¢_2+l  • • • Xno+nl+. . .+nk_ l - -1 )  , 
under the condition that every element of the ith component belongs to Zd~_l+l and x i ~ Xi+l 
in every component. By the definition of the Kautz digraph, x is adjacent o every element of 
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the out-neighbor vertex sets of the forms 
F+o ( x ) = { ( x l x2 . . . xno- l a0 , Xno . . . Xno+nl--1,... ,Xno+..-+nk_2 .-- X,~O+.-.+,~_1--1) 
[ a0 # Xno--1 and a0 6 Zdo+l}, 
, oo+  oo÷ 
] al  # Xno+n~-I and al  C Zd l+ l}  , 
+ . . . Xno+. . .+nk_t - lO lk -1  ) (x )  = . . -  . . .  
[ OLk-- 1 ¢ Xno+.. .+nk_l_  1 and O~k_ 1 E Zdl¢_I+I } 
where  Zd~+l = {0, 1, . . . ,  di}. The in-neighbor vertex set of x, F o (x), F l(x),.  .. ,r~- l(x ) is de~ned 
analogously. Note that there is bijeetion between F/+_l(X) and F~-_l(X ) whenever n i - i  = 1 for 
i 6 {1,2, . . . ,k}.  That is to say, when we denote x = (Xo ,X1 , . . . ,X i -2 ,a ,  X i , . . . ,Xk -1)  and 
y -- (X0,X1,. . .  ,X i -2 ,~,X i , . . . ,  Xk-1) where a • t3 6 Zd,+I and X j  is the j  th subvector in the 
vector system, j = O, 1, . . . ,  k - 1 and j # i - 1, then (x, y) is an arc of DKN(n ,  k, m, d) ff and 
only if (y, x) is also. So the arcs in the (i - 1) th dimension is symmetric, and we can denote these 
symmetric arcs by an undirected edge for convenience (for example, see Figure I). 
We can see that the divided Kautz network (DKN)  can be determined by the parameters n, 
k, m = [nonl . . .nk-1]  and d- -  [dodl...dk-1]. 
THEOREM 1. The divided Kautz network DKN with parameters n, k, m = [non1... nk-1] and 
d [dodl...dk-1], has k-1 1)d~i ' -1 vertices, k-1 k-1 = Hi= 0 (di ÷ ~=o(di + 1)d~' ares, vertex degree ~i=o di, 
k--1 diameter n -- ~i=o Hi. 
PROOF. By the definition described above, it is easy to see that the divided Kantz network 
DKN(n ,  k, m, d) can be considered as the cartesian product of k Kautz digraphs K(d~, n~) for 
i = 0, 1, . . . ,  k - 1. As we all know, the Kautz digraphs K(d~,n~) has (d~ + 1)d~ ~-1 vertices, 
(di + 1)d~ ~ arcs, regular vertex degree di and diameter Hi. According to the operation of cartesian 
product, the claim follows. | 
Now, we consider the extreme cases of the divided Kautz network DKN(n ,  k, m, d). When 
k = 1, the entire n-dimensional address is treated as a single component and the partition 
vector m can only be equal to [n], the DKN(n ,  k, m, d) degenerates to the Kautz digraph K(d, n); 
when-k = n, each block consists of a single address and the partition vector m can only be 
equal to [11... 1]. In this case, the DKN(n ,  k, m,d)  degenerates to the generalized hypercube 
G(do + 1, dl + 1, . . . ,  dk-1 + 1) proposed by Dyi-Rong Duh et al. [2], where every edge can be 
considered as a bidirectional arc. If we set do = dl . . . . .  d,~-i = d, the DKN(n ,k ,m,d)  
network degenerates to the C(d, n)-cube proposed by Koichi Wada et al. [10]. If we set d = 1 
further, the DKN(n ,  k, m, d) network degenerates to the ordinary Hypercube Q~. 
Given the number of addresses n, the divided Kautz digraph DKN(n ,  k, m, d) contains the 
two extreme cases. By varying k, and the partition vector m, we obtain a range of intermediate 
networks with different characteristics. Intuitively we can expect hat these intermediate networks 
should inherit the properties of both extreme networks to a varying degree. It will become 
apparent in later sections that this is indeed the case. 
3. TOPOLOGICAL  PROPERTIES  
Reliability and efficiency are important criteria in the design of interconnection networks. Con- 
nectivity is widely used to measure network fault-tolerance capacity, while diameter determines 
routing efficiency along individual paths. In practice, we are interested in high-connectivity, 
small-diameter networks. 
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3.1. D iameter  Vu lnerab i l i ty  
The connectivity ~(G) of a network G is the minimum number of vertices whose removal results 
in a disconnected or trivial network. According to Menger's theorem, there are ~ (internally) 
vertex-disjoint paths from a vertex x to another vertex y in a network of connectivity ~. For a 
network G with connectivity ~(G) and w < ~(G), the w-wide diameter d~(G) is the minimum l
such that for any two vertices x and y there exist w vertex-disjoint paths of length at most I 
from x to y, and we denote this set of parallel paths by a (x, y)-contalner. The (w - 1)-fault 
diameter o fG is  D~(G)=max{D(G-S)  : S c G and IS I <_ w- l}  where D(G-S)  is the 
diameter of graph G - S [11,12]. 
For the clarity of the following discussion, it is necessary to recall the routing algorithm of the 
Kautz digraph [13]. We consider the Kautz digraph K(d,  D), the shortest directed path from 
a vertex x to a vertex y is obtained by determining the longest sequence, common to the end 
of x and to the beginning of y. Suppose that this longest sequence is of length D - l and of the 
form zlz2 • •. ZD-l and let x = x lx2 • • • x tz~z2. . .  ZD-l and y = z tz2 . . .  ZD- ly ly2 • • • YZ. Then, the 
distance between x and y is l, and the unique shortest path between x and y contains uccessively 
the vertices, 
X 0 ~ X~ 
X 1 ~ X2  • • • X lZ lZ2  • • • ZD- - IY l~  
X i ---- X i+ l . . .  X IZ l  • • • ZD- lY l  • • • Y i ,  
X l =y .  
We denote the above shortest-path routing from x to y by routing (x, y, l). 
For the divided Kautz network DKN with parameters n, k, m -- [non l . . .nk_ l ]  and d = 
[dodl . . .  dk-1], the routing algorithm from an arbitrary vertex X = (X0, X1, . . . ,  Xk -1)  to Y = 
(]Io, ] I1, . . . ,  Yk-1)  is performed component by component in the manner of cartesian product as 
follows, 
Routing Algorithm 
l=O 
for i = 0 to k - 1 
compute li 
routing (Xi, Yi, li) 
l= l~+l  
i - - i+1  
end for 
THEOREM 2. Let  DKN be the divided Kautz  network with parameters n, k, m= [non1 . . .  nk-1], 
and d = [dod 1 . .. dk-1]. I f  the addresses of  two nodes x and y in DKN differ at i dimensions, 
there win be i node-disjoint shortest paths between ode x and y. 
PROOF. Recall the definition of cartesian product, we have G1 × G2 ------ G2 × G1, so we may 
assume that the addresses of nodes x and y differ at the irst i dimensions. We are going to show 
by construction that there are i node-disjoint shortest paths from x to y, which constitute the 
container C1. 
Let lj be as defined in the routing algorithm. Then lj = 0 for i _< j < k - 1. The node-disjoint 
paths can be constructed as follows. 
The j th  path start routing in the j th  component, in subsequent steps, path j will keep routing 
in component j until all the routing bits have been used, it sum up to lj steps. We denote the 
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segment of the jth shortest routing path by Aj,l~. Afterwards, routing is done in the (j + 1) th 
component( where j + 1 is under module i. ), the segment of the shortest routing path in the 
(j q- 1) th component is denoted by A j+I j~+I , . . . ,  and so on, we have the jth path 
PI~ = A~,lj ~ Ag+l,zj+l ~ "'" ~ Ai- l , l~_l -+ Al, l l  --+ ""  ---* A j - I ,~_~,  where j = 0, 1 , . . . i  - 1 
and consequently 
C1 = {P10, P l l , . . . ,  P1,~-1} 
To explain that the paths formed by this routing method are disjoint and finally merge at 
the destination ode when all the i component-routing bits are used, it is enough to construct a 
container C1 between vetex (01, 0, 123, 01) and vetex (21, 2,231, 01) in the divided Kautz network 
DKY(n ,k ,m,d)  with parameters n = 8, k = 4, m = [2132], d = [2232]: 
P1,0 = (01 ,0 ,123 ,01)~(12 ,0 ,123 ,01)~(21 ,0 ,123 ,01) -+(21 ,2 ,123 ,01)~(21 ,2 ,231 ,01)  
P1,1 = (01 ,0 ,123 ,01) -~(01 ,2 ,123 ,01)~(01 ,2 ,231 ,01)~(12 ,2 ,231 ,01) - * (21 ,2 ,231 ,01)  
P1,2 = (01,0,123,01)-~(01,0,231,01)-*(12,0,231,01)---~(21,0,231,01)-+(21,2,231,01) 
~-~i- 1 l" By the way, every path in the container C1 is of length z_,j=0 J. | 
In order to construct he second container C2, we modify the first and the last operation of 
every path in the container C1. 
We only consider and modify the routing (x, y, l) in K(d ,  D)  as follows: the first component 
operation is modified as x ° = x --+ x' = 12. . .  xzz l . . .  ZD-lUj,  j = 1, 2 , . . . ,  d -  2, where Yl, zv -z ,  
ul, u2,...  ,Ud-1 6 {0, 1 , . . . ,  d} are all distinct. 
Then, the next i -2  component-operation s the same as that in the construction of container C1 
according to the former order. 
The last component operations is in the first used component to route the shortest path from x' 
to y, respectively. 
v "i-1 rd. - 1). As for the case of the divided So we can construct he container C2 with width z..,j=o~ 3 
Kautz network DKN(n ,  k, m,  d) with parameters n = 8, k = 4, m -- [2132], d = [2232], C2 
consists of the following four disjoint paths, 
P2,0 -- (01,0,123, 01) --* (10, 0,123, 01) --+ (10, 2,123, 01) --+ (10, 2,231,01) 
--* (02, 2,231, 01) --+ (21, 2,231, 01) --* (21, 2,231, 01) 
P2,1 -- (01,0,123, 01) ~ (01, 1,123, 01) ~ (01, 1,231, 01) 4 (12 ,  1,231, 01) 
---+ (21, 1,231, 01) -+ (21, 2,231, 01) 
P2,2 = (01, O, 123, 01) -+ (01, O, 230, 01) --~ (12, O, 230, 01) ---* (21, O, 230, 01) 
--* (21,2,230,01) --* (21,2,302,01) ~ (21,2,023,01) --~ (21,2,231,01) 
P2,3 -- (01, 0,123, 01) --~ (01,0,232, 01) --* (12, 0,232, 01) --~ (21,0,232, 01) 
--+ (21, 2,232, 01) ~ (21, 2,323, 01) ~ (21, 2,231, 01) 
Now, we construct he third container C3 as follows. 
The first operation is executed in the j component, where j 6 {i, i + 1 , . . . ,  k - 1}, then we have 
x --~ xj, next, we execute the same operations as in the container C1 to xj,  and reach the node x~, 
' to y so we have constructed the lastly, in the jth component, we route the shortest paths from xj
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container C3 with width ~1 dj. As for the former example, C3 consists of the following two 
parallel paths, 
P3,o = (01, O, 123, 01) --* (01, O, 123, 10) --* (12, O, 123, 10) --* (21, O, 123, 10) 
-* (21,2, 123, 10) --* (21, 2,231, i0) --+ (21,2,230, 1) 
P3,1 =-- (01, 0,123, 01) ~ (12, 0, 123, 12) ~ (21, 0,123, 12) ~ (21, 2,123,12) 
--+ (21, 2,231, 12) ~ (21, 2,231,20) --+ (21, 2,231, 01) 
In short, we obtain the disjoint path from x to y with width 
i--1 k -1  k--1 
Z(d,-1)+ Eei= Ed,. 
j=0 j=~ j=0 
By the construction of the containers CI, C2, C3, we have the following theorems. 
THEOREM 3. The connectivity of the DKN with parameters n, k, m = [n0nl.. .nk-1] and 
x-~k-~ d. d = [dodl...dk-1] is z_.,j=o ~" | 
THEOREM 4. For the DKN with parameters n, k, m --- [non1... nk-1] and d = [dodl... dk-1], 
the wide diameter d~(DKN) _< n + 2, and the fault diameter D~(DKN) <_ n + 2. | 
3.2. Hami l ton ian  Cycles 
A Hamiltonian cycle in a graph is a closed path which visits each and every node in the graph 
exactly once. A graph is Hamiltonian if it contains a Hamiltonian cycle. In this section, we shall 
show that the DKN(u,  k, m, d) is Hamiltonian by constructing a Hamiltonian cycle. 
THEOREM 5. The DKN(n,  k, m, d) network is Hamiltonian. 
PROOF. Obviously the DKN(n,  k, m, d) network with only one component is Hamiltonian, since 
this extreme is the Kautz digraph and Kautz digraph is line graph of Euler regular digraph. 
For the sake of illustration, we will illustrate how a Hamiltonian cycle can be constructed in the 
DKN(n,  k, m, d) with parameters n, k --- 2, m -- [n0nl] and d -- [d0dl]. Denote the dimension 
having a larger number of addresses as the higher-order dimension. Without loss of generality, 
assume that no _> nl and the first dimension is the higher-order dimension. A Hamiltonian 
cycle in the DKN(n,  k, m, d) can be constructed as follows. An arbitrary node is chosen as 
the originating node. By fixing the higher-order dimension and transiting only in the low-order 
dimension, the subnetwork is equivalent to the Kautz digraph with d~ 1 + d~l 1-1 nodes. We travel 
in this subnetwork by following the Hamiltonian cycle in the corresponding Kautz digraph until 
it is one step from completion (otherwise, we will run into a node which has already been visited), 
after that, we advance in the higher-order dimension by one step to enter another subnetwork. 
The higher-order dimension is again fixed and we again travel in the low-order dimension. The 
procedure is repeated until all the nodes have been visited. 
To construct a Hamiltonian cycle in the DKN(n,  k, m, d) for k _> 3, the above procedure can 
be recursively applied, we can treat k - 1 dimension together as the higher-dimension a d the 
remaining dimension as the low-order dimension. The only requirement is that the total number 
of addresses in the collaborated higher-order dimension must be greater than or equal to the 
number of addresses in the low-order dimension. | 
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As an example  to i l lustrate the procedure,  how a Hami l ton ian  cycle can be constructed in the 
DKN(n,  k, m, d) with parameters  n -- 4, k = 3, m -- [112] and d -- [212] is showed as follows: 
(0, O, 02) 4 (0, 1, 02) 4 (1, 1, 02) 4 
(2, 1, 21) ~ (2, O, 21) ~ (1, O, 21) 
(0, O, 12) 4 (0, 1, 12) 4 (1, 1, 12) 
(2, 1, 20) ~ (2, 0, 20) 4 (1, 0, 20) 4 
(1,0,02) 4--* (2, 
(1,1,21) 4(0 ,  
(1 ,0 ,12)~ (2, 
(1,1,20) 4(0 ,  
0,02) -+ (2,1,02) 
1,21) 4 (0 ,0 ,21) - - ,  
0,12)4  (2,1,12) 4 
1,20) 4 (0,0,20) 4 
(0, O, 01) 4 (0, 1, 01) 4 (1,1, 01) 4 (1, O, 01) 4 (2, O, 01) 4 (2, 1, 01) 4 
(2, 1, 10) 4 (2, 0, 10) --* (1,0, 10) 4 (1, 1, 10) 4 (0, 1, 10) 4 (0, 0, 10) 4 (0, 0, 02).  
3.3.  Mean D is tance  
In a strongly  connected igraph G, the tota l  distance, D(G), is the sum of d istances between all 
ordered pair  of vertices, ~ ,y~c d(x, y), and the mean distance is defined as D(G)  = D(G)/IG[ 2, 
which affect the propagat ion  delay. Obviously, the Kautz  d igraph K(d, n) and the general ized 
hypercube (every edge can be considered as a b id i rect ional  arc), are strongly  connected. By 
the definit ion of cartes ian product ,  the div ided Kautz  network DKN(n,  k, m, d) is also strongly 
connected. So, we have the following theorem. 
THEOREM 6. For the divided Kautz network DKN with parameters n, k, m = [non1 ... nk-1], 
and d = [dodl... dk-1], the total distance and the mean distance are 
k--I k--1 
D(DKN(n ,k ,m,d) )  = Z H 
i=o j=0,j#~ 
((d~ + 1) d~- l )  2 D (K  (di, n~)), 
k-1 and D( D K N (n, k, m, d) ) = ~i=o D ( K ( di, ni), respectively. | 
The mean distances for DKN(n,  k, m, d) with parameters  n, k, m = [nonl... nk-1] and d = 
[dodl... dk-1] are l isted in Table 1. 
A number  of observat ions can be drawn from Table 1 (as for the case do = dl . . . . .  dk-1).  
Table 1. Mean distance of DKN(n, k, m, d). 
n k m d Mean Distance 
3 1 [11 [21 2.14 
3 2 [12] [22] 2.00 
3 2 [21] [22] 2.00 
3 3 [111] [222] 2.00 
4 1 [I] [2] 2.96 
4 2 [13] [221 2.81 
4 2 [22] [22] 2.67 
4 2 [31] [22] 2.81 
4 3 [112] [222] 2.67 
4 3 [121] [222] 2.67 
4 3 [211] [222] 2.67 
4 4 [111!] [2222] 2.67 
3 1 [1] [3] 2.51 
3 2 [12] [33] 2.33 
3 2 [21] [33] 2.33 
3 3 [111] [333] 2.25 
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CLAIM 1. For fixed value of n, the mean distance is largest for k = 1 ( the Kautz digraph) and 
smallest for k = n ( the generalized hypercube ). This is because the node degree of the Kautz 
digraph is do, while the node degree of the generalized hypercube is ndo, so the larger k, the 
smaller the mean distance. 
CLAIM 2. For particular value of n and k, there are different ways to partition the address tring. 
If a certain way of partitioning is simply a permutation of another, their mean internodal distance 
will be equal. 
4. CONCLUSIONS 
The hypercube, the Kautz digraph, and their generalizations are desirable models for the design 
of interconnection networks, while they perform differently. The hypercube(Qn) has smaller 
diameter, wider bisection, and strong tolerant abil ity and reliability, while its higher vertex degree 
restricts the architecture cost. The Kautz digraph (K(d, n)) has two independent parameters d 
and n, its diameter is not restricted by its connectivity and vertex degree, but the Kautz digraph 
has vulnerabi l i ty in fault-tolerance and larger mean distance. In this paper, we propose a novel 
class of network topologies called the divided Kautz networks, and investigate the topological 
properties. The divided Kautz network has the generalized hypercube and the Kautz digraph as 
its two extremes, so it has intermediate performance and cost. Members in the family inherit 
properties of both the Kautz digraph and the hypercube to a varying degree, this allows network 
designers to construct networks with different cost and performance for different purposes. 
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