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Abstract: In the present paper, degeneration phenomena in conformal field
theories are studied. For this purpose, a notion of convergent sequences of CFTs
is introduced. Properties of the resulting limit structure are used to associate
geometric degenerations to degenerating sequences of CFTs, which, as familiar
from large volume limits of non-linear sigma models, can be regarded as com-
mutative degenerations of the corresponding “quantum geometries”.
As an application, the large level limit of the A-series of unitary Virasoro min-
imal models is investigated in detail. In particular, its geometric interpretation
is determined.
Introduction
Limits and degenerations of conformal field theories (CFTs) have occurred in
various ways in the context of compactifications of moduli spaces of CFTs, in
particular in connection with string theory. For example, zero curvature or large
volume limits of CFTs that correspond to sigma models are known to give bound-
ary points of the respective moduli spaces [A-G-M,Mo]. These limits provide the
connection between string theory and classical geometry which for instance is
used in the study of D-branes. In the Strominger/Yau/Zaslow mirror construc-
tion [V-W,S-Y-Z,Gr], boundary points play a prominent role. In fact, Kontsevich
and Soibelman have proposed a mirror construction on the basis of the Stro-
minger/Yau/Zaslow conjecture which relies on the structure of the boundary of
certain CFT moduli spaces [K-S].
All the examples mentioned above feature interesting degeneration phenom-
ena. Namely, subspaces of the Hilbert space which are confined to be finite di-
mensional for a well-defined CFT achieve infinite dimensions in the limit. In fact,
such degenerations are expected if the limit is formulated in terms of non-linear
sigma models, where at large volume, the algebra of low energy observables is
expected to yield a non-commutative deformation of an algebra A∞ of functions
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on the target space. The algebra of observables whose energy converges to zero
then reduces to A∞ at infinite volume. An entire non-commutative geometry
can be extracted from the underlying CFT, which approaches the target space
geometry in the limit [F-G]. By construction, this formulation should encode
geometry in terms of Connes’ spectral triples [Co1,Co2,Co3].
By the above, degeneration phenomena are crucial in order to single out an
algebra which encodes geometry in CFTs. An intrinsic understanding of limiting
processes in CFT language is therefore desirable. This will also be necessary in
order to take advantage of the geometric tools mentioned before, away from those
limits. Vice versa, a good understanding of such limiting processes in CFTs could
allow to take advantage of the rich CFT structure in geometry.
The main aim of the present work is to establish an intrinsic notion of such
limiting processes in pure CFT language and to apply it to some interesting
examples. To this end, we give a definition of convergence for sequences of CFTs,
such that the corresponding limit has the following structure: There is a limiting
pre-Hilbert space H∞ which carries the action of a Virasoro algebra, and similar
to ordinary CFTs to each state in H∞ we assign a tower of modes. Under an
additional condition the limit even has the structure of a full CFT on the sphere.
This is the case in all known examples, and in particular, our notion of limiting
processes is compatible with deformation theory of CFTs.
If the limit of a converging sequence of CFTs has the structure of a CFT on
the sphere, but is not a full CFT, then this is due to a degeneration as mentioned
above. In particular, the degeneration of the vacuum sector can be used to read
off a geometry from such a degenerate limit. Namely, in our limits the algebra of
zero modes assigned to those states in H∞ with vanishing energy is commutative
and can therefore be interpreted as algebra of smooth functions on some manifold
M . The asymptotic behaviour of the associated energy eigenvalues allows to read
off a degenerating metric onM and an additional smooth function corresponding
to the dilaton as well. Moreover, being a module of this commutative algebra,
H∞ can be interpreted as a space of sections of a sheaf over M as is explained
in [K-S].
Simple examples which we can apply our techniques to are the torus models,
where our limit structure yields geometric degenerations of the corresponding
target space tori a` la Cheeger-Gromov [C-G1,C-G2]. In this case, H∞ is the
space of sections of a trivial vector bundle over the respective target space torus.
Similar statements are true for orbifolds of torus models, only that in this case the
fiber structure of H∞ over the respective torus orbifold is non-trivial. Namely,
the twisted sectors contribute sections of skyscraper sheaves localized on the
orbifold fixed points.
Our favorite example, which in fact was the starting point of our investiga-
tions, is the family of unitary Virasoro minimal models. Some of their structure
constants have a very regular behaviour under the variation of the level of the
individual models. We use this to show that the A-series of unitary Virasoro min-
imal models constitutes a convergent sequence of CFTs. All fields in its limit the-
ory at infinite level can be constructed in terms of operators in the su(2)1 WZW
model. The sequence degenerates, and the limit has a geometric interpretation
in the above sense on the interval [0, π] equipped with the (dilaton-corrected)
metric g(x) = 4π2 sin
4x (in fact, the x-dependent contribution is entirely due to
the dilaton). This also allows us to read off the geometry of D-branes in these
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models. Though this means that the vacuum sector of our limit is well under-
stood, it remains an interesting open problem to investigate the full fusion rules
in detail, in particular whether an appropriate limiting S-matrix can be found.
A different limit for the A-series of unitary Virasoro minimal models at infi-
nite level was proposed in [G-R-W,R-W1,R-W2]. It is described by a well-defined
non-rational CFT of central charge one, which bears some resemblance to Liou-
ville theory. In particular, its spectrum is continuous, but degenerations do not
occur. Our techniques can also be used to describe this latter limit. The relation
between the two different limit structures is best compared to the case of a free
boson, compactified on a circle of large radius, where apart from the degenerate
limit described above one can also obtain the decompactified free boson. While
the limit investigated in this article has the advantage that it leads to a consis-
tent geometric interpretation, the one which corresponds to the decompactified
free boson gives a new well-defined non-rational CFT.
This work is organized as follows: In Sect. 1 we explain how non-commutative
geometries can be extracted from CFTs, after giving a brief overview of some
of the basic concepts. Sect. 2 contains our definitions of sequences, convergence,
and limits, and is the technical heart of this paper. Moreover, the geometric
interpretations of degenerate limits are discussed. Sect. 3 is devoted to the study
of torus models and orbifolds thereof, where we exemplify our techniques. In Sect.
4 we present our results on the A-series of unitary Virasoro minimal models. We
end with a discussion in Sect. 5. Several appendices contain background material
and lengthy calculations.
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1. From geometry to conformal field theory, and back to geometry
String theory establishes a natural map which associates CFTs to certain, some-
times degenerate geometries. Conversely, one can associate a geometric in-
terpretation to certain CFTs, and the latter construction is made precise by
using Connes’ definition of spectral triples and non-commutative geometry.
In Sect. 1.1 we very briefly remind the reader of spectral triples, ex-
plaining how they encode geometric data. Somewhat relaxing the conditions on
spectral triples we define spectral pre-triples which will be used in Sect. 1.2.
There, we recall the basic structure of CFTs and show how to extract spectral
pre-triples from them. If the spectral pre-triple defines a spectral triple, then
this will generate a non-commutative geometry from a given CFT. In Sect. 1.3
we explain how in favorable cases we can generate commutative geometries from
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CFTs. In the context of string theory, this prescription gives back the original
geometric data of the compactification space.
Much of this Sect. 1 consists of a summary of known results [Co2,F-G,Co3,
Re,K-S], but it also serves to introduce our notations.
1.1. From Riemannian geometry to spectral triples. For a compact Riemannian
manifold (M, g), which for simplicity we assume to be smooth and connected, the
spectrum of the associated Laplace-Beltrami operator ∆g:C
∞(M) −→ C∞(M)
encodes certain geometric data of (M, g). However, in general one cannot hear
the shape of a drum, and more information than the set of eigenvalues of ∆g is
needed in order to recover (M, g).
By the Gel’fand-Naimark theorem, the point set topology of M is completely
encoded in C0(M) = C∞(M): We can recover each point p ∈M from the ideal
of functions which vanish at p. In other words, given the structure of C∞(M)
as a C∗-algebra and its completion C0(M), M is homeomorphic to the set of
closed points of Spec(OM ), where OM is the sheaf of regular functions on M .
Connes’ dual prescription uses C∗-algebra homomorphisms χ:C∞(M) −→ C,
instead, such that p ∈M corresponds to χp:C∞(M) −→ C with χp(f) := f(p);
the Gel’fand-Naimark theorem ensures that for every commutative C∗-algebra
A there exists a Hausdorff space M with A = C0(M). M is compact if A is
unital.
Example 1.1.1
Let R ∈ R+, then M = S1R = R1/ ∼ with coordinate x ∼ x + 2πR has the
Laplacian ∆ = − d2dx2 . Its eigenfunctions |m〉R,m ∈ Z, obey
∀m ∈ Z: |m〉R: x 7→ eimx/R ; 12∆|m〉R = m
2
2R2 |m〉R;
∀m,m′ ∈ Z: |m〉R · |m′〉R = |m+m′〉R,
(1.1.1)
and they form a basis of C0(M) and C∞(M) with respect to the appropriate
norms. Any smooth manifold is homeomorphic to S1R, equipped with the Zariski
topology, if its algebra of continuous functions has a basis fm, m ∈ Z, which
obeys the multiplication law fm · fm′ = fm+m′ .
To recover the Riemannian metric g on M as well, we consider the spectral
triple
(
H := L2(M, dvolg), H := 12∆g,A := C∞(M)
)
, where H is viewed as
self-adjoint operator which is densely defined on the Hilbert space H, and A
is interpreted as algebra of bounded operators which act on elements of H
by pointwise multiplication. Following [Co2,F-G,Co3], we can define a distance
functional dg on the topological space M by considering
F := {f ∈ A ∣∣ Gf := [f, [H, f ]] = − (f2 ◦H +H ◦ f2)+ 2f ◦H ◦ f
obeys ∀h ∈ C∞(M): |Gfh| ≤ |h|
}
.
One now sets
∀x, y ∈M : dg(x, y) := sup
f∈F
|f(x)− f(y)| . (1.1.2)
In Ex. 1.1.1 with M = S1R one checks that for all f, h ∈ C∞(M):Gfh = (f ′)2h,
and in general Gfh = g(∇f,∇f)h. In fact, by definition [B-G-V, Prop. 2.3],
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any second-order differential operator O satisfying [f, [ 12O, f ]] = g(∇f,∇f) is a
generalized Laplacian. Using the time coordinate of a geodesic from x to
y and truncating and smoothing it appropriately one checks that (1.1.2) indeed
gives back the geodesic distance between x and y which corresponds to the metric
g. In other words, (M, g) can be recovered from the spectral triple (H, H,A).
More generally, consider a spectral triple (H, H,A) with H a Hilbert space,
H a self-adjoint positive semi-definite operator, which on H is densely defined
with H0,0 := ker(H) ∼= C, and A a C∗-algebra of bounded operators acting on
H. In fact, in the above let us assume that M is spin and replace H = 12∆g
by the corresponding Dirac operator D and H = L2(M, dvolg) by the Hilbert
space H′ of square-integrable sections of the spinor bundle on M . Note that H
can be calculated from D, see (1.1.3) and (1.1.5). Moreover, we assume that
(H′,D,A) obeys the seven axioms of non-commutative geometry [Co3,
p.159]. Roughly speaking, these axioms ensure that the eigenvalues of H have
the correct growth behaviour (1.1.4), that D defines a map ∇ on A with
∀ f ∈ A : ∇f := [D, f ]: H′ → H′; ∀h ∈ A : [∇f, h] = 0, (1.1.3)
where in the above examples ∇f acts on H′ by Clifford multiplication, and that
A gives smooth coordinates on an “orientable geometry”; furthermore, there are
finiteness and reality conditions as well as a type of Poincare´ duality on the K-
groups of A. If all these assumptions hold, then by (1.1.2) the triple (H′,D,A)
defines a non-commutative geometry a` la Connes [Co1,Co2,Co3]. If the algebra
A is commutative, then the triple (H′,D,A) in fact defines a unique ordinary
Riemannian geometry (M, g) [Co3, p.162]. The claim that the differentiable and
the spin structure of (M, g) can be fully recovered is detailed in1 [Re].
Following [F-G], instead of studying spectral triples (H′,D,A), we will
be less ambitious and mainly focus on triples (H, H,A), somewhat relaxing the
defining conditions:
Definition 1.1.2
We call (H, H,A) a spectral pre-triple if H is a pre-Hilbert space over C, H
is a self-adjoint positive semi-definite operator on H with H0,0 := ker(H) ∼= C,
and A is an algebra of operators acting on H. Since H0,0 ∼= C ∋ 1, we can view
A →֒ H by A 7→ A · 1.
If additionally the eigenvalues of H have the appropriate growth behaviour,
i.e. for some γ ∈ R and V ∈ R:
N(E) := dimC
⊕
λ≤E
{
ϕ ∈ H ∣∣ Hϕ = λϕ}
 , N(E) E→∞∼ V · Eγ/2, (1.1.4)
then (H, H,A) is called a spectral pre-triple of dimension γ.
If there exists an operator D which is densely defined on a Hilbert space H′
that carries an action of A with (1.1.3) such that
∀ f, h ∈ A: 〈∇f,∇h〉H′ = 2〈f,Hh〉H (1.1.5)
and such that (H′,D,A) obeys the seven axioms of non-commutative geometry,
then we call (H, H,A) a spectral triple or a non-commutative geometry
1 We thank Diarmuid Crowley for bringing this paper to our attention.
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of dimension γ.
Remark 1.1.3
Note that our condition (1.1.5) for the operator H does not imply H = 12∆g on
L2(M, dvolg). In fact, H will in general be a generalized Laplacian with respect
to a metric g˜ = (g˜ij) in the conformal class of g. More precisely, we will have
dvolg = e
2Φdvolg˜ with Φ ∈ C∞(M), and with g˜−1 = (g˜ij),
2H = −e−2Φ
√
det g˜−1
∑
i,j
∂ie
2Φ
√
det g˜ g˜ij ∂j (1.1.6)
with respect to local coordinates, in accord with (1.1.5). We call g the dilaton
corrected metric with dilaton Φ. Note that g˜ is easily read off from the
symbol of H , allowing to determine Φ from dvolg = e
2Φdvolg˜.
A generalization of Connes’ approach, which is natural from our point of view, is
given in [Lo]. There, the Dirac operator on the spinor bundle ofM is replaced by
the Dirac type operator D = d+ d∗ on H′ = Λ∗(T ∗M). Since ∆g = D2, (1.1.3)–
(1.1.5) remain true, but the list of axioms reduces considerably to the definition
of a Riemannian non-commutative geometry [Lo, III.2]. However, our main
emphasis lies on the recovery of the metric structure (M, g) rather than the
differentiable structure. Similarly, in [K-S] the main emphasis lies on triples
(M,R+g, ϕ), where ϕ: M −→M is a map into an appropriate moduli space M
of CFTs.
It will be easy to associate a spectral pre-triple to every CFT. Using degener-
ations of CFTs in the spirit of [K-S], one can often associate spectral pre-triples
of dimension γ = c to a CFT with central charge c. A general theorem, however,
which allows to associate non-commutative geometries to arbitrary CFTs seems
out of reach. In all cases we are aware of where a non-commutative geometry is
obtained from CFTs, this is in fact proven by deforming an appropriate com-
mutative geometry. In Sect. 4, we present a non-standard example of this type
which should lead to interesting non-commutative geometries by deformation.
1.2. Spectral triples from CFTs. We do not attempt to give a complete definition
of CFTs in this section; the interested reader may consult, e.g., [B-P-Z,M-S2,
Gi,M-S1,F-M-S,G-G]. Some further properties of CFTs that are needed in the
main text are collected in App. A.
A unitary two-dimensional conformal field theory (CFT) is speci-
fied by the following data:
– a C–vector space H of states with scalar product 〈·|·〉. This scalar product
is positive definite, since we restrict our discussion to unitary CFTs;
– an anti-C-linear involution ∗ on H, often called charge conjugation;
– an action of two commuting copies V irc, V irc of a Virasoro algebra (A.1) with
central charge2 c ∈ R on H, with generators Ln, Ln, n ∈ Z, which3 commutes
2 As a matter of convenience, we always assume left and right handed central charges to
agree.
3 The indexing of all modes below corresponds to energy, not to its negative.
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with ∗. The Virasoro generators L0 and L0 are diagonalizable on H, such that
H decomposes into eigenspaces4
H =
⊕
h,h∈R,
h−h∈Z
Hh,h , (1.2.1)
and we set Hh,h := {0} if h− h 6∈ Z. The decomposition (1.2.1) is orthogonal
with respect to 〈·|·〉;
– a growth condition for the eigenvalues h, h in (1.2.1): For some ν ∈ R+
and V ∈ R:
∀E ∈ R+: ∞ > dim
 ⊕
(h+h)ν≤E
Hh,h
 E→∞∼ exp(V√E) . (1.2.2)
In particular, for all h, h ∈ R we have H∗
h,h
∼= Hh,h, and we define
Hˇ∗ :=
⊕
h,h∈R
H∗
h,h
;
– a unique ∗-invariant vacuum Ω ∈ H0,0 ∼= C, as well as a dual Ω∗ ∈ Hˇ∗
characterized by (A.2);
– a map C : Hˇ∗ ⊗H⊗2 −→ C that encodes the coefficients of the opera-
tor product expansion (OPE), such that
C(·, Ω, ·) : Hˇ∗ ⊗H −→ C, (Ψ, χ) 7−→ Ψ(χ), (1.2.3)
i.e. the induced map is the canonical pairing. The OPE-coefficients C obey
(A.10) and (A.12) and can be used to define an isomorphism
H −→ Hˇ∗
ψ 7−→ ψ∗, s. th. ∀χ ∈ H : ψ
∗(χ) = C(ψ∗, Ω, χ) = 〈ψ|χ〉. (1.2.4)
There are many properties of the map C, like the sewing relations, that have
to be fulfilled for reasons of consistency, and which we will not indulge to list
explicitly. Some properties of CFTs that follow from these consistency conditions
should be kept in mind, however:
– ϕ ∈ H is a lowest weight vector (lwv) with respect to the action of V irc, V irc,
i.e. a primary state, iff for all5 n ∈ N− {0}: L−nϕ = 0, L−nϕ = 0.
For any Z–graded algebra L = ⊕
n∈Z
Ln we define
L± :=
⊕
±n>0
Ln, (1.2.5)
HL := kerL− = {ϕ ∈ H ∣∣ ∀n ∈ N− {0}, ∀w ∈ L−n: wϕ = 0} .
In other words, setting L = V ir = V irc ⊕ V irc by abuse of notation, HVir
denotes the subspace of primary states in H.
4 In this work, we restrict our investigations to bosonic CFTs.
5 We agree on 0 ∈ N, as argued in [Bo, IV.4.1,R.6.2].
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– The OPE, which we encode in the map C as introduced above, allows to asso-
ciate to each ϕ ∈ H a tower ϕµ,µ, µ, µ ∈ R, of linear operators ϕµ,µ: Hh,h −→
Hh+µ,h+µ, called (Fourier) modes, see (A.13). In particular, the elements
Ln, Ln, n ∈ Z, of V irc, V irc can be interpreted as the Fourier modes of
the holomorphic and antiholomorphic parts T , T of the energy-momentum
tensor. Moreover, Ω0,0 acts as identity on H, and all other modes of Ω act
by multiplication with zero. By abuse of notation we write T = L2Ω ∈ H2,0,
T = L2Ω ∈ H0,2 for the Virasoro states in H.
A sextuple C = (H, ∗, Ω, T, T , C) with H, ∗, Ω, T, T , C as above specifies a
CFT. Two CFTs C = (H, ∗, Ω, T, T , C) and C′ = (H′, ∗′, Ω′, T ′, T ′, C′) are
equivalent, if there exists a vector space homomorphism I : H −→ H′, such
that I: (Ω, T, T ) 7→ (Ω′, T ′, T ′) and ∗′ = I ◦ ∗, C′ = C ◦ (I∗ ⊗ I ⊗ I).
Instead of primary states in HVir, below, we will be interested in primary
states with respect to a larger algebra than V ir, namely the (generic) holomor-
phic and antiholomorphic W-algebraW∗⊕W∗, see (A.15). By (1.2.5) the
primary states with respect to a subalgebra W of W∗ ⊕W∗ are
HW = kerW− = {ϕ ∈ H ∣∣ ∀n ∈ N− {0}, ∀w ∈ W−n: wϕ = 0} .
To truncate the OPE to primaries note that by (1.2.2) for given ϕ ∈ H
and χ ∈ Hh,h, we have ϕµ,µχ 6= 0 for a discrete set of (µ, µ) ∈ R2. Hence,
whenever the set
IW (ϕ, χ) :=
{
(µ, µ) ∈ R2 ∣∣ ∃ψ ∈ HW : ψ∗(ϕµ,µχ) 6= 0}
is finite, we can define the truncated OPE ϕψ as the orthogonal projection of∑
(µ,µ)∈IW (ϕ,χ)
ϕµ,µχ onto HW :
o
HW := {ϕ ∈ HW ∣∣ ∀χ ∈ HW : |IW (ϕ, χ)| <∞} ;
∀ϕ ∈
o
HW , ∀χ ∈ HW : (1.2.6)
ϕ χ ∈ HW s.th. ∀ψ ∈ HW : ψ∗(ϕ χ) = C(ψ∗, ϕ, χ).
Let us remark that the above definition of  may well be too restrictive: By
introducing appropriate (partial) completions of the relevant vector spaces one
can attempt to replace our finiteness condition in (1.2.6) by a condition on
normalizability and thereby get rid of the restriction to
o
HW . Although in most
of our examples we find
o
HW = HW , for the orbifolds discussed in Sect. 3.2,HW−
o
HW contains all twisted ground states. The latter do not enter into the discussion
of the zero mode algebra, which is relevant for finding geometric interpretations
(see Sect. 2.2). Summarizing, our definition of , above, is well adapted to our
purposes, though it may be too restrictive in general. By construction,
∀ϕ ∈
o
HW : ϕΩ = Ω  ϕ = ϕ.
Let us extract a spectral pre-triple from a CFT C = (H, ∗, Ω, T, T , C). By
definition of the adjoint (see (A.5), (A.11)), L0 acts as self-adjoint operator on
H, and L†1 = L−1. Moreover, 2L0 = [L†1, L1] shows that L0 is positive semi-
definite, and similarly for L0. Therefore, to associate a spectral pre-triple to a
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CFT C, we will always use H := L0 + L0, which by the uniqueness of Ω obeys
ker(H) = H0,0 ∼= C. Following [F-G], we let
H˜ := HW = kerW−
denote the space of primaries in H with respect to an appropriate subalgebraW
of the holomorphic and antiholomorphicW-algebras. Moreover, to every ϕ ∈
o
HW
we associate an operator Aϕ on H˜ which acts by the truncated OPE ϕ as in
(1.2.6). The operators Aϕ, ϕ ∈
o
HW , generate our algebra A˜ with the obvious
vector space structure and with composition of operators as multiplication:
∀ϕ ∈
o
HW : Aϕ: H˜ −→ H˜, Aϕ(χ) := ϕ χ; A˜ :=
〈
Aϕ
∣∣∣ ϕ ∈ oHW〉 . (1.2.7)
It is not hard to see that (H˜, H, A˜) obeys Def. 1.1.2 thus defining a spectral
pre-triple. As a word of caution, we remark that in general for ϕ, χ ∈
o
HW ,
Aϕ ◦Aχ 6= Aϕχ.
Several other attempts to associate an algebra to a CFT can be found in the
literature. Truncation of the OPE to leading terms, as suggested in [K-S, 2.2],
gives a straight-forward algebra structure but seems not to capture enough of the
algebraic information encoded in the OPE: On the one hand, if all states in HW
are given by simple currents, e.g. for the toroidal theories focused on in [K-S],
then truncation of the OPE to leading terms is equivalent to our truncation
(1.2.6). On the other hand, for the example that we present in Sect. 4, it is not,
and we show how our truncation (1.2.6) gives a convincing geometric interpreta-
tion. For holomorphic vertex operator algebras, Zhu’s commutative algebra
is a commutative associative algebra which can be constructed using the normal
ordered product by modding out by its associator (see [Zh,B-N,G-N]), and it
is isomorphic to the zero-mode algebra [B-N]. Although to our knowledge Zhu’s
commutative algebra has not been generalized to the non-holomorphic case, it is
very likely that such a generalization would yield the same geometric interpre-
tations for degenerate CFTs that we propose below; this is related to the fact
that Aϕ ◦Aχ = Aϕχ holds for the relevant states in these degenerate CFTs, see
Lemma 2.2.3 and Prop. 2.2.4. Summarizing, our truncation (1.2.6), which goes
back to [F-G], seems to unite the useful aspects of both the truncation of the
OPE to leading terms and Zhu’s algebra.
An application of Tauber’s theorem known as Kawamata’s theorem [Wi, Thm.
4.2] shows that the growth condition (1.2.2) ensures the eigenvalues ofH to obey
(1.1.4) for γ = ν. In general, γ will not coincide with the central charge c of the
CFT, but in many examples with integral c we find γ = 2c, see e.g. Ex. 1.2.2
below. So far, we have shown:
Proposition 1.2.1
To any CFT C = (H, ∗, Ω, T, T , C) of central charge c which obeys (1.2.2)
with γ = ν ∈ R, after the choice of a subalgebra W of the holomorphic and
antiholomorphic W-algebras, we associate a triple(
H˜ := HW = kerW−, H := L0 + L0, A˜ := 〈Aϕ
∣∣ ϕ ∈ oHW〉) .
Then (H˜, H, A˜) is a spectral pre-triple of dimension γ = ν as in Def. 1.1.2.
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The operator ∇ := L1 + L1: H˜ → H obeys (1.1.5) as well as a Leibniz rule.
However, for general CFTs we are unable to show that (H˜, H, A˜) gives a spectral
triple of a specific dimension, i.e. a non-commutative geometry according to Def.
1.1.2. A˜ need not, in general, act by bounded operators, and we are unable to
check all seven axioms of Connes’ or their reduction in [Lo], including the fact
that A˜ is a C∗-algebra. Neither are we aware of any attempt to do so in the
literature, see also [F-G-R] for a discussion of some unsolved problems that this
approach poses.
For toroidal CFTs, the above construction indeed gives a C∗-algebra A˜ of
bounded operators [F-G]. We illustrate this by
Example 1.2.2
Let CR, R ∈ R+, denote the circle theory at radius R, i.e. the CFT with
central charge c = 1 that describes a boson compactified on a circle6 of radius
R. All CR possess a subalgebra W = u(1) ⊕ u(1) of the holomorphic and an-
tiholomorphic W-algebra7 (see App. B), and the pre-Hilbert space HR of CR
decomposes into irreducible representations of W . The latter can be labeled by
left- and right handed dimension and charge hR, QR and hR, QR of their lwvs,
where hR =
1
2Q
2
R, hR =
1
2Q
2
R. The space of primaries of CR with respect to W
is
H˜ := HW = spanC
{
|QR;QR〉 :=
∣∣∣Q2R2 , QR〉⊗ ∣∣∣Q2R2 , QR〉∣∣∣
∃ m,n ∈ Z : QR = 1√2
(
m
R + nR
)
, QR =
1√
2
(
m
R − nR
)}
,
see (B.4). To obtain the spectral pre-triple associated to CR by Prop. 1.2.1 from
H˜ = HW we need to consider the truncated OPE (1.2.6). By (1.2.7) and (B.6),
orthonormalizing the |QR;QR〉 as in (B.3), we have
A|QR;QR〉 ◦A|Q′R;Q′R〉 = (−1)
(QR+QR)(Q
′
R−Q
′
R)/2A|QR+Q′R;QR+Q
′
R〉
= A|QR;QR〉|Q′R;Q
′
R〉. (1.2.8)
We see that
o
HW = HW and A˜ := 〈Aϕ
∣∣ ϕ ∈ HW〉 is generated by the Aϕ
with ϕ ∈ HW as a vector space, i.e.  defines an (associative!) product on HW ,
which simplifies the situation considerably in comparison to the general case. The
algebra A˜ is clearly non-commutative. It is a straight-forward non-commutative
extension of the product (1.1.1) of the algebra of smooth functions on the circle,
taking winding and momentum modes into account. In fact, A˜ is the twisted
group algebra Cε[Γ ] of the u(1)⊕ u(1)- charge lattice
Γ =
{
(QR;QR) = (Qm,n;Qm,n) =
1√
2
((
m
R + nR
)
;
(
m
R − nR
))∣∣∣m,n ∈ Z}
(1.2.9)
6 Our normalizations are such that the boson compactified on a circle of radius R = 1 is
described by the su(2)1 WZW model.
7 To clear notations, our symbol g always denotes the loop algebra associated to the Lie
group G with Lie algebra g, and gk denotes its central extension of level k.
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(see (B.4)), twisted by the two-cocycle ε of (B.6), yielding a non-commutative
generalization of the algebra of smooth functions on S1R × S11/R. Moreover, one
checks that (H˜, H, A˜) is a spectral pre-triple of dimension 2 = 2c, and we have
QR =
1√
2
(
m
R + nR
)
, QR =
1√
2
(
m
R − nR
)
(1.2.10)
=⇒ H |QR;QR〉 = (hR + hR)|QR;QR〉 =
(
m2
2R2 +
n2R2
2
)
|QR;QR〉,
in perfect agreement with (1.1.1).
1.3. Commutative (sub)-geometries. By Prop. 1.2.1, there is a spectral pre-triple
associated to every CFT. However, this construction is not very satisfactory.
Namely, it depends on the choice of a W-subalgebraW , and it does not allow us
to extract a non-commutative geometry a` la Connes in a straight-forward man-
ner. Moreover, if we start e.g. with the one-dimensional Riemannian geometry
(S1R, g) discussed in Ex. 1.1.1, from its associated CFT we read off a spectral
pre-triple (H˜, H, A˜) of dimension 2 in Ex. 1.2.2. The original one-dimensional
spectral pre-triple
(
H = L2(S1R, dvolg), H =
1
2∆g,A = C∞(S1R)
)
can of course
be obtained from (H˜, H, A˜) by restriction:
H = spanC
{|m〉R ∣∣ m ∈ Z}
∼= spanC
{
|QR;QR〉 ∈ H˜
∣∣ QR = QR = m√2R ,m ∈ Z} = ker〈W−, j0 − 0〉,
where j0, 0 denote the zero modes of generators j,  of u(1), u(1) as in (B.1). In
(1.2.10) we have checked that H has the correct eigenvalues on the generators of
H. Also, by (1.2.8),  is associative and commutative on H ∼= ker〈W−, j0 − 0〉,
and A ∼= 〈Aϕ
∣∣ ϕ ∈ H〉. This motivates
Definition 1.3.1
Let C denote a CFT with central charge c, W a subalgebra of its holomor-
phic and antiholomorphic W-algebras, and (H˜ = kerW−, H, A˜) the associ-
ated spectral pre-triple of dimension γ as in Prop. 1.2.1. A spectral pre-triple
(H, H,A) of dimension c is called a geometric interpretation of C if H ⊂ H˜,
A = 〈Aϕ
∣∣
H
∣∣ ϕ ∈ H〉 is commutative, and if there are appropriate comple-
tions H, A of H, A such that (H, H,A) is a spectral triple of dimension c, i.e.
H = L2(M, dvolg), H = 12∆g˜, A = C∞(M) for some Riemannian manifold
(M, g) of dimension c and dvolg = e
2Φdvolg˜, Φ ∈ C∞(M).
One checks that each CFT CR, R ∈ R+, of Ex. 1.2.2 has precisely two geometric
interpretations (H±R, H,A±R) with H±R = ker〈W−, j0 ∓ 0〉 ∼= L2(S1R±1 ). The am-
biguity is not a problem but a well-known virtue, since the CFTs CR and CR−1
are equivalent according to the definition given on p. 8. On the other hand, the
non-linear sigma model construction with target the geometric interpretation
S1R±1 of CR gives back the CFT CR, yielding the notion of geometric inter-
pretation introduced in Def. 1.3.1 very natural. For general (M, g), however, a
rigorous construction of a non-linear sigma model with targetM is problematic:
Renormalization is necessary, and perturbative methods give good approxima-
tions only for M with large volume. Hence we can only expect those properties
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of Ex. 1.2.2 to generalize which characterize CR = CR−1 at R±1 ≫ 0. In fact, H±R
is generated by the |QR±1 ;QR±1〉 ∈ H˜ with QR±1 = ±QR±1 = m√2R±1 , m ∈ Z.
Hence by (1.2.10) for R±1 ≫ 0 the geometric interpretation (H±R, H,A±R) is ob-
tained from (H˜, H, A˜) by restriction to those states in H˜ which at large volume
retain bounded energy:
Definition 1.3.2
Let C denote a CFT (or a limit of a sequence of CFTs, see Def. 2.1.6) with associ-
ated spectral pre-triple (H˜, H, A˜) and geometric interpretation (H ⊂ H˜, H,A ⊂
A˜). Assume that there is an ε > 0, ε≪ 1, such that
A0 := 〈Aϕ
∣∣
H
∣∣ ϕ ∈ H˜, |Hϕ| ≤ ε|ϕ|〉 obeys H = spanC (A0 (H0,0)) .
Then C is called degenerate and (H, H,A) or (M, g) with H = L2(M, dvolg),
H = 12∆g˜ and A = C∞(M) as in Def. 1.3.1 is called preferred geometric
interpretation of C.
The preferred geometric interpretations are exactly those geometric interpreta-
tions proposed and studied in [F-G]. It is believed that a degenerate CFT C with
preferred geometric interpretation (M, g) in fact yields a degenerate Riemannian
geometry (M, g). More precisely, in [K-S], families Cε of degenerate CFTs with
ε > 0 as in Def. 1.3.2 are studied as ε → 0, where the preferred geometric in-
terpretations (Mε, gε), ε > 0, all yield the same topological manifold Mε ∼= M .
Then (M, gε)ε→0 is believed to describe a Gromov-Hausdorff limit of a metric
on M , where some cycles collapse while keeping the curvature bounded. Such
limits of metrics have been studied in [C-G1,C-G2]. In the physics literature, the
limiting geometries which arise from degenerate CFTs are sometimes referred to
as large volume limits, see [Mo] for a useful account.
Since each collapse of cycles (M, gε)ε→0 in [C-G1,C-G2] gives a boundary
point of the moduli space of Riemannian metrics on M , it is natural to use se-
quences (Cε)ε→0 as above to construct corresponding boundary points of moduli
spaces of CFTs. In a more general context, such a possibility was alluded to
in [K-S]. It presumes the definition of topological data on the families of CFTs
under consideration:
Definition 1.3.3
A CFT-space is given by the following data: A sheaf S over a topological
Hausdorff space M, such that for each p ∈ M, Cp is a CFT with associated
pre-Hilbert space Hp = Sp. Furthermore Ω, T, T are global sections of S, and
all CFT-structures as e.g. OPE-coefficients, evaluated on local sections of S, are
continuous. If M is a D-dimensional variety, then D is called the dimension of
the CFT-space S.
If S is obtained as a deformation space of CFTs in the sense of conformal de-
formation theory, then M comes equipped with a metric, the Zamolodchikov
metric, which induces a standard topology on M as well as flat connections on
S [Sch,Ka,R-S-Z]. This is in particular true for the family (CR)R∈R+ studied in
Ex. 1.2.2.
Intuitively, it is now clear how boundary points of CFT-spaces S overM could
be constructed: One considers continuous paths p : [0,∞) → M giving rise to
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one-dimensional CFT-subspaces S|p of S with (S|p)t = Hp(t) for t ∈ [0,∞). If
for t → ∞ the CFT-structures of the Cp(t) converge in a suitable sense, e.g. as
specified in Sect. 2, then the limit structure gives rise to a boundary point of the
CFT-space S|p. If limt→∞ p(t) = p ∈ M, then the CFT-structures converge to
the corresponding structures of Cp, and the boundary point of the CFT-subspace
S|p just corresponds to this CFT. If however p ∈ M −M, then the boundary
point of the CFT-subfamily S|p can be considered as boundary point of S.
Moreover, assume that to each Cp(t) we can associate a spectral pre-triple
(Hp(t), H, Ap(t)) obtained from an appropriate subspace of constant sections
along p. If there is an N ∈ N such that for every constant section ϕ from such a
subspace one has |Hϕp(t)|/|ϕp(t)| t→∞= O(t−N ), and if all structure constants of
(Hp(t), H,Ap(t)) converge for t→∞, then we obtain a limiting spectral pre-triple
(H∞, H,A∞). The above assumption that all eigenvalues of H on Hp(t) converge
with the same speed O(t−N ) allows to define H∞ := limt→∞ tNH and should
allow to read off a non-degenerate Riemannian geometry from (H∞, H∞,A∞).
For now, instead of considering CFTs, let us stay in the regime of function
spaces and inspect limits of commutative geometries in terms of spectral triples.
This serves as a motivation for Sect. 2 and also leads to some ambiguities which
should be kept in mind.
Example 1.3.4
We consider possible limiting procedures for the spectral triples
(
HR = L2(S1R) ,
H = 12∆,AR = C∞(S1R)
)
as R → ∞. By (1.1.1), each HR is generated by
⊕m∈ZV Rm with V Rm := spanC{|m〉R} an eigenspace of H with eigenvalue m
2
2R2 .
It is therefore natural to choose constant sections Φ = {ϕm ∣∣ m ∈ Z} of the
sheaf S over R+ with SR = HR by ϕmR := |m〉R. Since the sections are constant
with respect to the inner product on the Hilbert spaces HR, R ∈ R+, they are
in particular compatible with the Hilbert space structure, which allows us to
formally define a limiting Hilbert space
H∞(1) :=
⊕
m∈Z
spanC {|m〉∞} with |m〉∞ := {|m〉R
∣∣ R ∈ R+}.
By (1.1.1), ϕm ·ϕm′ = ϕm+m′ for allm,m′ ∈ Z, so we are lead to set Am|m′〉∞ :=
|m+m′〉∞ and thus obtain a commutative algebra of bounded operators A∞(1) :=
〈Am
∣∣ m ∈ Z〉 on H∞(1). The H-eigenvalues of all |m〉R converge to zero with the
same speed as R →∞, hence we can naturally define H∞(1)|m〉∞ := m
2
2 |m〉∞ to
obtain the commutative geometry (H∞(1) ∼= L2(S11), H∞(1), A∞(1) ∼= C∞(S11)) in the
limit.
Mathematically, having |m〉∞ represent the sequence {|m〉R
∣∣ R ∈ R+}means
that spanC {|m〉∞} is the direct limit (see, e.g. [Do]) of the
{
V Rm , R ∈ R+
}
,
where forR,R′ ∈ R+, we use fR,R′ : S1R′ → S1R with fR,R′(x) := x· RR′ to construct
a direct system (HR, f∗R,R′). Then, H
∞
(1) is the direct limit of (HR, f
∗
R,R′).
We have used the category I1 with objects Ob (I1) ∼= R+ the circles of radii
R ∈ R+ and morphisms the diffeomorphisms between the circles. Note that
there is precisely one diffeomorphism fR,R′ for every pair of circles
8 (S1R′ , S
1
R).
8 We use oriented circles with base points to get rid of the translations and reflections.
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The limit (H∞(1), H
∞
(1),A∞(1)) is the inductive limit of the functor F1: I1 → Vect
which on objects maps S1R 7→ C∞(S1R), and on morphisms maps fR,R′ 7→ f∗R,R′ .
Instead of I1, there is another quite obvious category I2 we could have chosen,
namely with objects Ob (I2) = Ob (I1) ∼= R+ the circles of radii R ∈ R+ and
morphisms the isogenies (i.e. local isometries) between circles. That is, there
exists a morphism gR,R′ : S1R′ → S1R with gR,R′(x) := x precisely if R
′
R ∈ N.
The inductive limit of the functor F2: I2 → Vect which on objects maps S1R 7→
C∞(S1R), and on morphisms maps gR,R′ 7→ g∗R,R′ is
H(2)∞ :=
⊕
̺∈R/Q
spanC {|̺ • 0〉∞} ⊕
⊕
r∈R∗
spanC {|r〉∞}
with ∀ ̺ ∈ R/Q: |̺ • 0〉∞ := {|0〉N̺
∣∣ N ∈ Z},
∀ r ∈ R∗: |r〉∞ := {|n〉n/r
∣∣ n ∈ Z}.
Here, R/Q denotes classes of real numbers which are commensurable over Q.
We have |̺ • 0〉∞ ≡ 1 for all ̺ ∈ R/Q, and for all n ∈ Z− {0}: |n〉n/r: x 7→ eixr.
Hence we naturally defineH∞(2)|̺•0〉∞ := 0 for ̺ ∈ R/Q, andH∞(2)|r〉∞ := r
2
2 |r〉∞
for r ∈ R. This again yields a degenerate limit, but we cannot rescale H∞(2) as
before. Namely, to interpret the |r〉∞ in terms of sections ϕr, r ∈ R of S over
R+, SR = HR (where the label r = 0 is replaced by r = ̺• 0, ̺ ∈ R/Q), we have
to set ϕrR := |rR〉R iff rR ∈ Z (ϕ̺•0R := |0〉R iff R = ̺ in R/Q) and ϕrR := 0,
otherwise. To yield the ϕrR continuous, we need to introduce a discrete topology
on R+. Then we can also naturally define a spectral triple (H∞(2), H
∞
(2),A∞(2)),
with Ar ∈ A∞(2), r ∈ R, acting by Ar|r′〉∞ = |r + r′〉∞, Ar|r′ • 0〉∞ = |r〉∞
iff r and r′ are commensurable over Q, i.e. r = r′ in R/Q, and Ar|r′〉∞ = 0,
Ar|r′ •0〉∞ = 0, otherwise. Similarly, for ̺ ∈ R/Q we have A̺•0 ∈ A∞(2) acting by
A̺•0|r′〉∞ = |r′〉∞, A̺•0|r′ •0〉∞ = |r′ •0〉∞ iff ̺ = r′ in R/Q and A̺•0|r′〉∞ = 0,
A̺•0|r′ • 0〉∞ = 0, otherwise. In other words, A̺•0 acts as a projection, and
{A̺•0 | ̺ ∈ R/Q} defines a “partition of identity”, A0 :=
∑
̺∈R/QA̺•0. This
indeed gives a commutative geometry, namely R with the flat metric and an
interesting topology.
Summarizing, Ex. 1.3.4 motivates the use of direct limits for the construction of
limits of spectral pre-triples and CFTs. Moreover, as a word of caution, we have
found two different limiting geometries for the spectral triples
(
HR = L2(S1R) ,
H = 12∆,AR = C∞(S1R)
)
as R → ∞, depending on the choice of the constant
sections of S over R+ with SR = HR. Both limits are natural in their own right.
(H∞(1), H
∞
(1),A∞(1)) is motivated by the approach of [F-G,K-S], whereas (H∞(2), H∞(2),
A∞(2)) corresponds to a decompactification of S1R as R → ∞ equipped with a
discrete topology. Similarly, the definition of limits for CFTs that we propose in
Sect. 2 will incorporate some ambiguity.
Remark 1.3.5
We do not claim that direct limits yield the only sensible construction for limits
of algebras or spectral triples as in Ex. 1.3.4. There, we have already performed
a generalization from direct limits of ordered systems to direct limits of merely
partially ordered systems. However, an ordered set (Ai, •i, 〈., .〉i)i∈I of algebras
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with non-degenerate bilinear forms need not be a direct system at all in order
to make sense of its “limit”.
Since we mainly focus on the more natural direct limit construction, below,
we do not give a formal definition of the more general one, here. The main idea,
however, is to regard a vector space A as limit of the ordered set (Ai)i∈I if for
every i ∈ I there is an epimorphism fi : A → Ai, such that for each ϕ ∈ A−{0}
there exists anN ∈ I with fi(ϕ) 6= 0 for all i > N . If the respective limits, below,
exist, then we can equip A with a limit bilinear form and algebra structure by
setting
〈ϕ, χ〉 := lim
i
〈fi(ϕ), fi(χ)〉i , 〈ψ, ϕ • χ〉 := lim
i
〈fi(ψ), fi(ϕ) •i fi(χ)〉i .
Note that this only defines an algebra structure on A if 〈·, ·〉 is non-degenerate.
As an example let us discuss the limit of the algebras C∞(S1R) of Ex. 1.3.4,
equipped with the Hermitean form
〈ϕ, χ〉R = 1
2πR
∫ 2πR
0
ϕ(x)χ(x)dx .
The radii R ∈ R+ of the circles S1R constitute the ordered index set I. As limit
space A we choose the space C∞c (R) of compactly supported smooth functions
on R. Then, we define
fR : C
∞
c (R) −→ C∞(S1R)
ϕ(x) 7−→ fR(ϕ)(y) := 1√
R
∑
m∈Z
ϕ(mR )e
iRy/m,
which is a discrete version of a Fourier transform. Indeed, (C∞(S1R), fR)R∈R+
fulfills all the conditions mentioned above, and the limit algebra structure on
A = C∞c (R), corresponding to the ordinary product of the Fourier transformed
functions, is the convolution product
ϕ • χ(x) =
∫
R
ϕ(x − y)χ(y)dy .
This construction can be extended to a limit of spectral triples as in Ex. 1.3.4,
and the limit geometry is R with the standard topology.
2. Limits of conformal field theories: Definitions
This section gives our main definitions and is the technical heart of the paper. As
explained above, our construction is motivated by the ideas of [F-G,K-S]. The
guiding example is that of the circle theories discussed in Exs. 1.1.1, 1.2.2, 1.3.4,
or more generally the toroidal CFTs discussed in Sect. 3.1, since these models
as well as their large volume limits are well understood. Further motivation
arises from the observation that the family of unitary Virasoro minimal models
M(m,m+1), m ∈ N−{0, 1}, can be treated by our techniques, too, as detailed
in Sect. 4.
Sect. 2.1 is devoted to the definition of sequences of CFTs and their limits;
we propose a list of conditions which ensure that the limit possesses enough
structure in order to realize some of the ideas of [F-G,K-S]. In Sect. 2.2 we
explain how our limits can give rise to geometric interpretations.
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2.1. Sequences of CFTs and their limits. In Ex. 1.3.4 we have given a motiva-
tion for our general approach to limiting processes for CFTs, which uses direct
systems and direct limits9. We recall the basic definitions below but refer the
reader to the literature for a more detailed exposition, see e.g. [Do]. We start by
defining sequences of CFTs:
Definition 2.1.1
Let (Ci)i∈N = (Hi, ∗i, Ωi, T i, T i, Ci)i∈N denote a family of CFTs with left and
right central charges ci. Given vector space homomorphisms f
j
i such that
∀ i, j ∈ N, i ≤ j : f ji : Hi −→ Hj , and (2.1.1)
f ji (Ω
i) = Ωj ,
f ji (T
i) = T j,
f ji (T
i
) = T
j
,
 and ∀ i, j, k ∈ N, i ≤ j ≤ k :

f ii = idHi ,
fkj f
j
i = f
k
i ,
∗jf ji = f ji ∗i,
we call (Ci, f ji ) a sequence of conformal field theories.
Note that we do not demand any further CFT-structure to be preserved by the
morphisms f ji , which therefore are not morphisms of CFTs. Hence a sequence
of CFTs cannot be regarded as a direct system of CFTs. However, (2.1.1) by
definition gives a direct system of vector spaces (Hi, f ji ). It allows us to define a
direct limit vector space [Do]
K∞ := lim
−→
Hk ≃
[⊕
k∈N
Hk
]/
spanC
{
ϕi − f ji (ϕi) | i, j ∈ N, i ≤ j, ϕi ∈ Hi
}
,
where by abuse of notation for i ∈ N we have omitted the inclusion homomor-
phisms ıi : Hi →֒ ⊕k∈NHk. The above definition of K∞ means that for each
ϕ ∈ K∞ there exist k ∈ N and ϕk ∈ Hk such that ϕ is represented by ϕk, i.e.
ϕ = [ϕk] = [f lk(ϕ
k)] for all l ≥ k. In the following, ϕk will always denote a
representative of this form for ϕ ∈ K∞. By
∀ i ∈ N : f∞i : Hi
ıi→֒
⊕
k∈N
Hk proj−→ K∞
we denote the homomorphisms given by the composition of inclusion and pro-
jection, with f∞j ◦ f ji = f∞i for i, j ∈ N, i ≤ j. With the above notations,
ϕ = f∞k (ϕ
k) ∈ K∞.
Similarly, for i, j ∈ N, i ≤ j and ψ ∈ Hi we define (f ji )∗(ψ∗) := (f ji (ψ))∗.
This gives a direct system
(
(Hˇ∗)i, (f ji )∗
)
. Its direct limit is denoted (Kˇ∗)∞, and
we have projections (f∗i )
∞ = (f∞i )
∗ as above.
By (2.1.1), the limits K∞ and (Kˇ∗)∞ possess special elements Ω, T, T and
Ω∗, and an involution ∗. However, the definition of CFT-like structures on the
limit vector space K∞ requires some more conditions on a sequence of CFTs,
which we shall discuss now. In particular, we need a notion of convergence.
9 Although not spelled out in this language, in [M-S2, §6] a notion of classical limits of CFTs
in terms of direct limits was introduced.
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In the following, let (Ci, f ji ) denote a sequence of CFTs.
Condition 1
The OPE-coefficients Ci of Ci converge with respect to the f ji , i.e.
∀ϕ ∈ Hi, χ ∈ Hj , ψ ∈ Hk :
Cm
(
(fmk (ψ))
∗, fmi (ϕ), f
m
j (χ)
) m→∞−→ C ((f∞k )∗(ψ∗), f∞i (ϕ), f∞j (χ)) ∈ C .
The limits C of the OPE-coefficients only depend on elements of the direct limits
K∞, (Kˇ∗)∞ and are trilinear. Thus a sequence of CFTs (Ci, f ji ) fulfilling Cond.
1 gives rise to a trilinear function
C∞ : (Kˇ∞)∗ ⊗K∞ ⊗K∞ −→ C .
Ci, ∗i, and the map Hi → (Hˇi)∗, ψ 7→ ψ∗ with (1.2.3), (1.2.4) determine the
Hermitean structure of Hi. Since the homomorphisms f ji are compatible with
this structure, if Cond. 1 holds, then the vector space K∞ inherits a limiting
bilinear form 〈·|·〉∞ = C∞(·∗, Ω, ·), which may be degenerate, though. Define
N∞ ⊂ K∞ to be the space of null vectors of 〈·|·〉∞ in K∞, i.e.
N∞ := {ν ∈ K∞ |C∞(ν∗, Ω, ν) = 0 } . (2.1.2)
Since the Cauchy-Schwarz inequality is valid for all 〈·|·〉i = Ci(·∗, Ωi, ·), Cond.
1 implies that C∞(·∗, Ω, ·) defines a non-degenerate bilinear form on
H∞ := K∞/N∞ with π∞ : K∞ −→ H∞ the projection. (2.1.3)
In the following, we will frequently use elements ϕ ∈ K∞ to represent a class in
H∞ and by abuse of notation write ϕ ∈ H∞. Note that π∞ is compatible with
C∞ only if the following condition holds:
Condition 2
All OPE-constants involving null vectors ν ∈ N∞ as in (2.1.2) vanish in the
limit, i.e. the following conditions hold:
∀ ν ∈ N∞, ∀ϕ, χ ∈ K∞ : C∞(χ∗, ν, ϕ) = 0
C∞(χ∗, ϕ, ν) = 0 = C∞(ν∗, ϕ, χ).
By (A.10), the latter two conditions are equivalent.
Cond. 2 implies that C∞ descends to a well-defined map
C∞ : (Hˇ∞)∗ ⊗H∞ ⊗H∞ −→ C .
Though short and elegant, Cond. 2 seems not to be very convenient to check in
our applications. See Rem. 2.1.5.ii for a simplification and note that in our Def.
2.1.3 we avoid this difficulty.
In order to recover a CFT-like structure in the limit, we will introduce a direct
limit of the decomposition (1.2.1) on H∞. To this end, we will need
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Condition 3
There are decompositions of the vector spaces Hi into common Li0- and L
i
0-ei-
genspaces, which are preserved by the f ji , i.e.
Hi =
⊕
α∈Ii
Hiα , Li0
∣∣
Hiα = h
i
α idHiα , L
i
0
∣∣
Hiα = h
i
α idHiα ,
∀i, j ∈ N , ∀α ∈ Ii ∃β ∈ Ij : f ji (Hiα) ⊂ Hjβ ; f ji (α) := β.
In fact, the induced maps f ji : Ii −→ Ij defined by Cond. 3 constitute a di-
rect system on the index sets, whose direct limit will be called I∞ := lim−→ Ii.
The preservation of the decompositions by the f ji guarantees the existence of a
decomposition
K∞ =
⊕
α∈I∞
K∞α . (2.1.4)
Cond. 3 even guarantees that if Cond. 1 is satisfied as well, then (2.1.4) imposes
an analogous decomposition of N∞ and therefore results in
H∞ =
⊕
α∈I∞
H∞α . (2.1.5)
For ϕ ∈ H∞α with α = [αk], ϕ 6= 0,
hαk = hϕk :=
Ck((ϕk)∗, T k, ϕk)
Ck((ϕk)∗, Ωk, ϕk)
, hαk = hϕk :=
Ck((ϕk)∗, T
k
, ϕk)
Ck((ϕk)∗, Ωk, ϕk)
give the (Lk0 , L
k
0) eigenvalues of ϕ
k. By Conds. 1 and 2 all limits
hα := lim
k→∞
hkαk , hα := lim
k→∞
h
k
αk
exist. Therefore, we can define the following operators on H∞:
L0
∣∣
H∞α
:= hα idH∞α , L0
∣∣
H∞α
:= hα idH∞α .
These give rise to a coarser decomposition of H∞ than (2.1.5) into (L0, L0)
eigenspaces,
H∞ =
⊕
h,h∈R,
h−h∈Z
H∞
h,h
.
In particular, as opposed to a well-defined CFT, it is not guaranteed that all
H∞
h,h
are finite dimensional. Indeed, the H∞
h,h
will be infinite dimensional for
some of the examples studied in Sects. 3 and 4. In order to nevertheless allow a
definition of modes analogously to (A.13), we will therefore need
Condition 4
For all α ∈ I∞ and all ϕ ∈ H∞, χ ∈ H∞α ,
Iµ,µ(ϕ, χ) :=
{
β ∈ I∞
∣∣∣H∞β ⊂ H∞hα+µ,hα+µ, ∃ψ ∈ H∞β : C∞(ψ∗, ϕ, χ) 6= 0}
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is finite, such that
Vµ,µ(ϕ, χ) :=
⊕
β∈Iµ,µ(ϕ,χ)
H∞β
is finite dimensional.
Cond. 4 can also be derived from a version of uniform convergence on the Ci
which we discuss in Rem. 2.1.5.v.
To summarize, a sequence of CFTs which obeys Conds. 1–4 gives rise to a
limit vector space H∞ with non-degenerate bilinear form 〈·|·〉∞ = C∞(·∗, Ω, ·)
and an OPE-like structure, which assigns modes to each vector in this vector
space analogously to (A.13):
∀ϕ ∈ H∞, ∀µ, µ,∈ R, ∀α ∈ I∞, ∀χ ∈ H∞hα,hα : (2.1.6)
ϕµ,µχ ∈ Vµ,µ(ϕ, χ) s.th. ∀ψ ∈ Vµ,µ(ϕ, χ) : ψ∗(ϕµ,µχ) = C∞(ψ∗, ϕ, χ).
Recall that for a well-defined CFT, the modes of specific subsectors form closed
algebras, like the holomorphic and antiholomorphic W-algebras. However, we
need additional conditions which ensure that this algebra structure is preserved
in (2.1.6). We first specify
Definition 2.1.2
For a sequence (Ci, f ji ) of CFTs, let W˜ i denote a sequence of finite subsets of
kerL
i
0⊕kerLi0 with T i, T
i ∈ W˜ i and f ji (W˜ i) = W˜j , which generate subalgebras
W i :=
〈
ϕn,0, ϕ0,n
∣∣∣ϕ ∈ spanCW˜ i, n ∈ Z〉
of the holomorphic and antiholomorphic W-algebras. Assume that theW i are all
of the same type, i.e. they differ only by their structure constants with respect
to the elements of W˜ i. Then the family W i ⊃ V irci ⊕V irci is called the stable
W-algebra, and the elements of W˜ i are called W-states.
By definition, the Virasoro algebra is stable in every sequence of CFTs, and we
denote
W˜∞ := π∞f∞i (W˜ i).
To guarantee that (2.1.6) induces the action of a W-algebra on H∞, the stable
W-algebras have to obey the following two conditions:
Condition 5
The f ji preserve the primaries of the W i, which never become null:
∀ i, j ∈ N: f ji
(
(Hi)Wi
)
⊂ (Hj)Wj , and f∞i
(
(Hi)Wi − {0}
)
∩ N∞ = ∅.
Condition 6
For every holomorphic W-state w and χ ∈ K∞, n ∈ Z, the sequence win,0χi
converges weakly to wn,0χ as defined by (2.1.6), that is:
∀χ, ψ ∈ K∞, ∀w, w˜ ∈ W˜∞, ∀n ∈ Z :
C∞(ψ∗, w˜, wn,0χ) = lim
i→∞
Ci((ψi)∗, w˜i, win,0χ
i), (2.1.7)
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and analogously for antiholomorphic W-states w.
Indeed, a sequence of CFTs with stable W-algebrasW i which obeys Conds. 1 –
6 features a W-algebra action of W∞ on H∞, generated by the modes of all W-
states in W˜∞, and with structure constants obtained as limits of the structure
constants of the W i. The stable W-algebras W i are non-trivial by definition,
since at least V irci and V irci are stable. Hence, for example
c := 2 C∞(Ω∗, T, L2Ω)
(2.1.7)
= 2 lim
i→∞
Ci((Ωi)∗, T i, Li2Ω
i) = lim
i→∞
ci
gives the central charge of the limiting Virasoro algebras V irc, V irc ⊂ W∞.
Analogously, as expected, for ϕ ∈ H∞
h,h
, ϕ 6= 0, we have
h = 12C
∞(ϕ∗, T, L1ϕ)/|ϕ|2, h = 12C∞(ϕ∗, T , L1ϕ)/|ϕ|2. (2.1.8)
Finally, in order to introduce a limit of the truncated OPE (1.2.6) for all states
that are relevant for our geometric interpretations in Sect. 2.2, we will need
Condition 7
For all α, β ∈ I∞ and all ϕ ∈ H∞α , χ ∈ H∞β , let
I(ϕ, χ) :=
{
(µ, µ) ∈ R2 ∣∣ ∃ψ ∈ f∞i ((Hi)Wi) : ψ∗(ϕµ,µχ) 6= 0} ,
as in (1.2.6). If H∞α ⊂ H∞0,0, then |I(ϕ, χ)| <∞.
We would like to point out that Cond. 7 is required to ensure the finiteness
condition used in the definition of the truncated OPE  (1.2.6) in the limit.
As mentioned there, this finiteness condition however seems to be very restric-
tive and can probably be replaced by appropriate normalizability of the vectors∑
(µ,µ)∈IW (ϕ,χ)
ϕµ,µχ for ϕ, χ ∈ HW . Then Cond. 7 would be dispensable.
We are now ready to give a definition of convergence for CFTs which we find
natural: Any sequence of CFTs obeying Conds. 1 – 7 will carry an OPE-like
structure on H∞ with an action of the limiting W-algebra W∞ on H∞ which
is compatible with the mode construction. However, so far, we have used an
“algebraic” approach to CFTs as described at the beginning of Sect. 1.2 and in
App. A. This approach has the drawback that the “analytic” structure of CFT
n-point functions, also explained in App. A, is encoded in a rather complicated
way. It makes some of the above conditions quite intricate, but does not ensure
the existence of n-point functions in the limit. On the other hand, some of these
conditions follow from convergence of four-point functions on the sphere. In fact,
Conds. 1 – 7 alone turn out to be problematic in view of our aim to find geometric
interpretations of the limit, similar to Def. 1.3.2: We have not succeeded to derive
commutativity of the relevant algebraA∞ from them, see Prop. 2.2.4. Therefore,
we formulate a notion of convergence of sequences of CFTs which poses stronger
conditions by incorporating the “analytic” structure of CFTs:
Definition 2.1.3
Let (Ci, f ji ) denote a sequence of CFTs with stable W-algebrasW i, whose four-
point functions on P1 converge with respect to the f ji as real analytic functions
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outside the partial diagonals, with the standard behaviour near the singularities
(see App. A). In other words, for all i ∈ N, ϕ, χ, ψ, ω ∈ Hi,
(z, z) 7−→ lim
j→∞
〈f ji (ψ)|f ji (ϕ)(1, 1)f ji (χ)(z, z)|f ji (ω)〉j
exists as real analytic function of z, z ∈ C\{0, 1} ∼= P1\{0, 1,∞} with expansions
(A.4) around the points 0, 1,∞. If the sequence moreover fulfills Conds. 3 – 7,
then it is called fully convergent.
As a word of caution we remark that in general, the limits of four-point functions
do not descend to well-defined objects on (H∞)⊗4.
Proposition 2.1.4
Let (Ci, f ji ) denote a fully convergent sequence of CFTs with stable W-algebrasW i. Then this sequence obeys Conds. 1 – 7.
Proof:
We need to show that Conds. 1 and 2 follow from the convergence of four-point
functions on the sphere and Conds. 3 – 7.
Indeed, Cond. 1 is an immediate consequence, since for ϕ, χ, ψ ∈ Hi:
〈ψ|ϕ(1, 1)Ωi(z, z)|χ〉i ≡ 〈ψ|ϕ(1, 1)|χ〉i (A.8)= Ci(ψ∗, ϕ, χ),
and f ji (Ω
i) = Ωj .
To see that Cond. 2 is satisfied, first assume that there are vectors ν ∈
N∞a,a, ϕ ∈ K∞b,b, χ ∈ K∞c,c such that C∞(ν∗, ϕ, χ) 6= 0, and choose a sequence
{ψ˜ij}j of orthogonal bases of the Hi, ψ˜ij ∈ Hihij ,hij , which converges weakly to an
orthogonal basis of K∞. Using (A.10), we can expand the following four-point
function around z = 0 as in (A.9):
〈χi|(ϕi)†(1, 1)ϕi(z, z)|χi〉i =
∑
j
∣∣∣Ci((ψ˜ij)∗, ϕi, χi)|ψ˜ij |i
∣∣∣2zhij−bi−cizhij−bi−ci . (2.1.9)
In particular, we can choose ψ˜i1 := ν
i and obtain a contradiction to the conver-
gence of four-point functions. By (A.10), this also contradicts the existence of
ν, ϕ, χ as above with C∞(χ∗, ϕ, ν) 6= 0.
Finally, (A.12) shows that C∞(ψ∗, ν, χ) = 0 follows for all ν ∈ N∞, χ ∈
K∞, and primary ψ ∈ K∞. But all three-point functions on the sphere which
involve descendants can be obtained from those involving the corresponding
primaries by application of differential operators. Hence the convergence of four-
point functions on the sphere together with Conds. 5, 6 ensure that this suffices
to prove the claim. ⊓⊔
Although in the limit of a sequence of CFTs we get well-defined OPE-coefficients
by construction, we cannot expect convergence of all correlation functions, as e.g.
torus partition functions. This means that the limit of a converging sequence of
CFTs is not a CFT, in general. It may be possible to pose more restrictive con-
ditions on the notion of convergence in order to ensure the limit to be described
by a well-defined CFT. However, we are interested in certain degeneration phe-
nomena, which for example occur in the large volume limits mentioned in Exs.
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1.2.2, 1.3.4. These limits do not have a well-defined torus partition function. So
from our viewpoint it is not even desirable to have a CFT as limit of a con-
verging sequence, in general. We wish to emphasize that a limit in the above
sense severely depends on the choice of the homomorphisms f ji in our sequence
(Ci, f ji ) of CFTs. This is analogous to the ambiguity described in Ex. 1.3.4.
Remark 2.1.5
i. Since for ψ ∈ Hi
h,h
in a convergent sequence of CFTs 〈Ωi|Ωi(1, 1)ψ(z, z)|ψ〉i
= Ci((Ωi)∗, ψ, ψ)z−2hz−2h, the convergence of the (L0, L0) eigenvalues for
states with non-vanishing norm follows independently from the arguments
given after Cond. 3.
ii. The crucial step in the proof of Prop. 2.1.4 is the observation that each
coefficient in (2.1.9) remains bounded in the limit. The latter is equivalent to
the following condition:
For χ, ψ ∈ K∞ set µi := hψi − hχi , µi := hψi − hχi ; (2.1.10)
then ∀ϕ ∈ K∞ : |ϕiµi,µiχi| is bounded as i→∞.
Hence (2.1.10) implies Cond. 2 and is equivalent to the convergence of four-
point functions 〈χi|(ϕi)†(1, 1)ϕi(z, z)|χi〉i.
iii. In general, null vectors of a representation of the Virasoro algebras V irc, V irc
are defined to be states that descend from a lowest weight vector but vanish
under the action of each Ln, Ln with n < 0. Although our definition (2.1.2)
of null vectors is different, a fully convergent sequence of CFTs has stable
Virasoro algebras and allows us to define the action of V irc, V irc on H∞ such
that null vectors in this conventional sense are not present, either.
iv. Our definition of a fully convergent sequence of CFTs with stable W-algebras
W i simplifies greatly if N∞ as in (2.1.2) reduces to {0}. Then Cond. 2 is void.
Moreover, Cond. 6 follows from the convergence of four-point functions, since
the limiting four-point functions are well-defined onH∞ and the factorization
properties (A.9), (A.17) – (A.18) of four-point functions remain valid in the
limit. As in ordinary CFTs, this also implies associativity of the OPE in the
limit, and the existence of all n-point functions on P1.
v. It is not hard to show that Cond. 4 is equivalent to a version of uniform
convergence of the OPE-constants:
∀ϕ ∈ H∞, ∀χ ∈ H∞α , α ∈ I∞, ∀µ, µ ∈ R, ∀ ε > 0 ∃I ∈ N :
∀ i ≥ I, ∀ψ ∈ Vµ,µ(ϕ, χ) with C∞(ψ∗, ϕ, χ) 6= 0 :∣∣Ci((ψi)∗, ϕi, χi)− C∞(ψ∗, ϕ, χ)∣∣ < ε |C∞(ψ∗, ϕ, χ)| .
The above notion of full convergence turns out to be too restrictive for our
purposes. In fact, we would like to allow for diverging conformal weights and
other structure constants in decoupled sectors of the CFTs. This happens for
example in the large radius limit of the free boson on the circle, where the
winding modes get infinitely massive as R → ∞, see (1.2.10). As motivated
by Def. 1.3.2, in these cases we should restrict our considerations to the closed
sectors with converging conformal weights:
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Definition 2.1.6
We call a sequence (Ĉi, f̂ ji ) of CFTs Ĉi = (Ĥi, ∗̂i, Ωi, T i, T
i
, Ĉi) convergent,
if the following holds:
For every i ∈ N, the subspace Hi ⊂ Ĥi consisting of those vectors whose
conformal weights converge under the f̂ ji is closed under the OPE. Moreover,
∀ i, j ∈ N, i ≤ j : f ji := f̂ ji |Hi , Ci := Ĉi|(Hˇ∗)i⊗Hi⊗Hi , ∗i := ∗̂i|Hi
defines a fully convergent system (Hi, Ci, f ji ) with stable W-algebras W i ⊃
V irci ⊕ V irci . The corresponding direct limit
C∞ := (H∞ := (lim
−→
Hi)/N∞, ∗∞, Ω, T, T , C∞)
is called limit of the sequence (Ĉi, f̂ ji ) of CFTs. The stableW-algebras are
called preserved W-algebras.
Remark 2.1.7
The discussion of convergence of sequences of CFTs generalizes to one-dimensio-
nal CFT-spaces S (see Def. 1.3.3). Instead of the homomorphisms f ji we specify
a connection (i.e. the parallel sections) on the sheaf S. Sequences can then be
defined on local trivializations of S by parallel transport. If such a sequence
converges in the sense of Def. 2.1.6, then the limit structures discussed above
give rise to a boundary point of the CFT-space.
For a general CFT-space S over M with non-compact M, equipped with
a flat connection (e.g. obtained from deformation theory), we can then con-
struct boundary points as limits of convergent sequences which come from one-
dimensional CFT-subspaces as above. We will discuss such a boundary of the
CFT-space of toroidal CFTs10 in Sect. 3.1.
2.2. Geometric interpretations. As mentioned above, our notion of convergence
admits the occurrence of degeneration phenomena. One of them is the vacuum
degeneracy, i.e. the degeneration of the subspace of states with vanishing con-
formal weights. While this subspace is one-dimensional in a well-defined CFT,
it may become higher-dimensional, and even infinite-dimensional, in the limit
of CFTs. In Def. 1.3.2 we have introduced preferred geometric interpre-
tations of CFTs; in this section we will argue that limits of CFTs with an
appropriate vacuum degeneracy can be expected to allow such geometric inter-
pretations. Similar approaches have been proposed in [M-S1, §6] as well as [F-G,
K-S], but with no general definitions of sequences and limits of CFTs at hand.
In the following, let (Ci)i∈N = (Hi, ∗i, Ωi, T i, T i, Ci)i∈N denote a conver-
gent sequence of CFTs. As in Def. 2.1.6, its limit is denoted C∞ = (H∞ :=
K∞/N∞, ∗∞, Ω, T, T , C∞). By Cond. 5 we can set
H˜∞ := f∞i
(
(Hi)Vir) ⊂ H∞, and H∞ := ker (L0) ∩ ker (L0) = H∞0,0 ⊂ H∞.
10 In fact, CFT-spaces of toroidal models, more generally of WZW- and coset-models (see
[F-R]) or of orbifolds thereof, and discrete sequences of CFTs are the only well known examples
of CFT-spaces. Although the moduli space M of N = (4, 4) SCFTs on K3 is known [A-M],
the corresponding CFT-space S over M has not yet been constructed.
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Note that H∞ ⊂ H˜∞, since descendants cannot have vanishing dimensions. To
every ϕ ∈ H∞ we associate an operator Aϕ on H˜∞ by truncation of the OPE, as
before: By Conds. 4 and 7, for χ ∈ H˜∞ we can copy (1.2.6) verbatim to define
ϕ χ. Then Aϕ(χ) := ϕ χ. Let A∞ denote the algebra generated by all these
operators:
∀ϕ ∈ H∞: Aϕ: H˜∞ −→ H˜∞, Aϕ(χ) := ϕ χ; A∞ :=
〈
Aϕ
∣∣∣ ϕ ∈ H∞〉 ,
where ∀ψ ∈ H˜∞: ψ∗(ϕ χ) = C∞(ψ∗, ϕ, χ).
We first collect some properties of A∞:
Lemma 2.2.1
In the limit of a sequence of CFTs, for every state ϕ ∈ H∞ of vanishing conformal
weights one has L1ϕ = L1ϕ = 0. Moreover, Aϕ preserves weights, i.e. with
H˜∞
h,h
:= H˜∞ ∩ H∞
h,h
, for all h, h ∈ R we find Aϕ
(
H˜∞
h,h
)
⊂ H˜∞
h,h
. In particular,
A∞ acts on H∞.
Proof:
Fix ϕ ∈ H∞. Note that Li1ϕi converges weakly to L1ϕ by Cond. 6. Using this,
we first show that in K∞ = lim
−→
Hi, L1ϕ is a null vector, i.e. L1ϕ ∈ N∞. Indeed,
C∞((L1ϕ)∗, Ω, L1ϕ)
(2.1.6)
= C∞((L1ϕ)∗, T, ϕ)
(A.10)
= C∞(ϕ∗, T, L1ϕ)
(2.1.8)
= 0,
which by definition (2.1.2) proves L1ϕ ∈ N∞. Similarly, L1ϕ ∈ N∞.
Using weak convergence, Cond. 2, and (A.14), since ϕ has vanishing conformal
weights, we find
∀ψ ∈ H∞
hψ,hψ
, χ ∈ H∞
hχ,hχ
: (hψ − hχ)C∞(ψ∗, ϕ, χ) = C∞(ψ∗, L1ϕ, χ) = 0.
Hence C∞(ψ∗, ϕ, χ) = ψ∗(Aϕχ) 6= 0 only if hχ = hψ, and similarly hχ = hψ.
This proves the claim. ⊓⊔
By the above, the only non-trivial mode of each ϕ ∈ H∞ is ϕ0,0. This motivates
Definition 2.2.2
In the limit C∞ of a converging sequence of CFTs we set H∞ := H∞0,0 and call
A∞ := 〈Aϕ| ϕ ∈ H∞〉 the zero mode algebra.
To fix notations, we now choose an orthonormal basis {ψj}j∈N of H∞ such that
∗(ψj) = ψj for all j ∈ N and ψij ∈ Hihij ,hij where as always ψ
i
j is a representative
of ψj , i.e. ψj = f
∞
i (ψ
i
j) in H∞. We set
∀ a, b, c ∈ N: Ccab := C∞(ψ∗c , ψa, ψb)
(A.10)
= Cbac
(A.12)
= Cbca. (2.2.1)
Following [F-G], we expect the zero mode algebra of a limit of CFTs to give rise
to a spectral triple which defines a commutative geometry. In fact,
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Lemma 2.2.3
The zero mode algebra A∞ of the limit of a sequence of CFTs is commutative
if and only if
∀ϕ, χ ∈ H∞: Aϕ ◦Aχ = Aϕχ.
Proof:
With respect to the orthonormal basis {ψj}j∈N chosen before (2.2.1), we have
∀ a, b ∈ N: ψa  ψb =
∑
j
Cjabψj .
One therefore checks:
∀ a, b ∈ N: Aψa ◦Aψb = Aψb ◦Aψa
(2.2.1)⇐⇒
∑
j
CjadC
j
bc =
∑
j
CjbdC
j
ac ∀ c, d ∈ N (2.2.2)
(2.2.1)⇐⇒ Aψa ◦Aψb = Aψaψb .
⊓⊔
Proposition 2.2.4
The zero mode algebra A∞ of the limit of a convergent sequence of CFTs is
commutative.
Proof:
By the proof of Lemma 2.2.3, the claim is equivalent to (2.2.2). This equation
follows from the relations imposed on the OPE-constants by crossing symmetry.
Namely, for all a, b, c, d ∈ N, both sides of
〈ψid|ψic(1, 1)ψia(z, z)|ψib〉i = 〈ψib|ψic(1, 1)ψia(z−1, z−1)|ψid〉i z−2h
i
az−2h
i
a (2.2.3)
converge to real analytic functions on C − {0, 1} ∼= P1 − {0, 1,∞} with power
series expansions in z, z; z−1, z−1, respectively. Since by Cond. 5 the sum over
primaries in (A.16) does not contain contributions from null vectors, we can use
(A.16) – (A.18) to analyze the structure of (2.2.3): Both sides converge to formal
power series in z, z−1, respectively, with non-negative integer exponents, only.
Hence both sides must be constant, receiving only contributions from the leading
terms in the conformal blocks. Then (A.18) shows
∑
j C
j
abC
d
cj =
∑
j C
j
adC
b
cj
which by (2.2.1) is equivalent to (2.2.2). ⊓⊔
Remark 2.2.5
i. Similarly to Rem. 2.1.5.iv, the proof of Prop. 2.2.4 simplifies considerably
if null vectors are not present in K∞. Then the proof of Lemma 2.2.3 shows
L1ψa=0 as an element of K∞ for all ψa ∈ H∞, such that for all ψa, ψb, ψc, ψd
∈ H∞:
0 = 〈ψd|ψc(1, 1)L1ψa(z, z)|ψb〉 = ∂
∂z
〈ψd|ψc(1, 1)ψa(z, z)|ψb〉.
In other words, all conformal blocks are constant, and crossing symmetry can
be used directly to show Prop. 2.2.4.
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ii. Our definitions easily generalize to the case where the central charges of the
left and right handed Virasoro algebras do not coincide. Then the situation
greatly simplifies if all CFTs under consideration are chiral: One immediately
identifies Aϕ(χ), ϕ, χ ∈ H∞, with the normal ordered product of ϕ and χ.
Since H∞ = K∞/N∞ with N∞ containing the ideal generated by L1H∞,
H∞ belongs to Zhu’s commutative associative algebra [Zh,B-N,G-N], which is
known to be isomorphic to the zero-mode algebra [B-N]. It would be desirable
to generalize the notion of Zhu’s algebra to non-chiral theories, and it would
be interesting to know if such a notion can reproduce A∞ in the limit of
convergent sequences of CFTs.
By Prop. 2.2.4, limits of CFTs are naturally expected to possess preferred geo-
metric interpretations:
Definition 2.2.6
Let C∞ denote the limit of a convergent sequence of CFTs with limiting central
charge c and zero mode algebra A∞. Let N ∈ N be maximal such that for all
ϕ ∈ H∞ with ϕ = f∞i (ϕi), ϕi ∈ Hihi,hi :
λNϕ := lim
i→∞
iN(hi + hi) <∞, H∞ϕ := λNϕ ϕ.
Then the linear extension of H∞ is a self-adjoint operator H∞: H∞ −→ H∞.
If there exist completions H
∞
, A∞ of H∞, A∞ such that (H∞, H∞,A∞) is
a spectral triple of dimension c, then the latter is called a geometric inter-
pretation of C∞.
The above definition may seem artificial, since we cannot prove a general result
allowing to give geometric interpretations for arbitrary limits of CFTs. However,
below we will see that there are interesting examples which do allow such ge-
ometric interpretations, in particular a non-standard one which we present in
Sect. 4. Moreover, from the viewpoint of non-linear sigma model constructions
and large volume limits of their underlying geometries, Def. 2.2.6 formalizes the
expected encoding of geometry in CFTs, see [M-S1,F-G,K-S], which justifies our
definition.
3. Limits of conformal field theories: Simple examples
This section consists in a collection of known examples, where we discuss limits
of CFTs and their geometric interpretations in the language introduced in Sect.
2. Sects. 3.1 and 3.2 deal with toroidal CFTs and orbifolds thereof, respectively.
We confirm that our techniques apply to these cases and that they yield the
expected results. In particular, the discussion of toroidal CFTs fits our approach
into the picture drawn in [F-G,K-S].
3.1. Torus models. As a first set of examples, let us discuss bosonic toroidal
CFTs. These are u(1)d-WZW models, whose W-algebras contain u(1)d ⊕ u(1)d-
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subalgebras generated by the modes of the respective u(1)d ∼= Rd-valued cur-
rents. That is, (B.1) generalizes to
jk(z) =
∑
n∈Z
aknz
n−1 , k(z) =
∑
n∈Z
aknz
n−1 , k = 1, . . . d,
[akn, a
l
m] = mδ
klδm+n,0 , [a
k
n, a
l
m] = mδ
k,lδm+n,0 , [a
k
n, a
l
m] = 0.
Holomorphic and antiholomorphic energy-momentum tensors can be obtained
as T = 12
∑
k :j
kjk:, T = 12
∑
k :
kk:. Their modes give rise to holomorphic and
antiholomorphic Virasoro algebras with central charges c = d.
The pre-Hilbert space HΓ of a toroidal CFT CΓ decomposes into irreducible
lowest weight representations of u(1)d⊕u(1)d, which are completely characterized
by their holomorphic and antiholomorphic u(1)d ⊕ u(1)d-charges (Q;Q) ∈ Γ ⊂
R2d:
HΓ ∼=
⊕
(Q;Q)∈Γ
Vu(1)dQ ⊗ V
u(1)d
Q .
The corresponding norm-1 lwvs |Q;Q〉 have conformal weights11
h|Q;Q〉 =
1
2Q
2 , h|Q;Q〉 =
1
2Q
2
,
and, by definition, the corresponding fields V|Q;Q〉(z, z) (see (A.7)) obey
jk(w)V|Q;Q〉(z, z) =
QkV|Q;Q〉(z, z)
(w − z) + reg. , (3.1.1)
k(w)V|Q;Q〉(z, z) =
Q
k
V|Q;Q〉(z, z)
(w − z) + reg.
The n-point functions of the V|Q;Q〉(z, z) reduce to products of the respective
holomorphic and antiholomorphic conformal blocks
〈0|V|Q1;Q1〉(z1, z1), . . . , V|Qn;Qn〉(zn, zn)|0〉P1 =
∏
1≤i<j≤n
(zi−zj)QiQj (zi−zj)QiQj .
(3.1.2)
Recall that the right hand side gives a well-defined function for zi, zi ∈ C away
from the partial diagonals, iff all QiQj −QiQj ∈ Z. Indeed, the charges (Q;Q)
of lwvs in a toroidal CFT constitute an even integral selfdual Lorentzian lattice
Γ ⊂ Rd,d of signature (d, d), where the quadratic form is given by the double
spin 2(h − h) of the respective state, and addition corresponds to fusion. We
denote by Ud the unique even integral selfdual Lorentzian lattice of signature
(d, d) and regard Γ as image of an embedding12 ι : Ud
∼→ Γ ⊂ Rd,d of Ud
into Rd,d. Making use of the OPE (3.1.1) and contour integration, the n-point
functions of descendants can also be extracted from (3.1.2). This procedure only
involves derivation and multiplication by charges Qk, Q
k
.
11 For Q ∈ Rd, Q2 denotes the standard quadratic form on Rd.
12 The embedding is only specified up to automorphisms of Ud.
28 Daniel Roggenkamp and Katrin Wendland
To determine the OPE-constants of lwvs from (3.1.2) note that the overall
sign on the right hand side of this equation depends on the ordering of the fields
V|Qi;Qi〉(zi, zi). This is due to the cocycle factors which for d = 1 have the
simple form (B.6). To state a general formula, we first have to generalize (B.4).
Given a toroidal CFT with charge lattice ι(Ud) = Γ ⊂ Rd,d, one can always
find a lattice Λ ⊂ Rd of rank d and a linear map B:Rd −→ (Rd)∗, such that
with respect to appropriate coordinates on Rd,d the following holds: Denote by
Λ∗ ⊂ (Rd)∗ the Z-dual of Λ and identify (Rd)∗ with Rd by means of the standard
scalar product on Rd. Then B is skew-symmetric and
Γ =
{
(Q;Q) = 1√
2
(µ−Bλ+ λ;µ−Bλ− λ) ∣∣ (µ, λ) ∈ Λ∗ × Λ} . (3.1.3)
Moreover,
for (Q(′);Q
(′)
) = 1√
2
(
µ(′) −Bλ(′) + λ(′) ; µ(′) −Bλ(′) − λ(′)
)
∈ Γ : (3.1.4)
C
(
|Q+Q′;Q+Q′〉∗, |Q;Q〉, |Q′;Q′〉
)
= (−1)µλ′ ,
with all other OPE-constants vanishing. Note that for d = 1, Eq. (3.1.4) simpli-
fies to (B.4) – (B.5) due to the absence of the B-field.
By the above, a toroidal CFT C = CΓ is completely characterized by its
charge lattice Γ , and thus the moduli space of these models is the Narain
moduli space
MdNarain ∼= O(d, d,Z)\O(d, d)/O(d) ×O(d)
of even integral selfdual Lorentzian lattices in Rd,d [C-E-N-T,Nar].
We will discuss sequences (Ci := CΓi , f ji ) of toroidal CFTs in MdNarain with
stable W-algebra u(1)d ⊕ u(1)d and fixed ιi : Ud → Γi such that
∀ i, j,∈ N , λ ∈ Ud , P, P ∈ C[x11, . . . , xd1, x12, . . . , xd2, . . .] : (3.1.5)
f ji : P
(
(ai)km
)
P
(
(ai)ln
) |ιi(λ)〉i 7−→ P ((aj)km) P ((aj)ln) |ιj(λ)〉j .
This choice of sequence is natural from the point of view of deformation theory
and completion ofMdNarain, see Rem. 2.1.7. Indeed, the OPE of lwvs is constant
under the f ji defined in (3.1.5), and OPE as well as all correlation functions of
such sequences converge if and only if the lattices Γi = ιi(U
d) converge in Rd,d.
In this case, (3.1.5) is fully convergent in the sense of Def. 2.1.3. Furthermore
N∞ = {0}, which implies that the limiting n-point functions have the usual fac-
torization properties (c.f. Rem. 2.1.5.iv). In fact, the lattices Γi converge within
MdNarain, such that no degeneration phenomena occur. All n-point functions on
surfaces with positive genus converge as well, and the limit of such a sequence
is again a toroidal CFT with charge lattice Γ∞ = limi→∞ Γi.
On the other hand,MdNarain is not complete, and a sequence of lattices Γi may
degenerate but still give a convergent sequence in the sense of Def. 2.1.6. Namely,
given any primitive null-sublattice N ⊂ Ud of rank δ ∈ N, one can construct
convergent sequences such that the images ιi(N
⊥) converge with ιi(N) collapsing
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to {0}, while the images of lattice points in Ud − N⊥ diverge. In fact, we can
split13
Ud = N∗ ⊕N⊥ = N∗ ⊕N ⊕M, (3.1.6)
such that N∗ is null with N∗ ⊕N ∼= U δ. Then the lattice in the limit,
Γ∞ := lim
i→∞
ιi(N
⊥) = lim
i→∞
ιi(M),
is again an even integral selfdual Lorentzian lattice in Rd,d, however with smaller
rank: Γ∞ ∼= Ud−δ.
Every sequence (3.1.5) showing this kind of degeneration is convergent in the
sense of Def. 2.1.6. The limiting pre-Hilbert space is a u(1)d ⊕ u(1)d-module
H∞ ≃ HΓ∞ ⊗
⊕
λ∈N
Vu(1)δQ=0 ⊗ V
u(1)δ
Q=0 . (3.1.7)
As before, we have N∞ = {0} and therefore the usual factorization properties of
the limiting n-point functions on the sphere. However, the degeneration of the
lattice results in a diverging torus partition function, and the limit only has the
structure of a CFT on surfaces of genus 0 with an infinitely degenerate vacuum
sector.
In the spirit of Rem. 2.1.7, we regard these degenerate limits as boundary
points of the CFT-space S over O(d, d)/O(d) × O(d) of toroidal CFTs. The
underlying Hausdorff space of such boundary points has a stratification
∂deg (O(d, d)/O(d)×O(d)) ∼=
⋃
1≤δ≤d
O(d− δ, d− δ)/O(d− δ)×O(d− δ) .
If one furthermore takes into account the possibly different speeds of degenera-
tion, then one ends up with the compactification described in [K-S], which also
includes higher boundary strata.
As explained in Sect. 1.2, we can extract a spectral pre-triple (H˜, H, A˜) with
associative algebra A˜ from every CFT. For a toroidal CFT with charge lattice
Γ , (3.1.4) and a direct generalization of the discussion in Ex. 1.2.2 lead us to
the twisted group algebra
A˜Γ ∼= Cε[Γ ] , ε:
(
(Q;Q), (Q′;Q
′
)
)
7−→ (−1)µλ′ , (3.1.8)
i.e.
|Q;Q〉 |Q′;Q′〉 = (−1)µλ′ |Q+Q′;Q+Q′〉
with notations as in (3.1.4). For any N as above, the lwvs corresponding to
elements in N generate a commutative subalgebra A˜N ∼= C[N ] ⊂ A˜Γ . Simi-
larly to the one-dimensional case discussed in Sect. 1.3, restriction to A˜N gives
a commutative geometry. In fact, A˜N is isomorphic to the algebra of smooth
functions on a δ-dimensional torus Tι(N) = Rδ/2πΛδ, where Λδ is a lattice of
rank δ such that ι(N) ⊂ Γ in (3.1.3) is described by restricting to lattice vectors
with (µ, λ) = (µ, 0), µ ∈ Λ∗δ ⊂ Λ∗.
13 Here, ⊕ denotes the direct sum, not the orthogonal direct sum.
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The zero mode algebra A∞ associated to the degenerate vacuum sector of
(3.1.7) (see Sect. 2.2) is isomorphic to A˜N ∼= C[N ], whose closure is the algebra
of smooth functions on a topological torus TN . More precisely, each µ ∈ Λ∗δ
corresponds to a function Tι(N) ∋ x 7→ eiµ(x) ∈ C. It is an eigenfunction of the
Laplacian on Tι(N), equipped with the standard metric inherited from Rδ, with
eigenvalue µ2. The latter goes to zero as i→∞.
Since N∞ = {0}, A∞ also acts on the entire limiting pre-Hilbert space H∞,
which is a projective module of finite type overA∞ and can therefore be regarded
as the space of sections of a vector bundle over TN ∼= Spec(A∞). Thus, in the
limit we find a CFT-fibration over the moduli space TN of ground states of the
limit theory as described in [K-S]. In fact, with a suitable choice of coordinates
as in (3.1.3), the limiting structure of such degenerating sequences of toroidal
CFTs can be regarded as large volume limit, where Tιi(N) is the sequence
of subtori obtaining infinite radii, while their duals collapse. It is a geometric
interpretation in the sense of Def. 2.2.6, if N is a maximal null sublattice, i.e. if
δ = d. Otherwise, it can be viewed as geometric interpretation of an appropriate
subtheory with central charge c′ = δ.
Remark 3.1.1
As described in Ex. 1.3.4 for the case of spectral triples of circles, we can also
use partially ordered systems to obtain limits of toroidal CFTs different from
the ones discussed above. For instance, in the case of circle models CR, R ∈ R+
(see Ex. 1.2.2, App. B), we can define a partially ordered system analogously to
the construction given in Ex. 1.3.4. In the latter case, the limit spectral triple for
functions on circles corresponds to R with a complicated topology. Similarly, the
limit of the partially ordered system of circle theories decomposes into subsectors
which only couple through the vacuum.
However, as explained in Rem. 1.3.5, one does not have to use the direct limit
construction to define limits of spectral triples, and the same is true for limits of
CFTs. Let us briefly discuss this in the case of the infinite radius limit of
circle models.
To define a limit of the ordered set (CR)R∈R+ of CFTs without a given direct
system, we have to find an appropriate Hermitean limit vector space H∞ and
epimorphisms fR : H∞ → HR, R ∈ R+, by hand. In fact, using notations as in
(1.2.9),
H∞ := C∞c (R)⊗ C[x1, x2, . . .]⊗2 (3.1.9)
together with
fR(χ⊗ P ⊗ P ) := 1√
R
∑
m,n
χ(
√
2Qm,n)P (ar)P (as)|Qm,n;Qm,n〉 (3.1.10)
satisfy conditions similar to those stated in Rem. 1.3.5. Since the respective
limits exist, we can define limit correlation functions by
〈0|ϕ1(z1, z1) . . . ϕn(zn, zn)|0〉 := lim
R→∞
〈0|fR(ϕ1)(z1, z1) . . . fR(ϕn)(zn, zn)|0〉R ,
and similarly obtain limit OPE-constants.
The notion of convergence of sequences of CFTs introduced in Defs. 2.1.3,
2.1.6 can be generalized to such a limit construction of ordered sets of CFTs.
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Indeed, the system (CR, fR)R∈R+ defined by (3.1.9) – (3.1.10) is convergent in
this generalized sense. Its limit is a full CFT, namely the uncompactified free
bosonic theory with pre-Hilbert space14
H =
⊕
Q∈R
Vu(1)Q ⊗ V
u(1)
Q ,
and in particular does not show any degeneration phenomena. We emphasize
that H∞ and the fR had to be constructed by hand and are not compatible
with CFT-deformation theory, which is our reason for preferring the direct limit
construction of Sect. 2.
3.2. Torus orbifolds. If a given CFT allows an appropriate action of a finite
symmetry group15, then one can construct a new model from these data by
orbifolding, see e.g. [D-V-V-V]. Since from our point of view the main ideas
are apparent already in the simplest examples of torus orbifold models, namely
the S1/Z2-orbifold theories CZ2R , R ∈ R+, that is the Z2-orbifolds of the circle
models CR described in Ex. 1.2.2 and App. B, we will restrict our discussion to
this family.
On the pre-Hilbert space HR of the circle theory CR, the non-trivial element
of Z2 acts by
P (an)P (an)|QR;QR〉 7−→ P (−an)P (−an)| −QR;−QR〉
for P, P ∈ C[x1, x2, . . .]. The pre-Hilbert space of the resulting orbifold model
CZ2R consists of the Z2-invariant part of HR and additional twisted sectors. Each
sector decomposes into lowest-weight representations of the generic orbifold W-
algebra W = W (2, 4) ⊕ W (2, 4) ⊂ u(1) ⊕ u(1) as detailed in [Nah]: In the
untwisted sector, there are norm-1 lwvs 1√
2
|QR;QR〉Z2 = 1√2 | −QR;−QR〉Z2 of
conformal weights h = 12Q
2
R, h =
1
2Q
2
R for each Z2-equivalence class of charges
(B.4) appearing in the original circle theory. An additional norm-1 lwv |ΘR〉 of
conformal weights h = h = 1 occurs in the basic u(1)⊕ u(1) representation with
QR = QR = 0. Furthermore, in the twisted sector, there are four lwvs |σlR〉, |τ lR〉,
l ∈ {0, 1}, with h = h = 116 , h = h = 916 , respectively.
The OPE in the circle theories is invariant under the Z2-action, and the
OPE in the orbifold models respects the Z2-grading on the pre-Hilbert spaces.
Hence the correlation functions and OPE of states in the invariant sectors of the
orbifold models coincide with the respective data in the circle theories. Corre-
lation functions containing states in the twisted sectors have been discussed in
[D-F-M-S,D-V-V], and the OPE between lwvs can be extracted from them.
Given a sequence (Ri)i∈N in R+, we consider the sequence (CZ2Ri , f ji ) of S1/Z2-
orbifold models such that on lwvs f ji (|QRi ;QRi〉Z2) = |QRj ;QRj 〉Z2 , f ji (|ΘRi〉) =
14 This pre-Hilbert space is a closure of H∞ defined in (3.1.9).
15 That is, the group acts as group of automorphisms on the pre-Hilbert space of our theory
leaving the n-point functions invariant, and the level matching conditions [D-H-V-W] are
obeyed.
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|ΘRj 〉, f ji (|σlRi〉) = |σlRj 〉, f ji (|τ lRi〉) = |τ lRj 〉. This definition naturally extends to
the descendants as in (3.1.5).
Then, as in the case of toroidal models, all correlation functions and the
OPE converge with respect to the f ji if and only if (Ri)i∈N converges in R
+,
limi→∞Ri = R∞ > 0. In this case, (CZ2Ri , f ji ) is a fully convergent sequence
of CFTs in the sense of Def. 2.1.3, and N∞ = {0}, implying the existence of
correlation functions on P1 (see Rem. 2.1.5.iv). No degeneration occurs, which
means that correlation functions on surfaces of positive genus converge, too.
Thus, in the limit we obtain a full CFT, namely the S1/Z2-model at radius R∞.
If Ri → 0 or Ri → ∞, our sequence of CFTs is convergent in the sense
of Def. 2.1.6. Indeed, all correlation functions between states with convergent
weights converge, N∞ = {0}, and in the limit we obtain a well-defined CFT
on the sphere with degenerate vacuum sector. In the language of Sect. 3.1, for
Ri → ∞ we can use (3.1.6) with M = {0} and N =
{
1√
2
(m;m) | m ∈ Z
}
,
N∗ =
{
1√
2
(n;−n) | n ∈ Z
}
, and N ↔ N∗ if Ri → 0.
By Prop. 1.2.1 we can associate a spectral pre-triple (H˜, H, A˜) to each orbifold
model CZ2R . As mentioned after (1.2.6), here we find HW %
o
HW . By [D-F-M-S,
D-V-V] the OPE-constants including twisted ground states are given by
CR
(|σkR〉∗, |Qm,n;Qm,n〉Z2 , |σlR〉) (A.10),(A.12)= CR((|Qm,n;Qm,n〉Z2)∗, |σkR〉, |σlR〉)
=
2 (−1)mlδn+l,k
2Q
2
m,n+Q
2
m,n
, (3.2.1)
with notations as in (1.2.9). Hence the IW(σkR, σ
l
R) used in (1.2.6) are infinite.
On the other hand, A˜ contains a subalgebra given by the Z2-invariant part
A˜′ := Cε[Γ ]Z2 of the respective algebra of the underlying circle theory, c.f.
(3.1.8). |ΘR〉 acts on A˜′ as a second order differential operator, and A˜ is an A˜′-
module. Thus, A˜ can be regarded as the space of sections of a sheaf over the non-
commutative space associated to the restricted spectral pre-triple (H˜′, H ′, A˜′).
If Ri →∞, the zero mode algebra A∞ ∼= C[Z]Z2 is generated by the lwvs rep-
resented by | m√
2Ri
; m√
2Ri
〉Z2 ,m ∈ Z. It is the algebra of Z2-symmetric functions on
the circle, i.e. the functions on S1/Z2. In fact, the |m〉Z2∞ := f∞i
(
| m√
2Ri
; m√
2Ri
〉Z2
)
are characterized by the recursion relation
|m+ 1〉Z2∞ = |m〉Z2∞  |1〉Z2∞ − |m− 1〉Z2∞ ,
which agrees with the recursion relation for the (rescaled) Chebyshev poly-
nomials of the first kind, see e.g. [He]:
Tm(cos x) := 2 cos(mx), for m ∈ N, x ∈ [0, π].
Hence |m〉Z2∞ should be identified with the function x 7→ Tm(cosx). This is not
surprising, since the lwvs |m〉Z2∞ are Z2-symmetric combinations of lwvs in the
underlying circle theories, which in turn correspond to exponential functions.
Indeed,
{
T0/
√
2, T1, T2, . . .
}
is an orthonormal basis of L2([0, π], dvolg) with
dvolg = dx/2π, i.e. with the flat standard metric g on [0, π] ∼= S1/Z2. Hence the
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methods of Sect. 1.1 yield H∞ = L2(S1/Z2, dx/2π), A∞ = C∞(S1/Z2), which
according to Def. 2.2.6 for the limit gives the expected geometric interpretation
on S1/Z2 with the flat metric g induced from the standard metric on S1 and
a trivial dilaton Φ. Note also that the mth Chebyshev polynomial Tm is an
eigenfunction of the Laplacian 12∆g = − 12 d
2
dx2 with eigenvalue
1
2m
2, as expected
from
H∞|m〉Z2∞ = λ2m|m〉Z2∞
with λ2m = lim
i→∞
R2i (h
i
|Qm,0 ;Qm,0〉 + h
i
|Qm,0 ;Qm,0〉) =
1
2m
2.
As for the toroidal CFTs discussed in Sect. 3.1, A∞ acts on the entire pre-Hilbert
space H∞ which can be regarded as the space of sections of a sheaf over S1/Z2.
Let us restrict the discussion to the states |σl〉∞ := f∞i
(|σlRi〉). The action ofA∞ on them can be extracted from the OPE-coefficients (3.2.1):
|Qm,n ; Qm,n〉Z2  |σlR〉 =
2 (−1)ml
2Q
2
m,n+Q
2
m,n
|σl+nR 〉
=⇒ |m〉Z2∞  |σl〉∞ = 2(−1)ml |σl〉∞.
It follows that the sections corresponding to |σlR〉 are peaked around the respec-
tive Z2-fixed points, i.e. the endpoints of the interval [0, π]. In the limit their
support in fact shrinks to these points. The same holds true for all other states
in the twisted sectors. They are sections of skyscraper sheaves over the fixed
points of the orbifold action. As expected, in the limit the OPE of two states
in the twisted sectors vanishes, unless the corresponding sections have common
support. This gives a nice geometric interpretation of the twisted sectors.
4. The m→∞, c→ 1 limit of the unitary Virasoro minimal models
M(m,m+ 1)
The present section contains the main results of this work: In Sect. 4.1 we show
that the techniques introduced in Sect. 2 for the study of limits and degeneration
phenomena also apply to the family of diagonal unitary Virasoro minimal models
M(m,m+1), m ∈ N−{0, 1}, which gives a fully convergent sequence of CFTs.
In Sect. 4.2 we determine and study a geometric interpretation of its limit M∞
as m→∞, and we discuss the inherent D-brane geometry.
4.1. The unitary Virasoro minimal models M(m,m+1)m→∞. Both outset and
favorite example for our investigation are the unitary Virasoro minimal models
Mm := M(m,m+ 1), m ∈ N − {0, 1} [B-P-Z], which correspond to the (A,A)
(left-right symmetric) modular invariant partition functions in the CIZ classifica-
tion [C-I-Z2,C-I-Z1]. In this section, we explain how a fully convergent sequence
(Cm, f jm) with Cm = Mm for m ∈ N − {0, 1} can be defined according to Def.
2.1.3. To our knowledge, such a construction was first alluded to in [D-F1, §6
and App. B] as well as in [M-S1, §6]. Our approach also allows us to determine
a geometric interpretation of the limit of this sequence as m→∞, according to
Def. 2.2.6.
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Let us start by recalling some of the main properties of the CFT Mm. Since
this model is diagonal, we can restrict our discussion to the action of the holomor-
phic Virasoro algebra. The pre-Hilbert space of Mm decomposes into a finite
sum of irreducible representations of the Virasoro algebra V ircm with central
charge
cm = 1− 6
m(m+ 1)
. (4.1.1)
These irreducible representations are labeled by Nm = {(r, s)|r, s ∈ N, 1 ≤ r <
m, 1 ≤ s < m+1}/∼ with (r, s) ∼ (m− r,m+1− s), i.e. r+ s ∼ 2m+1− r− s,
such that by choosing appropriate representatives we can write
Nm = {(r, s)|1 ≤ r < m, 1 ≤ s < m+ 1, r + s ≤ 2m+ 1− r − s} . (4.1.2)
Each irreducible Virasoro module Vm(r,s), (r, s) ∈ Nm, has an lwv |r, s〉m of con-
formal dimension
hm(r,s) =
(r(m+ 1)− sm)2 − 1
4m(m+ 1)
m→∞∼ (r − s)
2
4
+
r2 − s2
4m
+
s2 − 1
4m2
+ · · · .
(4.1.3)
We choose the |r, s〉m to be orthonormal.
The n-point functions forMm are discussed in [D-F1], in particular all OPE-
coefficients Cm are determined in [D-F1,D-F2], see App. C. The calculations
make use of the Feigin-Fuks integral representation [F-F] of n-point functions,
assuming thatMm has a Coulomb-gas representation. That the latter is indeed
true is shown in [Fe1].
To construct a sequence of CFTs according to Def. 2.1.1 we note that there
are well-defined embeddings16
Nm →֒ Nm+1 , (r, s) 7−→ (r, s) .
We will extend these embeddings to vector space homomorphisms fm+1m between
the corresponding irreducible Virasoro modules. To meet Cond. 5 of Sect. 2.1,
we must map lwvs to lwvs:
Vm(r,s) →֒ Vm+1(r,s) (4.1.4)
P (Lmn ) |r, s〉m 7−→ P˜
(
Lm+1n
) |r, s〉m+1 ,
similarly to (3.1.5). Here, P, P˜ are elements of the same degree in the weighted
polynomial ring C[x1, x2, . . .] with deg xn = n, and we substitute xn = Lmn or
xn = L
m+1
n in lexicographical order (see Def. 4.1.1).
To construct consistent maps of type (4.1.4), recall from [B-P-Z] that the
characteristic feature of the representation Vm(r,s) is the fact that the Verma mod-
ule built by the action of the Virasoro algebra V ircm on |r, s〉m with character
q1−cm/24χ genh(r,s)(q) and χ
gen
h as in (B.7) contains a proper non-trivial submodule
of singular vectors, that is of lwvs of V ircm at positive level. The occur-
rence of these singular vectors, which have been quotiented out to obtain Vm(r,s),
16 Our choice of embeddings is quite natural and has been used already in [Za2] in the context
of slightly relevant perturbations ofMm. However, there are other choices, leading to different
limits of CFTs.
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makes our construction slightly delicate. However, the very properties of direct
limits allow us to solve this problem. For later convenience, we give the following
technical
Definition 4.1.1
Let m ∈ N − {0, 1} and (r, s) ∈ Nm. For each N ∈ N choose a set Pm(r,s)(N) of
monomials with weighted degree N , such that{
P (Lmn )|r, s〉m | P ∈ Pm(r,s)(N), N ∈ N
}
(4.1.5)
is a basis of Vm(r,s), where for P ∈ Pm(r,s)(N), P (xn) =
∏
n
xann with ai ∈ N and∑
n
an · n = N ,
P (Lmn ) := (L
m
1 )
a1 ◦ (Lm2 )a2 ◦ · · · .
If Bm(r,s) ∈ N obeys
∀N,N ′ ∈ N: N +N ′ < Bm(r,s) =⇒ Pm(r,s)(N) · Pm(r,s)(N ′) ⊂ Pm(r,s)(N +N ′),
then Bm(r,s) ∈ N is called an energy bound of Pm(r,s) = (Pm(r,s)(N))N∈N. A system
Pm(r,s) with maximal energy bound among all systems giving bases (4.1.5) of Vm(r,s)
is called a basic monomial system of weight hm(r,s). A sequence (Pm(r,s))m≥M
of monomial systems is called special if for all m ≥ M and for all N < Bm(r,s):
Pm(r,s)(N) = Pm+1(r,s) (N), whereBm(r,s) are the respective energy bounds, and almost
all Pm(r,s) are basic.
Note that the relations which arise from the existence of singular vectors in the
Verma module over |r, s〉m, up to a global pre-factor (m(m+1))−K with K ∈ N,
are linear with respect to all monomials P (Lmn ) of a given weighted degree N ,
with coefficients aP ∈ R[m] of degree at most 2N . Moreover, as follows from the
explicit character formula (C.1), the singular vectors which under the action of
V ircm generate the submodules of singular vectors have weights hm(r+m,−s+m+1)
and hm(r,−s+2(m+1)), i.e. levels rs and (m−r)(m+1−s), respectively. We conclude
that for fixed r, s ∈ N−{0}, the energy bound of basic monomial systems Pm(r,s)
of weights hm(r,s) is monotonic increasing in m. Moreover,
Lemma 4.1.2
For every pair r, s ∈ N − {0} with (r, s) ∈ NM (M minimal), we can choose a
special sequence (Pm(r,s))m≥M of monomial systems according to Def. 4.1.1, and
the respective energy bounds approach infinity as m→∞.
In the following, (Pm(r,s))m≥M will always denote a fixed special sequence of
monomial systems of weights hm(r,s) as in Lemma 4.1.2. Note that we can depict
these monomial systems in terms of a convex polyhedron, as is customary in
toric geometry. We then define
∀N ∈ N, ∀P ∈ Pm(r,s)(N) : fm+1m [P (Lmn )|r, s〉m] := P (Lm+1n )|r, s〉m+1.
(4.1.6)
Finally, we linearly extend the fm+1m to vector space homomorphisms
fmm := idVm(r,s) ; f
m+1
m : Vm(r,s) →֒ Vm+1(r,s) ; f jm := f jj−1 ◦· · ·◦fm+1m : Vm(r,s) →֒ Vj(r,s).
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Then by construction,
Lemma 4.1.3
The sequence (Mm, f jm) is a sequence of CFTs with stable Virasoro algebra ac-
cording to Defs. 2.1.1 and 2.1.2.
In the following, we show that the sequence (Mm, f jm) is fully convergent accord-
ing to Def. 2.1.3. Although above we have made a lot of choices, we will argue
that our limit is independent of all choices, including the use of monomials and
lexicographical order for their interpretation.
First note that by (4.1.1) and (4.1.3),
cm
m→∞−→ c = 1, hm(r,s) m→∞−→ h(r,s) = (r−s)
2
4 , (4.1.7)
i.e. all structure constants of the stable Virasoro algebras V ircm converge. More-
over, setting
C
(p′,p)
(n′,n),(s′,s) := C
m ((|p′, p〉m)∗, |n′, n〉m, |s′, s〉m) (4.1.8)
with respect to orthonormal |r, s〉m as in [D-F3], our calculations (C.3)-(C.8)
imply
C
(p′,p)
(n′,n)(s′,s)
m→∞∼ A(p′,p)(n′,n)(s′,s)(m+ 1)
−E(p′,p)
(n′,n)(s′,s)
with A
(p′,p)
(n′,n)(s′,s) ∈ R, and E(p
′,p)
(n′,n)(s′,s) ≥ 0 for non-vanishing A(p
′,p)
(n′,n)(s′,s) by Lemma
C.1. Hence each OPE-constant C
(p′,p)
(n′,n),(s′,s) converges to a finite limit as m→∞.
In fact, the properties of basic monomial systems and (4.1.6) directly imply
Lemma 4.1.4
For the sequence (Mm, f jm), Conds. 1 and 3 – 6 of Sect. 2.1 hold.
To meet Def. 2.1.3, we need the more general
Lemma 4.1.5
For the sequence (Mm, f jm), all n-point functions on P1 converge with respect
to the f jm as real analytic functions away from the partial diagonals, with the
standard behaviour near the singularities (see App. A).
Proof:
By Lemma 4.1.4, all structure constants of the Virasoro algebra converge as
m→∞. It will therefore suffice to prove convergence of those n-point functions
which only contain primaries |r, s〉m, since all others can be obtained from them
by application of differential operators with coefficients depending polynomially
on the structure constants of the Virasoro algebra. Let V m(r,s)(z, z) denote the
field which creates |r, s〉m as in (A.7). By [D-F1,D-F3], an n-point function
〈0|Vm(r1,s1)(z1; z1) · · ·V m(rn,sn)(zn; zn)|0〉m
on P1 is a bilinear combination of a finite (m-independent) number of specific
conformal blocks (see (4.1.10)) with coefficients given by OPE-constants. Since
by Lemma 4.1.4 all OPE-constants converge as m→∞, it remains to prove that
the conformal blocks converge. To this end we use their Feigin-Fuks integral rep-
resentations for Mm. In particular, we employ the Coulomb-gas formalism, i.e.
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a BRST construction of the Vm(r,s) (see [Fe1]), which is adequate since the OPE-
constants inMm have been calculated by this technique in the first place [D-F2].
In fact, the correction [Fe2] to [Fe1, (3.14)] ensures that the BRST charges re-
main well-defined operators as m → ∞, yielding the Coulomb-gas description
valid in our limit.
Recall (see, e.g., [Fe1,A-G-S-G]) that in the Coulomb-gas formalism the Vm(r,s)
are obtained by a BRST construction from charged Fock spaces, built by the
action of the Heisenberg algebra on |r, s〉m. In particular, primary fields of Mm
are given by BRST invariant operators with screening charges, such that U(1)
representation theory can be used to calculate the n-point functions. That is, in
an n-point function the field V m(r,s)(z, z) can be represented in terms of products
of holomorphic screened vertex operators
V i,j(r,s)(z) :=
∮
du1 · · ·
∮
dui
∮
dv1 · · ·
∮
dvj (4.1.9)
Vαm
(r,s)
(z)Vαm+ (u1) · · ·Vαm+ (ui)Vαm− (v1) · · ·Vαm− (vj)
and their antiholomorphic counter-parts. Here, each Vα denotes the holomorphic
part of a vertex operator of charge α as in Sect. 3.1: V|Q;Q〉(z, z) = VQ(z)VQ(z),
and
αm± = ±
(
m
m+1
)±1/2
, αm(r,s) :=
1
2 ((1− r)αm+ + (1 − s)αm− ) .
Each conformal block is proportional to some∮
C1
du1 · · ·
∮
CN
duN
∮
S1
dv1 · · ·
∮
SM
dvM 〈0|Vαm1 (z1) · · ·Vαmn (zn)V−2αm0 (∞) (4.1.10)
Vαm+ (u1) · · ·Vαm+ (uN )Vαm− (v1) · · ·Vαm− (vM )|0〉P1
with αmi := α
m
(ri,si)
. Here, M and N are determined by the ri, si, only, such
that the explicit numbers of screening charges which have to be introduced is
independent ofm. The choice of integration contours Ci, Si ⊂ P1\{z1, . . . , zn} in
(4.1.10) determines the specific conformal block and is independent of m. This
yields the description of conformal blocks by representations with screened vertex
operators valid in our limit. By [D-F1,D-F3] the contours can be chosen in such
a way that the minimal distance between them as well as the minimal distance
between the contours and the zi is bounded away from zero by a constant. Since
the integrand of (4.1.10) is the well-known n-point function of vertex operators
for the free bosonic theory, see (3.1.2), it therefore converges uniformly on the
integration domain implying that limit and integration can be interchanged.
Hence the integral of the limit function is well-defined because the integration
domain is compact and does not hit singularities of the integrand. ⊓⊔
Combining the above results, we find
Proposition 4.1.6
The sequence (Mm, f jm) of unitary Virasoro minimal models converges fully to
a limit M∞ according to Def. 2.1.3.
Proof:
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In view of Lemmas 4.1.4 and 4.1.5 and by Def. 2.1.3 it only remains to be shown
that Cond. 7 of Sect. 2.1 holds. We set
∀ r, s ∈ N− {0}: |r, s〉∞ := f∞m (|r, s〉m).
By (4.1.7) we have
H∞ = H∞0,0 = spanC
{|r, r〉∞ ∣∣ r ∈ N− {0}} . (4.1.11)
Then by Lemma 2.2.1 for all r, s′, s ∈ N−{0} and h = h = (s′− s)2/4, the OPE-
constant C∞ (ψ∗, |r, r〉∞, |s′, s〉∞) must vanish for every primary ψ ∈ H∞ with
ψ 6∈ H˜∞
h,h
. This is directly confirmed by Lemma C.1. Moreover, (C.2) implies that
Cm ((|p′, p〉m)∗, |r, r〉m, |s′, s〉m) vanishes for all m unless |r − s(′)| + 1 ≤ p(′) ≤
min{r+ s(′)− 1, 2m− 1− r− s(′)} and p(′)+ r+ s(′) ≡ 1(2). This restricts p and
p′ to a finite number of possibilities as m → ∞, implying Cond. 7 of Sect. 2.1.
In fact, a straightforward calculation using (C.4)-(C.8) shows
C
(p,p)
(r,r)(s,s) = 1 for |r − s|+ 1 ≤ p ≤ r + s− 1, p+ r + s ≡ 1(2) .
Therefore,
∀ r, s ∈ N− {0}: |r, r〉∞  |s, s〉∞ =
r+s−1∑
p=|r−s|+1,
p+r+s≡1(2)
|p, p〉∞ . (4.1.12)
⊓⊔
Note that although we have made many choices in our construction above, the
actual structure of the limitM∞ is independent of those choices. This is largely
due to the fact that Conds. 1 – 7 of Sect. 2.1 are rather restrictive. For example,
recall the two basic singular vectors of levels rs and (m − r)(m + 1 − s) in the
Verma module built on the primary |r, s〉m. The latter state does not play a role
in the limit, since its level becomes infinite asm→∞. In the language of our ba-
sic monomial systems of Def. 4.1.1 it always lies above the energy bound. On the
other hand, the singular vector at level rs has dimension 14 (r + s)
2 and implies
that there also is a polynomial Prs of degree rs such that Prs(Ln)|r, s〉∞ = 0.
Since up to normalization, Prs is uniquely determined by r, s, and by the struc-
ture constants of V irc=1, the dependence on the choice of the basic monomial
system (Pm(r,s)(N))N∈N drops out in the limit.
Remark 4.1.7
In contrast to the examples discussed in Sect. 3, for the limit of (Mm, f jm) we
obtain additional null vectors, i.e. N∞ 6= {0}. This is due to the fact that the
conformal weights of lwvs |r, s〉m converge to (r−s)2/4, while the central charge
converges to 1 (see (4.1.7)). By the above discussion of singular vectors, the
characters of the limit Virasoro modules before quotienting out the null vectors
are given by
1
η(q)
(
q(r−s)
2/4 − q(r+s)2/4
)
.
But at c = 1 there are null vectors (B.8) in the Fock spaces built on lwvs
with conformal weight h, 2
√
h ∈ N, and the limit characters decompose into
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characters (B.9) of irreducible representations of the Virasoro algebra of central
charge c = 1,
1
η(q)
(
q(r−s)
2/4 − q(r+s)2/4
)
=
min{r,s}−1∑
k=0
χ 1
4 (|r−s|+2k)2 .
Those submodules of K∞, where K∞/N∞ = H∞ as in (2.1.3), which correspond
to lwvs at positive levels consist of limit-null vectors, whose norms converge to
zero for m → ∞. For instance, the norm of f∞m (Lm1 |r, r〉m), r > 1, is given by
the limit of
|Lm1 |r, r〉m|2 = Cm((Lm1 |r, r〉m)∗, Ωm, Lm1 |r, r〉m) = 2hm(r,r) m→∞∼
r2 − 1
2m2
.
(4.1.13)
Thus this vector and all its descendants are elements of N∞.
As alluded to in Rem. 2.1.5.iv, the quotienting out by additional null vectors
in (2.1.3) spoils the factorization properties of the limit-correlation functions on
P1. However, as pointed out in [G-R-W, Sect. 3.1.1] it is possible to modify the
definition of the f jm in such a way that N∞ = {0}. This is achieved by scaling
up the additional null vectors. For example, we can set
f˜ jm(L
m
1 |r, r〉m) :=
|Lm1 |r, r〉m|
|Lj1|r, r〉j |
f jm(L
m
1 |r, r〉m) .
Indeed, homomorphisms f˜ jm can be constructed in such a way that (Mm, f˜ jm)
is a sequence of CFTs with stable Virasoro algebras according to Defs. 2.1.1,
2.1.2, which does not lead to additional null vectors as m → ∞. However, the
modification f jm 7→ f˜ jm could destroy the convergence of correlation functions.
That this is not the case, and that in fact the sequence (Mm, f˜ jm) of CFTs
is fully convergent follows from the Coulomb-gas formalism. In the proof of
Lemma 4.1.5 we have already pointed out that the expressions obtained from
the Coulomb-gas formalism remain well-defined as m→∞. Recall that the Fock
space representation of elements of Vm(r,s) in the Coulomb-gas representation is
formally obtained from an action of the positive modes of the Heisenberg algebra
on |r, s〉m. Hence singular vectors with respect to the action of V ircm on |r, s〉m
are automatically zero, see Ex. 4.1.8 for an illustration. Namely, each singular
vector ν ∈ K∞ is of the form ν = f∞m (νm) with νm = Qm|r, s〉m, where Qm is
an operator on Hm which can formally be written as polynomial in the positive
modes of the Heisenberg algebra, with each coefficient converging to zero as
m→∞. In fact, each coefficient is a power series in 1m with vanishing constant
term. Therefore, our rescaling yields ν˜ = f˜∞m (ν
m) = Q˜|r, s〉∞ with an operator Q˜
onH∞ which again can formally be obtained as polynomial in the positive modes
of the Heisenberg algebra. Hence all correlation functions involving Q˜|r, s〉∞ also
converge.
This way, we can obtain a limit of the A-series of Virasoro minimal models
whose correlation functions on P1 have the usual factorization properties. As
a model case, in Lemma C.2 we also show by direct calculation that no diver-
gences are introduced in C(|p′, p〉∗∞, L1|r, r〉∞, |s′, s〉∞) when the singular vectors
L1|r, r〉∞ are scaled up.
40 Daniel Roggenkamp and Katrin Wendland
Example 4.1.8
As in Ex. 1.2.2 let CRi , i ∈ N, denote the CFT with central charge c = 1 that
describes a boson compactified on a circle of radius Ri, here with Ri := 1 +
√
2
i .
See in particular (1.2.9) for notations. According to (B.7) – (B.9) the Verma
module built on each |Qim,n;Q
i
m,n〉i, m, n ∈ Z, by the action of the Virasoro
algebra is irreducible if (m,n) 6= (0, 0) because all our R2i are irrational. We can
therefore define a direct system (Hi, f̂ ji ) by
∀ (m,n) 6= (0, 0): f̂ ji
(
P (Lik;L
i
k) |Qim,n;Q
i
m,n〉i
)
:= P (Ljk;L
j
k) |Qjm,n;Q
j
m,n〉j ,
where P denotes a polynomial in the Lk, Lk, k, k > 0. In the vacuum sector we
use
f̂ ji
(
P (aik; a
i
k
) |0; 0〉i
)
:= P (ajk; a
j
k
) |0; 0〉j
as in (3.1.5), where as usual aik, a
i
k
denote the modes of the generators j,  of
u(1) ⊕ u(1) in CRi . One checks that this gives a convergent sequence (Hi, f̂ ji )
of CFTs, but the direct limit K̂∞ possesses null vectors in N̂∞, where Ĥ∞ =
K̂∞/N̂∞. For example,
νi :=
(
Li2 − (Li1)2
) |Qi1,0;Qi1,0〉i, (4.1.14)
where for |Qi1,0;Q
i
1,0〉i we have Qi1,0 = Q
i
1,0 =
1√
2Ri
i→∞−→ 1√
2
, hi = hi =
1
4(Ri)2
i→∞−→ 14 , which gives a null vector ν = f∞i (νi).
On the other hand, in Sect. 3.1 we have already constructed a fully convergent
sequence (Hi, f ji ) of CFTs via
f ji
(
P (aik; a
i
k
) |Qim,n;Q
i
m,n〉i
)
:= P (ajk; a
j
k
) |Qjm,n;Q
j
m,n〉j
with P as above. Now the limit is the su(2)1 WZW model, i.e. a full fledged
well-defined CFT. Note that in terms of the latter Fock space representation, νi
in (4.1.14) is given by
νi = 12 (a
i
1)
2
(
1− 2(ai0)2
) |Qi1,0;Qi1,0〉i = 12 (ai1)2 (1− (Ri)−2) |Qi1,0;Qi1,0〉i.
Hence f∞i (ν
i)
i→∞−→ 0 in H∞ = K∞. The direct system (Hi, f ji ) yields the vectors
(a1)
2| 1√
2
; 1√
2
〉∞, a2| 1√2 ; 1√2 〉∞ as linearly independent elements ofH∞2+ 14 , 14 , where
the combination
(
a2 −
√
2(a1)
2
) | 1√
2
; 1√
2
〉∞ is Virasoro primary. For (Hi, f̂ ji ), the
corresponding vectors (L1)
2| 1√
2
; 1√
2
〉∞, L2| 1√2 ; 1√2 〉∞ differ by the null vector ν
and are thus identified in Ĥ∞
2+ 14 ,
1
4
. However, the above directly implies how the
f̂ ji can be redefined by scaling up the additional null vectors, and then both
limits give the same well-defined CFT.
To approach the full limit structure obtained on the pre-Hilbert space H∞,
recall that in the proof of Lemma 4.1.5 and in Rem. 4.1.7 we have argued
that the correlation functions in M∞ are adequately described in terms of
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the Coulomb-gas formalism. A closer study of this formalism also shows that
it should be possible to represent the operator product algebra of the limit
within the su(2)1 WZW model
17. Namely, as follows from performing the limit
in (4.1.9), the operator corresponding to |r, s〉∞ in a given correlation function
should be represented by a combination of the left-right symmetric u(1) vertex
operator V|Q= r−s√
2
;Q= r−s√
2
〉(z, z) of the circle model CR=1 and the zero modes Q±
of the holomorphic fields J±(z) which create |Q;Q〉 = | ±
√
2; 0〉 as in (B.10),
along with their antiholomorphic counterparts.
4.2. Geometric interpretation of M(m,m + 1)m→∞. Note that by (4.1.7) the
limit M∞ of the sequence of unitary Virasoro minimal models has an infinite
degeneracy of every energy level. This means that we cannot interpret M∞ as
part of a well-defined CFT. However, the degeneration of the vacuum sector
allows us to apply the techniques introduced in Sect. 2.2 and to find a geometric
interpretation of the limit. Indeed, in Prop. 4.2.2 below we identify the algebra
A∞ obtained from H∞ by (4.1.12) with the algebra generated by the Cheby-
shev polynomials of the second kind, i.e. with the algebra of continuous
functions on an interval:
Lemma 4.2.1
For every r ∈ N− {0}, let Ur denote the rth Chebyshev polynomial of the
second kind:
Ur(cos x) :=
sin(xr)
sinx
, x ∈ [0, π] . (4.2.1)
Then Ur(t = cosx) is a polynomial of degree r − 1 in t ∈ [−1, 1], and the Ur(t)
form an orthonormal system of polynomials with respect to the scalar product
〈f, g〉ω :=
∫ 1
−1
f(t)g(t)ω(t)dt, ω(t) := 2π
√
1− t2 . (4.2.2)
Moreover, the Chebyshev polynomials of the second kind obey the recursion
relation
∀ r, s ∈ N− {0}, ∀ t ∈ [−1, 1]: Ur(t)Us(t) =
r+s−1∑
p=|r−s|+1,
p+r+s≡1(2)
Up(t) . (4.2.3)
The proof of Lemma 4.2.1 is a straightforward calculation, see e.g. [He, Problems
3.1.10(a)]. Note in particular that this lemma implies
∀ t ∈ [−1, 1], ∀x ∈ [0, π]: δcos x(t) =
∞∑
p′=1
Up′(t)Up′(cosx)
2
π sinx . (4.2.4)
We are now in the position to give a geometric interpretation for our limit
according to Def. 2.2.6:
17 This is in accord with [D-V-V, p. 655], where it is stated that the su(2)1 WZW model “in
some sense can be regarded as the limit c→ 1 of the discrete unitary series”.
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Proposition 4.2.2
The limit M∞ of the sequence (Mm, f jm) of unitary Virasoro minimal models
has a geometric interpretation on the interval [0, π] equipped with the dilaton-
corrected metric g(x) = 4π2 sin
4x and dilaton Φ such that e2Φ(x) = 2π sin
2x for
x ∈ [0, π].
Proof:
As a first step, we need to construct a spectral pre-triple (H∞, H∞,A∞) from our
limitM∞ according to Def. 2.2.6. In fact, by Def. 2.2.2, H∞ is given in (4.1.11),
and A∞ is the associated zero-mode algebra specified in (4.1.12). Moreover,
(4.1.3) shows that on H∞, according to Def. 2.2.6, we need to set
∀ r ∈ N− {0}: λ2r := limm→∞m
2
(
hm(r,r) + h
m
(r,r)
)
= r
2−1
2 ,
H∞|r, r〉∞ := r2−12 |r, r〉∞. (4.2.5)
Comparison of (4.1.12) with (4.2.3) shows that A∞ agrees with the algebra
generated by the Chebyshev polynomials of the second kind. Here, similarly to
the discussion of Chebyshev polynomials of the first kind at the end of Sect. 3.2,
we view the Ur as functions x 7→ Ur(cos x) with x ∈ [0, π]. Therefore, A∞ can be
identified with the algebra of smooth functions on [0, π], and (4.2.2) shows that
[0, π] is equipped with the dilaton-corrected metric g with dvolg =
√
g(x)dx =
2
π sin
2x dx as claimed. By the discussion in Sect. 1.1 it therefore remains to
identify H∞ in (4.2.5) with the generalized Laplacian H as defined in (1.1.6)
and to read off the dilaton Φ. To this end we use the characterization (1.1.5),
that is, for all f, h ∈ C∞([0, π]) we must have 〈f, 2Hh〉ω = 〈f ′, h′〉ω. Since
〈f, 2Hh〉ω != 〈f ′, h′〉ω (4.2.2)=
∫ π
0
f ′(x)h′(x) 2π sin
2x dx
= −
∫ π
0
f(x) ddx
(
sin2xh′(x)
)
2
πdx ,
we deduce that 2H = − sin−2x ddx sin2x ddx , and thus g˜(x) ≡ 1 and e2Φ(x) =
2
π sin
2x. With (4.2.1) one now checks that HUr(cosx) =
r2−1
2 Ur(cosx), in per-
fect agreement with (4.2.5). ⊓⊔
Remark 4.2.3
The distance functional, which is associated to the dilaton-corrected metric
g(x) = 4π2 sin
4x on the interval [0, π] determined in Prop. 4.2.2, is
∀ a, b ∈ [0, π]: d(a, b) = 12π |ξ(a)− ξ(b)| with ξ(τ) := 2τ − sin(2τ).
Here, ξ(τ/2) is the x-coordinate of a regular cycloid in Cartesian coordinates.
That is, if we consider a unit wheel which roles horizontally at unit speed, then
2π d(0, τ/2) measures the distance that the point (2, 0) on the wheel travels
horizontally within the time τ .
Remark 4.2.4
On the level of topological manifolds, our geometric interpretation ofM∞ on an
interval could have been predicted from the discussion in [F-G, §3.3]. Namely,
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the unitary Virasoro minimal model Mm can be obtained by an su(2)-coset
construction:
Mm ←→ su(2)m−2 ⊕ su(2)1
su(2)m−1
.
In this language, the labels r and s in |r, s〉m refer to the relevant representations
of su(2)m−2 and su(2)m−1, respectively. Loosely speaking, since only states with
r = s enter in our zero-mode algebra, our geometric interpretation can be ex-
pected to yield a semiclassical limit of the coset WZW model su(2)m/su(2)m as
m→∞. That is, by [F-G, (3.25)-(3.26)] the limit should have a geometric inter-
pretation on the space SU(2)/Ad(SU(2)) ≃ T/W with T the Cartan subgroup
and W the Weyl group of SU(2). Indeed, with T = U(1), W = Z2 we obtain
T/W ≃ [0, π]. An analogous observation was already made in [R-W2]. There, it
was also pointed out that18 the geometric interpretation ofM∞ on the interval
fits nicely with an analysis of the qualitative Landau-Ginzburg description for
the minimal models Mm [Za1]: As m → ∞, the Landau-Ginzburg potential
approaches a square well with walls at X = ±1, forcing the scalar field X of the
Landau-Ginzburg theory to take values on the interval [−1, 1].
The sigma model metric, in principle, could also be obtained by a gauged
WZW model construction as was done in [M-M-S] in the case of su(2)k/u(1).
Remark 4.2.5
Apart from the direct limit construction studied above, one can introduce other
sensible limits for the family Mm as m → ∞, similarly to Rem. 3.1.1. In par-
ticular, if there is a system of epimorphisms fm: H˜∞ −→ Hm such that all
limits
〈0|ϕ1(z1, z1) . . . ϕn(zn, zn)|0〉 := lim
m→∞
〈0|fm(ϕ1)(z1, z1) . . . fm(ϕn)(zn, zn)|0〉m
of n-point functions exist, then H˜∞ can be interpreted as pre-Hilbert space of
a limit theory M∞. We believe that this is the structure underlying the ideas
of [G-R-W,R-W1,R-W2]. Indeed, there the authors find a limiting pre-Hilbert
space of the form
H˜∞ =
⊕
r∈R+−N
V genr2/4,
where for h ∈ R+ with 2√h 6∈ N, V genh denotes the generic representation of the
Virasoro algebra V irc=1 with character (B.7). Analogously to the situation in
Rem. 3.1.1, no degeneration phenomena occur in this procedure, and the limit
M∞ is conjectured to be part of a well-defined non-rational CFT with central
charge c = 1, which has an interesting resemblance to Liouville theory. Evidence
for this conjecture is given in [R-W1], where in particular crossing symmetry is
proven in some model cases.
It seems that the two limits M∞ and M∞ are complementary in many re-
spects: For instance, the representation content of H˜∞ is complementary to the
one we have found in H∞, see (4.1.7). Moreover, while the limitM∞ seems to be
a well-defined CFT, M∞ shows the degeneration phenomena discussed above,
which allow to extract a geometric interpretation from the limit structures.
18 according to J. Cardy
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A third approach to limiting processes is taken in [Fu-S]. There, limits of
WZW models at infinite level are introduced by means of inverse limits in-
stead of direct limits. While our direct limit construction takes advantage of those
structures which the pre-Hilbert spaces of minimal modelsMm share at m≫ 0
and for sufficiently low conformal dimensions, the inverse limit construction of
[Fu-S] allows to interpret the collection of fusion rings of g−WZW models as a
category and to identify a projective system in it. Clearly, as mentioned above,
we cannot view the family (Mm)m∈N−{0,1} of minimal models as direct system
of CFTs with the natural ordering induced by N. The same is true already on the
level of g−WZW models; however, in [Fu-S] a suitable non-standard partial or-
dering is found for the latter. Whether geometric interpretations of (Mm)m→∞
with the expected properties arise from this construction remains to be seen.
We have not worked out the details of an application of our techniques to
g-WZW models at infinite level. However, we expect that the results of [F-G]
should tie in naturally thus leading to a direct limit construction with the ex-
pected geometric interpretation on the group manifold G.
The results of Prop. 4.2.2 and Rem. 4.2.4 imply that under the coordinate change
t = cosx, our limit M∞ has a geometric interpretation on the unit interval. By
the ideas of [F-G] this also means that each unitary Virasoro minimal model
Mm with m ≫ 0 can be regarded as sigma model on the unit interval. We
therefore expect to gain some insight19 into the shape of the D-branes in this
bulk-geometry by considering the bulk-boundary couplings for m≫ 0.
Recall that for eachMm we use the diagonal, that is the charge conjugation
invariant partition function. Hence the Ishibashi states |p′, p〉〉m are labeled by
(p′, p) ∈ Nm with Nm as in (4.1.2). Moreover, each (r, s) ∈ Nm labels a boundary
condition. Its bulk-boundary coupling with respect to |p′, p〉〉m is given by
B
(p′,p)
(r,s) =
S(r,s)(p′,p)√
S(1,1)(p′,p)
= (−1)(r+s)(p′+p)
(
8
m(m+1)
)1
4
sin
(
πrp′
m
)
sin
(
πsp
m+1
)
√
sin
(
πp′
m
)
sin
(
πp
m+1
) . (4.2.6)
In order to investigate the geometry of the D-branes, we can restrict to the cou-
plings of the bulk-fields (p′, p′) which by Prop. 4.2.2 correspond to the Chebyshev
polynomials Up′ of the second kind. This means that we will focus on the bulk-
boundary couplings B
(p′,p′)
(r,s) and the bulk-boundary coupling support functions
fm(r,s)(t) :=
2
π
(
8
m(m+1)
)− 14 m−1∑
p′=1
Up′(t)B
(p′,p′)
(r,s) .
In the above definition of fm(r,s) we have introduced the appropriate pre-factor
corresponding to the rescaling in (4.2.5) by hand. In order to analyze fm(r,s)(t)
for m≫ 0, we use t = cosx as before, and divide the domain of definition of x,
the interval [0, π], equidistantly. That is, we set
∀ (r, s) ∈ Nm: xr := rπm , x˜s := sπm+1 .
19 strictly speaking, after extending our constructions of Sect. 2 to the boundary sector
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Note the following useful reformulation of (4.2.1) for all p, r ∈ N− {0}:
Ur(cos(xp)) sin(xp) = sin(rxp) = sin(pxr) = Up(cos(xr)) sin(xr), (4.2.7)
and analogously for x˜p, x˜r. Using xr ≈ x˜r for m≫ 0, we therefore find:
fm(r,s)(t)
(4.2.6)
= 2π
m−1∑
p′=1
Up′(t)
sin(rxp′) sin(sx˜p′)√
sin(xp′) sin(x˜p′)
(4.2.7)
= 2π
m−1∑
p′=1
Up′(t)Ur(cos(xp′))Us(cos(x˜p′))
√
sin(xp′) sin(x˜p′)
m→∞∼ 2π
∞∑
p′=1
Up′(t) Ur(cos(xp′))Us(cos(xp′)) sin(xp′)
(4.2.3)
=
r+s−1∑
p=|r−s|+1,
p+r+s≡1(2)
2
π
∞∑
p′=1
Up′(t) Up(cos(xp′)) sin(xp′)
(4.2.7)
=
r+s−1∑
p=|r−s|+1,
p+r+s≡1(2)
2
π
∞∑
p′=1
Up′(t) Up′(cos(xp)) sin(xp)
(4.2.4)
=
r+s−1∑
p=|r−s|+1,
p+r+s≡1(2)
δcos(xp)(t) .
We interpret this calculation in form of
Remark 4.2.6
For the unitary Virasoro minimal models Mm at m ≫ 0, the D-branes corre-
sponding to stable boundary states labeled by (r, 1) which are elementary in the
sense of [R-R-S] and the D-branes corresponding to the unstable boundary states
(1, s) can be interpreted as being localized in the points t = cos(xr) = cos(
πr
m )
and t = cos(x˜s) = cos
(
πs
m+1
)
on the interval [−1, 1], respectively. On the other
hand, D-branes corresponding to the unstable boundary states (r, s) with r 6= 1,
s 6= 1 are supported on a union of these points. In view of Rem. 4.2.4 this is in
accord with the general shape of D-branes in coset models [Gaw,Fr-S].
5. Discussion
To conclude, let us address some open questions arising from our investigations.
Of course, there are several interesting unsolved problems concerning the degen-
erating limitM∞ of the A-series of unitary Virasoro minimal models of Sect. 4.
For example, it would be interesting to gain more insight into the representation
of this limit within the su(2)1 WZW model, as mentioned at the end of Sect. 4.1.
In particular, there are two fusion closed subsectors in M∞, corresponding to
the states |r, 1〉∞, r ∈ N−{0}, and |1, s〉∞, s ∈ N−{0}, respectively. We expect
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them to have a comparatively simple description in terms of the su(2)1 WZW
model, because no additional null vectors occur in the corresponding Verma
modules. Moreover, by acting with the zero mode algebra A∞ on one of these
subsectors, one can generate the entire limit pre-Hilbert space H∞. Thus an un-
derstanding of these subsectors should also allow some insight into the geometry
of the entire A∞ module H∞, for instance the fiber structure of the correspond-
ing sheaf. Finally, one could try to extract the non-commutative geometries from
the Virasoro minimal models at finite level which at infinite level reduce to the
limit geometry on the interval determined in Prop. 4.2.2.
Next, a generalization of our discussion in Sect. 4 to WZW models and their
cosets in general would be nice, e.g. to the families of unitary super-Virasoro
minimal models.
More generally, for all limits of degenerating sequences of CFTs, it would
be interesting to understand the compatibility of the limit structures with the
action of the zero mode algebra A∞. In particular, the limit OPE-constants are
A∞ homogeneous and therefore should be induced by a corresponding fiberwise
structure on the sheaf with H∞ as space of sections. It is likely that the entire
limit can be understood in terms of such fiberwise structures together with the
A∞ action. This is in accord with the results of [K-S].
In fact, the zero mode algebra would be an interesting object to study in its
own right, not least because there seems to be a relation to Zhu’s algebra as
mentioned in Sect. 1.2.
Finally, it would be natural to extend our constructions to the boundary
sector. This could allow a more conceptual understanding of geometric interpre-
tations of D-branes, for example in terms of the K-theory of A∞.
A. Properties of conformal field theories
In this Appendix, we collect some properties of CFTs that are used in the main
text. Recall the Virasoro algebra V irc at central charge c, with generatorsLn, n ∈
Z,
∀m, n ∈ Z : [Lm, Ln] = (n−m)Lm+n + c12 (n3 − n)δm+n,0. (A.1)
In a given CFT C = (H, ∗, Ω, T, T , C), the vacuumΩ ∈ H and its dualΩ∗ ∈ Hˇ∗
are characterized by
∗ (Ω) = Ω; Ω∗(Ω) = 1; ∀n ≤ 1 : LnΩ = LnΩ = 0; L†n(Ω∗) = L
†
n(Ω
∗) = 0.
(A.2)
The map H → Hˇ∗, ψ 7→ ψ∗ of (1.2.4) can be explained by the relation between
our OPE-coefficients C and the n-point functions
H⊗n ∋ ϕ1 ⊗ · · · ⊗ ϕn 7−→ 〈0|ϕ1(z1, z1) . . . ϕn(zn, zn)|0〉Σ (A.3)
of a CFT. Here,Σ is a conformal surface, and the right hand side of (A.3) denotes
a real analytic function Σn\D → C outside the partial diagonals D = ∪i,jDi,j
with Di,j := {(z1, . . . , zn) ∈ Σn | zi = zj}. Moreover, the right hand side of
(A.3) possesses expansions around the partial diagonals Di,j :∑
(r,r)∈Ri,j
arr(z1, z1; . . . ; zi−1, zi−1; zi+1, zi+1; . . . ; zn, zn) (zi − zj)r(zi − zj)r.
(A.4)
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Here, Ri,j ⊂ R2 is countable, and only finitely many arr are non-zero for r < 0
or r < 0. Furthermore, the arr themselves are linear combinations of (n − 1)-
point functions with OPE-coefficients as linear factors. Finally, the right hand
side of (A.3) is invariant under permutation of the ϕi(zi, zi). One says that the
correlation functions constitute a representation of the OPE.
It is a basic feature of CFTs that each state ψ ∈ H possesses an adjoint
ψ† ∈ H such that two-point functions on the sphere Σ = C ∪ {∞} = P1 encode
the metric on H:
∀χ, ψ ∈ H : 〈ψ|χ〉 = lim
w,ζ→0
〈0|ψ†(w−1, w−1)χ(ζ, ζ)|0〉P1 . (A.5)
Using conformal invariance one can determine ψ†(z, z) as the image of ∗ψ(z, z)
under the transformation f : z 7→ 1/z, z 7→ 1/z. In particular, if ϕ ∈ Hh,h is
real and quasi-primary (e.g. ϕ = T ), then we can write
ϕ†(z, z) = ϕ(z−1, z−1)z−2hz−2h. (A.6)
As an abbreviation, one defines in- and out-states by setting
∀χ, ψ ∈ H : 〈ψ| := lim
w→0
〈0|ψ†(w−1, w−1),
|χ〉 := lim
ζ→0
χ(ζ, ζ)|0〉P1 . (A.7)
Now the OPE-coefficients C can be recovered as
∀ϕ, χ, ψ ∈ H : C(ψ∗, ϕ, χ) = 〈ψ|ϕ(1, 1)|χ〉 (A.8)
= lim
w,ζ→0
〈0|ψ†(w−1, w−1)ϕ(1, 1)χ(ζ, ζ)|0〉P1 .
Similarly, with ϕx, χx ∈ Hhx,hx , four-point functions can be brought into the
form
〈ϕa|ϕb(1)ϕc(z, z)|ϕd〉 := lim
w,ζ→0
〈0|ϕ†a(w−1, w−1)ϕb(1, 1)ϕc(z, z)ϕd(ζ, ζ)|0〉P1 .
They have the following expansion around z = 0:
〈ϕa|ϕb(1)ϕc(z, z)|ϕd〉 (A.9)
=
∑
j
C(ϕ∗a, ϕb, ψj)C(ψ
∗
j , ϕc, ϕd)z
hj−hc−hdzhj−hc−hd ,
where {ψj}j denotes a suitable orthonormal basis of H.
Using the above characterization of ψ†, conformal invariance, and (A.6), one
finds
∀ϕ, χ, ψ ∈ H: C(ψ∗, ϕ, χ) = C(χ∗, ϕ†, ψ)
if ϕ is quasi-
primary
= C(χ∗, ∗ϕ, ψ). (A.10)
Note that the OPE-coefficients involving only real states ∗ϕ = ϕ, ∗χ = χ, ∗ψ =
ψ are always real. Moreover, using (A.6) one shows
∀n ∈ Z : L†n = L−n; ∀χ, ψ ∈ H : (Lnψ)∗χ = ψ∗(L−nχ). (A.11)
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Since up to possible phases, n-point functions (A.3) are invariant under per-
mutations of the ϕi(zi, zi), the second and third arguments in C(·, ·, ·) can be
interchanged, up to a phase and contributions of descendants to the OPE. How-
ever, the characterization (1.2.5) of primaries together with (A.11) ensures that
every primary state is orthogonal to each descendant. Hence,
∀ϕ, χ, ψ ∈ H with ϕ ∈ Hhϕ,hϕ , χ ∈ Hhχ,hχ , ψ ∈ Hhψ,hψ ∩HVir :
C(ψ∗, ϕ, χ) = (−1)hχ−hχ+hϕ−hϕ−hψ+hψ C(ψ∗, χ, ϕ). (A.12)
To define modes associated to each ϕ ∈ H, note that for all h, h, µ, µ, the space
Hh+µ,h+µ is finite dimensional by (1.2.2), so we can set
∀ϕ ∈ H, ∀µ, µ, h, h ∈ R, ∀χ ∈ Hh,h : (A.13)
ϕµ,µχ ∈ Hh+µ,h+µ s. th. ∀ψ ∈ Hh+µ,h+µ : ψ∗(ϕµ,µχ) = C(ψ∗, ϕ, χ).
If ϕ ∈ Hh,h, then ϕh,h obeys ϕ = ϕh,hΩ. This gives
[L0, ϕh,h] = hϕh,h, [L0, ϕh,h] = hϕh,h.
In general, all three-point functions in a CFT can be obtained as linear combina-
tions of three-point functions of the primaries, acted on by differential operators.
For example, if ϕ ∈ Hhϕ,hϕ , χ ∈ Hhχ,hχ , ψ ∈ Hhψ,hψ , then
C(ψ∗, L1ϕ, χ) = (hψ − hϕ − hχ)C(ψ∗, ϕ, χ), (A.14)
and analogously for L1. On the other hand, analogously to (A.9), all n-point
functions of a CFT can be recovered from its OPE-constants. This imposes
many consistency conditions on the latter. An important example for this is
crossing symmetry (A.18) of four-point functions on the sphere.
Before discussing crossing symmetry, let us introduce W-algebras, since we
will use them to rewrite (A.9) in a slightly different way. Namely, for ϕ ∈ ker(L0)
and χ ∈ Hh,h, ϕµ,µχ 6= 0 implies (µ, µ) = (n, 0) with n ∈ Z, and similarly for
elements of ker(L0) with µ, µ interchanged. The modes associated to states in
ker(L0), ker(L0) generate a holomorphic or antiholomorphic W-algebra
W∗ ⊃ V irc, W∗ ⊃ V irc defined by
W∗ := spanC
{
ϕn,0
∣∣ n ∈ Z, ϕ ∈ ker(L0)} (A.15)
=
⊕
n∈Z
W∗n, W∗n :=
{
w ∈ W∗ ∣∣ [L0, w] = nw} ,
and analogously for W∗ or any subalgebra W of W∗ ⊕W∗. We suppose that H
decomposes into a sum of tensor products of irreducible lowest weight represen-
tations VW∗a , V
W∗
a of the holomorphic and antiholomorphic W-algebras,
H =
⊕
(a,a)∈I
VW∗a ⊗ V
W∗
a .
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Moreover, the OPE determines the commutative associative product on the rep-
resentation ring of W∗ ⊗W∗ which is known as fusion:
[ϕa] • [ϕb] =
∑
c
N cab [ϕc]
for conformal families [ϕa] with ϕa ∈ Va etc.
We now consider an orthonormal basis {ψj}j∈N of primaries of a given CFT
with respect to a subalgebra W of the holomorphic and antiholomorphic W-
algebra as in (1.2.5). Without loss of generality we can assume that ∗ψj = ψj
and ψj ∈ Hhj ,hj for all j ∈ N. Moreover, let {ψ
{k,k}
j }k∈K,k∈K with K,K ⊂ ⊕pNp
denote a basis of the descendants of ψj , which is (L0, L0)-homogeneous, with bi-
degree of ψ
{k,k}
j given by (hj + |k|, hj + |k|), |k|, |k| ∈ N for all k ∈ K, k ∈ K.
For a, b, j ∈ N we set
Cjab := C(ψ
∗
j , ψa, ψb), ψ
{(),()}
j := ψj .
Then, there are constants β
j{k′}
ab , β
j{k′}
ab ∈ R, such that
∀ j ∈ N, ∀ k ∈ K, k ∈ K : (A.16)
C
(
(ψ
{k,k}
j )
∗, ψa, ψb
)
=
∑
k′,k′
Cjab β
j{k′}
ab β
j{k′}
ab C
(
(ψ
{k,k}
j )
∗, Ω, ψ{k
′,k′}
j
)
.
Here, β
j{()}
ab = β
j{()}
ab := 1. Now, for all a, b, c, d, j ∈ N the conformal blocks
are given by
fj
[
a b
c d
]
(z) :=
∑
k
β
j{k}
ab√
Cdcj
C
(
ψ∗d, ψc, ψ
{k,()}
j
)
zhj−ha−hb+|k|, (A.17)
fj
[
a b
c d
]
(z) :=
∑
k
β
j{k}
ab√
Cdcj
C
(
ψ∗d, ψc, ψ
{(),k}
j
)
zhj−ha−hb+|k|.
Up to factors zhj−ha−hb (zhj−ha−hb), the conformal blocks are (anti-)meromor-
phic functions on C with poles at 0, 1, ∞. They encode the four-point functions
of primaries by
〈ψd|ψc(1, 1)ψa(z, z)|ψb〉 =
∑
j
CjabC
d
cj fj
[
a b
c d
]
(z) fj
[
a b
c d
]
(z),
and crossing symmetry reads: for all a, b, c, d ∈ N∑
j
CjabC
d
cj fj
[
a b
c d
]
(z) fj
[
a b
c d
]
(z) (A.18)
=
∑
j
CjadC
b
cj fj
[
a d
c b
]
(z−1) fj
[
a d
c b
]
(z−1)z−2haz−2ha .
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B. c = 1 Representation theory
In this Appendix, let C = (H, ∗, Ω, T, T , C) denote a unitary conformal field
theory with c = 1. We recall some basic facts about its representation content;
see also [Gab].
Since all known unitary conformal field theories at c = 1 can be constructed
with energy momentum tensor T = 12 :jj : and j a u(1) current (which not
necessarily is a field of the theory), it is convenient to use the Heisenberg algebra
j(z) =
∞∑
n=−∞
anz
n−1, where [an, am] = mδn+m,0. (B.1)
Then all states in the pre-Hilbert space of every known theory C with central
charge c = 1 are obtained from the Fock space that we construct from appropri-
ate polynomials in the an, n > 0, acting on an appropriate subset of all lwvs of
the Virasoro algebra. To build the latter it suffices to take states
|h,Q〉 , such that L0 |h,Q〉 = h |h,Q〉 , with h = Q
2
2 ,
a0 |h,Q〉 = Q |h,Q〉 , (B.2)
∗ (|h,Q〉) = |h,−Q〉 ,
as well as so-called twisted ground states with h = h ≤ 1/16, which we will not
make use of in the following, however. We will always normalize the |h,Q〉 such
that
C
(|h,Q〉∗ , Ω, |h,Q〉) (1.2.4)= 〈h,−Q |h,Q〉 = 1. (B.3)
In a consistent theory, all left and right charges (Q;Q) are contained in a charge
lattice. Namely, for every theory C there is a fixed R ∈ R+ such that all (Q;Q)
that may occur are given by
(Q;Q) = 1√
2
(
mR+ nR ; mR− nR
)
, m, n ∈ Z. (B.4)
In a so-called circle theory at radius R, the pre-Hilbert space is just the
entire Fock space built on the set of vacua |Q;Q〉 :=
∣∣∣Q22 , Q〉⊗ ∣∣∣Q22 , Q〉 with all
allowed values of (Q;Q). The su(2)1 WZW-model is the circle theory at radius
R = 1. All |Q;Q〉 are simple currents, and the leading terms in the OPE are
given by
C
(
|Q+Q′;Q+Q′〉∗, |Q;Q〉, |Q′;Q′〉
)
= (−1)(Q+Q)(Q′−Q′)/2, (B.5)
with all other OPE-constants vanishing. Equivalently,
|Q;Q〉 |Q′;Q′〉 = ε
(
(Q;Q), (Q′;Q
′
)
)
|Q+Q′;Q+Q′〉
= (−1)(Q+Q)(Q′−Q′)/2 |Q+Q′;Q+Q′〉 (B.6)
with notations as in (1.2.6). The cocycle factor ε introduces the appropriate
phases.
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For central charge c = 1, the character of a Virasoro irreducible representation
with lowest weight vector of dimension h generically is
χgenh (q) =
1
η(q)q
h. (B.7)
But for n = 2
√
h ∈ N, the representation contains a null vector at level n + 1,
namely [F-M-S, (8.34)]
Sn
∣∣∣n24 〉 := ∑
pi≥1,
p1+···+pk=n+1
(−1)n+1+k
k−1∏
l=1
(p1+···+pl)(n+1−p1−···−pl)
Lp1 · · ·Lpk
∣∣∣n24 〉 , (B.8)
where |n24 〉 denotes the lowest weight vector of conformal weight h = n
2
4 , n ∈ N.
Hence the character reduces to
χ 1
4n
2 = 1η(q) (q
n2/4 − q(n+2)2/4). (B.9)
In the following, we restrict attention to the holomorphic side only. The generic
W-algebra W of circle theories is generated by the u(1) current j. The
∣∣∣Q22 , Q〉
are just the lowest weight vectors of irreducible representations Vu(1)Q of W with
characters
X√2Q =
1
η(q)q
Q2
2 ,
regardless of the value of Q. In particular, if
√
2Q = n ∈ Z, by (B.9)
Xn =
∞∑
k=0
χ 1
4 (|n|+2k)2 ,
and the Fock space built on
∣∣∣Q22 , Q〉 contains infinitely many Virasoro irreducible
representations with lowest weight vectors |h,Q〉 , h = Q22 +N,N = k(
√
2|Q|+
k), k ∈ N. Let
|[n,m]〉 :=
∣∣∣n24 , m√2〉 ,
and let V[n,m] denote the space of states in the irreducible representation of the
Virasoro algebra with lwv |[n,m]〉 of norm 1. Note that e.g. for the circle theory
at R = 1 (the su(2)1 WZW model) each positive eigenvalue of L0 is highly
degenerate since this theory has an enhanced su(2)1 Kac-Moody algebra the
zero modes of whose generators commute with L0. More precisely,
V
h=n
2
4
=
n⊕
m=−n,m≡n(2)
V[n,m].
All the representations V[n,m] with |m| ≤ n, m ≡ n(2) have the same character
χ 1
4n
2 as in (B.9). Let J±(z) denote the holomorphic fields creating |Q;Q〉 =
| ±√2; 0〉 as in (A.7). Then we define
Q± :=
∫
dzJ±(z), i.e. [Q+, Q−] =
√
2a0 =: 2J0, [J0, Q±] = ±Q±, (B.10)
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the zero modes of J±, J in the enhanced su(2)1 Kac-Moody algebra of the circle
model at radius R = 1. Since [Ln, Q±] = 0 for all n ∈ Z, from (B.10) to-
gether with (B.2) it follows that |h,Q〉 = κQ∓
∣∣h,Q±√2〉 for some κ ∈ C∗ if∣∣h,Q±√2〉 exists. More precisely, (B.10) inductively shows
Ql+Q
l
− |[n, n]〉 = l!n!(n−l)! |[n, n]〉 ,
if the left hand side does not vanish. From our normalization (B.3) it now follows
that
for m, l ∈ N,
|[n = m+ 2l,m]〉 =
√
(n−l)!
l!n! Q
l
− |[n, n]〉 , and Q± |[n,±n]〉 = 0.
In particular, Ql− |[n, n]〉 = 0 for l > n.
C. The unitary Virasoro minimal models, their structure constants,
and their c→ 1 limit
The unitary diagonal Virasoro minimal model Mm := M(m,m+ 1) with m ∈
N− {0, 1} has central charge cm given by (4.1.1). Its irreducible representation
(r, s) of the Virasoro algebra has an lwv |r, s〉m with weight (4.1.3), and character
χm(r,s)(q) =
q−
cm
24∏
n
(1− qn)
[
qh
m
(r,s) −
∞∑
k=1
{
qh
m
(r+(2k−1)m,−s+m+1) + qh
m
(r,2k(m+1)−s)
− qhm(r+2km,s) − qhm(r,2k(m+1)+s)
}]
.
(C.1)
Fusion reads
Vm(n′,n) • Vm(s′,s) =
min{n′+s′−1,2m+1−n′−s′}⊕
p′=|n′−s′|+1,
p′+n′+s′≡1(2)
min{n+s−1,2m−1−n−s}⊕
p=|n−s|+1,
p+n+s≡1(2)
Vm(p′,p). (C.2)
The structure constants as in (4.1.8) are given by [D-F3]
C
(p′,p)
(n′,n)(s′,s) = µl′,l
√
an′,nas′,s
ap′,p
×
l′−2∏
i=0
Γ (s−s′+1+i−y′(s′−1−i))Γ (n−n′+1+i−y′(n′−1−i))Γ (p′−p+1+i+y′(p′+1+i))
Γ (s′−s−i+y′(s′−1−i))Γ (n′−n−i+y′(n′−1−i))Γ (p−p′−i−y′(p′+1+i))
×
l−2∏
j=0
Γ (s′−s+2+j−l′+y(s−1−j))Γ (n′−n+2+j−l′+y(n−1−j))Γ (p−p′+2+j−l′−y(p+1+j))
Γ (s−s′−1−j+l′−y(s−1−j))Γ (n−n′−1−j+l′−y(n−1−j))Γ (p′−p−1−j+l′+y(p+1+j))
=: µl′,l
√
an′,nas′,s
ap′,p
C˜
(p′,p)
(n′,n)(s′,s) ,
(C.3)
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with
y := 1m+1 , y
′ := 1m , l :=
1
2 (s+ n− p+ 1) , l′ := 12 (s′+ n′− p′+ 1) ,
µl′,l := (1− y)4(l′−1)(l−1)
l′−1∏
i=1
l−1∏
j=1
1
(i−j+yj)2
l′−1∏
i=1
Γ (i+iy′)
Γ (1−i−iy′)
l−1∏
j=1
Γ (j−jy)
Γ (1−j+jy)
= (−1)(l−1)(l′−1)(1− y)4(l′−1)(l−1)
l′−1∏
i=1
Γ (i+iy′)
Γ (1−i−iy′)
l−1∏
j=1
Γ (j−l′+1−jy)
Γ (l′−j+jy) ,
an′,n :=
n′−1∏
i=1
n−1∏
j=1
(
i−j+y(1+j)
i−j+yj
)2 n′−1∏
i=1
Γ (i+iy′)Γ (1−i−y′(1+i))
Γ (1−i−iy′)Γ (i+y′(1+i))
n−1∏
j=1
Γ (j−jy)Γ (1−j+y(1+j))
Γ (1−j+yj)Γ (j−y(1+j))
=
n′−1∏
i=1
Γ (i+iy′)Γ (1−i−y′(1+i))
Γ (1−i−iy′)Γ (i+y′(1+i))
n−1∏
j=1
Γ (j−n′+1−jy)Γ (n′−j+y(1+j))
Γ (n′−j+yj)Γ (j−n′+1−y(1+j)) .
Note that µl′,l, an′,n and C˜
(p′,p)
(n′,n)(s′,s) are products of expressions
G(N,M, ǫ) := Γ (1+N−Mǫ)Γ (−N+Mǫ) = (−1)N Γ 2(1 +N −Mǫ) sin(πMǫ)π
=
(
(−1)N Γ 2(−N +Mǫ) sin(πMǫ)π
)−1
,
where N,M ∈ Z and ǫ ∈ {y, y′}. We also have the following expansions for
m→∞, to lowest order in y = y′+O(y2):
G(N,M, ǫ)
y→0∼
(
(−1)NMyΓ 2
(∣∣∣ 1+s˜ign(N)2 +N ∣∣∣))s˜ign(N) =: ys˜ign(N)e(N,M) ,
Γ (N+Mǫ)
Γ (N+M ′ǫ′)
y→0∼
{
M ′
M if N ≤ 0
1 if N > 0
,
where s˜ign(N) = 1 for N ≥ 0, s˜ign(N) = −1 for N < 0. Hence we obtain the
lowest order expansions
µl′,l
y→0∼ y|l−l′| (l−1)!(l′−1)!((min{l,l′}−1)!)2
l′−1∏
i=1
l−1∏
j=1,
j 6=i
1
(i−j)2
l′−1∏
i=1
(−1)iΓ (i)2
l−1∏
j=1
(−1)j+l′Γ (j)2
=: y|l−l
′|µ˜l′,l, (C.4)
an′,n
y→0∼ min{n′,n}max{n′,n} ,
C˜
(p′,p)
(n′,n)(s′,s)
y→0∼ A˜(p′,p)(n′,n)(s′,s)y
E˜
(p′,p)
(n′,n)(s′,s) ,
where
E˜
(p′,p)
(n′,n)(s′,s) := k(s
′−s, l′−2, l−2)+k(n′−n, l′−2, l−2)+k(p−p′, l′−2, l−2), (C.5)
k(x, a, b) := d(x, a) + d(−x, b)− 2g(x, a, b),
d(x, a) := max{min{a+ 1, a+ 1− 2x},−(a+ 1)}
= 12 (−x− |x|+ |2a+ 2− x− |x||) ,
g(x, a, b) := (min{a− x2 , b+ x2 } − |x|2 + 1)Θ(a− x)Θ(b + x)
= 12 (−|x|+ a+ b+ 2− |a− b− x|)Θ(a − x)Θ(b + x),
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so
k(x, a, b) = |a− b− x| − |x| for a, b ≥ −1. (C.6)
Moreover,
A˜
(p′,p)
(n′,n)(s′,s) =
l′−2∏
i=0
{e(s− s′+ i, s′− 1− i) e(n− n′+ i, n′− 1− i)
e(p′− p+ i,−p′− 1− i)}
l−2∏
j=0
{e(s′− s+ 1 + j − l′,−s+ 1 + j)
e(n′− n+ 1 + j − l′,−n+ 1 + j) e(p− p′+ 1 + j − l′, p+ 1 + j)}
Thus in the limit m→∞ we have
C
(p′,p)
(n′,n)(s′,s)
y→0∼ A(p′,p)(n′,n)(s′,s)y
E
(p′,p)
(n′,n)(s′,s) (C.7)
with
A
(p′,p)
(n′,n)(s′,s) =
(
min{n′,n}min{s′,s}max{p′,p}
max{n′,n}max{s′,s}min{p′,p}
)1/2
µ˜l′,lA˜
(p′,p)
(n′,n)(s′,s) ,
E
(p′,p)
(n′,n)(s′,s) = |l − l′|+ E˜(p
′,p)
(n′,n)(s′,s) . (C.8)
Note that A
(p′,p)
(n′,n)(s′,s) never vanishes in the allowed regime p
′+n′+s′≡ p+n+s ≡
1(2), |n(′) − s(′)| < p(′) < n(′) + s(′). These constants obey
Lemma C.1
Given (p′, p), (n′, n), (s′, s) such that A(p
′,p)
(n′,n)(s′,s) 6= 0, we have E(p
′,p)
(n′,n)(s′,s) ≥ 0.
More precisely, with ν := n′− n, σ := s′− s, π := p′− p,
E
(p′,p)
(n′,n)(s′,s) = 0 ⇐⇒ |π| ∈
[
min{|σ + ν|, |σ − ν|},max{|σ + ν|, |σ − ν|}
]
.
Proof:
Since l′− l = 12 (σ + ν − π), from (C.5), (C.6), (C.8) we find
E
(p′,p)
(n′,n)(s′,s) =
1
2 |σ + ν − π|+ 12 | − σ + ν − π|+ 12 |σ − ν − π|+ 12 |σ + ν + π|
−|σ| − |ν| − |π|
= max{|σ + ν|, |π|} +max{|σ − ν|, |π|} − |σ| − |ν| − |π|.
Therefore,
E
(p′,p)
(n′,n)(s′,s) =

2max{|σ|, |ν|} − |σ| − |ν| − |π| > 0,
if |π| < min{|σ + ν|, |σ − ν|},
max{|σ + ν|, |σ − ν|} − |σ| − |ν| = 0,
if |π| ∈ [ min{|σ + ν|, |σ − ν|},
max{|σ + ν|, |σ − ν|}] ,
|π| − |σ| − |ν| > 0,
if |π| > max{|σ + ν|, |σ − ν|},
which proves the lemma. ⊓⊔
Limits and Degenerations of Unitary Conformal Field Theories 55
In Rem. 4.1.7 we explain how additional null vectors in the limitM∞ of unitary
Virasoro minimal models can be scaled up without introducing divergences in
three-point functions. In fact, Lemma C.1 can be used in order to extend the
example of scaling up null vectors given in [G-R-W, Sect. 3.1.1] by a direct
calculation:
Lemma C.2
All vectors L1|r, r〉∞, r > 1, can be scaled up to non-vanishing norm without
introducing divergences in the OPE-constants C(|p′, p〉∗∞, L1|r, r〉∞, |s′, s〉∞).
Proof:
By (4.1.13), a normalization of L1|r, r〉∞ to non-vanishing but finite norm is
given by
Dmr,r,1 := limm→∞(m+ 1) L1|r, r〉m,
i.e. we set
f˜ jm(D
m
r,r,1) := D
j
r,r,1.
Note that for finite m, (C.2) shows that C
(p′,p)
(r,r)(s′,s) is only non-vanishing if
1
2 (r+
s(′)−1−p(′)) ∈ {0, . . . ,min{r, s(′)}−1}, hence we restrict to such p, p′. By (A.14)
we find
C
(p′,p)
Dr,r,1(s′,s)
m→∞∼ (m+ 1)
(
hm(p′,p) − hm(r,r) − hm(s′,s)
)
C
(p′,p)
(r,r)(s′,s)
(C.7)∼ (m+ 1)1−E
(p′,p)
(r,r)(s′,s)
(
hm(p′,p) − hm(r,r) − hm(s′,s)
)
A
(p′,p)
(r,r)(s′,s).
Therefore, if E
(p′,p)
(r,r)(s′,s) ≥ 1, the assertion follows directly from the convergence
of each term in the latter expression.
On the other hand, for p′, p in the range given above, by Lemma C.1 we have
E
(p′,p)
(r,r)(s′,s) = 0 iff |p′− p| = |s′− s|. Hence in this case
C
(p′,p)
Dr,r,1(s′,s)
m→∞∼ (m+ 1)
(
hm(p′,p) − hm(r,r) − hm(s′,s)
)
C
(p′,p)
(r,r)(s′,s)
(4.1.3)
=
{
m+1
4m
(
(p′)2 − p2 − (s′)2 + s2)+O ( 1m)}A(p′,p)(r,r)(s′,s)
remains finite, too. ⊓⊔
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