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Utilisation des haînes d'automates pour le diagnosti déentraliséUsing automata hains for the deentralized diagnosisAlban GrastienUniversité Rennes 1  IrisaAvenue du Général Leler35 042 Rennes Cedex  FraneE-mail : alban.grastienirisa.frRésuméDans le domaine du diagnosti de systèmes à événe-ments disrets, la reonnaissane de la onurrenedans les omportements de sous-systèmes permet deonsidérer eux-i de manière indépendante et d'em-pêher l'explosion du nombre d'états lors du alul dudiagnosti. Cependant, lorsque l'on onsidère des pé-riodes de longueur importante, il est rare d'obtenir unomportement qui soit onurrentiel pendant toute lapériode. Nous proposons d'utiliser le déoupage d'au-tomate appliqué au diagnosti pour déouvrir des pé-riodes de omportements indépendants et éviter l'ex-plosion ombinatoire.Mots ClefSystèmes à événements disrets, diagnosti, diagnostidéentralisé, haîne d'automatesAbstratThe deentralized diagnosis enables to ope with theso-alled state explosion problem by using the prop-erties of onurreny in the behaviors of sub-systems.However, when onsidering long periods, the behaviorsof the sub-systems are rarely independant from thebeginning to the end. We propose to use the sliingof automata applied to diagnosis to nd independantbehavior periods and to ope with the state explosionproblem.KeywordsDisrete event systems, diagnosis, deentralized diag-nosis, automata hain1 IntrodutionDans le domaine des systèmes à événements disrets(Séd[1℄), le omportement du système est souvent re-présenté par un automate Mod . Cet automate déritles évolutions possibles du système vis-à-vis de stimuliextérieurs (événements exogènes) ainsi que les observa-tions émises par le système lors de l'ourrene de esévénements. Le diagnosti du système onsiste alors
à aluler les trajetoires sur le modèle expliquant lesobservations émises par le système, 'est-à-dire en syn-hronisant le modèle ave les observations émises [2, 3℄.Lorsque l'on onsidère que les observations émises nesont pas trivialement reçues (délais entre l'émission etla réeption des observations, non synhronisation desapteurs, pertes possibles, et.), on ne onnait pas pré-isément la séquene des observations émises. On peutependant les représenter sous la forme d'un automate
Obs. Le diagnosti se dénit alors omme la synhro-nisation des automates représentant le modèle et lesobservations : ∆ = Mod ⊗ Obs .Dans les systèmes réels, le modèle est de taille sou-vent trop importante pour être alulé. De même, lediagnosti est généralement très grand notamment àause des omportements onurrentiels. Pour etteraison, l'approhe déentralisée [4℄ a été développée.Dans ette approhe, on onsidère que le système estonstitué d'un ensemble de omposants (physiques ouabstraits) interreliés qui ommuniquent par l'envoi demessages synhrones. Chaque omposant dispose d'unmodèle. Ce modèle dérit l'évolution du omposantlors de l'ourrene d'un événement exogène ou dela réeption d'un message provenant d'un autre om-posant. Ainsi, le modèle global du système (générale-ment de taille exponentielle par rapport au nombrede omposants) ne peut pas être onstruit mais peutêtre impliitement obtenu par synhronisation des mo-dèles loaux. De plus, l'approhe présentée permet deonstruire un diagnosti loalement à haun des om-posants, puis de fusionner les diagnostis pour vérierles interations entre les omposants. Lorsque la fusiondes diagnostis de sous-systèmes n'apporte plus d'in-formation pare que les sous-systèmes onsidérés ontun omportement indépendant (ils ne ommuniquentpas entre eux durant la période), on arrête la fusion eton évite ainsi la omplexité trop importante du diag-nosti.L'un des problèmes de la tehnique de diagnosti dé-entralisé est que les diérentes parties d'un systèmen'évoluent indépendamment que durant de ourtes pé-
riodes, et que lorsqu'on herhe à diagnostiquer un sys-tème dans le monde réel, la période à diagnostiquer estsi longue qu'il n'est pas possible de trouver des sous-systèmes indépendants. C'est pourquoi, nous propo-sons d'utiliser les haînes d'automates pour déouperla période de diagnosti en plus petites périodes durantlesquelles il est possible d'exhiber des omportementsindépendants.La setion suivante présente les dénitions lassiquesd'automates utilisées dans le reste de et artile. Dansla setion 3, le prinipe du diagnosti déentralisé etses limites sont dérits. Puis, dans la setion 4, nousdérivons le prinipe des haînes d'automates et leurappliation au diagnosti. L'utilisation onjointe desdeux tehniques que nous proposons dans et artileest dérite dans la setion 5, et une appliation présen-tée dans la setion 6. Enn, nous présentons le priniped'une généralisation de e résultat dans la setion 7.2 Automates et diagnostiCette setion présente rapidement les dénitions d'au-tomates et leur appliation au diagnosti. Nous repre-nons ii la notation introduite en [5℄.2.1 Automates et trajetoiresNous représentons les omportements par des auto-mates, dénis de manière traditionnelle :Dénition 1 (Automate)On appelle automate le tuple A = (Q, E, T, I, F ) où : Q est un ensemble d'états, E est un ensemble d'événements, T ⊆ (Q×2E×Q) est un ensemble de transitions t =
(q, l, q′) où q est l'état de départ, q′ l'état d'arrivéeet l un ensemble d'événements (l ⊆ E), I est un ensemble d'états initiaux (I ⊆ Q), F est un ensemble d'états naux (F ⊆ Q).Pour tout état q ∈ Q, on onsidère que la transi-tion t = (q, {}, q′) est une transition de l'automate(t ∈ T ). L'ensemble d'événements l assoié à une tran-sition t = (q, l, q′) est appelée étiquette sur l'ensembled'événements E.Dénition 2 (Chemin)On appelle hemin sur l'automate A = (Q, E, T, I, F )une double séquene d'états et de transitions q0 l1−→
. . .
ln−→ qn telle que ∀i ∈ {1, . . . , n}, (qi−1, li, qi) ∈ T .Un hemin sur un automate est une suession de tran-sitions. On appelle trajetoire un hemin partant d'unétat initial q0 ∈ I et menant à un état nal qn ∈ F .Le but d'un automate est de représenter l'ensembledes trajetoires qui dérivent les omportements pos-sibles du système (voir le paragraphe 2.2 d'applia-tion au diagnosti). Pour ette raison, on onsidèreque deux automates A1 et A2 sont identiques s'ils ont
le même ensemble de trajetoires. La simpliation del'automate A est l'opération onsistant à supprimerles transitions et les états non aessibles depuis unétat initial ou ne onduisant pas à un état nal. Par lasuite, les automates alulés sont impliitement simpli-és (aluler diretement l'automate simplié est gé-néralement plus simple et produit un automate équi-valent mais plus petit).Dénition 3 (Synhronisation d'étiquettes)Soit l1 une étiquette sur E1 et l2 une étiquette sur E2.On dit que l1 et l2 sont synhrones ssi l1∩(E1∩E2) =
l2∩ (E1∩E2). Leur synhronisation notée Θ(l1, l2) estl'étiquette l1∪ l2 sur l'ensemble d'événements E1∪E2.Deux étiquettes sont synhrones si les événements desynhronisation (E1 ∩E2) présents dans l'une des éti-quettes sont également présents dans l'autre.Dénition 4 (Synhronisation d'automates)Soient deux automates A1 = (Q1, E1, T1, I1, F1) et
A2 = (Q2, E2, T2, I2, F2). On appelle automate syn-hronisé de A1 et A2, noté A1 ⊗ A2, l'automate A =
(Q, E, T, I, F ) déni par : Q = Q1 × Q2, E = E1 ∪ E2, T = {((q1, q2), l, (q′1, q′2)) | (q1, l ∩ E1, q′1) ∈ T1 ∧
(q2, l ∩ E2, q
′
2) ∈ T2}, I = I1 × I2, F = F1 × F2.La synhronisation onsiste à emprunter deux tran-sitions dont les étiquettes sont synhrones simultané-ment sur les deux automates.2.2 Appliation au diagnostiNous nous plaçons dans le adre des systèmes réa-tifs [4, 6℄. Le système réagit à la suite de l'ourrened'événements. Certains événements peuvent être si-multanés. C'est le as si l'on onsidère que l'ourrened'un événement peut délenher de manière synhroned'autres événements en asade. Le omportement dusystème peut alors être dérit par un automate. Cha-une des trajetoires sur l'automate représente l'unedes évolutions possibles du système. Chaque transi-tion de l'automate est étiquetée par les événementsayant provoqué l'évolution de l'état et les observa-tions émises le as éhéant. Par ailleurs, il n'y a pas deontrainte sur l'état nal du système. C'est pourquoion onsidère que tous les états sont naux.Dénition 5 (Modèle)Le modèle d'un système est un automate Mod =
(Q, E, T, I, F ) où F = Q.Les observations émises par le système sont reçuespar le superviseur (dispositif en harge du diagnosti).
Dans les systèmes réels, les observations reçues ne per-mettent généralement pas de onnaître préisément lesobservations émises et l'ordre de leur émission. Ceiest dû aux anaux de ommuniation entre les ap-teurs et le superviseur. En eet, es anaux induisentun délai de transmission non négligeable et peuventmême parfois perdre des observations. De plus, les ap-teurs n'étant pas synhronisés, il n'est pas toujourspossible de déterminer l'ordre d'émission des obser-vations étant donnée leur date d'émission qui dépendde l'horloge du apteur. Aussi, étant donnée une sé-quene d'observations reçues, il existe un ensemble deséquenes potentielles d'observations émises. Ces sé-quenes peuvent être assimilées à des trajetoires etsont don représentées par un automate.Dénition 6 (Automate d'observations)L'automate des observations est un automate Obs =
(Q, E, T, I, F ).Cette représentation des observations est omparableà l'utilisation des index spae dans les travaux deG. Lamperti et M. Zanella [6℄ ou la représentation sousforme de langage des observations dans les travaux deConsole et oll. [7℄. On peut également iter l'utilisa-tion d'automate pour représenter les formules logiquesdans le adre de la vériation de modèles [8℄.L'ensemble des événements observables est l'interse-tion entre les événements de l'automate des observa-tions et les événements du modèle : O = EObs ∩EMod .Dans la suite de e papier, nous onsidérons que l'auto-mate des observations est onstruit automatiquement.Nous ne nous intéressons pas à la manière dont il estonstruit.Dénition 7 (Diagnosti)Le diagnosti d'un système, noté ∆n, est un automatedérivant les trajetoires possibles sur le modèle du sys-tème ompatibles ave les observations reçues par lesuperviseur durant la période [t0, tn].Le diagnosti peut être alulé par synhronisation dumodèle et de l'automate des observations :
∆ = Mod ⊗ Obs (1)Une diulté qui se pose à partir de e résultat estqu'il est parfois impossible de onstruire les automates
Mod et ∆. En eet, es automates représentent le om-portement du système, et elui-i peut avoir un er-tain nombre d'exéutions en parallèle (dites onur-rentielles ou indépendantes). Dans e as, le nombred'états de l'automate peut grossir de manière exponen-tielle ave le nombre de omposants dont est formé lesystème. L'approhe que nous présentons dans la se-tion suivante vise à ontenir ette explosion du nombred'états par une modélisation et un diagnosti déen-tralisés.
3 Diagnosti déentraliséDans les systèmes réels, l'automate modélisant le sys-tème est trop grand pour être alulé. C'est pour etteraison qu'on onsidère généralement une modèlisationdéentralisée. Les algorithmes déentralisés de diag-nosti permettent également de réduire la taille del'automate produit. On peut se référer à [4℄ pour plusde détails.Dans un premier temps, nous présentons la modélisa-tion déentralisée et le diagnosti déentralisé. Ensuitenous expliquons pourquoi il est possible de onser-ver des diagnostis de sous-systèmes indépendants etpourquoi ela est intéressant.3.1 Modélisation déentraliséeLa plupart des systèmes réels sont onstitués de om-posants interonnetés ommuniquant entre eux. Demême que haque omposant est fabriqué séparément,il est possible de modéliser le omportement de haunde es omposants séparément.Le omportement d'un omposant Ci est un auto-mate Mod i = (Qi, Ei, Ti, Ii, Fi) où Oi ⊂ Ei est l'en-semble des événements observable qui onduisent àl'émission d'une observation par le omposant. Chaqueomposant est un système réatif, 'est-à-dire qu'ilréagit à l'ourrene d'événements extérieurs. Ainsi,haque transition est étiquetée par un événement exo-gène ou un message provenant d'un autre ompo-sant, et éventuellement par des messages envoyés àd'autres omposants et des observations. L'envoi demessages entre omposants est instantané (ommuni-ations synhrones). Dans le as ontraire, on onsi-dère les onnexions omme des omposants du sys-tème, et il est néessaire de les modéliser.Le modèle global Modss d'un (sous-)système ss onsti-tué des omposants C1, . . . , Cn peut être obtenu parsynhronisation des modèles : Mod1 ⊗ . . . ⊗ Modn.Remarquons ependant qu'on onsidère généralementqu'un seul événement exogène peut avoir lieu à uninstant donné. Ainsi, il est néessaire de supprimerles transitions de Mod ss omprenant plusieurs événe-ments exogènes. Nous laissons ependant e point deté pour ette présentation. Le nombre d'états dumodèle global est en o(xn) où x est le nombre d'étatspar modèle de omposant et n le nombre de ompo-sants. Aussi, on ne alule généralement pas le mo-dèle expliite du système. Le modèle déentralisé dusystème est l'ensemble des modèles des omposants :
{Mod1, . . . ,Modn}.3.2 Diagnosti déentraliséDe même que le modèle du système, il est souvent pos-sible, grâe aux hypothèses sur le système, de repré-senter l'automate des observations omme la synhro-nisation d'automates d'observations Obsi portant surhaun des omposants Ci : Obs = Obs1 ⊗ . . .⊗Obsn.
Alors, il est possible de réérire le diagnosti de lamanière suivante : ∆ = Mod ⊗ Obs = (Mod1 ⊗ . . . ⊗
Modn)⊗ (Obs1⊗ . . .⊗Obsn) = (Mod1⊗Obs1)⊗ . . .⊗
(Modn ⊗Obsn). Ce résultat est vrai à un renommagedes états près.Le diagnosti du omposant Ci est noté ∆i = Mod i ⊗
Obsi. Ce diagnosti ontient les trajetoires possiblessur le modèle du omposant Ci étant données les ob-servations sur e omposant. Ce diagnosti fait des hy-pothèses sur les messages éhangés entre e omposantet les autres omposants. Pour vérier les hypothèses,il est néessaire d'eetuer la fusion ('est-à-dire lasynhronisation) des diagnostis loaux. La fusion desdiagnostis est généralement eetuée deux à deux jus-qu'à obtenir le diagnosti global du système.La synhronisation de deux automates produit lemoins d'états lorsque les automates ont beauoupd'événements de synhronisation. On voit qu'il estdon reommandé de fusionner les diagnostis se-lon une stratégie visant à produire le moins possibled'états dans les diagnostis intermédiaires (voir [4℄).Si le système produit beauoup d'observations et qu'ilest extrêmement synhronisé, il est raisonnable de pen-ser que la fusion des diagnostis produira un diagnos-ti global∆ de taille relativement réduite. Quand ettehypothèse n'est pas respetée, il est ependant possiblede ne pas fusionner les diagnostis de sous-systèmesomme nous le présentons dans le paragraphe suivant.3.3 Intérêts du diagnosti déentraliséDénition 8 (Entrelaement)Soit p′ = q′0 l′1−→ . . . l′n1−→ q′n1 et p′′ = q′′0 l′′1−→ . . . l′′n2−→ q′′n2deux hemins. Un hemin p est un entrelaement de
p′ et p′′ si on a réursivement : n1 = 0 ⇒ p = (q′0, q′′0 ) l′′1−→ . . . l′′n2−→ (q′0, q′′n2), n2 = 0 ⇒ p = (q′0, q′′0 ) l′1−→ . . . l′n1−→ (q′n1, q′′0 ), sinon p = (q′0, q′′0 ) l′1−→ p1 où p1 est un entrelaement de
q′1
l′
2−→ . . .
l′n1−→ q′n1 et p′′, ou p = (q′0, q′′0 ) l′′1−→ p2 où p2 est un entrelaement de
p′ et de q′′1 l′′2−→ . . . l′′n2−→ q′′n2.On voit que l'entrelaement de deux hemins onsiste àonsidérer haun des omportements de deux heminsde manière onurrentielle. L'entrelaement de deuxhemins est très faile à aluler, mais le nombre depossibilités est (n1+n2)!
n1! n2! . On onsidère don les deuxtrajetoires p1 et p2 séparément plutt que l'ensembledes trajetoires p.Ainsi, il existe six entrelaements de q′0 a1−→ q′1 a2−→
q′2
a3−→ q′3 et q′′0 b1−→ q′′1 b2−→ q′′2 dont l'un d'eux est
(q′0, q
′′
0 )
b1−→ (q′0, q
′′
1 )
b2−→ (q′0, q
′′
2 )
a1−→ (q′1, q
′′
2 )
a2−→
(q′2, q
′′
2 )
a3−→ (q′3, q
′′
2 ) .
Considérons un système de deux omposants ave :
∆1 = Mod1 ⊗ Obs1 et ∆2 = Mod2 ⊗ Obs2, tels qu'iln'y a auune ourrene d'un événement de synhroni-sation sur haun des automates ∆1 et ∆2 (propriétéd'indépendane) et ∆ = ∆1 ⊗∆2. Alors, on a le résul-tat suivant :Résultat 1Pour toute trajetoire traj de ∆, il existe une traje-toire traj 1 de ∆1 et une trajetoire traj 2 de ∆2 tellesque la trajetoire traj est un entrelaement de traj1 et
traj2. Réiproquement, pour toute paire de trajetoires
traj 1 de ∆1 et traj 2 de ∆2, tout entrelaement traj de
traj 1 et de traj 2 est une trajetoire de ∆.Ce résultat déoule simplement de la dénition de syn-hronisation d'automates.L'ensemble des trajetoires de ∆ est l'ensemble destrajetoires obtenues par entrelaement de deux tra-jetoires de ∆1 et ∆2. Il est don inutile, dans le adredu diagnosti, de synhroniser ∆1 et ∆2.Dans le résultat présenté i-dessus, ∆i orrespond audiagnosti d'un sous-système noté Γi. On peut géné-raliser e résultat à un nombre quelonque de sous-systèmes.Ce résultat est intéressant mais néessite une hypo-thèse forte : les sous-systèmes ne doivent pas avoirommuniqué durant la période que l'on herhe à diag-nostiquer. Cei n'est généralement pas le as. C'estpourquoi nous voulons proter des haînes d'auto-mates et du déoupage temporel pour mettre en évi-dene des périodes d'indépendane entre les sous-systèmes et réduire la taille de l'automate représentantle diagnosti.4 Diagnosti par moreauxCette setion présente rapidement l'utilisation deshaînes d'automates dans le adre du diagnosti. Onpourra se référer à [5, 9℄ pour plus d'informations sure sujet.Une haîne d'automates EA est une séquene d'auto-mates (A1, . . . , An). Une trajetoire sur EA est uneséquene de trajetoires traj i sur haun des auto-mates Ai telles que le dernier état de la trajetoire
traj i est le premier état de la trajetoire traj i+1. Soit
∀i, traj i = qi0
li
1−→ . . .
limi−→ qimi (ave qimi = qi+10 ), alors
q10
l1
1−→ . . .
l1m1−→ q1m1
l2
1−→ q21
l2
2−→ . . .
lnmn−→ qnmn est unetrajetoire de la haîne.On dit qu'une haîne EA est un déoupage orret del'automate A, noté A = Sli−1(EA) si toute trajetoirede EA est une trajetoire de A et réiproquement. Lagure 1 présente un exemple d'automate et un déou-page orret de elui-i (les étiquettes de transitionsne sont pas représentées pour simplier la gure). Lesétats initiaux sont représentés par les transitions en-trantes et les états naux par des doubles erles. On
voit par exemple que la trajetoire 1 −→ 3 −→ 5 −→
4 −→ 6 est présente sur l'automate et la haîne d'au-tomates.
2
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Figure 1: Automate et déoupage.Dans [5℄, nous onsidérons que l'automate d'ob-servations Obs a été déoupé en une haîne
(Obs1, . . . ,Obsn). Ce déoupage a été eetué par fe-nêtres temporelles, 'est-à-dire que si l'on onsidèreque Obs représente les observations émises pendant lapériode [t0, tn], alors Obsi représente les observationsémises pendant [ti−1, ti].On dénit Mod ⊗ EObs = (Mod ⊗ Obs1,Mod− ⊗
Obs2, . . . ,Mod− ⊗ Obsn) où Mod− représente la fer-meture suxe de Mod (tous les états de Mod− sontinitiaux). Nous avons montré dans [5℄ que E∆ = Mod⊗
EObs est un déoupage orret de ∆ = Mod ⊗ Obs.Ce alul est appelé diagnosti par moreaux, le mor-eau ∆i = Mod− ⊗ Obsi (sauf ∆1 = Mod ⊗ Obs1)étant le diagnosti de la période [ti−1, ti]. Nous avonségalement montré qu'il est néessaire, si le modèleest grand, de restreindre l'ensemble des états ini-tiaux de ∆i par l'ensemble des états naux de ∆i−1,'est-à-dire de ne onsidérer omme initiaux que lesétats naux à la préédente fenêtre. Cette opérationest appelée I-ranement, mais nous l'appelons sim-plement ranement par la suite. On dénit don :
∆i = (Mod−⊗Obsi)[F i−1∆ ] où F i−1∆ est l'ensemble desétats naux de ∆i−1. Cette restrition permet de sup-primer un grand nombre de trajetoires sur les mor-eaux d'automates et, par simpliation de es mor-eaux, un grand nombre d'états et de transitions.À partir d'un déoupage orret d'un automate, il estimmédiat de retrouver (par reonstrution) l'automated'origine. Nous avons montré en [5℄ qu'il n'était pasnéessaire de reonstruire le diagnosti une fois obtenule diagnosti par moreaux.5 Diagnosti par moreaux etdiagnosti déentraliséDans ette setion, nous proposons notre approhe quionsiste à utiliser le diagnosti déentralisé sur les mor-
eaux de diagnosti obtenus grâe à la méthode parhaînes d'automates. On peut noter que les exposantssont réservés aux moreaux des haînes d'automates,tandis que les indies onernent les automates asso-iés à des sous-systèmes.Tout d'abord, sont rappelées les limites des deux mé-thodes séparément pour limiter l'explosion du nombred'états et est présenté le prinipe de notre méthode. Leranement est ensuite utilisé pour réduire le nombred'états du diagnosti de haque fenêtre, et nalementl'ensemble des états naux est alulé pour permettrele ranement de la fenêtre suivante.5.1 Limites des deux méthodes présen-téesIl apparait qu'utiliser le diagnosti par sous-systèmespermet de réduire onsidérablement la omplexité dualul. Quand ∆1 et ∆2 sont indépendants, le diag-nosti ∆ = ∆1 ⊗ ∆2 (où ∆i est le diagnosti du sous-système ssi) omporte en eet n1 ×n2 états où ni estle nombre d'états de ∆i. Cependant, lorsque le diag-nosti est eetué sur une longue période, il est peuprobable que la propriété d'indépendane soit respe-tée. En eet, tt ou tard, les sous-systèmes ommu-niquent entre eux, et leurs diagnostis doivent alorsêtre synhronisés (et don, les parties indépendantesaussi).Considérons ainsi l'exemple de la gure 2. Les transi-tions de es automates ne omprennent ii qu'un seulévénement. Dans et exemple, le seul événement desynhronisation est c. Lors de la synhronisation (voirgure 3), la trajetoire étiquetée par b6 et b7 du seondautomate disparaît puisqu'elle ne peut pas se synhro-niser ave l'événement c du premier automate. En ef-fet, le premier automate indique que l'événement c aforément eu lieu (puisque la seule trajetoire passepar la transition étiquetée par c). Don, les trajetoirespossibles sur le seond automate doit omporter unetransition étiquetée par c. La synhronisation apportedon une information indispensable au diagnosti. Onvoit nettement que les omportements des deux sous-systèmes sont souvent onurrentiels, et ela induit unnombre important d'états dans le diagnosti global.PSfrag replaements
a1 a2 a3 c a5
b1 b2 b3 c b5
b6 b7Figure 2: Diagnostis de deux sous-systèmes.
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cFigure 3: Diagnosti global de la gure 2 (événement
c synhronisé).D'un autre té, les haînes de diagnosti ne per-mettent également pas, seules, de réduire la omplexitédu alul. En eet, même en utilisant les opérationsde ranement, le nombre total d'états de la haîne dediagnostis est supérieur au nombre d'états du diag-nosti global (les états frontière étant en double, voirla gure 1).Il est ependant possible d'utiliser les deux méthodesonjointement. En eet, nous avons vu qu'il n'est paspossible d'utiliser l'indépendane pour des diagnostissur des durées trop longues. En revanhe, les haînespermettent de onstruire le diagnosti sur des périodessuessives ourtes. On peut alors espérer tirer partide l'indépendane des sous-systèmes durant ertainespériodes.5.2 Notre approheNous reprenons l'exemple préédent. Nous proposonsune représentation omme dans la gure 4. Puisquedurant la première fenêtre temporelle, les deux sous-systèmes ne ommuniquent pas, le diagnosti glo-bal du système pour ette période n'est pas alulé,mais il est remplaé par les diagnostis des deuxsous-systèmes. Durant la deuxième fenêtre, les sous-systèmes ont eetivement ommuniqué. Nous les syn-hronisons don. Enn, dans la dernière fenêtre, il est ànouveau possible de onsidérer les deux sous-systèmesséparement.
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Figure 4: Diagnosti utilisant haînes et onurrene.
5.3 RanementLe ranement est une étape indispensable du diag-nosti. Elle onsiste à restreindre l'ensemble des étatsinitiaux d'un moreau d'une haîne par l'ensemble desétats naux du moreau préédent. Cette opérationne modie pas l'ensemble de trajetoires de la haîned'automates mais réduit la taille des automates. Nousfaisons les remarques suivantes :1. Tout d'abord, il n'est réellement possible de gar-der le diagnosti sous forme de haînes d'auto-mates que si elle-i est ranée. En eet, dans leas ontraire, il y a beauoup d'états et de transi-tions inutiles. Il est alors impossible de raisonnersur es automates puisque la plupart des tran-sitions et des états pourraient être supprimées.L'opération de ranement doit don être onser-vée par la méthode que nous proposons pour ob-tenir l'ensemble des états à la date ti.2. D'autre part, le ranement permet de réduirede manière très importante le nombre d'étatsdes moreaux de diagnosti quand le modèle dusystème est grand. Or, nous nous plaçons dansun ontexte où il est indispensable de onsidérerle modèle de manière déentralisée. Le nombred'états du modèle est don très important. Ilfaut don appliquer le ranement pour réduirele nombre d'état des moreaux de diagnosti.3. Enn, ne pas raner les moreaux de diagnostionduit à un nombre plus important de transi-tions dans le diagnosti. Ces transitions supplé-mentaires peuvent omporter des événements desynhronisation et les omportements dérits parles automates peuvent ne plus être indépendants.Ainsi, la probabilité d'être assuré de la propriétéd'indépendane entre deux sous-systèmes est ré-duite, et on perd beauoup de l'intérêt de etteméthode.Les trois points i-dessus montrent qu'il est indispen-sable de raner la haîne de diagnosti, et don deonnaître et d'utiliser l'ensemble des états naux dudiagnosti ∆i, ou au moins un sur-ensemble le pluspetit possible.Soit I l'ensemble des états à ti (I est l'ensemble desétats naux de ∆i). Alors, le diagnosti de la période
[ti, ti+1] est le suivant : ∆i+1 = (Mod− ⊗ Obsi+1)[I].On onsidère qu'il y a m omposants et que les ob-servations Obsi+1 peuvent s'érire de la manière sui-vante : Obsi+1 = Obsi+11 ⊗ . . . ⊗ Obsi+1m où haqueautomate Obsi+1j ontient des observations provenantdu omposant j.Alors, le diagnosti peut être érit ainsi : ∆i+1 =
(∆i+11 ⊗ . . . ⊗ ∆
i+1
m )[I] ave ∆i+1j = Mod−j ⊗ Obsi+1j .
∆i+1j est le diagnosti loal du omposant j pendant lapériode [ti, ti+1]. Nous remarquons que nous onsidé-rons ii que tous les états deMod j sont potentiellement
initiaux. Or, il est possible de restreindre et ensembleà l'ensemble des états du omposant j dans I.Dénition 9 (Projetion)Soit Q, un ensemble d'états q d'un système (q =
(q1, . . . , qm) tel que qi est un état de Ai). On note
Q ↓ {Aj1, . . . , Ajp}, appelé projetion de l'ensembled'états Q sur {Aj1, . . . , Ajp}, l'ensemble des états
(qj1, . . . , qjp) ave qjk un état de Ajk tel qu'il existe
q ∈ Q ave q = (q1, . . . , qj1, . . . , qjp, . . . , qm).La projetion onsiste à ne garder que les états desautomates qui nous intéressent (projetion de l'étatdu système sur un sous-système par exemple). Alors,on peut failement prouver :Résultat 2Soit ∆i+1j = (Mod−j ⊗ Obsi+1j )[I ↓ {Mod j ,Obsi+1j }].Alors ∆i+1 = (∆i+11 ⊗ . . . ⊗ ∆i+1m )[I]La preuve de e résultat est donnée en annexe.Considérons à présent que nous voulons fusionner lesdiagnostis des omposants 1 à k. Alors, le diagnos-ti de e sous-système ss est obtenu par ∆i+1ss =
∆i+11 ⊗ . . . ⊗ ∆
i+1
k . Cependant, pour les mêmesraisons que préédemment, il est possible de res-treindre les états initiaux de e diagnosti de la ma-nière suivante : ∆i+1ss = (∆i+11 ⊗ . . . ⊗ ∆i+1k )[I ↓
{Mod1, . . . ,Modk,Obs
i+1
1 , . . . ,Obs
i+1
k }].5.4 Calul des états nauxNous avons alulé le diagnosti pour haque om-posant et montré omment il est possible de ra-ner le diagnosti de sous-systèmes pour une fenêtreétant donné l'ensemble des états naux de la préé-dente fenêtre. Nous montrons à présent omment al-uler l'ensemble des états naux de ette fenêtre pourpermettre le ranement de la fenêtre suivante. Nousonsidérons que nous avons fusionné les diagnostispour k sous-systèmes indépendants. Les omposantsde haque sous-système j sont notés j1, . . . , jn. La pro-priété indiquant qu'il existe une trajetoire de l'état qà l'état q′ est notée q  q′. L'ensemble F est alorsalulé par :Résultat 3L'ensemble des états naux de la fenêtre temporelle
[ti, ti+1] est : F = {q′ | ∃q ∈ I, ∀j ∈ {1, . . . , k}, (q ↓
{Mod j1, . . . ,Mod jn,Obs
i+1
j1 , . . . ,Obs
i+1
jn })  (q
′ ↓
{Mod j1, . . . ,Mod jn,Obs
i+1
j1 , . . . ,Obs
i+1
jn })}.Ce résultat est prouvé en annexe. Soit q unétat initial de I et qj la projetion de q sur
{Mod j1, . . . ,Mod jn,Obs
i+1
j1 , . . . ,Obs
i+1
jn } ('est-à-direl'état du sous-système j). Alors, on prend pour haque
j un état q′j tel qu'il existe une trajetoire de qj à q′j .L'état q′ = (q′1, . . . , q′k) est un état de F . L'ensembledes états naux est l'ensemble des états q′ qui peuventêtre obtenus de ette manière.
Remarquons que la taille de l'ensemble des étatsnaux est exponentielle par rapport au nombre deomposants du système. Ce alul de l'ensemble desétats naux peut être très oûteux et l'énumérationdes états peut être de omplexité équivalente au al-ul du diagnosti global. Cependant, il semble diiled'éviter e alul et de onsidérer une représentationimpliite. En eet, imaginons un système onstitué deomposants dont on est sûr à l'issue de la premièrefenêtre temporelle qu'un des omposants est en panne(sans savoir lequel, voir gure 5). Sur la gure, O re-présente l'état ok et P l'état en panne, l'état du se-ond omposant est primé. Considérons que dans unefenêtre temporelle suivante, les deux omposants évo-luent indépendamment sans hanger d'états. Dans lediagnosti loal, l'état des omposants est ok ou enpanne. Au début de la troisième fenêtre, et sans énu-mération expliite des états naux, il est néessairede retourner à la première fenêtre pour savoir que lesystème n'a pas ses deux omposants à l'état ok. Lealul devient partiulièrement ardu lorsque les sous-systèmes indépendants varient d'une fenêtre tempo-relle à une autre.PSfrag replaements
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O' P' ? ?Figure 5: Quels sont les états initiaux de la troisièmefenêtre ?6 Résultats et expérimentationsDans ette setion, nous présentons une expérimenta-tion de l'utilisation onjointe du diagnosti déentra-lisé et du diagnosti par moreaux.6.1 AlgorithmeNous avons eetué l'expérimentation en utilisant l'al-gorithme 1. L'implémentation a été faite en Java etl'algorithme utilisé sur un proesseur Intel Pentium-42,40GHz, 1 GB RAM, sous Linux.L'algorithme prend en entrée un ensemble d'états ini-tiaux I1 qui orrespondent aux états initiaux du mo-dèle. À haque fenêtre, on alule d'abord les diag-nostis loaux. Ensuite, les diagnostis sont fusionnéstant qu'il est néessaire de les fusionner. Notons quelorsque le diagnosti ∆ik,l est alulé, les diagnostis
∆ik et ∆il sont supprimés de la liste des diagnostis.
Algorithme 1 L'algorithme de diagnostiEntrée : I1 états initiauxpour haque fenêtre i faire/* Diagnostis loaux */pour haque omposant cj faire
∆ij = (Mod
−
j ⊗ Obs
i
j)[I
i ↓ {Mod j ,Obs
i
j}]n pour/* Fusion des diagnostis */tant que il est néessaire de synhroniser deuxsous-systèmes ssk et ss l faire
∆ik,l = (∆
i
k ⊗ ∆
i
l)[I
i ↓ {ssk, ss l}]n tant que/* Calul de l'ensemble des états naux */
Ii+1 = final(Ii, {∆ss1 , . . . , ∆ssj})n pourEnn, l'ensemble des états naux est alulé ommeprésenté dans le résultat 3.6.2 Système étudiéLe système onsidéré est un réseau de omposants in-teronnetés omme présenté dans la gure 6. Deuxomposants sont dits voisins s'il existe une onnexionentre eux-i.
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c11Figure 6: Topologie du système.Chaun des omposants a le même fontionnement.Lorsqu'une panne a lieu sur un omposant, elui-idemande à tous ses voisins de redémarrer et essaie deredémarrer. Lorsqu'un omposant vient de subir unepanne et reçoit un message de redémarrage, il ignore lemessage. En revanhe, s'il est en train de redémarrer,il redémarre à nouveau. Le début et la n de redémar-rage sont observables. La gure 7 présente le modèlede manière simpliée d'un omposant.Les états O, F et R orrespondent respetivement àOK, en panne (Faulty) et en redémarrage (Reboot).Sur l'étiquette de transition, l'événement avant laèhe est l'événement délenheur et les événementsaprès sont les observations et les messages envoyésaux autres omposants. L'événement reboot ? (resp.reboot ! ) indique la réeption (resp. l'émission) du mes-sage reboot depuis (resp. vers) un omposant onnexe.L'unique événement de faute est fault. Les observablessont IReboot et IAmBak. Les événements eor et eof
PSfrag replaements fault → reboot ! ∧ IRebooteof → IAmBak reboot ?
reboot ? → IRebooteor → IAmBak
reboot ? →IReboot O FRFigure 7: Modèle d'un omposant.orrespondent à end of reboot et end of fault.La diulté du diagnosti réside dans le fait que lors-qu'un omposant tombe en panne, ou lorsqu'un de sesvoisins tombe en panne, le omposant émet les mêmesobservations (IReboot suivi de IAmBak). Aussi, il estnéessaire de raisonner de manière globale pour déter-miner quel omposant a subi la panne.Si on herhe à onstruire le modèle du système, onobtient | {O, F, R}20 − 1 | ≈ 3, 4.109 états. Le modèledéentralisé ne omporte quant à lui que 3 × 20 = 60états. Il est don néessaire d'utiliser le modèle déen-tralisé.6.3 Mode opératoireLes observations loales à haque omposant sont or-données et on y insère les tis d'horloge Υi (voir [5℄)orrespondant au passage d'une fenêtre temporelle à lafenêtre suivante. L'automate des observations loalesest présenté gure 8.PSfrag replaements IReboot_14 IAmBak_14 Υ1 Υ2. . .Figure 8: Automate des observations loales pour leomposant numéro 14.Les tis d'horloge se passent simultanément sur tousles omposants. Il onvient don de les synhroniserlors de la fusion des diagnostis. Cependant, s'il n'y apas d'autres événements de synhronisation, leur syn-hronisation lors de la fusion des diagnostis apporteomme seule information l'ordre des pannes (et ne dis-rimine pas la loalisation des pannes). Aussi, pour dé-terminer si deux sous-systèmes ont un omportementindépendant, on ne onsidère pas les événements Υi.Les moreaux d'automates de la haîne d'observationspour haque omposant sont déoupés grâe à Υi.Ainsi, l'automate Obs114 omporte trois états, reliéspar des transitions étiquetées par IReboot_14 et IAm-Bak_14.
6.4 ExpérimentationLa période à diagnotiquer omprend deux fenêtrestemporelles. Durant la première fenêtre, les ompo-sants 1 et 11 tombent en panne forçant leurs voisinsà redémarrer (19, 20, 2, 3 4 d'une part, 9, 10, 13, 14d'autre part) puis reviennent en mode de fontionne-ment normal, ainsi que leurs voisins. Durant la seondepériode, le omposant 6 tombe en panne et lui et sesvoisins (3, 4, 5, 7, 9 et 10) redémarrent ave suès.Ave la méthode de diagnosti lassique, on voit qu'onne peut pas diviser le sous-système onstitué des
14 omposants ités i-dessus en sous-systèmes in-dépendants. Leurs diagnostis loaux doivent donêtre fusionnés. On obtient ainsi 7 diagnostis de sous-systèmes, dont 6 diagnostis loaux à un omposant.Le dernier diagnosti est un automate omprenant
2 275 états et 179 012 transitions.La méthode utilisant les haînes d'automates ave lediagnosti déentralisé produit 25 automates. Ces au-tomates totalisent 274 états et 2 963 transitions. Lataille néessaire a don été divisée par presque 100.7 Généralisation du résultatDans ette setion, nous présentons une généralisationpossible du travail présenté dans et artile, mais sansla présenter formellement.Une perspetive possible de e travail serait de géné-raliser l'imbriation entre le déoupage et le alul dé-entralisé. Par exemple, onsidérant un sous-système
ss pendant une fenêtre temporelle [ti, ti+1], est-il inté-ressant de déouper la fenêtre pour e sous-système (etpas les autres sous-systèmes) pour pouvoir onsidérerdans ertaines de es sous-fenêtres temporelles que lessous-systèmes sss1, . . . , sssk de ss sont indépendants ?Ainsi, prenons la gure 4. Cette gure peut être abs-traite omme présenté dans la partie supérieure dela gure 9. On voit qu'il y a trois fenêtres tempo-relles et que les première et dernière omportent deuxsous-systèmes indépendants. On a vu que déouvrirdes omportements onurrentiels (traits horizontaux)permet de réduire fortement la taille du diagnosti. Enbas de ette même gure, le diagnosti orrespondantau sous-système supérieur durant la première fenêtretemporelle est déoupé à une nouvelle date t permet-tant de onsidérer deux nouveaux sous-systèmes sss1et sss2 pendant une des sous-fenêtres.L'intérêt de ette méthode est don de tirer à nouveauparti de l'aspet indépendant de sous-systèmes pen-dant ertaines périodes. Cependant, la diulté estde onstruire un algorithme apable de déouvrir espropriétés.8 Conlusion et perspetivesDans e papier, nous avons montré qu'il était pos-sible de tirer parti d'une représentation déentralisée
PSfrag replaements t sss1sss2Figure 9: Imbriation de déoupage et d'indépendane.du diagnosti omme présentée dans [4℄, e qui est ir-réaliste dans le as d'un diagnosti sur une périodetrop longue, en utilisant les haînes d'automates pré-sentées dans [5℄. Nous avons montré qu'un point im-portant était de aluler les ensembles d'états nauxde haque fenêtre pour restreindre les états initiaux dela fenêtre suivante. Nous avons également montré dequelle manière il fallait les utiliser.On peut iter deux autres approhes de modélisation.La modélisation proposée dans [6℄ n'est pas déentra-lisée mais hiérarhique. Le problème qui apparaît estque la fusion des diagnostis ne peut s'eetuer queonformément à ette hiérarhie, et il n'est pas pos-sible d'appliquer une stratégie de fusion. De plus, lessous-systèmes qui peuvent être onsidérés sont foré-ment statiques, alors que dans le as général, il arrivesouvent que les sous-systèmes indépendants hangentd'une fenêtre temporelle à l'autre. L'approhe de [10℄présente une modélisation déentralisée reongurable,'est-à-dire qu'il est possible de modier les onnexionsentre les omposants et d'ajouter ou supprimer desomposants. Pour ela, la modélisation s'appuie surune topologie expliite. Il est possible d'adapter le tra-vail présenté dans le présent artile pour [10℄ à la no-tation près.Dans [4℄, il a été proposé l'utilisation des tehniquesd'ordre partiel (voir [11, 12℄) pour empêher l'explo-sion du nombre d'états lors de la fusion des diagnos-tis. Cette tehnique dénit des traes, 'est-à-dire desensembles de trajetoires équivalentes à un réordon-nenement des événements indépendants près. Quandela est possible, une seule trajetoire est onservéepour haque trae. De ette manière, le nombre d'étatsest maîtrisé. Cependant, tous les états sont onstruitset, ensuite seulement, otés par simpliation de l'au-tomate représentant le diagnosti.Comme nous l'avons vu à l'issue de la setion 5, lealul des états naux d'une fenêtre temporelle peutêtre très oûteux. Est-il possible d'éviter ette énumé-ration de manière eae (notamment par Bdd [13℄) ?
Un autre point intéressant est l'utilisation du modèleprésenté dans [10℄ pour permettre le alul du diag-nosti pendant les reongurations. Enn, onsidérantque le déoupage en-ligne des automates d'observa-tions est diile (il faut déouper un automate quin'est pas enore onstruit), il peut être intéressant deonsidérer un déoupage de l'automate à une date tuniquement pour un sous-système et à une autre date
t′ pour les autres automates omme suggéré par la se-tion 7.A Preuve du résultat 2Voii la preuve du résultat 2. Nous prouvons la pro-priété qui suit, et il est alors faile de généraliser ethéorème au résultat 2.Soit A = (A1 ⊗A2)[I]. Soit A′ = (A1[I ↓ A1]⊗A2[I ↓
A2])[I]. Alors, A = A′.Considérons une trajetoire traj = q0 l1−→ . . . lk−→ qkde A telle que ∀i ∈ {1, . . . , k}, qi = (qi1, qi2). Alors,puisque A est restreint sur I, q0 ∈ I.On a don deux trajetoires traj j = q0j l1j−→ . . . lkj−→
qkj (pour j = {1, 2}) telles que traj j est une trajetoirede Aj . Or, q0j ∈ (I ↓ Aj) puisque (q01, q02) ∈ I. Don,
traj j est une trajetoire de Aj [I ↓ Aj ].Ainsi, traj est une trajetoire de (A1[I ↓ A1] ⊗ A2[I ↓
A2]). Et don, traj est une trajetoire de A′.De même, toute trajetoire de A′ est une trajetoirede A puisque la onstrution de A′ omporte plus derestritions que elle de A. Don, A = A′.Le résultat peut être étendu à m automates Aj . Sion note Aj = Mod−j ⊗Obsi+1j , on obtient le résultat 2.B Preuve du résultat 3Voii la preuve du résultat 3. Soit ∆i+1 = (∆i+11 ⊗
. . . ⊗ ∆i+1j )[I] le diagnosti global du système. Alors,
F est l'ensemble des états naux de ∆i+1.On note q = (q1, . . . , qj) et q′ = (q′1, . . . , q′j) deux états(qk et q′k sont les projetions sur le sous-système k).Alors, q′ ∈ F ⇔ ∃q ∈ I tel qu'il existe une trajetoiresur ∆i+1 entre q et q'. Or, d'après le résultat 1, ilvient qu'il existe une trajetoire entre q et q′ si etseulement si ∀k il existe une trajetoire entre qk et
q′k sur ∆i+1k . Cette propriété est elle qui est indiquéedans le résultat 3.Référen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