Abstract. We establish sharp convolution and multiplication estimates in weighted Lebesgue, Fourier Lebesgue and modulation spaces. Especially we recover some results in [2, 6] .
Introduction
The aim of the paper is to establish Hölder-Young type properties for convolution and multiplications on weighted Lebesgue, Fourier Lebesgue and modulation spaces.
A frequently used convolution property concerns Young's inequality, which in terms of the Young functional
2) when R(p) = 0, t 0 + t 1 ≥ 0, t 0 + t 2 ≥ 0, and t 1 + t 2 ≥ 0.
(0. 3) We note that the latter inequalities imply
Here L p t is the weighted Lebesgue space with parameters p and t, and consists of all measurable functions f on R d such that f · · t ∈ L p , where x = (1 + |x| 2 ) 1/2 . Furthermore, if p ∈ [1, ∞], then p ′ ∈ [1, ∞] is the conjugate exponent for p, i. e. 1/p + 1/p ′ = 1. Especially we are interested to find conditions on t j , j = 0, 1, 2, such that (0.2) holds when R(p) in (0.1) stays somewhere in the interval [0, 2 −1 ]. A rough estimate is obtained by an appropriate application of Hölder's inequality on Young's inequality, here above. More precisely, by rewriting f j (x) · x t j into (f j (x) · x σ j ) · x t j −σ j , it follows by applying Hölder's inequality on the L p j t j -norms in Young's inequality that the following result holds true.
Proposition 0.1. Let t j ∈ R, p j ∈ [1, ∞], j = 0, 1, 2 and let R(p) be given by (0.1). Also assume that 0 < R(p) ≤ 1/2, (0.3) holds true with at least two inequalities strict, and that
−t 0 . We remark that Proposition 0.1 holds true also after removing the condition R(q) ≤ 1/2.
In contrast to Young's inequality here above, the most of the inequalities in (0.3) and (0. 4) ′ in Proposition 0.1 are strict, and if it is possible to replace any such strict inequality by a non-strict one, then the situation is improved. On the other hand, it seems not to be possible to perform such improvement by only using Hölder's inequality in such simple way as described here above.
In this paper we use the framework in Chapter 8 in [2] and Section 3 in [6] to decompose the involved functions in the convolutions in convenient ways. These investigations lead to Theorem 2.2 in Section 2, which in particular gives the following improvement of Proposition 0.1.
and let R(p) be given by (0.1). Also assume that 0 < R(p) ≤ 1/2, (0.3) holds true, and that
is not continuously embedded in L p ′ 0 −t 0 . Obviously, except for a few cases, the strict inequalities in Proposition 0.1 have been replaced by non-strict ones in Proposition 0.1 ′ . The Hörmander theorem [2, Theorem 8.3.1] on microlocal regularity of a product is obtained by choosing p 0 = p 1 = p 2 = 2 in Proposition 0.1 ′ , and note that in contrast to Proposition 0.1 ′ , the latter theorem is not covered by Proposition 0.1. We remark that the results in [2] are given in the framework of weighted Sobolev spaces of the form H 2 s , and the analysis is based on an intensive use of their Hilbert space structure. On the other hand, here (as well as in [6] ) our result considerations include Banach spaces which might not be Hilbert spaces, and thereby use a more sophisticated techniques in the proofs are needed.
Finally we remark that Theorem 2.2 leads to Theorem 2.4 in Section 2, which concerns convolution properties for modulation spaces. In particular, if t j , p j and R(p) are the same as in Proposition 0. 
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Preliminaries
In this section we review notions and notation, and discuss basic preliminary results. We put N = {0, 1, 2, . . . }, and A B to indicate A ≤ cB for a suitable constant c > 0. Any extension of the
is finite.
Here and in what follows,
(See e. g. [6] .) Next we define modulation spaces. Let φ ∈ S ′ (R d )\0 be fixed. Then the short-time Fourier transform of f ∈ S ′ (R d ) with respect to φ is defined by
Here the left-hand side makes sense, since it is the partial Fourier transform of the tempered distribution F (x, y) = (f ⊗ φ)(y, y − x) with respect to the y-variable. We also note that if f, φ ∈ S (R d ), then V φ f takes the form
is finite (with obvious interpretation of the integrals when p = ∞ or q = ∞). In the same way, the modulation space W
Multiplication and convolution properties
In this section we derive multiplication and convolution results on Lebesgue, Fourier Lebesgue and modulation spaces. In particular, we extend some results in [6] . The proofs of the theorems are postponed to Section 3. Our main results are Theorems 2.2 and 2.4. Here we present sufficient conditions on t j ∈ R and p j ∈ [1, ∞], j = 0, 1, 2, to en-
, and similarly when the convolution product and Lebesgue spaces are replaced by multiplication and Fourier-Lebesgue spaces. The results also include related multiplication and convolution properties for modulation spaces.
Certain parts of the analysis concerns reformulation of 0 ≤ R(p) ≤ 1/2 into equivalent statements. For convenience we let
and note that R(p) is equal to G(x) when x j = 1/p j . We also let
2)
and
Here S 3 is the permutations of {0, 1, 2}. The following lemma justifies the introduction of the functions
, then the following conditions are equivalent.
Proof. We begin to prove
, where
.
in this case as well. Next assume that x j > 1/2 and x k < 1/2, for some choices of j, k ∈ {0, 1, 2}. By reasons of symmetry we may assume that x 0 = min(x 0 , x 1 , x 2 ) < 1/2 and
Hence,
which shows that H 0 (x) = H 1 (x) for all x. It remains to prove the equivalence between (1) and (2) . It is obvious that (2) with l = 1 or (1) implies (2) with l = 2. Next assume that (2) with l = 2 holds but not (1) . Then G(x) > 1/2 and H 2 (x) > 1/2, which implies that min{x 0 , x 1 , x 2 } > 1/2. This gives
which is a contradiction. Hence (2) with l = 2 implies (1), and we have proved the equivalence between (1) and (2) when l = 2. Since H 0 (x) = H 1 (x) = H 2 (x) when x j ≥ 1/2 for some j = 0, 1, 2, it suffices to consider the case x j < 1/2, j = 0, 1, 2, when proving that (2) is invariant under the choice of l = 0, 1, 2. Then by the first part of the proof we have H 0 (x) = H 1 (x) < 1/2, H 2 (x) = 1/2 and
Hence (2) is violated in this case for any j ∈ {0, 1, 2}. This proves the invariance of (2) under the choice of j, and the proof is complete.
In the main results here below we consider convolutions between elements in weighted Lebesgue and modulation spaces, and multiplications between elements in (weighted) Fourier-Lebesgue spaces. For the convolution results, the parameters on the weights should satisfy ) If the convolution is replaced by multiplication, then the roles for p j and q j , and for s j and t j are interchanged. Therefore, (2.5)-(2.7) should be replaced by
7)
′ when the Lebesgue parameters are q and q j instead of p and p j , respectively.
Theorem 2.2. Let s j , t j ∈ R, p j , q j ∈ [1, ∞], j = 0, 1, 2 and let R be the functional in (0.1). Then the following is true:
(1) Assume that 0 ≤ R(p) ≤ 1/2, and that (2.5) and (2.6) hold true with strict inequality in (2.6) when R(p) > 0 and
(2) Assume that 0 ≤ R(q) ≤ 1/2, and that (2.5) ′ and (2.6) ′ hold true with strict inequality in (2.6) ′ when R(q) > 0 and
The following corollary follows immediately from (1.2) and Theorem 2.2.
Corollary 2.3. Let the hypothesis in Theorem 2.2 hold true, and let
The next result concerns corresponding properties for modulation spaces.
Theorem 2.4. Let the hypothesis in Theorem 2.2 hold true and Then the following is true:
(1) Assume that 0 ≤ R(p) ≤ 1/2, R(q) ≤ 1 and (2.5)-(2.7) hold true, with strict inequality in (2.6) when R(p) > 0 and
(2) Assume that R(p) ≤ 1 and 0 ≤ R(q) ≤ 1/2, and (2.5)
′ hold true, with strict inequality in (2.6) ′ when R(q) > 0 and
The same is true after M p j ,q j s j ,t j have been replaced by W p j ,q j s j ,t j , j = 0, 1, 2. Furthermore, the extensions of these mappings are unique, except when p j or q j are equal to ∞ for more than one choice of j = 0, 1, 2.
Remark 2.5. By letting x j = 1/p j in Lemma 2.1, we may replace the condition 0 ≤ R(p) ≤ 1/2 in Theorems 2.2-2.4 with
The following result shows that the conditions (2.5) and (2.6) are also necessary in order for the continuity in Theorem 2.2 should hold true. Proposition 2.6. Let p j , q j ∈ [1, ∞] and s j , t j ∈ R, j = 0, 1, 2. Assume that at least one of the following statements hold true:
Then (2.5) and (2.6) hold true.
By Fourier transformation, it follows that Proposition 2.6 is equivalent to the following result.
Proposition 2.7. Let p j , q j ∈ [1, ∞] and s j , t j ∈ R, j = 0, 1, 2. Assume that at least one of the following statements hold true:
Then (2.5) ′ and (2.6) ′ hold true.
Remark 2.8. In the literature, there are several results which are related to Theorems 2.2 and 2.4 (cf. e. g. the first part of Proposition 2.3 in [4] and the references therein). It seems that some of these results contain some mistakes. More precisely, let p j , q j ∈ [1, ∞], j = 0, 1, 2, and s ≥ 0 be such that R(p) = 1 and R(q) = 0. Then it is remarked in [3] that the map (f 1 , f 2 ) → f 1 · f 2 on S is extendable to a continuous map from M
We claim that this is not correct when s > 0.
In fact, by applying the Fourier transform and using duality, the statement is equivalent to the following statement:
Let p j , q j ∈ [1, ∞] and t j ∈ R, j = 0, 1, 2, be such that R(p) = 0, R(q) = 1, t 1 = −t 2 ≥ 0 and t 0 = 0. Then the map (f 1 , f 2 ) → f 1 · f 2 on S is extendable to a continuous map from W
0,t 0 . The hypothesis in Proposition 2.6 is therefore fulfilled, but (2.5) is violated. This contradicts Proposition 2.6, and the claim follows. 
Proofs
In this section we present proofs of the results in Section 2. In Subsection 3.1 we study in details the problem of extensions of an auxiliary three-linear map. In Subsection 3.2 we use the results from Subsection 3.1 to prove Lebesgue norm estimates of the three-linear form on different regions. Finally, in Subsection 3.3 we prove the main results.
3.1. The map T F (f, g). In this subsection we introduce and study a convenient bilinear map (denoted by T F here below when F ∈ L 1 loc is appropriate). We refer to [2] and [6] for similar construction.
For
, and we let L p,q
2 is defined analogously. (Cf. [5, 6] .) We also let Θ be defined as
) is fixed, then we are especially concerned about extensions of the mappings 
) is non-negative, and let
Then the following is true:
We note that Proposition 3.1 agrees with [2, Lemma 8.
Proof. (1) We only prove (3.4) and leave (3.5) for the reader.
First, assume that p 1 , p 2 < ∞, and let f, g ∈ C ∞ 0 (R d ). By Hölder's inequality we get
Next we use the assumption R(q) ≤ 1/p 0 , that is r ≥ p 0 and Young's inequality to obtain
where r 1 = p 1 /r ′ and r 2 = p 2 /r ′ . The result now follows from the fact that C ∞ 0 is dense in L p 1 and L p 2 when p 1 , p 2 < ∞. Next, assume that p 1 = ∞ and p 2 < ∞, and let f ∈ L ∞ and g ∈ C ∞ 0 . Then, it follows that T F (f, g) is well-defined, and that (3.7) still holds. The result now follows from the fact that C ∞ 0 is dense in L p 2 . The case p 1 < ∞ and p 2 = ∞ follows analogously.
Finally, if p 1 = p 2 = ∞, then the assumptions implies that r = 1 and p ′ 0 = ∞. The inequalities (3.4) and (3.5) then follow by Hölder's inequality.
(2) First we consider the case r ≥ p
Next, assume that r ≥ 2 and F ∈ L r,∞ 1 (R 2d ). We will prove the assertion by interpolation. First we consider the case r = ∞. Then R(p) = 0, and
For the case r = 2 we have R(p) = 1/2. By letting
it follows from Cauchy-Schwartz inequality, the weighted arithmeticgeometric mean-value inequality and Young's inequality that
This gives the result for r = 2.
Since we also have proved the result for r = ∞. The assertion (2) now follows for general r ∈ [2, ∞] by multi-linear interpolation, using Theorems 4.4.1, 5.1.1 and 5.1.2 in [1] .
The assertion (3) follows by similar arguments as in the proof of (2). The details are left for the reader. The proof is complete.
3.2. Some lemmas. Before the proof of Theorem 2.2, we need some preparation, and formulate auxiliary results in three Lemmas.
First, we recall [6, Lemma 3.5] which concerns different integrals of the function
where t j ∈ R, j = 0, 1, 2. These integrals, with respect to x or y, are taken over the sets
for some positive constants δ and R. By χ Ω j we denote the characteristic function of the set Ω j , j = 1, . . . , 5.
Lemma 3.2. Let F be given by (3.8) and let Ω 1 , . . . , Ω 5 be given by (3.9), for some constants 0 < δ < 1 and R ≥ 4/δ. Also let p ∈ [1, ∞] and F j = χ Ω j F , j = 1, . . . , 5. Then the following is true:
We refer to [6] for the proof of Lemma 3.2.
Next we estimate each of the auxiliary functions T F j , defined by (3.2) with F replaced by F j , j = 1, . . . , 5.
Lemma 3.3. Let R(p), F and T F be given by (0.1), (3.8) and (3.2) respectively, and let Ω 1 , . . . , Ω 5 be given by (3.9), for some constants 0 < δ < 1 and R ≥ 4/δ. Moreover, let F j = χ Ω j F , j = 1, . . . , 5, and u j = · t j f j , j = 1, 2. Then the estimate
holds when:
(1) j = 1, 2, for R(p) ≤ 1/p 0 , 0 ≤ t 0 + t 1 , 0 ≤ t 0 + t 2 and
where the above inequality is strict when Proof. Let r = 1/R(p).
(1) The condition R(p) ≤ 1/p 0 implies that r ≥ p This, together with Proposition 3.1 (1) gives
, j = 1, 2.
(2) By Lemma 3.2 (3) we have
when t 1 + t 2 ≥ 0 and r 0 ∈ [1, ∞]. In particular, if r 0 = r = 1/R(p) and r ≥ min(2, max(p 1 , p 2 )), then it follows from Proposition 3.1 (2) and (3) that
This gives (2) . Next consider T F 4 and T 
