
















La   arquitectura   de   microservicios   ofrece   una   serie   de   mejoras   en   los   procesos   de
desarrollo   de   aplicaciones   complejas,   permite   aislar   mucho   más   los   diferentes
componentes y limitar sus diferentes responsabilidades. Pero su gestión plantea nuevos
desafíos. La popularización de esta arquitectura ha ido de la mano de nuevos desarrollos























































El   desarrollo   de   este   proyecto   pretende   abordar   la   mitigación   o   resolución   de   una   serie   de
problemas que se han ido identificando en un sistema en explotación en la compañía Tuenti1 y que
han   afectado   en   repetidas   ocasiones   a   la   disponibilidad   de   servicios   ofrecidos   a   clientes   y
revendedores.
Estos problemas han sido principalmente causados por limitaciones de capacidad originadas por el














único   proyecto   monolítico   en   PHP.   Entonces,   y   durante   varios   años,   todas   las   herramientas,
sistemas  y   flujos  de   trabajo   se   correspondían   con   los   adecuados  para  este   tipo  de  aplicación.




móviles para diferentes sistemas operativos,  una plataforma de chat implementada en  erlang2  y
algunos servicios empiezan a implementarse en Java. También durante estos años se comienza a










requerimientos  de cada plataforma y su mantenimiento resulta  cada vez más  complejo,   incluso
proyectos  basados  en  las  mismas  tecnologías  pueden necesitar  en  un momento  dado versiones
diferentes del mismo software. Aparecen barreras de conocimiento; por un lado los equipos al cargo
de  la   infraestructura no pueden tener  un conocimiento tan profundo de todas  las   tecnologías y
necesitan   cada  vez   herramientas   más   complejas   para   la   automatización  y  orquestación  de   los
sistemas, por otro lado, los equipos de desarrollo conocen las plataformas, pero se encuentran con
que   para   poder   llevar   ese   conocimiento   a   la   infraestructura   necesitan   conocer   a   fondo   las
herramientas de orquestación. La compañía no podía escalar operativamente.
A mediados de 2015 se crea un squad3 para intentar solucionar estos nuevos problemas, se lleva a
cabo  un  proceso  de  análisis  de   los  métodos  de   trabajo  de  otras   compañías  con  problemáticas
similares y de tecnologías que puedan servir para agilizar los procesos. Como conclusión de este
squad, se toman principalmente las siguientes decisiones:





año   se  van  migrando   servicios.  A principios  de  2017   la   arquitectura   se   compone  de  unos  90
servicios,   casi   todos   ellos   desplegados   en  Kubernetes.   La   utilización   de   este   sistema   puede
considerarse un éxito a  efectos de reducción de  la  carga operacional  de  los equipos,  pero está
planteando nuevos desafíos en cuanto a escalabilidad y fiabilidad de la plataforma, especialmente a
nivel de red.





























hemos   conseguido   identificar   y   eliminar   todos   los   cuellos   de   botella   causados   por   la   red




































El   modelo   de   datos   traslada   a   estructuras   de   datos   bien   definidas   la   mayoría   de   conceptos
fundamentales del sistema. Todos los datos representados en este modelo de datos tienen algunas
características comunes:
• Siempre   pueden   representarse   en   formato   JSON,   facilitando   su   almacenamiento   y
transmisión. En versiones más recientes se utiliza también Protocol Buffers5 para almacenar
y   transmitir   estos   datos,   pero  una   estructura   de  datos  que   puede   ser   codificada   como
Protocol Buffers, puede también serlo como JSON.
• Como parte de su estructura siempre tienen unos metadatos comunes, entre ellos el nombre,





• Pod:   Unidad   mínima   de   ejecución   de   aplicaciones   en  Kubernetes,   sería   equivalente   al
concepto de proceso en un sistema operativo. La definición de un pod incluye una lista de
contenedores  Linux   a   ejecutar,   así   como   los   recursos   solicitados   al   sistema,   las   cuotas
máximas y los puertos expuestos.
• Servicio:   Recurso   utilizado   para   representar   una   aplicación   que   se   ha   de   exponer
externamente o hacia otros pods. Básicamente contiene una serie de puertos expuestos, un















En  Kubernetes  cada  agente   tiene  unas   responsabilidades   limitadas  y  bien  conocidas  [4].  Cada
funcionalidad  proporcionada  por   un  clúster  viene  dada  por   estos   agentes,   lo   que  da  una  gran
flexibilidad   en   cuanto   a   poder   modificar   o   ampliar   las   funcionalidades.   Una   característica
importante   de   estos   agentes   es   que   están   pensados   como   operadores,   es   decir,   automatizan








































































2. Todas las conexiones de un  pod  son enmascaradas por el nodo en el que se ejecuta, una
regla NAT configurada por kube­proxy en el nodo reenvía la conexión a uno de los pods que
implementan el servicio elegido aleatoriamente.
























































































Flannel  funciona como un sistema distribuido  coordinado  a   través  de  un  elemento  central,   en
general se utiliza para esta coordinación etcd, pero en recientes versiones también pueden utilizarse
los  apiservers  de  Kubernetes. Se despliega con un agente en cada uno de los nodos que forman








actualmente   dispone   de   implementaciones   para   las   redes   privadas   virtuales   de  Amazon   Web
Services, Google Cloud y AliCloud.
Entrando un poco más en detalles técnicos, analizaremos el funcionamiento de un agente de flannel.
Cuando comienza su ejecución  lee  la  configuración de  etcd,   esta  configuración consiste  en un





    "Network": "10.1.0.0/16",
    "SubnetLen": 24,
    "Backend": {
        "Type": "vxlan"




nodo   como   propietario   de   esa   subred   junto   con   la   IP   que   otros   nodos   pueden   utilizar   para




















core@core-01 ~ $ etcdctl get /coreos.com/network/config | jq .
{
  "Network": "10.1.0.0/16",
  "Backend": {
    "Type": "vxlan"
  }
}
core@core-01 ~ $ etcdctl get /coreos.com/network/subnets/10.1.100.0-24 | jq .
{
  "PublicIP": "172.17.8.103",
  "BackendType": "vxlan",
  "BackendData": {


























físicas. Finalmente,  para enrutar  tráfico a IPs concretas,  se han de añadir  reglas de capa 3 que
indiquen cual de los vecinos anteriormente añadidos tiene esta IP. El propio protocolo tiene un
mecanismo   con   un   fin   similar   al   del   protocolo   ARP16  que   permite   a   la   red   generar   eventos







































default via 10.0.2.2 dev eth0  proto dhcp  src 10.0.2.15  metric 1024 
10.0.2.0/24 dev eth0  proto kernel  scope link  src 10.0.2.15 
10.0.2.2 dev eth0  proto dhcp  scope link  src 10.0.2.15  metric 1024 
10.1.1.0/24 via 172.17.8.103 dev eth1 
10.1.25.0/24 via 172.17.8.102 dev eth1 
10.1.33.0/24 dev docker0  proto kernel  scope link  src 10.1.33.1 













1. Se define el servicio en  Kubernetes  de tipo  LoadBalancer, esto le indica al software que




























horizontalmente   tan   solo   añadiendo  nodos   al   clúster.  Pero   cuando   el   despliegue   se   realiza   en
máquinas físicas no se dispone de estos balanceadores de carga de gran capacidad y que pueden
crearse de forma dinámica.
















































• Aunque  habíamos  ajustado  desde  el  principio   los   límites  globales  de  conexiones,   estos
límites, junto con los de sesiones globales en los balanceadores de tráfico Haproxy no eran



























provoque  cambio  de  contexto.  Normalmente  activadas  desde   rutinas  de  servicio  a   interrupción
hardware de entrada/salida, se utilizan para descargar de tareas no críticas el código de la rutina de












core@localhost ~ $ cat /proc/interrupts 
           CPU0       CPU1       
  0:        142          0   IO-APIC   2-edge      timer
  1:         10          0   IO-APIC   1-edge      i8042
  8:          0          0   IO-APIC   8-edge      rtc0
  9:          0          0   IO-APIC   9-fasteoi   acpi
 12:         72          0   IO-APIC  12-edge      i8042
 14:       4392          0   IO-APIC  14-edge      ata_piix
 15:          0          0   IO-APIC  15-edge      ata_piix
 19:       1535          0   IO-APIC  19-fasteoi   virtio0
NMI:          0          0   Non-maskable interrupts
LOC:       6652       5866   Local timer interrupts
SPU:          0          0   Spurious interrupts
PMI:          0          0   Performance monitoring interrupts
IWI:          0          0   IRQ work interrupts
RTR:          0          0   APIC ICR read retries
RES:       4433       5256   Rescheduling interrupts
CAL:        742       2665   Function call interrupts
TLB:         88         95   TLB shootdowns
TRM:          0          0   Thermal event interrupts
THR:          0          0   Threshold APIC interrupts
DFR:          0          0   Deferred Error APIC interrupts
MCE:          0          0   Machine check exceptions
MCP:          1          1   Machine check polls
ERR:          0
MIS:        203
PIN:          0          0   Posted-interrupt notification event
PIW:          0          0   Posted-interrupt wakeup event
Tabla 5: Ejemplo de /proc/interrupts
En el caso de los kubelbs se vió que el mayor número de interrupciones en la CPU 0 era originado
por   el   controlador   de   las   tarjetas   de   red21,   como   podemos   ver   en   el   extracto     de   su   fichero
/proc/interrupts en la Tabla 6, lo que resultaba además coherente con la hipótesis.
          CPU0       CPU1       CPU2  ...
. . .
50:          1          0          0       PCI-MSI 1048576-edge      eno1
51: 3508416808          0          0       PCI-MSI 1048577-edge      eno1-TxRx-0
52:  273092045          0          0       PCI-MSI 1048578-edge      eno1-TxRx-1
53: 3525918583          0          0       PCI-MSI 1048579-edge      eno1-TxRx-2
54: 4022960697          0          0       PCI-MSI 1048580-edge      eno1-TxRx-3
55: 2409992185          0          0       PCI-MSI 1048581-edge      eno1-TxRx-4
56: 3156886296          0          0       PCI-MSI 1048582-edge      eno1-TxRx-5
57: 2953355510          0          0       PCI-MSI 1048583-edge      eno1-TxRx-6
58: 2942209742          0          0       PCI-MSI 1048584-edge      eno1-TxRx-7
. . .
61:          1          0          0       PCI-MSI 1054720-edge      eno2
62: 1958202329          0          0       PCI-MSI 1054721-edge      eno2-TxRx-0
63: 3354806884          0          0       PCI-MSI 1054722-edge      eno2-TxRx-1
64: 4205525126          0          0       PCI-MSI 1054723-edge      eno2-TxRx-2
65:  441829734          0          0       PCI-MSI 1054724-edge      eno2-TxRx-3
66: 3013508527          0          0       PCI-MSI 1054725-edge      eno2-TxRx-4
67: 3810554405          0          0       PCI-MSI 1054726-edge      eno2-TxRx-5
68: 3319154190          0          0       PCI-MSI 1054727-edge      eno2-TxRx-6













procfs, montado normalmente en  /proc. Dentro de  /proc  podemos encontrar un directorio
irq, que a su vez contiene un directorio por cada una de las interrupciones que antes vimos en el
fichero  /proc/interrupts.   En   el   directorio   de   cada   una   de   las   interrupciones   podemos
encontrar   algunos   ficheros   relacionados   con   la   afinidad   en   sistemas   multiprocesador   (smp,
symmetric   multiprocessing).   De   entre   estos   ficheros,   nos   centraremos   en  smp_affinity  y






como podemos  ver,  por  defecto,  estas   interrupciones   tienen afinidad con  los  dieciséis  núcleos,
evitando los otros dieciséis que ve el sistema operativo por el hyperthreading.
$ ls /proc/irq/51/
affinity_hint  eno1-TxRx-0  node  smp_affinity  smp_affinity_list  spurious
$ cat /proc/irq/51/smp_affinity
00000000,00000000,00ff00ff






















    local first_irq=$1
    for i in $(seq 0 7); do
        local cpu=$(( $first_cpu + $i ))
        local irq=$(( $first_irq + $i ))
        echo ${cpu} > /proc/irq/${irq}/smp_affinity_list
















ejecución  (en  especial  procesador  y memoria)  y  dificulten  por   tanto  el  escalado horizontal  del
clúster. Especialmente vamos a buscar los cuellos de botella causados por la red para el manejo de
peticiones HTTP, que suponen la  práctica totalidad del   tráfico en el  clúster.  Para ello  haremos
observaciones   sobre   un   escenario   que   se   aproxima   lo   máximo   posible   a   la   infraestructura   en
producción:






nginx25  que tan solo va a  servir  una página estática por HTTP. Para  nginx  se utiliza su






• Las   pruebas   de   carga   se   lanzan   desde   una   máquina   física   con   32   hilos   de   CPU   (2
procesadores  con 8 núcleos  con  hyperthreading)  y  32GB de RAM. Se  realizan  con  ab
(Apache Benchmark), un software de código abierto ampliamente utilizado para este fin, y
que   si   bien  no   es  muy   sofisticado,   nos   sirve  para   apreciar   el   impacto  de   los   cambios
propuestos en este proyecto.
En este escenario no se busca evaluar el rendimiento de servicios reales, si no buscar los límites de

































































• Kube­proxy  añadía   las   reglas   para   las   IPs   de   servicio   y  node   ports,   lo   desinstalamos
completamente.
• Flannel por defecto activa en enmascaramiento IP, lo desactivamos.
• Docker,   el   sistema que utilizamos para  gestionar  contenedores  Linux,   también activa  el
enmascaramiento IP y también utiliza iptables para diferentes configuraciones de red que no
utilizamos. Desactivamos tanto el enmascaramiento IP como el uso de iptables.






• Kubelet,   al   arrancar,   comprueba   con  iptables  que   ciertos   parámetros   de   red   están
correctamente   configurados,   entre   ellos   el   enmascaramiento   IP.  iptables  carga
automáticamente los módulos del kernel que necesita para sus funciones; en este caso las





Tras   estos   cambios,   comprobamos   que   tras   un   reinicio   de   la   máquina   no   se   utiliza  iptables,
conntrack está desactivado y no se cargan los módulos del kernel innecesarios.
3.2.2 Nuevos límites de conexiones y sesiones activas
Para   mitigar   los   problemas   que   puedan   venir   derivados   de   un  pod  o   un   servicio   bloqueado
extendimos el uso de las diferentes opciones de las que Haproxy dispone para configurar los límites
























































Como se describía en  3.1.1, al modificar  kube2lb  para que configurara el balanceador de tráfico











cuales   eran   los   mayores   causantes   de   “estrés”   de   recargas   de   configuración.   Para   estas










• Cambios en servicios  de  tipo  ClusterIP  estaban disparando cambios de configuración, a
pesar de que para estos servicios no se genera configuración, ya que no están pensados para
ser expuestos fuera del clúster.




todos sus  pods  se van parando uno a uno y se van reemplazando por  pods  con la nueva
versión. Cada vez que se elimina un pod viejo, o se crea uno nuevo se produce una recarga
de   configuración.   Estas   recargas   son   legítimas,   así   que   no   podemos   hacer   nada   por








configuración   (nodos,   servicios   y  endpoints  o   listas   de  pods),   cada   una   de   estas   estructuras
implementa una  interfaz con métodos para actualizar  su contenido (Update  y  Delete)  y un





















+ List() []Service + Equal(…)
+ List() []Endpoints
almacen := nuevo AlmacenLocal()
para cada evento := recibeEvento():
    seleccionar evento.Tipo:
    caso AÑADIDO:
        almacen.Actualiza(evento.Objeto)
    caso MODIFICADO:
        viejo := almacen.Actualiza(evento.Objeto)
        si almacen.Igual(viejo, evento.Objeto) entonces
           continua
        fin
    caso BORRADO:
        almacen.Borra(evento.Objeto)
    fin
    actualizaConfiguracion()
fin
Tabla 9: Algoritmo de manejo de eventos










configuración   innecesarias   si   no   que   también   se   disimuyó   tremendamente   el   volumen   de   las






1. Se lanza un nuevo proceso  haproxy  con la nueva configuración. Este inicia a su vez los
procesos hijos que manejarán las conexiones.
2. Los nuevos procesos de haproxy notifican a los procesos antiguos que han de finalizar.




















de  “retener”   los  paquetes  SYN  de   las  conexiones  nuevas  mientras   se   recarga   la  configuración.
Valoramos también otras opciones:












Para   retener   los   paquetes   encontramos   dos   opciones,   la   primera,   comentada   en   el   artículo
anteriormente citado de Willy Tarreau, es una implementación de Joseph Lynch para Yelp en la que
utiliza los mismos mecanismos de control de tráfico que se utilizan para calidad de servicio [15],
con ellos  se  pueden configurar  diferentes  colas  para  diferentes  paquetes  y  aplicarles  diferentes














































































































Para solucionar  este  problema se plantea el  desarrollo  de una herramienta que pueda utilizarse
durante la migración de sistemas de enrutado que automatice el mantenimiento de estas reglas que
de otro modo se tendrían que añadir manualmente.


















soportar, ha de implementar la interfaz  Manager  definida en el módulo  subnet. Podemos ver
(Tabla 10) que implementar esta interfaz requiere métodos para obtener la configuración de la red
(GetNetworkConfig()),   así   como   para   reservar   subredes   (métodos  Reservation),   o
interactuar con “cesiones” de subredes (métodos Lease).
type Manager interface {
    GetNetworkConfig(ctx context.Context) (*Config, error)
    AcquireLease(ctx context.Context, attrs *LeaseAttrs) (*Lease, error)
    RenewLease(ctx context.Context, lease *Lease) error
    RevokeLease(ctx context.Context, sn ip.IP4Net) error
    WatchLease(ctx context.Context, sn ip.IP4Net, cursor interface{}) (
        LeaseWatchResult, error)
    WatchLeases(ctx context.Context, cursor interface{}) (LeaseWatchResult, error)
    AddReservation(ctx context.Context, r *Reservation) error
    RemoveReservation(ctx context.Context, subnet ip.IP4Net) error
    ListReservations(ctx context.Context) ([]Reservation, error)




























type Backend interface {
    // Called when the backend should create or begin managing a new network
    RegisterNetwork(ctx context.Context, config *subnet.Config) (Network, error)
}
type Network interface {
    Lease() *subnet.Lease
    MTU() int
    Run(ctx context.Context)
}
Tabla 11: Definición de las interfaces del módulo backend
















if event.Lease.Attrs.BackendType != "vxlan" {
    log.Warningf("Ignoring non-vxlan subnet: type=%v", event.Lease.Attrs.BackendType)
    continue
}
var attrs vxlanLeaseAttrs
if err := json.Unmarshal(event.Lease.Attrs.BackendData, &attrs); err != nil {
    log.Error("Error decoding subnet lease JSON: ", err)




    IP: event.Lease.Attrs.PublicIP,




















if !n.mixed && evt.Lease.Attrs.BackendType != "host-gw" {
    log.Warningf("Ignoring non-host-gw subnet: type=%v", evt.Lease.Attrs.BackendType)














son eliminadas,  para  ello  utilizamos el  método   hostgwSubnetCleanup().  De no hacerlo
puede haber conexiones que envíen paquetes por la interfaz VXLAN, pero reciban la respuesta por




    if event.Lease.Attrs.BackendType == "host-gw" {
        nw.handleAddHostgwSubnetEvent(event)
        continue
    }
    // It could have been a host-gw subnet changed to vxlan
    nw.hostgwSubnetCleanup(event)
}
if event.Lease.Attrs.BackendType != "vxlan" {
    log.Warningf("Ignoring non-vxlan subnet: type=%v", event.Lease.Attrs.BackendType)
    continue
}
Tabla 14: Comprobación de tipo de backend modificada para VXLAN
También   los   nodos   que   abandonan   el   clúster   generan   eventos   de   forma   implícita   cuando   las






type Config struct {
    Network     ip.IP4Net
    SubnetMin   ip.IP4
    SubnetMax   ip.IP4
    SubnetLen   uint
    BackendType string          `json:"-"`
    Backend     json.RawMessage `json:",omitempty"`




que complemente  a  flannel,  y  disponemos  de un  parámetro  de configuración para  controlar  el
comportamiento deseado de nuestra versión modificada de flannel. Realizamos pruebas en entornos
virtualizados   con   esta   nueva   versión   y   vemos   que   funciona   perfectamente,   por   lo   que   lo
consideramos suficiente para realizar la migración de los clústers de producción.




































    "Network": "172.20.0.0/16",
    "Backend": {
        "Type": "vxlan"
    },




    "Network": "172.20.0.0/16",
    "Backend": {
        "Type": "host-gw"
    },




    "Network": "172.20.0.0/16",
    "Backend": {
        "Type": "host-gw"




























• Panel de tareas, organizado por columnas al estilo de  kanban:  un  backlog  ordenado por
prioridades, estado de las tareas en desarrollo y listado de tareas completadas.
• Sprints  semanales. No es habitual tener  sprints  tan cortos en equipos de desarrollo, pero
como se ha comentado, en un equipo con carga de trabajo operativa es habitual que surjan
imprevistos, por lo que cada semana se revisan las prioridades.
• Reunión semanal  de planificación,  en  la  que  se  revisan  las  prioridades  del  equipo y se
estiman o reestiman las tareas para la semana.
• Reunión semanal de retrospectiva, en la que se analiza lo que ha ido mal y lo que ha ido
bien,   tanto en las tareas mismas como en los procesos.  Esta reunión es útil  para buscar
























un   centro  de  datos   como  una   única   reserva   de   recursos   de   cómputo,   podemos  ver   que   estas
abstracciones  de tan alto nivel están construidas en realidad sobre estos mismos conocimientos






































































$ ab -c 32 -n 60000 http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   2.855 seconds
Complete requests:      60000
Failed requests:        0
Total transferred:      50700000 bytes
HTML transferred:       36720000 bytes
Requests per second:    21017.96 [#/sec] (mean)
Time per request:       1.523 [ms] (mean)
Time per request:       0.048 [ms] (mean, across all concurrent requests)
Transfer rate:          17343.92 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    1   0.2      1       3
Processing:     0    1   0.3      1       4
Waiting:        0    1   0.3      1       4
Total:          0    2   0.5      1       5
ERROR: The median and mean for the total time are more than twice the standard
       deviation apart. These results are NOT reliable.
Percentage of the requests served within a certain time (ms)
  50%      1
  66%      2
  75%      2
  80%      2
  90%      2
  95%      3
  98%      3
  99%      3
 100%      5 (longest request)
Tabla 19: Pruebas de carga contra una instancia desplegada fuera de Kubernetes
­ 49 ­
$ ab -c 32 -n 60000 -H "Host: benchmark.playground.svc.mad.tuenti.int" http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   9.902 seconds
Complete requests:      60000
Failed requests:        0
Total transferred:      50700000 bytes
HTML transferred:       36720000 bytes
Requests per second:    6059.08 [#/sec] (mean)
Time per request:       5.281 [ms] (mean)
Time per request:       0.165 [ms] (mean, across all concurrent requests)
Transfer rate:          4999.93 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    1   0.3      1      12
Processing:     2    5   9.7      4     209
Waiting:        2    5   9.7      4     209
Total:          2    5   9.7      5     210
Percentage of the requests served within a certain time (ms)
  50%      5
  66%      5
  75%      5
  80%      5
  90%      6
  95%      6
  98%      7
  99%      7
 100%    210 (longest request)
Tabla 20: Pruebas de carga con configuración inicial, 1 instancia
­ 50 ­
$ ab -c 32 -n 120000 -H "Host: benchmark.playground.svc.mad.tuenti.int" http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   19.658 seconds
Complete requests:      120000
Failed requests:        0
Total transferred:      101400000 bytes
HTML transferred:       73440000 bytes
Requests per second:    6104.51 [#/sec] (mean)
Time per request:       5.242 [ms] (mean)
Time per request:       0.164 [ms] (mean, across all concurrent requests)
Transfer rate:          5037.41 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    1   0.4      1      45
Processing:     1    5  10.8      4    1031
Waiting:        1    5  10.8      4    1031
Total:          1    5  10.8      5    1031
Percentage of the requests served within a certain time (ms)
  50%      5
  66%      5
  75%      5
  80%      6
  90%      6
  95%      7
  98%      7
  99%      7
 100%   1031 (longest request)
Tabla 21: Pruebas de carga con configuración inicial, 2 instancias
­ 51 ­
ab -c 32 -n 60000 -H "Host: benchmark.playground.svc.mad.tuenti.int" http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   5.647 seconds
Complete requests:      60000
Failed requests:        0
Total transferred:      50700000 bytes
HTML transferred:       36720000 bytes
Requests per second:    10624.96 [#/sec] (mean)
Time per request:       3.012 [ms] (mean)
Time per request:       0.094 [ms] (mean, across all concurrent requests)
Transfer rate:          8767.67 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    0   0.1      0      10
Processing:     1    3   1.7      3      77
Waiting:        1    3   1.7      3      77
Total:          2    3   1.7      3      77
Percentage of the requests served within a certain time (ms)
  50%      3
  66%      3
  75%      3
  80%      3
  90%      3
  95%      4
  98%      4
  99%      4
 100%     77 (longest request)
Tabla 22: Pruebas de carga después de cambios en los kubelbs, 1 instancia
­ 52 ­
$ ab -c 32 -n 120000 -H "Host: benchmark.playground.svc.mad.tuenti.int" http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   6.774 seconds
Complete requests:      120000
Failed requests:        0
Total transferred:      101400000 bytes
HTML transferred:       73440000 bytes
Requests per second:    17716.08 [#/sec] (mean)
Time per request:       1.806 [ms] (mean)
Time per request:       0.056 [ms] (mean, across all concurrent requests)
Transfer rate:          14619.22 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    0   0.1      0       2
Processing:     1    2   0.6      2      41
Waiting:        1    2   0.6      2      41
Total:          1    2   0.6      2      42
Percentage of the requests served within a certain time (ms)
  50%      2
  66%      2
  75%      2
  80%      2
  90%      2
  95%      2
  98%      2
  99%      3
 100%     42 (longest request)
Tabla 23:  Pruebas de carga después de los cambios en kubelbs, 2 instancias
­ 53 ­
$ ab -c 32 -n 60000 -H "Host: benchmark.playground.svc.mad.tuenti.int" http://10.95.5.108/
Server Software:        nginx/1.13.1
Server Hostname:        10.95.5.108
Server Port:            80
Document Path:          /
Document Length:        612 bytes
Concurrency Level:      32
Time taken for tests:   2.830 seconds
Complete requests:      60000
Failed requests:        0
Total transferred:      50700000 bytes
HTML transferred:       36720000 bytes
Requests per second:    21203.88 [#/sec] (mean)
Time per request:       1.509 [ms] (mean)
Time per request:       0.047 [ms] (mean, across all concurrent requests)
Transfer rate:          17497.34 [Kbytes/sec] received
Connection Times (ms)
              min  mean[+/-sd] median   max
Connect:        0    0   0.1      0       3
Processing:     1    1   1.5      1      64
Waiting:        1    1   1.5      1      64
Total:          1    1   1.5      1      64
Percentage of the requests served within a certain time (ms)
  50%      1
  66%      2
  75%      2
  80%      2
  90%      2
  95%      2
  98%      2
  99%      2
 100%     64 (longest request)
Tabla 24: Pruebas de carga configurando el kubelb con host gateway, sin VXLAN
­ 54 ­
