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Abstract
Proton conductor solid acid electrolytes RbxCs1-xH2PO4 (0≤x≤1) have been investigated
using second harmonic generation and powder x-ray diffraction. Second harmonic generation is
an optical technique which can be used to study the structural properties of materials.
Microscopes of this nature have the ability to image objects with a variable penetration depth in a
non-destructive manner, allowing for great potential to be used for in situ observations of the
electrolyte’s structure when in a fuel cell under operating conditions.
X-ray powder diffraction was carried out on the series of samples and found for values of
0≤x≤0.5 the structure of the material is monoclinic P21/m, for 0.6≤x≤0.8 the material exhibits
peaks that follow the monoclinic structure, however are joined by new signatures which are
found in the 0.9≤x≤1 samples which have a tetragonal I-42d structure. Unique structural changes
are observed in the 0.6≤x≤0.7 samples which appear to be mixtures of the tetragonal and
monoclinic phases of the material, as was supported by energy dispersive spectroscopy.
Second harmonic generation was carried out on the series of samples with only the
0.6≤x≤1 samples exhibiting a signal. The polarization dependence of the material yielded two
distinct behaviors; dipolar behavior in the 0.6≤x≤1 (where x ≠ 0.8) samples, and quadrupolar
behavior in the x = 0.8 sample. SEM/EDS were employed to investigate composition and
morphology of the SHG exhibiting regions.
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Chapter 1: Introduction
The study of materials and their properties can date back as far as the dawn of mankind.
Starting from the earliest cases involving the usage of flint, as early as 300,000 BCE, all the way
to the modern day field of study, materials science has been involved with the shaping and
development of civilizations. Nowadays, materials science is considered an interdisciplinary
field of study, stemming out from metallurgical engineering and incorporating the sciences, such
as physics and chemistry.
One of these important fields of study revolves around fuel cells. Over the past few
hundred years, the human population has been growing rather rapidly and the demand for energy
sources has been growing with it. Unfortunately, a lot of our main fuel sources for energy are
limited, such as with fossil fuels or nuclear material. Alternative forms of energy sources have
been developed, with large scale operations including the use of solar cells, wind power, and
hydroelectric dams to name a few. The advent of the hydrogen fuel cell came about in the early
1800s and has evolved into an important field of study within science and engineering as of
today. Current day fuel cells, though different in their construction, operate on similar principles
involving an electrolyte sandwiched between a couple of electrodes in order to generate power.
The type of electrolyte used determines the type of fuel cell to be made.
1.1 Fuel Cells
A fuel cell is an electrochemical device that converts the chemical energy from a reaction
between hydrogen and an oxidant into electrical energy which can be used to power a connected
load. The principle behind fuel cells is not too different from that of a battery, taking an
electrolyte and sandwiching it between two electrodes, however, where the battery will expend
the energy by consuming the reactants, a fuel cell will run continuously as it is fed reactants, thus
replenishing the fuel cell for the electrolytic reaction. By providing hydrogen or a hydrogen rich
gas as a fuel and oxygen or air as an oxidant, the fuel cell will disassociate hydrogen and ionize it
at the anode. The electrolyte, being a dielectric, won’t allow the electrons to pass through it, so
1

they are sent down a wire from the anode, whereas the ionized hydrogen, the proton, moves
through the electrolyte. The cathode is the point of union where the electrons will come back
into contact with the ionized hydrogen thus completing the atom and with the oxygen flowing
over the cathode will combine to create water (Illustration 1.1).

Illustration 1.1 Diagram of a functional fuel cell [1].
Fuel cells were first brought to light in the early 1800s by Humphry Davy who first
demonstrated the principle of what became fuel cells [2]. He was studying the chemical effects
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of passing an electric current through water and found that by doing this the water would
chemically decompose into its elemental constituents.
Utilizing the knowledge of electrolysis developed by Davy, William R. Grove expanded
on this work and demonstrated the reversibility of chemical decomposition. Through his
discoveries and further work, Grove was able to invent the first fuel cell in 1839 [3]. By taking
two platinum electrodes with one end immersed in sulfuric acid and the other ends separately
sealed in containers of oxygen and hydrogen gas, a constant current can be seen flowing between
the electrodes. This led to the invention of the gas battery.
Over time, a few different iterations of fuel cells were built. In 1889, Ludwig Mond and
Carl Langer developed a gas-powered battery using a coal-derived “Mond-gas”. Later in 1893,
Friedrich Ostwald, who is known as being a founder of the field of physical chemistry, was able
to isolate the different tasks each component of the fuel cell would play. By taking his
knowledge in relating chemical reactions with physical properties, he was able to deduce the
roles of the electrodes, electrolytes, anions, cations, and the oxidizing and reducing agents.
However, it was Francis Bacon in the 1930s who built the first practical hydrogen/oxygen fuel
cells. Over a few decades, his work garnered the attention of Pratt & Whitney who licensed
Bacon’s work to be used with the Apollo spacecraft.
Currently, there are many types of hydrogen fuel cells that fall under different categories
of operating temperature: low temperature, intermediate temperature, and high temperature fuel
cells. Each fuel cell has a different level of electrical efficiency due to their differing material
compositions and operating parameters.
1.1.1 Hydrogen as a Fuel
Hydrogen, though not an energy source itself, is a fantastic energy carrier as it has the
ability to store and deliver energy in a usable form. The advantages of using hydrogen as an
entity for energy delivery come from its abundance and is easily harvested though conventional
means such as fossil fuels or natural gas as well as wind and solar, to name a few. It can also be
3

used in a rather diverse way ranging from transportation, building, industrial uses, and energy
production.
1.1.2 Types of Fuel cells
Fuel cells are generally categorized by their operating temperature and their driving
mechanism for charge transport. Table 1.1 lists a few different types of fuel cells along with their
general features.
Table 1.1 Comparative list of some fuel cell types and their general features [4].
Fuel Cell Type

Common Electrolyte

Operating Temperature

Electrical Efficiency

Polymer Electrolyte
Membrane (PEM)

Perfluorosulfonic acid

< 120° C

60% direct H2
40% reformed fuel

< 100° C

60%

150° - 200° C

40%

600°- 700° C

50%

500° - 1,000° C

60%

Alkaline (AFC)

Phosphoric Acid
(PAFC)

Molten Carbonate
(MCFC)
Solid Oxide (SOFC)

Aqueous potassium
hydroxide soaked in a
porous matrix, or alkaline
polymer membrane
Phosphoric acid soaked in
as porous matrix or
imbibed in a polymer
membrane
Molten lithium, sodium,
and/or potassium
carbonates, soaked in a
porous matrix
Yttria stabilized zirconia

Polymer electrolyte membrane (PEM) fuel cells, also known as proton exchange
membranes, utilize a solid polymer for its electrolyte and a noble metal catalyst impregnated into
porous carbon electrodes. The operating temperature is relatively low at around 80° C making
these fuel cells a good fit for transportation applications. Since they have a rather fast start-up
time, this further makes them a solid choice for passenger type vehicles. The need for platinum
adds to the overall cost of this type of fuel cell along with the additional reactors to mitigate the
carbon monoxide poisoning that can affect the platinum catalyst.
Alkaline fuel cells (AFCs) operate at temperatures < 100° C and use potassium hydroxide
in water as the electrolyte of choice. These fuel cells have been around for a little while and have
4

been widely used in the U. S. space program mainly for their ability to generate electricity as
well as water. These fuel cells are similar to PEMFCs except for the membranes used; an
alkaline membrane in lieu of an acidic membrane. Some may even operate with a liquid
electrolyte thus allowing for recirculation. However, these are susceptible to carbon dioxide
poisoning and thus are difficult to keep running at peak performance, even in standard air.
Phosphoric acid fuel cells (PAFCs) operate at temperatures between 150° C and 200° C
utilizing liquid phosphoric acid as its electrolyte with electrodes similar to that in PEMFCs.
These fuel cells are a bit more resistant to carbon monoxide poisoning than other fuel cells.
However, due to their larger size and weight, they are not as useful for transportation and are
generally used for stationary applications. They also have a rather higher cost due to the need for
platinum, much like the PEMFCs.
Molten carbonate fuel cells (MCFCs) operate at higher temperatures of about 600° C to
700° C and use a molten carbonate salt mixture that is suspended in a porous, chemically inert
ceramic lithium aluminum oxide matrix as its electrolyte. They have higher efficiencies
compared to PAFCs which makes them a cheaper alternative; however their durability comes in
a bit short due to the high operating temperature. They have use for industrial applications.
Solid oxide fuel cells (SOFCs) utilize a non-porous ceramic compound as its electrolyte
and operate at temperatures as high as 1000° C. Due to the high operating temperatures, it
happens to be very resilient to sulfur and are impervious to carbon monoxide. These temperature
also do not require a precious metal catalyst, so this help reduce their cost. However, due to their
high operating temperatures, they have a very slow start up time and require quite a bit of
thermal shielding for safety purposes as well as heat retention. This makes them unusable for
transportation applications.
All of this information, and more, can be found on the Department of Energy’s website
[5].
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1.2 SOLID ACID FUEL CELLS (SAFCS)
Even though there are various types of fuel cells for many different applications, there are
is a lacking amount of fuel cells that operate at intermediate temperatures of 200° C to 600° C.
Fuel cells that operate at these temperature can prove to be advantageous, as the higher
temperatures compared to those of fuel cells, such as the PEM, offer higher efficiencies and
presence of water in various components of the fuel cell would exist as vapor, making fuel
integration easier to implement. These operating temperatures may help reduce the costs of
electrodes by reducing the amount of precious metals needed and wider variety of fuels can
implemented.
Solid acids are currently a great choice for implementation as an electrolyte for
intermediate temperature fuel cells. They are generally described chemically as M xHy(AO4)z
where M is a monovalent alkali metal or ammonium and A is a non-metal (S, Se, P, or As).
Baranov et al [6] first observed temperature dependent conductive behavior in CsHSO4 and
CsHSeO4. In that study, it was observed that upon heating that these materials would jump in
conductivity from about 10-6 S cm-1 to 10-2 S cm-1. From this, studies on selenates and sulfates
ensued and it was found that in the temperature range 120° C to 300° C these materials exhibited
proton conduction levels that could be used as electrolytes in fuel cells [7]. Unfortunately, they
degrade in the presence of hydrogen and produce hydrogen sulfide which is rather poisonous for
the catalyst.
Phosphates also display these high conduction behaviors, known as superprotonic
behavior, and do not degrade in the presence of hydrogen as their sulfate and selenate
counterparts. Cesium dihydrogen phosphate (CDP) happens to be a fantastic proton conductor in
this family of materials and doesn’t produce a poisonous environment for the electrodes,
however, it does lose its chemical stability due to dehydration at operating temperatures > 230°
C which are required to reach the high conducting phase [8-11]. Several studies into the thermal
stabilization of the material have been conducted as well as investigations to understand the
mechanism behind its superprotonic conduction. Parameters such as humidity which show that
6

the stability of the conduction phase improves when under water partial pressure of 0.3 atm [1215] or composites [12, 14-17], have also been investigated. Though further stabilization by
adding humidity to the system does improve, the operating temperature range shrinks to a narrow
20° C and poses difficult problems for the electrolyte’s efficacy in the fuel cell due to its
solubility in water.
The mechanism behind CDP’s high conductivity has been discussed for the last 20 years
and through various studies, two ideas have surfaced. The first is that the high proton
conductivity is due to the dehydration process of the material [18-21]. The other is the high
proton conductivity is due to a crystallographic phase change from a monoclinic structure to a
cubic structure which is thermally induced [22-25]. A similar material, rubidium dihydrogen
phosphate (RDP), has been similarly investigated and also exhibits superprotonic behavior at
intermediate temperatures between 250° C and 320° C [26, 27].
RDP and CDP both offer a potential as a useful electrolyte for SAFCs and combinations
of the two materials have been investigated independently by Martsinkevich et al [28] and Goos
et al [29]. Both studies involve chemically substituting cesium for rubidium at various amounts.
Martsinkevich shows that the monoclinic structure of CDP persists throughout the
rubidium/cesium dihydrogen phosphates via powder x-ray diffraction, whereas Goos et al shows
that at an 80% rubidium/20% cesium concentration a different crystal phase is generated
deviating from the monoclinic P21/m to a monoclinic P21/c structure via single crystal x-ray
diffraction (Illustration 1.2).
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Illustration 1.2 Unit cells and corresponding diffraction patterns of the three types of crystal
structures that occur in the RbxCs1-xH2PO4 (0≤x≤1) series upon the increase of
the Rb doping level x: (a) monoclinic P21/m for values of x from 0 to 0.6; (b)
monoclinic P21/c for x = 0.8; and (c) tetragonal I-42d for x = 0.9 [29]
1.3 NONLINEAR OPTICAL SUSCEPTIBILITY
Optical properties of materials are defined by their interactions with the light. Properties
such reflection, refraction, transmission, photoluminescence, dichroism, etc are all different
behaviors a material may exhibit when under the influence of light. The study of optics dates
back to ancient Egypt, with the development of the lens [30].
It wasn’t until the early 1960s that the study of optics was greatly expanded with the
invention of the laser [31], though the laser’s theoretical foundations were first written by Albert
Einstein in 1917 [32]. The term LASER, which stands for Light Amplification by Stimulated
8

Emission of Radiation was first coined by Gordon Gould [33]. Since then, many types of lasers
have been developed to be used for various applications including forms of optical microscopy
that can be utilized to investigate structural properties of materials.
1.3 SCOPE OF THE DISSERTATION
The scope of this work is to investigate the second harmonic generation within the mixed
solid acid RbxCs1-xH2PO4 and correlate the nuances within the three different crystal structures
that are present within the crystals. In order to characterize this material, a pulsed laser second
harmonic generation microscope, powder X-ray diffraction, and scanning electron microscopy
will be employed.
The use of second harmonic generation microscopy can be used to investigate the
structural qualities of a material and the utilization of this technique can be used to develop nondestructive in situ studies on complete fuel cells to better understand the structural qualities of
their electrolytes while under full operating conditions.

9

Chapter 2: Theoretical Background
2.1 X-RAY DIFFRACTION
The study of crystals and their structure dates back all the way to the 17th century, where
Johannes Kepler, in his work Strena seu de Nive Sexangula (1611), made the hypothesis that the
symmetry within a snowflake is due to the arrangement of the water molecules that comprise it
[34]. However, it wasn’t until later that century in 1669 that experimental investigations of
crystal symmetry began, as Nicolas Steno was able to show the consistent relations between
crystal angles and their faces would persist given particular types of crystals [35]. These studies
continued and evolved with the discovery of x-ray radiation by Wilhelm Rӧntgen in 1895 [36]
and wasn’t until the early 1900s that Max von Laue made observations of x-ray diffraction [37].
X-ray diffraction is a method for studying the structure and composition of crystalline
materials. A crystal is an object whose atoms are arranged in a repeating structure that will
scatter x-rays when a beam is trained on the crystal. The atoms within and crystal will elastically
scatter the incident x-rays as they interact with the atom’s electron cloud. The scattered x-rays
will emanate in a spherical manner from each atom giving rise to many scattered waves. These
waves will interact with each other and create interference (mostly destructive) thus cancelling
out. However, the parts that constructively interfere with other are determined by Bragg’s law:

Here, d is the spacing between the different diffracting planes, θ is the incident angle of the xrays, λ is the wavelength of the x-ray beam, and n is any integer. These spots caused by the
constructive interference are called reflections and thus create a diffraction pattern.
Though a diffraction pattern can be obtained by having a wave strike on a regular array of
scattering entities, it is the size similarity between the incident wave and the spacing between the
scatterers that ensures quality diffraction. Bragg’s law defines this quite well (Illustration 2.1).
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Illustration 2.1 Example of Bragg’s Law depicting two incident plane waves diffracting off of
planes of atoms and constructively interfering.
This states that when the light wave scatters off of two different planes, the waves will reinforce
each other through constructive interference and result in a wave with a larger amplitude, if they
have a path difference of an integer, meaning they are separated by complete wavelengths
resulting in an in-phase wave. Should the two scattered waves not have a path difference equal
to an integer, such as half a wavelength, they will destructively interfere with each other and
cancel each other out. This law is extremely strict; since the path difference is angle dependent
and there are thousands of stacked planes in a crystal, all of the non-integer pathways end out
canceling out, statistically, leaving a strong signal from the different diffracting planes.
X-rays are produced from an x-ray tube, which is comprised of a vacuum sealed
container containing two electrodes, an electron emitting cathode and an x-ray emitting anode
(Illustration 2.1) [38].
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Illustration 2.2 Schematic of a typical x-ray source tube.
The cathode is typically made of a coiled wire, or filament, that uses the process of thermionic
emission to generate a beam of electrons which is aimed at the anode. The anode is then struck
by the incoming electrons and generates heat and x-rays. Typically, the anode is water cooled,
which helps to dissipate the heat generated by the incoming electrons. Since the electrons are of
such a high energy, due to their high velocity, the resulting impact will cause a loss of energy
which is converted into x-ray radiation. The target material which is affixed to the anode is what
produces the characteristic x-rays. This is done when the incoming electrons have sufficient
energy to penetrate the atom and knock out an electron for one of the orbital shells, typically the
inner shell such as the K shell. The vacancy left over will then be filled from one of the electrons
from another shell. The difference in energy results in an emitted x-ray, whose wavelength is
dependent on the material’s electronic configuration.
X-ray diffraction can be employed in different ways depending on what aspect of the structure is
to be studied. This difference is typically in the design of the sample stage and the orientation of
the x-ray source and detector. For powder diffraction, most systems will have the sample stage
in a fixed position where the x-ray source and/or detector can rotate around the sample, thus
changing the 2θ angle (Illustration 2.3).
12

Illustration 2.3 Diagram depicting the relationship between the source, sample, and detector.
In single crystal x-ray diffraction, the crystal is mounted on a small goniometer head, where the
detector and the sample stage itself can be moved independently (Illustration 2.4). By allowing
the crystal mount to rotate, the crystal can be studied in much greater detail, allowing for high
resolution structure refinements to be made.
X-ray diffraction has been used in many areas of science and technology to further
understand the structure of crystalline materials. From simple crystals, such as table salt, up to
macromolecules, such as proteins and other biological molecules, x-ray diffraction is an essential
tool for study and development of materials.

13

Illustration 2.4 Diagram depicting the setup for a single crystal XRD system.
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2.1.1 Data Interpretation

Illustration 2.5 A powder XRD pattern of CDP.
In powder x-ray diffraction, collected data is typically plotted as relative intensity vs. 2θ
(Illustration 2.5). The 2θ angle is described by Bragg’s law and comes from the relative
orientation of the x-ray source, detector, and the sample, whereas the relative intensity will show
peaks as a function of 2θ that indicate strong reflections from particular sets of crystallographic
planes.

These planes can be further categorized by Miller indices (hkl) which are used to

describe the particular face, or orientation, of the crystal in reciprocal space. The peaks in an
XRD pattern are then correlated to Miller indices, which is called indexing, which allows for an
interpretation of the structure of the material. The lattice parameters of the material can be
modeled afterwards, by utilizing the geometry of the crystal structure. These lattice parameters
15

can then be used to describe the unit cell of the material in terms of the cell lengths (a, b, and c)
as well as the angles (α, β, and γ).
Single crystal x-ray diffraction utilizes the same principles of an x-ray’s interaction with
a material; however a single crystal is used rather than a powder or polycrystalline solid. The
data collected is depicted in a planar image detailing the individual spots or reflection from the
atoms in the diffraction plane rather than a line plot, which can be seen in Illustration 1.2. The
crystal is then slowly rotated in different directions and a number of images are taken. These
images can then be stacked and analyzed used least squares and Fourier analysis to composite a
three dimensional image of the crystal. The reflections on the diffractograms can be interpreted
by correlating the material’s elemental composition, known crystal structures, and the electron
densities of the reflections in order to build a high resolution model of the crystal’s unit cell. The
crystal structure, space group, atomic layout, average bond length, and unit cell parameters can
be found and a full model of the crystal can be fit to those parameters, as was shown in
Illustration 1.2. Though single crystal x-ray diffraction is considered a more in-depth and
accurate approach to modeling and fitting crystal data, it is much more difficult to work with,
particularly because of the difficulty in synthesizing high purity, single phase crystals of
appropriate size in order to yield good quality data.
2.2 CRYSTALS
Whether it be the dispersion of light in a diamond yielding the colors of the rainbow, the
use of frequency doublers in light applications (such as laser pointers [39]), or the employment
of Kyber crystals to attune the energy in the lightsabers of the Jedi and the Sith [40], the use of
crystals is prevalent in science, technology, fashion, and science fiction, to name a few areas. In
the definitive sense, an ideal crystal is a set or array of atoms that have a perfect, repeating, and
infinite pattern in the 3 spatial dimensions. This can be imagined by taking a unit cell and
stacking them like boxes in a neat and ordered array (Illustration 2.6). The pattern that these unit
cells make will dictate the overall crystal shape. In reality this is not possible as all objects are
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finite and not necessarily uniform. Therefore, it is sufficient to describe a crystal by the types of
long-range order it possesses.

Illustration 2.6 A unit cell and its repeating translations.

Illustration 2.7 Structural difference between crystalline, polycrystalline, and amorphous solids.
Solids can be structurally described in three major categories: a single crystal,
polycrystalline, and amorphous (Illustration 2.7). Within a single crystal, the atomic arrangement
is the closest to the ideal definition where the only places that the repetition of the structure
breaks will be at the edges of the crystal itself. However, most materials tend to be
polycrystalline or amorphous in nature. In a polycrystalline structure, the material will be made
up of various small portions which would be described as single crystals called grains and the
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interface between them as grain boundaries. These grains can be combinations of different
orientations of the same crystal structure or a mixture of different crystal phases. However, in an
amorphous material, there is no discernible pattern that the atoms take within the material, giving
it a high level of randomness or disorder.

Illustration 2.8 Lattice framework + basis = crystal
The unit cell is considered the smallest set of atoms that defines the periodicity of the
crystalline structure. This is built upon two parts: the lattice and the basis. The lattice is a set of
imaginary points that layout the framework for the crystal. The basis is the set of atoms that can
be laid out within the lattice, thus creating the repetitive pattern that defines the crystal. As an
example let’s look at Illustration 2.8. The structure is made of a series of points and lines
connecting them. Each point has the same distribution of neighbors near it, which is necessary
for the periodicity of the structure. Also take note that the framework can be sliced into smaller
shapes; these are considered the unit cells of the structure. Each unit cell is defined by a series of
parameters, referred to as the lattice parameters. The interrelationship between the lengths (a, b,
and c) of the sides of the unit cell and the interaxial angles (α, β, and γ) are the defining aspects
of the unit cell.
2.2.1 Crystal Systems and Bravais Lattices
Though a unit cell can take on many different shapes, not just any shape can be a unit
cell. A strict requirement is that the unit cell can be stacked to fill a three dimensional space,
meaning that there are no gaps between any of the unit cells. This leads to seven particular
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shapes that can be taken in order to form crystals, which are known as the Triclinic, Monoclinic,
Orthorhombic, Tetragonal, Hexagonal, Trigonal, and Cubic crystal systems. Each crystal system
is defined by the set of lattice parameters that give rise to their shape. However, different atomic
layouts within those shapes will require a different lattice. This is defined by the 14 different
Bravais lattices (Illustration 2.9). This number comes from that fact that any two Bravais lattices
are considered to be equivalent if they have a symmetry group that is isomorphic. This is related
to space groups, which are the different types of symmetry that the crystal can take.
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Illustration 2.9 Bravais Lattices and their lattice parameter relations.
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2.2.2 Crystal Symmetry and Space Groups
In order to build a crystal, the unit cell needs to be stacked in each direction in order to
obtain a repeated pattern, which is defined as a translation.

However, the operations of

movement that a crystal can undergo are not limited to translation since rotation through an angle
about an axis is also possible and quite common. Thus, it is important to classify all the different
types of symmetry, and their combinations, that a crystal may have. As such, there are three
types of symmetry operations: rotation, inversion, and reflection.
Rotational symmetry is defined as rotating and object about an axis a full 360° and noting
the number of times the object’s orientation is a replica of the non-rotated orientation. As an
example, visualize a square. Now rotate that square 90°. Even though it has been rotated, it
looks the same as it did before it was rotated. If the square is rotated by one full revolution (360°
or 2π), it will have passed through 4 identical iterations, one every 90°. This is what would be
considered 4-fold rotational symmetry. The symmetry in a crystal can be defined by 2π/n where
n can be the integers 1, 2, 3, 4, and 6 (Illustration 2.10).

Illustration 2.10 Simple examples of shapes with rotation symmetry and their degree of repetition
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1-fold symmetry can also be considered lacking any rotational symmetry and is identical to pure
translational symmetry. Though there are objects that may look as if they have rotational
symmetry of the 5-fold, 7-fold, or higher, they simply do not work for crystal systems. This is
because the shape of the crystal is built by fitting these geometrical objects together. In the cases
of these apparent symmetries, the three dimensional space that would be occupied by the crystal
would not be completely filled, which is a necessary condition that needs to met (Illustration
2.11).

Illustration 2.11Examples of 5- and 8-fold symmetry. No matter how the figures are stacked
together, there are always gaps between them.
Mirror planes can be considered an imaginary operation where you slice the object in half
and place a mirror flush against the cut. The object is then completed by the mirrored half
(Illustration 2.12). This only works if the mirrored image is an exact replica of the original half;
therefore not every line that bisects the object is considered a mirror plane.
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Illustration 2.12 a) examples of mirror symmetry; each side is a mirror image of the other along
the line. b) examples of no mirror symmetry; each side is not a mirror image of
the other along the line.
Inversion symmetry is where all the points on an object are drawn through a single point
in the center of the object. These lines should be equidistant from the center and when they are
connected, should reproduce the original object albeit inverted from its original appearance
(Illustration 2.13).
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Illustration 2.13 Example of inversion symmetry.
By combining the rotational and inversion symmetry operations, we get an operation
called rotoinversion. This follows the same constraints given by the rotational symmetries,
therefore only 1-, 2-, 3-, 4-, and 6-fold rotoinversions are possible (Illustration 2.14). Also, as it
is with rotational symmetry, a 1-fold rotoinversion is analogous to inversion symmetry as stated
earlier.

Illustration 2.14 Example of 2-fold rotoinversion.
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Now that the symmetry operations have been defined, by combining all of the unique
combinations of these symmetry operations, called point groups of which there are only 32, and
applying them to the 14 Bravais lattices, a full list of 230 types of symmetry can be defined.
These are called space groups.
Space groups can be labeled a number of different ways which can result in many
different names for the same space group. I will denote the most commonly used form in
crystallography, which is known as the international short symbol or the short-hand version of
the Hermann-Mauguin notation. This notation consists of 2 parts, the first of which is the pattern
motif which describes the Bravais lattice as well as its centering denoted by the symbols P
(primitive), A (centered only on A faces), B (centered only on B faces), C (centered only on C
faces), I (body centered), R (rhombohedral), or F (face centered). The second part describes the
repeat mechanism, which in turn shall describe the most prominent forms of symmetry the
crystal may have by way of the symmetry operations that define them. An example would be the
space group that defines the solid acid CsH2PO4. This structure is referred to as Monoclinic
P21/m, where P is the primitive centering of the monoclinic cell, 21 describes with a 2-fold screw
axis along the b-axis (which is the combination of a rotation symmetry operation and a
translational symmetry operation), and the /m describes this screw axis along b is also
perpendicular to a mirror plane. Monoclinic P21/c is similar in that it has primitive centering and
a two-fold screw axis, however it has a glide plane along the c-axis. Another example is the
tetragonal I-42d structure. This crystal is a tetragonal shape of the body centered variety, -4
denotes a 4-fold rotoinversion symmetry with respect to the c-axis, 2-fold rotation symmetry
with respect to the a- and b-axes, as well as a diamond glide plane, which is a reflection plane
normal to the c-axis and glides ¼ of the distance down a face diagonal in the ab-plane.
The examples Monoclinic P21/m, Monoclinic P21/c, and tetragonal I-42d were chosen as
compounds in this study take the form of these three structures.
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2.3 SECOND HARMONIC GENERATION
Two-photon absorption was first theorized by Maria Göppert-Mayer in her doctoral
dissertation in 1931. The idea is that two photons could be absorbed by an object at nearly the
same time and the emission photon would be of a shorter wavelength than the two original
photons. However, it wasn’t until the invention of the laser in 1961 that light sources of
sufficient intensity could elicit this phenomenon and be experimentally verified. Kaiser et al [41]
was able to show the generation of fluorescent light in the visible blue spectrum by illuminating
CaF2:Eu2+ crystals with red light provided by a ruby optical maser. Unlike typical fluorescence
where a single photon is absorbed by a material and a fluorescent photon of a longer wavelength
is emitted, two-photon fluorescence absorbs two photons of relatively long wavelength and emits
a fluorescent photon of a shorter wavelength (Illustration 2.15).

Illustration 2.15 Comparison between general two-photon absorption and single photon
absorption
It wasn’t until 1990 that Winfried Denk et al [42] developed two-photon microscopy by
combining two-photon absorption with the use of a scanning laser. Typically an infrared or nearinfrared laser is employed by pulsing it in the femtosecond range at a high frequency in order to
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develop a high density of photons and flux which is required to cause the two-photon absorption.
Imagery obtained in this way differs from that of a general white light optical microscope and
can give different levels of detail.
Second harmonic generation is a special subset of two-photon microscopy, where the two
photons absorbed and the emitted photon are of an elastic interaction. Also known as frequency
doubling, two photons of some frequency f are absorbed by the non-linear media, the first photon
bringing the electron to some virtual state and the second photon being absorbed while the
electron is in this virtual state, further pushing it to a higher virtual state. The electron then drops
back to the ground state emitting a photon of frequency 2f. Let it be noted that this second virtual
state need not be an excitation state of the atom.
In classical optics, the polarization of a material depends linearly on the strength of the
electric field component of the applied optical field. This is expressed as

where P(t) is the polarization, E(t) is the electric field component of the optical field, and χ(1) is
the linear susceptibility. Thanks to the advent of high intensity coherent light sources like the
laser, nonlinear effects have been detected in materials. By taking a Taylor series expansion
with respect to the electric field, the polarization equation becomes

where χ(2) describes second order nonlinear effects and χ(3) describes third order nonlinear
susceptibilities and so forth. The second order effect described by

where χ(2) is a non-zero value is called second harmonic generation. The signal intensity for
second harmonic generation also scales as the square of the incident beam’s power.
It is important to note the dependency on the crystal structure of the material in order to
generate

a

second

harmonic.

The

material

must

possess

inversion

asymmetry

(noncentrosymmetric), as it is not possible for crystals with a center of symmetry to generate a
second harmonic. This is due to the types of transitions that are described by centrosymmetric
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systems, though there are some exceptions such as the existence of excessive localized polarity
which creates an inhomogeneity in the material or surface morphology where the crystal
interface may have broken symmetry.
The construction of the laser microscope varies depending on the intended mode of study.
Typically, a laser of low or variable frequency is fed through a series of components which
develop the laser to act in a form necessary for the intended application. This may include
halfwave plates which can be used to control the phase shifting of the polarization; beam splitters
for controller relative power; polygonal mirrors, photodiodes, and/or galvanometers to control
the spatial effects or rastering of the incident beam; various types of lenses for shaping and
focusing the beam; dichroic mirrors for wavelength selection of incoherent waves; and detectors
for collecting the emitted light, typically through photomultiplier tubes.
The applications of second harmonic generation microscopy really shine in the
biomedical area of research. The use of the low energy incident photons helps reduce the
photodamage that can occur from higher energy sources, making it a good candidate for
biological samples. Nanomaterials can also be characterized with this technique, making it a
suitable tool in the material sciences.
2.3.1 Data Interpretation
Using imaging software, a detector or series of detectors can be utilized to collect the
incoming photons and display an image.

For experiments involving second harmonic

generation, the area of interest is typically in the visible light range and modulated by detectors
that focus on particular regions of visible light such as red, green, and/or blue. Depending on the
effects been exhibited by the specimen, the ability to look at individual channels, or specific
ranges of wavelengths, allows for higher accuracy of interpretation of an image. Various images
are collected under various conditions, such as ranging over power output of the incident beam,
polarization dependency, and special dependency with regards to penetration depth. These
images may be co-added, or averaged, to build composites for further analysis. Careful selections
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of points of interest are taken and an analysis of pixel saturation, as limited by the detector, can
be performed.

This can draw out information such as the dependence of electric field

polarization or efficiency of conversion from the incident wavelength to the second harmonic
wavelength. The images collected can also potentially be used to create a three dimension stack,
giving insight to the spatial properties and internals of the specimen with mechanically
damaging. Image analysis suites, such as ImageJ or IRAF, can be used to perform a majority of
these tasks.
2.4 SCANNING ELECTRON MICROSCOPY
The scanning electron microscope is capable of producing images at a resolution beyond
that of the typical optical microscope, yet with the same type of detail that one would expect if
they were to view the object directly with their eye. The resolution limit for SEMs can get down
to the lower echelon of the nanometer scale.
The system is outfitted with an electron gun which is then focused through a series of
magnetic lenses and finally passes through scanning coils which are used to raster the beam over
the sample (Illustration 2.16). Since the wavelength of the electron is rather small compared to
that of visible light, this allows the SEM to produce images of a much higher magnification
while maintaining high resolution. As the system utilizes an electron beam, it is necessary for the
chamber to be under vacuum. There are also variable pressure (VP-SEM) systems that allow a
small introduction of gas into the chamber to limit the interaction of the electrons with that
sample, which is useful for sensitive materials.
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Illustration 2.16 General schematic of a scanning electron microscope [43].
The energetic electron beam is accelerated through a column, focused, and scanned over
the sample. The interactions between the incident electron beam and the sample produce several
signals (Illustration 2.17) which carry varying forms of information. These are Auger electrons,
secondary electrons, backscattered electrons, characteristic x-rays, cathodoluminescence, and
possibly transmitted electrons (if the sample is thin enough). Since this study utilizes only the
backscattered electrons, secondary electrons, and the characteristic x-rays, the others will not be
expanded upon here.
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Illustration 2.17 Diagram of general interaction of the electron beam with matter and generated
signals [44].
Backscattered electrons are high energy electrons are scattered elastically and have a
probability of reemerging from the surface of the sample. Since they are coming from a deeper
part of the sample, compared to secondary electrons which come from the sample surface, they
carry information that is based on the mass density of the material. This in turn can be used to
gain information about the atomic contrast within the sample, therefore can be used to variations
in mass density. Though they may not be able to identify the atoms directly, this can be used in
conjunction with Energy Dispersive Spectroscopy in order perform an elemental analysis of the
sample.
Secondary electrons are low energy electrons that are produced from other radiation,
hence the term “secondary.” The incident radiation, in this case the electron beam, carries
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enough energy with it to ionize the atom, thus the electron emitted from this interaction is the
secondary electron. A large majority of the secondary electrons that are emitted from the sample
come from the surface interaction with the electron beam, while a small factor are generated
from backscattered electrons through inelastic interactions within the sample.
Characteristic x-rays are generated when an outer shell electron fills an inner shell
vacancy, thus emitting an x-ray. The x-ray that is emitted is “characteristic” of the element that
houses the electron from whence it came, and thus carries wavelength(s) that are specific to that
element. This can be used as a sort of fingerprint which can be utilized to identify the elements
within the sample. There are limitations, however, as to which elements can be detected. Often,
lighter elements are unable to be seen, though some detectors can have a resolution down to the
size of a Beryllium atom. This is known as Energy Dispersive Spectroscopy (EDS).
2.4.1 Data Interpretation
In each of signal generating cases, a detector is fixed into the system and receives the
signals generated from each source and processes them accordingly. For secondary and
backscattered electrons, and image is rastered from the system then can be analyzed, typically
qualitatively, in order to gain morphological information about the specimen. This can be used to
analyze general shape, phase dispersion, fracture points or material failure, to name a few
applications. Image processing software, such as ImageJ, can also be used to extrapolate
information for aforementioned applications.
EDS can be used to interpret the characteristic x-rays on a histogram type plot in order to
show the elements present within the sample. This can also be quantified and a weight percent or
atomic percent distribution can be calculated on the sample, whether it be over large swaths or
specific regions for comparison. Maps can also be generated to graphically show the distribution
of these elements overlaid on the image from which the scan was performed.
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Chapter 3: Experimental Procedure
3.1 SAMPLE SYNTHESIS
RbxCs1-xH2PO4 series powders were prepared using Cs2CO3 (Alfa Aesar 99.9%, -20 mesh
powder/granules), Rb2CO3 (Acros Organics 99%), and H3PO4 (Alfa Aesar 85% aq. soln.) as
reagents using the following stoichiometric equation:
b

s

b s

The cesium carbonate and rubidium carbonate were measured out so that the sum of the two
metals would be stoichiometrically equivalent to one and set as a ratio of 1:2 with respect to the
phosphorus in the phosphoric acid. The two carbonates were dissolved in the phosphoric acid
and mixed with a magnetic stirrer until a clear solution was obtained. This is an effervescent
reaction that releases some heat, so the powder was slowly added to the acid. Once fully
dissolved and clear, methanol is added to the mixture in order to precipitate the solid metal
phosphate, which dropped out of solution as a white powder. The precipitate was then washed
with methanol using a vacuum flask and filter paper so as to remove any lingering phosphoric
acid and left to dry. Several powders were synthesized in 10% increments of stoichiometric
rubidium starting with 0% and ending with 100%, yielding 11 different samples. Some powder
from the pure RDP and pure CDP batches were then redissolved in a small amount of water and
left to recrystallize into larger crystals (Illustration 3.1).

Illustration 3.1 RDP crystals.
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3.2 APPARATUS & METHODOLOGY
3.2.1 X-ray Diffraction

Illustration 3.2 PANalytical Empyrean X-ray diffractometer.
X-ray diffraction was carried out using a PANalytical Empyrean Series 2 powder
diffractometer (Illustration 3.2). The system is outfitted with a water-cooled Cu-kα source (λ =
1.5406 Å) and a PIXcel3D 256 x 256 pixel solid state detector. The incident beam can be set as a
line or as a point. The sample stage is capable of rotation at speeds of 2 to 16 revolutions per
minute. The incident beam is passed through Bragg-Brentano optics equipped with 1/8
divergence slit and 0.02 rad soller slit. The detector is equipped with 0.04 rad soller slit and has a
built-in programmable divergence slit.
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A Haskris R100 water-chiller dialed in at 65° C is used to cool the x-ray tube during
operation. The powdered sample is lightly packed into a disc that is mounted on the stage in the
diffractometer (Illustration 3.3). The system is controlled by proprietary software on a dedicated
computer where the power, scanning angle, step increment, time per step, etc are set to desired
values.

Illustration 3.3 Image the sample stage.
Measurements taken were done a 2θ range of 15° to 65° with a duration of 30 minutes.
The operating power for the incident beam was set to 45kV and 40mA. The sample stage was set
to a 16x rotation speed.
The HighScore+ software suite is used for analyzing and fitting patterns utilizing fitting
methods such as the Rietveld, Pawley, or Le Bail techniques. Data was fitted using a Rietveld
refinement. All data was plotted using the Origin Lab software suite.

3.2.2 Second Harmonic Generation Microscopy
Second harmonic generation was performed using a built in-house laser microscope
(Illustration 3.4). This microscope is outfitted with a Spectra-Physics Mai Tai HP mode-locked
femtosecond titanium-sapphire laser. This laser has a variable wavelength between 690 nm and
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1040 nm, and applies 100 fs pulses at an 80 MHz frequency. The laser has an average power
output of 2 W (varying from this value depending on selected wavelength) and passed through a
halfwave plate and a 50/50 polarizing beam splitter to adjust the power at the sample. The initial
beam is first linearly polarized horizontally and the halfwave plate allows for the polarization
direction to be rotated.

Illustration 3.4 Schematic of the second harmonic generation microscope.
The beam is then passed through a scanning platform comprised of a polygonal mirror
and a galvanometer mounted mirror. The polygonal mirror is rotated at a speed of 480 rpm
which allows the laser beam to be scanned as a line which is used to develop the x-axis of the
image. The galvanometer mounted mirror can then be used to scan along the y-axis. A bicell
photodiode and a 650 nm laser diode are used in conjunction with each other to synchronize the
two mirrors allowing for an image to raster in the xy-plane.

36

An Olympus water immersed objective lens with a magnification factor of 60x is used to
view the sample. The sample is prepared on a glass slide and a glass cover slip is placed over the
sample, since it is soluble in water (Illustration 3.5).

Illustration 3.5 Image of prepared samples for SHG scans.
A set of 3 dichroic mirrors are used to separate the different wavelengths of the laser after
interacting with the sample. The first dichroic mirror, located near the objective lens, transmits
all wavelengths above 660 nm and reflects all wavelengths below that value. This separates the
incident laser wavelength from any emitted wavelengths of higher frequency than the incident
beam. The next two dichroic mirrors are then used to separate the emitted signals into separate
bands which are directed towards a photomultiplier tube detector (PMT). These mirrors,
respectively, separate the signal by first transmitting wavelengths above 495 nm and reflecting
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wavelengths below 495 nm, then transmitting wavelengths above 580 nm and reflecting
wavelengths below 580 nm.
Each of the reflected signals is directed towards a PMT which is dedicated to a particular
channel of color: red, green, or blue. This is achieved by using a band pass filter to screen the
light that is to be detected by each PMT. The blue channel detector is equipped with a band pass
filter of range 451 nm to 512 nm, the green channel detector with a 510 nm to 574 nm band pass
filter, and the red channel with a visible to infrared band pass filter to collect the remaining
signal. All images were recorded with a home-built software program and analyzed with ImageJ.
Initially, wavelength scans were performed by scanning the samples through the range of
wavelengths selectable by the laser and an excitation wavelength of 930 nm was chosen as the
optimal wavelength for the study. Power scans were then performed by scanning the samples
through a series of different power ratings of the incident beam at the sample from 1 mW to as
high as 250 mW. An appropriate power rating was chosen for each sample near the saturation
limit of the detector and polarization scans were carried out by changing the setting of the
polarizing lens through a full 360° with respect to the incident electric field. All images
displayed in this work will be with respect to the blue channel PMT as the others did not display
any signal (Illustration 3.6).

38

Illustration 3.6 SHG scan of RDP with laser excitation at 930 nm. Signal is only noticeable on
the blue band-pass filter. This is true for all samples scanned.
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3.2.3 Scanning Electron Microscopy & Energy Dispersive Spectroscopy

Illustration 3.7 Image of the Hitachi SU-3500.
Scanning electron microscopy was carried out using a Hitachi SU-3500 thermionic SEM
(Illustration 3.7). The system is equipped with secondary electron, backscatter electron, and ultra
variable-pressure detectors. Proprietary software is used to set the accelerating voltage, spot size,
working distance, and image collection. An accelerating voltage of 10 kV and a spot size of 40
were used for all samples. Due to the sensitivity of the samples, a variable pressure (VP-SEM)
was introduced to reduce the intensity of the electron beam on the sample so as to prevent
melting; a pressure of 90 Pa was used. All samples were mounted to an aluminum stage by
conductive carbon glue (Ted Pella, sp. gr. 0.996) (Illustration 3.8).
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Illustration 3.8 60% and 70% rubidium samples mounted to aluminum stages via conductive
carbon glue.
Energy dispersive spectroscopy was performed with a working distance of 10 mm using
Aztec software suite. EDS maps and spot scans were performed for quantitative comparison of
rubidium and cesium composition ratios for each sample.
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Chapter 4: Results and Discussion
Powder x-ray diffraction was carried out on the RbxCs1-xH2PO4 samples in air at room
temperature in order to identify the structure after synthesis. Rietveld fittings were used to fit
CDP to ICDD: 00-035-0746 and RDP to ICDD: 98-005-4871 (Figure 4.1). These are the
Monoclinic P21/m and Tetragonal I-42d structures that were expected, respectively, confirming
their synthesis. The remaining mixed metal phosphates were plotted against the known structures
as shown in. For rubidium concentrations of 10% through 50%, it is shown that the monoclinic
P21/m structure persists (Figure 4.2). The peaks tend to slightly drift from the 0% rubidium
pattern with increasing amounts of rubidium. This is likely due to the strain caused to the lattice
parameters by replacing the larger cesium atom with the smaller rubidium atom, as was
discussed by Goos et al [29]. However, for samples containing higher amounts of rubidium
(60% through 80%) the signature peaks of the monoclinic P21/m structure are joined by a few
different signatures (Figure 4.3). The 90% rubidium concentrated sample shares the same
structure as the RDP sample, being that of tetragonal I-42d.
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Figure 4.1 a) CDP powder XRD pattern; b) RDP powder XRD pattern.
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Figure 4.2 Powder XRD patterns for samples containing 0% to 50% Rb concentration.
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Figure 4.3 Powder XRD patterns for samples containing 50% to 90% Rb concentration.
EDS was carried on the series of samples and show that the bulk of each sample are
displaying rubidium to cesium ratios as was theoretically measured stoichiometrically (Figure
4.4 & Table 4.1). EDS was then performed on higher magnifications of the 60%, 70%, and 80%
samples, as they show structural differences according to the XRD. For the 60% Rb
concentration sample, EDS spot scans show a fluctuating concentration with changes in location
and can spike to as high as 85% (figure 4.5 & table 4.2). For the 70% Rb concentration sample,
there are fluctuations in the Rb concentration location to location, with regions that have no Cs
whatsoever (Figure 4.6 & Table 4.3). The 80% Rb concentration sample does exhibit a slight
fluctuation in the concentration of rubidium in a localized manner, but statistically stays near the
80% value (Figure 4.7 & Table 4.4).
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Figure 4.4 EDS map of 80% Rb sample.
Table 4.1 EDS results verifying Rb-Cs composition rations on bulk samples
RbxCs1-xH2PO4 sample

Expected composition

Measured composition

(from synthesis)

(from EDS)

x = 0.1

10%Rb/90%Cs

14.2%Rb/85.8%Cs

x = 0.2

20%Rb/80%Cs

21.6%Rb/78.4%Cs

x = 0.3

30%Rb/70%Cs

32.9%Rb/67.1%Cs

x = 0.4

40%Rb/60%Cs

44.1%Rb/55.9%Cs

x = 0.5

50%Rb/50%Cs

51.1%Rb/48.9%Cs

x = 0.6

60%Rb/40%Cs

65.8%Rb/34.2%Cs

x = 0.7

70%Rb/30%Cs

76.0%Rb/24.0%Cs

x = 0.8

80%Rb/20%Cs

79.3%Rb/20.7%Cs

x = 0.9

90%Rb/10%Cs

90.6%Rb/9.4%Cs
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Figure 5 EDS scans in different locations to view the uniformity of the Rb concentration in the
sample where x = 0.6.
Table 4.2 EDS values for Rb/Cs ratios from spot scans on the x = 0.6 sample
Spectrum location

Measured composition (from EDS)

Spectrum 110

60.2%Rb/39.8%Cs

Spectrum 111

81.4%Rb/18.6%Cs

Spectrum 112

81.5%Rb/18.5%Cs

Spectrum 113

71.0%Rb/29.0%Cs

Spectrum 114

84.8%Rb/15.2%Cs

Spectrum 115

63.1%Rb/36.9%Cs

Spectrum 116

58.3%Rb/41.7%Cs

Spectrum 117

74.1%Rb/25.9%Cs
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Figure 4.6 EDS scans in different locations to view uniformity of Rb concentration in the sample
where x = 0.7.
Table 4.3 EDS values for Rb/Cs ratios from spot scans on the x = 0.7 sample
Spectrum Location

Measured composition (from EDS)

Spectrum 22

100%Rb/0%Cs

Spectrum 23

74.2%Rb/25.8%Cs

Spectrum 24

81.2%Rb/18.8%Cs

Spectrum 25

69.8%Rb/30.2%Cs

Spectrum 26

100%Rb/0%Cs

Spectrum 27

100%Rb/0%Cs

Spectrum 28

100%Rb/0%Cs
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Figure 4.7 EDS scans in different locations to view uniformity of Rb concentration in the sample
where x = 0.8.
Table 4.4 EDS values for Rb/Cs ratios from spot scans on the x = 0.8 sample
Spectrum location

Measured composition (from EDS)

Spectrum 46

83.7%Rb/16.3%Cs

Spectrum 47

83.3%Rb/16.7%Cs

Spectrum 48

73.8%Rb/26.2%Cs

Spectrum 49

82.7%Rb/17.3%Cs

Second harmonic generation microscopy was carried out on the sample series with a laser
excitation of 930 nm and all images were taken at 483 ± 32 nm (Figure 4.8); each window is
over a 350 μm x 350μm region. The centrosymmetric monoclinic P21/m structures, up through
50% Rb concentration, did not exhibit any second harmonic generation and the
noncentrosymmetric tetragonal I-42d structures did exhibit second harmonic generation, as
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expected. The 60%, 70%, and 80% rubidium samples also displayed second harmonic
generation, where the 60% and 70% show a similar visual behavior to that of the 90% and 100%
rubidium samples. As shown through the prior EDS scans, the 60% and 70% Rb samples have
high concentrations of Rb peppered throughout the sample which may be indicative as to why
they exhibit this second harmonic signal. The 80% rubidium sample does not exhibit a second
harmonic signal through the entirety of the sample, but rather only from a selection of smaller
grains within the powder. It is worth noting that the single spot on the CDP image seems to be an
aberration and is not indicative of the behavior of the sample as a whole.

Figure 4.8 SHG images taken at 483 ±32 nm with laser excitation at 930 nm for each sample.
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SEM was carried out on the 80% rubidium sample to investigate the differences in the
particles seen via SHG, since only a specific selection of particles seem to generate a signal. A
region of the 80% sample was painstakingly selected in order to make sure that the region
imaged on the SHG microscope is the exact same region that is imaged on the SEM (Figure 4.9).
Several particles were imaged from the sample and compared to images of CDP and RDP
crystals that were slowly grown from their respective powder batches (Figure 4.10).

Figure 4.9 SEM image of the 80% Rb concentration sample. The upper right inset image is that
same sample region using SHG. The large particle with the indent can clearly be
seen on both images, confirming the location.
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Figure 10 SEM images. a) CDP crystal. b) RDP crystal. c), d), and e) different crystallites found
in the 80% Rb sample that yield a SHG signal.
Morphologically, the particles that are exhibiting the SHG signal look to be more akin to the
monoclinic structure as opposed to the tetragonal structure. This is supported by the XRD peak
patterns that show it has a predominantly monoclinic behavior. This is further supported by the
discovery of the monoclinic P21/c structure reported by Goos et al [29]. Martsinkevich et al [28]
reported a persistent monoclinic P21/m structure throughout the RbxCs1-xH2PO4 powder samples.
The two monoclinic structures are rather similar to each other, as well as share the same point
group of 2/m, which accounts for their similarities from a powder XRD standpoint, yet
differentiated by the higher resolution by the single crystal XRD study performed by Goos et al.
Power scans were employed on all SHG exhibiting samples to verify that the signals seen
were indeed a second harmonic signal (Figure 4.11). Pixel intensity analysis was done on the
series of images and the signal intensity vs laser power was plotted for each (Figure 4.12). A
linear fit was calculated and an average slope near 2 was seen in each sample (Table 4.5). This
indicates that the signal we are seeing is indeed of a nonlinear, second harmonic nature.
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Figure 4.11 Power scan of the 90% Rb concentration sample.
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Figure 4.12 Power scan results plotted as log (signal intensity) vs log (incident beam power).
Table 4.5 Slope of linear fit from power scans. Ideally, a value of 2 indicates second harmonic
generation.
RbxCs1-xH2PO4 sample

Slope of linear fit

x=1

m = 1.93

x = 0.9

m = 1.81

x = 0.8

m = 1.91

x = 0.7

m = 1.88

x = 0.6

m = 1.78
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Polarizations scans were then employed on each SHG exhibiting (Figure 4.13). Pixel
intensity was then plotted as a function of the polarization angle and 2 distinct behaviors were
observed (Figure 4.14). The 60%, 70%, 90%, and 100% rubidium samples all exhibited a dipolar
behavior, whereas the 80% exhibited a quadrupolar behavior. Referring back to the EDS and
XRD data, it was shown that these samples all have pockets of high concentrations of rubidium
in them, and thus the dipolar behavior shown in the 90% and 100% rubidium samples, which
both share the noncentrosymmetric tetragonal I-42d structure, is expected to be seen in the 60%
and 70% samples. Figure 4.12 shows that with the overall decreasing values rubidium, the
efficiency of the second harmonic generation seems to be lower. This can be attributed to the
statistical distribution of the RDP structure within the samples changing in line with their
respective concentrations.
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Figure 4.13 Polarization scan of the 90% Rb concentration sample.
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Figure 4.14 Polar plots for SHG exhibiting samples. a) x = 1; b) x = 0.9; c) x = 0.8;
d) x = 0.7; e) x = 0.6.
The quadrupolar behavior of the 80% rubidium sample does not seem to be attributed to
the RDP structure, as that displays dipolar behavior and the EDS data doesn’t show the SHG
exhibiting crystallites to be of only and RDP composition. According to Goos et al, the mirror
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plane in this structure is lost from the disordered hydrogen network in the P21/c structure as
opposed to the P21/m structure which keeps the mirror plane. The molecular interactions from
this disorder may be giving rise to local electric quadrupoles and may be responsible for this
behavior.
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Chapter 5: Summary and Conclusions
Structural and impedance studies previously conducted have been expanded upon to
include second harmonic generation. The newly reported monoclinic P21/c structure found in the
Rb0.8Cs0.2H2PO4, by Goos et al, exhibits a unique quadrupolar behavior with its second harmonic
signal, compared to the dipolar behavior found in the rest of the RbxCs1-xH2PO4 (0.6 ≤ x ≤ 1 and
x ≠ 8) samples. Samples containing 50% or less rubidium did not exhibit any second harmonic
generation. X-ray diffraction and energy dispersive spectroscopy support that the second
harmonic generation found in the 60% and 70% rubidium samples are most likely due to
distributions of high concentrations of rubidium in localized areas within the material. Since the
rubidium is substituted in place of cesium, it is statistically possible for patches of RDP to exist
within the structure.
The 80% rubidium sample has been suggested to harbor a disordered hydrogen network
within the monoclinic crystal structure, juxtaposed to the other monoclinic concentrations [29].
This may generate electric quadrupolar interactions which are seen from SHG data. Further study
into the electron density of this structure should be carried out and modeled, perhaps solving for
the χ2 susceptibility tensor in order to confirm this hypothesis.
The use of second harmonic generation to study the structure of these solid acids has
been shown to be successful and can potentially be used to perform in situ studies of completed
fuel cells to observe the electrolyte’s structure, under full operating conditions. This will allow
for a stronger understanding of the electrolyte’s behavior in a non-destructive manner while
under fuel cell operating conditions.
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