Landauer-B\"uttiker approach to strongly coupled quantum thermodynamics:
  inside-outside duality of entropy evolution by Bruch, Anton et al.
Landauer-Bu¨ttiker approach to strongly coupled quantum thermodynamics:
inside-outside duality of entropy evolution
Anton Bruch,1 Caio Lewenkopf,2 and Felix von Oppen1
1Dahlem Center for Complex Quantum Systems and Fachbereich Physik, Freie Universita¨t Berlin, 14195 Berlin, Germany
2Instituto de F´ısica, Universidade Federal Fluminense, 24210-346 Nitero´i, Brazil
(Dated: September 19, 2017)
We develop a Landauer-Bu¨ttiker theory of entropy evolution in time-dependent strongly coupled
electron systems. This formalism naturally avoids the problem of system-bath distinction caused by
the strong hybridization of central system and surrounding reservoirs. In an adiabatic expansion up
to first order beyond the quasistatic limit, it provides a clear understanding of the connection between
heat and entropy currents generated by time-dependent potentials and shows their connection to
the occurring dissipation. Combined with the work required to change the potential, the developed
formalism provides a full thermodynamic description from an outside perspective, applicable to
arbitrary non-interacting electron systems.
Introduction.−Ongoing progress in nanofabrication
raises interest in the thermodynamics of nanomachines
[1, 2], describing the exchange of heat and work with
their environment as well as their efficiencies. The laws
of thermodynamics are extremely successful in charac-
terizing machines consisting of a macroscopic number of
particles by just a handful of parameters such as temper-
ature and pressure. How these laws carry over to micro-
scopic systems that consist of few particles and exhibit
quantum behavior, is the central problem of the field of
quantum thermodynamics. At small scales, the thermo-
dynamic variables necessarily acquire strong fluctuations
[3, 4] and the system-bath distinction becomes fuzzy [5–
8]. A crucial quantity in this regard is the entropy which
links thermodynamics and information [9–12], describes
irreversibility, and governs the efficiencies of various en-
ergy conversion processes.
Here, we put forward a formalism based on the
Landauer-Bu¨ttiker scattering approach to describe the
entropy evolution generated by (slow) time-dependent
potentials in electronic mesoscopic systems strongly cou-
pled to external reservoirs. A key advantage of the scat-
tering approach is that it naturally avoids the system-
bath distinction, a ubiquitous problem for theoretical
treatments of the strong coupling regime [5, 13–17].
In an elementary thermodynamic transformation, an
external agent performs work on a system by changing
its Hamiltonian, constituting a single “stroke” of a quan-
tum engine. For electronic nanomachines, this is achieved
by changing the potential in a finite region which is cou-
pled to electronic reservoirs. This type of machine can
for instance be realized by a quantum dot connected to
leads and subject to a time-dependent gate potential. If
the gate potential is changed slowly, the coupling to the
reservoir ensures thermal equilibrium at all times and the
transformation occurs quasistatically. The change of the
von-Neumann entropy
S[ρ] = −Tr (ρ ln ρ) , (1)
associated with the equilibrium state of the system is
proportional to the heat dQ = TdS released into the
reservoir at temperature T .
This should be contrasted with the entropy evolution
of a closed quantum system. Its purely unitary time evo-
lution implies that the von-Neumann entropy remains
unchanged at all times. Here we want to discuss the en-
tropy evolution of simple electronic nanomachines, which
combine fully coherent quantum dynamics with contact
to baths and can involve strong coupling between sys-
tem and reservoir. In this problem, quantum effects such
as coherences, hybridization, and entanglement are ex-
pected to become important. Such electronic nanoma-
chines can be described by the Landauer-Bu¨ttiker formal-
ism, that has been very successfully used to understand
the conductance [18], electron pumping [19], heat trans-
port and current noise [18, 20–22], entanglement creation
[23, 24], and adiabatic reaction forces [25–28] in a variety
of mesoscopic systems.
One considers a scattering region connected to ideal
leads, as depicted in Fig. 1, where non-interacting elec-
trons propagate freely and under fully coherent quantum
dynamics. Relaxation is accounted for by connecting the
leads to electronic reservoirs at well defined temperatures
and chemical potentials, which determine the distribu-
tion of incident electrons. This allows one to calculate
energy or particle currents in the leads by accounting for
in- and outgoing electrons. Invoking energy and parti-
cle conservation, these currents permit one to deduce the
change of energy and particle number in the scattering re-
gion from an outside perspective. Since the von-Neumann
entropy S is conserved under coherent unitary dynam-
ics, the change of entropy in the scattering region can
also be inferred from the entropy currents carried by the
scattered electrons. The subsequent relaxation processes
occur in the bath. In the Landauer-Bu¨ttiker formalism
the reservoirs are macroscopic and relax to equilibrium
such that excitations entering a reservoir never return
[18].
Several studies have investigated the thermodynamic
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2FIG. 1. The scattering potential in the central region, e.g. a
quantum dot, slowly changed by an external parameter X(t),
driving a net heat and entropy current into the leads.
properties of mesoscopic electronic systems using the sim-
plest model that captures the difficulties of the strong
coupling regime [6, 7, 29]: A single electronic level
strongly coupled to a free electron reservoir and subject
to a slowly varying gate potential. The thermodynamic
transformations of this system were described from an
inside perspective, i.e., in terms of the thermodynamic
variables of the single level. To account for the hybridiza-
tion in the strong coupling regime, these thermodynamic
functions were treated with the help of the nonequilib-
rium Green’s function formalism. This approach was re-
cently found to be limited to a small set of systems [8].
Entropy current carried by scattering states.−We con-
sider a time-dependent scattering region connected to one
or multiple ideal leads, in which the electrons propagate
in transverse scattering channels, and leave the electronic
spin degree of freedom implicit. Electrons in incoming
and outgoing channels are described by annihilation op-
erators a and b, related by the scattering matrix S, b1()...
bN ()
 = ∫ d′
2pi
S(, ′)
 a1(
′)
...
aN (
′)
 . (2)
Here the subscript α = 1, · · · , N labels the channels and
leads. The leads are connected to electronic reservoirs,
which determine the distribution of the incoming chan-
nels to be 〈a†β()aα(′)〉 = φinαβ()2piδ( − ′) in terms of
a diagonal distribution matrix φinαβ() = δαβfα(), where
fα() is the Fermi distribution with temperature T and
chemical potential µα.
The particle current in channel α through any cross-
section of the corresponding lead is obtained by account-
ing for in- and outgoing electrons [18],
INα (t) =
∫ ∞
−∞
d
2pi
{
φoutαα (t, )− φinαα()
}
, (3)
where the one-dimensional density of states %α() =
[2pivα()]
−1 and the group velocity vα() compensate (we
set ~ = 1). φout(t, ) is given by the Wigner transform
φoutαβ (t, ) =
∫
d˜
2pi
e−iε˜t
〈
b†β(− ˜/2)bα(+ ˜/2)
〉
. (4)
Similarly, the energy current IEα in channel α reads
IEα (t) =
∫ ∞
−∞
d
2pi

{
φoutαα (t, )− φinαα()
}
. (5)
The heat current IQα = I
E
α −µαINα carried by the electrons
in the leads is a combination of the particle current INα
into the corresponding reservoir with chemical potential
µα and the energy current I
E
α . We can express the total
heat current in terms of the diagonal elements of the
distribution matrix φout
IQtot(t) =
∫ ∞
−∞
d
2pi
(− µ)trc
{
φout(t, )− φin()} , (6)
where the trace runs over channel and lead space. Here,
for simplicity we assume the same chemical potential µ
in all reservoirs.
To obtain the entropy current, we begin by consider-
ing the entropy of a single incoming channel. For a given
energy the channel can be either occupied or empty, ac-
cording to fα(), and contributes with
σ [fα()] = −fα() ln [fα()]− (1− fα()) ln [1− fα()]
(7)
to the system entropy. By analogy with the particle cur-
rent, Eq. (3), we write the incoming entropy current as
IS inα =
∫ ∞
−∞
d
2pi
σ [fα()] . (8)
Hence, as expected [30], each of the incoming spin-
resolved channels carries an entropy current of piT/6 to-
wards the scattering region.
Scattering redistributes the electrons between the out-
going channels, thereby modifying the entropy flow into
the leads. The scattering-induced correlations between
outgoing scattering states [20, 21] are encoded in the non-
diagonal distribution matrix φoutαβ (t, ) for the outgoing
electrons. As we show below, the natural extension of
Eq. (8) reads
IS in(out)(t) =
∫ ∞
−∞
d
2pi
trc
{
σ[φin(out)(t, )]
}
. (9)
To motivate Eq. (9) we derive the non-interacting
fermionic density matrix for a given distribution matrix
φ¯αβ = Tr[ρc
†
βcα]. In the scattering setup the incoming
operators describe particles of an equilibrium reservoir
and the outgoing operators are linear functions of the
incoming ones, cf. Eq. (2). Hence, all averages can be
calculated via Wick’s theorem and the single-particle cor-
relations described by φ fully determine all expectation
values.
Our derivation exploits the maximum entropy prin-
ciple that yields the most general density matrix given
certain single-particle correlations [31]. (We obtain the
3same result following the approach of Ref. [32].) The La-
grangian for maximizing the von-Neumann entropy un-
der the constraints Trρ = 1 and φ¯αβ = Tr[ρc
†
βcα] reads
L = −Tr [ρ ln ρ] +
∑
αβ
λαβ
(
Tr
[
ρc†βcα
]
− φ¯αβ
)
− γ (Trρ− 1) , (10)
where Tr denotes the many-particle trace over all pos-
sible occupations and γ as well as the λ’s are Lagrange
multipliers. It is convenient to diagonalize the Hermitian
matrix φ¯ and introduce a rotated basis, namely
φ¯ = UΛU† and cα =
∑
c
Uαcdc , (11)
where U is a unitary matrix and Λαβ = Λαδαβ is diag-
onal containing the real eigenvalues of φ¯. In the rotated
basis the Lagrangian L allows us to maximize the von-
Neumann entropy with the given constraints. This yields
the density matrix
ρ =
∏
α
(1− Λα)
(
Λα
1− Λα
)nˆα
, (12)
where nˆα is the occupation of mode α in the rotated
basis. We calculate the entropy S of this density matrix
by summing over all possible occupations in the rotated
basis,
S =
∑
α
σ[Λα] = tr (σ[Λ]) , (13)
where the sum over the diagonal elements of Λ is in-
cluded through the single-particle trace tr. Finally, ro-
tating back to the original basis, Λ = U†φ¯U , we find the
entropy in terms of the distribution matrix φ¯,
S = tr
(
σ[φ¯]
)
. (14)
For a slowly changing scattering potential, we associate
the entropy with the time-dependent distribution matrix
φαβ(t, ) of the scattering states in Eq. (4), for which the
single-particle trace represents an integral over energy
and a trace trc over channel and lead indices.
By combing in- and outgoing entropy currents we write
the total entropy current into the leads as
IStot(t) =
∫ ∞
−∞
d
2pi
trc
{
σ[φout(t, )]− σ[φin()]} . (15)
In the case of a static scatterer between two biased reser-
voirs at zero temperature, the entropy current can be
used to quantify the entanglement of outgoing electron-
hole pairs created in a tunneling event. Indeed, we ver-
ify that an immediate generalization of Eq. (15) repro-
duces the quantum mutual information between outgoing
scattering channels on the left and right as obtained in
Ref. [23] (see [33] for details).
Entropy current induced by a dynamic scatterer.−The
entropy and heat currents generated by a slowly changing
scattering potential V [X(t)] are obtained by expanding
the scattering matrix and the outgoing distribution ma-
trix about the frozen configuration in powers of the ve-
locity X˙ [25–28]. Up to first order, the Wigner transform
of the scattering matrix can be expressed in terms of the
frozen scattering matrix S and its first order correction
A, S(, t) = S+X˙A. This expansion is well motivated in
the regime where X(t) changes on a characteristic time
scale much longer than the electronic dwell time in the
scattering region. Accordingly, we write φout as
φout ' Iˆ f + φout(1) + φout(2) , (16)
where Iˆ is a unit matrix in channel and lead space and
the superscript stands for the order in X˙. (We omit time
and energy labels for better readability.) Similarly, we
expand σ[φout()] up to second order about the uncorre-
lated equilibrium
σ[φout] ' Iˆσ [f ] + Iˆ dσ [f ]
df
(
φout(1) + φout(2)
)
+
1
2
Iˆ
d2σ [f ]
df2
(
φout(1)
)2
. (17)
Note that the second order contribution proportional to
d2σ [f ] /df2 = (T∂f)
−1
is always negative due to the
concavity of σ.
By inserting the above expression in Eq. (15) we obtain
IStot =
∫ ∞
−∞
d
2pi
trc
{
− µ
T
(
φout(1) + φout(2)
)
+
1
2T∂f
(
φout(1)
)2 }
, (18)
where we have used that φin = Iˆ f(). By the same token,
Eqs. (6) and (16) give
IQtot =
∫ ∞
−∞
d
2pi
(− µ) trc
{
φout(1) + φout(2)
}
. (19)
These expressions nicely elucidate the connection be-
tween heat and entropy currents, and the departure from
dQ = TdS beyond the quasistatic limit. At first order
in X˙, corresponding to the quasistatic regime, the en-
tropy current is entirely given by the heat current over
temperature I
S(1)
tot = I
Q(1)
tot /T , i.e., the proposed form of
the entropy current correctly connects to the quasistatic
equilibrium. In contrast, at second order an additional
negative correction appears
I
S(2)
tot =
I
Q(2)
tot
T
+
∫ ∞
−∞
d
2pi
1
2T∂f
trc
{(
φout(1)
)2}
. (20)
Since trc{(φout(1))2} contains all off-diagonal elements of
φout(1), it encodes the correlations created by the dy-
namic scatterer. These correlations determine by how
4much the entropy current in the leads is smaller than the
corresponding heat current over temperature. This net
inflow of entropy into the scattering region reflects the
local dissipation-induced increase of entropy.
We calculate φ explicitly within the gradient expansion
[25–27]. Assuming that fα() = f(), one writes φ
out(1)
in terms of the frozen scattering matrix S,
φout(1) (, t) = iX˙∂f S∂XS
† . (21)
Inserting φout(1) into the entropy current Eq. (20), we
obtain the entropy current up to second order
IStot =
IQtot
T
− W˙
(2)
T
. (22)
with
W˙ (2) = −X˙
2
2
∫ ∞
−∞
d
2pi
∂f()trc
(
∂XS
†∂XS
) ≥ 0 . (23)
Remarkably, W˙ (2) = γX˙2 is exactly the dissipated power
that the external agent pumps into the system as a result
of the time-dependent system Hamiltonian. W˙ (2) was de-
rived in Refs. [25–27] in terms of the friction coefficient γ
of the back-action force that needs to be overcome by the
external agent. Thus, from our outside perspective, dis-
sipation leads to an inflow of entropy into the scattering
region in addition to the heat-current contribution.
We are now ready to discuss the inside-outside dual-
ity of entropy evolution: We utilize the acquired knowl-
edge about the entropy current (outside perspective) to
draw conclusions about the evolution of the entropy s
of the strongly coupled subsystem located in the scat-
tering region (inside perspective). The direct calculation
of the thermodynamic functions of such a subsystem has
proven problematic in the past due to difficulties in tak-
ing proper account of the coupling Hamiltonian and the
presence of strong hybridization [6–8, 29]. These prob-
lems are naturally avoided within the Landauer-Bu¨ttiker
formalism. Since this formalism considers fully coherent
unitary dynamics in both the leads and the scattering re-
gion, the von-Neumann entropy associated with the scat-
tering states is conserved in a scattering event. Hence, an
additional inflow of entropy is reflected in an increased
entropy s stored in the scattering region. As a result, the
entropy is source-free
ds
dt
+ IStot = 0 . (24)
We can use this continuity equation and Eq. (22) to infer
the evolution of s. Invoking energy and particle conser-
vation, we identify Q˙ = −IQtot as the heat leaving the
scattering region from the inside perspective. Thus, the
entropy evolution can be expressed in terms of the ther-
modynamic functions of the (strongly) coupled subsys-
tem as
ds
dt
=
Q˙
T
+
W˙ (2)
T
. (25)
Therefore, dissipation leads to a local increase of entropy,
which is provided by the scattered electrons. This con-
stitutes the inside-outside duality of entropy evolution.
Integrated over a full cyclic transformation of X, the
entropy current needs to vanish, as it derives from a
source-free thermodynamic state function, see Eq. (24).
Averaged over a cycle, Eq. (22) thus implies that all extra
energy pumped into the scattering region W˙ (2) eventu-
ally has to be released as heat into the leads
I
Q(2)
tot = W˙
(2) . (26)
Application to the resonant level model.−To empha-
size the advantage of the outside approach over calcu-
lating the thermodynamic functions of a subsystem di-
rectly, we connect here to the thermodynamics of the
resonant level model derived earlier from an inside per-
spective. This model consists of a single localized elec-
tronic level HD = εd(t)d
†d, which can be changed in
time by an external agent. It is coupled to a free elec-
tron metal HB =
∑
k kc
†
kck via a coupling Hamiltonian
HV =
∑
k
(
Vkd
†ck + h.c.
)
and was intensively studied in
the past [6, 8], with difficulties in Ref. [29] pointed out
and overcome in Ref. [7].
The inside approach demands a splitting of the cou-
pling HamiltonianHV between effective system and bath,
which strongly limits its applicability to the resonant
level model in the wide band limit of energy-independent
hybridization [7, 8]. In contrast, the here developed out-
side approach yields the strong coupling thermodynamics
for arbitrary non-interacting electron systems and fur-
thermore reproduces the results for the resonant level.
Deriving the distribution matrix φ for this model explic-
itly, we show order by order that both the heat current
IQ in Eq. (19) and the entropy current IStot in Eq. (18)
exactly reproduce the absorbed heat Q˙ = −IQtot and en-
tropy change s˙ = −IStot from the inside perspective [7]
(see Supplemental Material). Thereby we also explicitly
confirm the inside-outside duality of entropy evolution:
The dissipated power W˙ (2) was shown to lead to a lo-
cal increase of entropy for the resonant level in Ref. [7],
and we demonstrate here that this is reflected in an ad-
ditional inflow of entropy IStot carried by the scattering
states, leaving the entropy source-free, Eq. (24).
Conclusion.−We developed a Landauer-Bu¨ttiker ap-
proach to entropy evolution in strongly coupled fermionic
systems, which considers fully coherent quantum dy-
namics in combination with coupling to macroscopic
equilibrium baths. This formalism naturally avoids the
system-bath distinction and is applicable to arbitrary
non-interacting electron systems. We showed that the en-
tropy current generated by a dynamic scatterer depends
on the correlations between different scattering channels,
which are generated in the scattering event. At qua-
sistatic order, the entropy current is just the heat current
over temperature, while at next order the dissipation in-
5duced by the finite velocity transformation yields a net
inflow of entropy into the scattering region. This inflow
reflects the dissipation-induced local increase of entropy
constituting the inside-outside duality of entropy evolu-
tion.
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6Supplemental Material
Calculation of the outgoing distribution matrix in the gradient expansion
In the following we derive the adiabatic expansion for the outgoing distribution matrix Eq. (4) of the main text.
With the expression of the outgoing operators b in terms of the incoming ones a via exact scattering matrix of the
time-dependent problem S, Eq. (2) of the main text, we obtain
〈b†β (2) bα (1)〉 =
∑
γδ
∫
d3
2pi
∫
d4
2pi
〈S∗βγ(2, 3)a†γ(3)Sαδ(1, 4)aδ(4) 〉 .
We use that the incoming scattering states are uncorrelated equilibrium channels
〈a†i (1)aj(2)〉 = δij2piδ(1 − 2)fi(1) (27)
and get
〈b†β (2) bα (1)〉 =
∑
γ
∫
d3
2pi
∫
d4
2pi
{
Sαγ(1, 3)f˜γ(3, 4)S†γβ(4, 2)
}
, (28)
with f˜γ(3, 4) ≡ 2piδ(3 − 4) f(3). The Wigner transform of a convolution
G (1, 2) =
∫
d3
2pi
C(1, 3)D(3, 2) (29)
takes the form of a Moyal product of Wigner transforms
G (, t) = C (ε, t) ∗D (ε, t) (30)
where C (ε, t) ∗D (ε, t) = C (ε, t) exp
[
i
2
(←
∂ ε ~∂t−
←
∂ t ~∂ε
)]
D (ε, t). Hence, we get
φoutαβ (, t) =
∫
d˜
2pi
e−iε˜t
〈
b†β(− ˜/2)bα(+ ˜/2)
〉
(31)
=
∑
γ
[
Sαγ(, t) ∗ f˜γ(, t)
]
∗ S†γβ(, t) . (32)
Expanding the exponential gives the different orders of velocity, which is called the gradient expansion. The Wigner
transform of the incoming distribution in channel γ f˜γ(3, 4) = 2piδ(3 − 4) fγ(3) is just the Fermi function of the
associated reservoir f˜γ(, t) = fγ(). The Wigner transform of the full scattering matrix
S(, t) =
∫
d˜
2pi
e−i˜tS(+ ˜
2
, − ˜
2
) (33)
can be written as an expansion in powers of velocity (assuming X¨ = 0)[25, 34]
S(, t) = St() + X˙At() + X˙2Bt() , (34)
where S is the frozen scattering matrix, A is the A-matrix, its first order correction, and B is its second order
correction. All these matrices depend parametrically on time and from now on we drop their energy and time labels
for better readability. The second order contribution to the scattering matrix B never contributes to the distribution
matrix up to second order in X˙ in absence of a bias fα = f∀α, as we show below.
In the setting of a quantum dot HD =
∑
n,n′ d
†
nhn,n′(X)dn′ coupled to leads HL =
∑
η ηc
†
ηcη via a coupling
Hamiltonian HT =
∑
η,n c
†
ηWηndn + h.c., the frozen scattering matrix S can be expressed in terms of the frozen
retarded Green’s function of the of the quantum dot GR and the coupling matrices W between the dot and the
attached leads
S = 1− 2piiνWGRW † , (35)
where ν is the density of states in the leads. This formula is called the Mahaux-Weidenmueller formula.
In the case of an energy-independent hybridization the A-matrix can be written as [25]
A = piνW
(
∂G
RΛXG
R −GRΛX∂GR
)
W † , (36)
where ΛX = ∂h(X)/∂X.
7Zeroth order
At zeroth order only the frozen scattering matrix in the zeroth order gradient expansion contributes
φ
out(0)
αβ =
∑
γ
SαγfγS
†
γβ . (37)
In the absence of voltage and temperature bias f inα = f∀α, this simplifies to
φ
out(0)
αβ = f
∑
γ
SαγS
†
γβ = f
[
SS†
]
αβ
. (38)
For f inα = f∀α, we can order by order simplify the expression for the outgoing distribution matrix φoutαβ by invoking
the unitarity of the scattering matrix at the corresponding order. At zeroth order this condition is just the unitarity
of the frozen scattering matrix
SS† = Iˆ , (39)
which leads to the zeroth order outgoing distribution matrix diagonal in channel lead space, identical to the incoming
distribution matrix
φ
out(0)
αβ = δαβf = φ
in
αβ . (40)
We derive the unitarity conditions for the first and second order below in Sec. .
First order
At first order there are contributions both from the zeroth order gradient expansion with the first order correction
to S(, t), X˙AXt in Eq. (34), and the first order gradient expansion with the frozen scattering matrix S, which is
simplified by the fact that the incoming distribution function fγ has no time dependency. We obtain
φ
out(1)
αβ = X˙
∑
γ
[
AαγfγS
†
γβ + SαγfγA
†
γβ
+
i
2
{
∂Sαγ∂XS
†
γβ − ∂XSαγ∂S†γβ
}
fγ
+
i
2
{
−∂XSαγ∂fγS†γβ + Sαγ∂fγ∂XS†γβ
} ]
, (41)
where we used ∂tS = X˙∂XS.
If we assume fα = f∀α we get
φ
out(1)
αβ
X˙
= f
∑
γ
[
AαγS
†
γβ + SαγA
†
γβ +
i
2
{
∂Sαγ∂XS
†
γβ − ∂XSαγ∂S†γβ
}]
+ ∂f
∑
γ
i
2
{
−∂XSαγS†γβ + Sαγ∂XS†γβ
}
. (42)
This can be simplified by the unitarity condition at first order Eq. (49)
φ
out(1)
αβ = X˙∂f
∑
β=LR
i
2
{
−∂XSαγS†γβ + Sαγ∂XS†γβ
}
= X˙∂f i
[
S∂XS
†]
αβ
(43)
where we used ∂X
(
SS†
)
= ∂X Iˆ = 0 .
8Second order
At second order there are contributions by the zeroth order gradient expansion with X˙2B in Eq. (34), the first
order gradient expansion with X˙A and the second order gradient expansion with S. Using Eq. (50) we can simplify
the expression to
φ
out(2)
αβ
X˙2
=
1
2
∂2 f
[
∂XS∂XS
†]
αβ
+ ∂f
i
2
[
A∂XS
† + S∂XA† +
i
2
(
∂2XS∂S
† + ∂S∂2XS
† − ∂∂XS∂XS† − ∂XS∂X∂S†
)]
αβ
. (44)
Unitarity condition at different orders
The unitarity of the full scattering matrix∑
n
∫
d
2pi
Smn(′, )S†nk(, ′′) = 2piδ(′ − ′′)δmk (45)
leads to different conditions at each order in velocity. Taking the Wigner transform of this expression leads to
1δmk =
∑
n
Smn(, t) ∗ S†nk(, t) . (46)
We insert the adiabatic expansion of the scattering matrix Eq. (34) and consistently collect the terms order by order
in the velocity.
Zeroth order To zeroth order in the velocity we obtain the unitarity condition for the frozen scattering matrix
δmk =
∑
n
SmnS
†
nk . (47)
First order Up to first order in the velocity Eq. (46) reads
δmk =
∑
n
[
SmnS
†
nk + X˙AmnS
†
nk + X˙SmnA
,†
nk()
+
i
2
(
∂Smn
∂
∂S†nk
∂t
− ∂Smn
∂t
∂S†nk
∂
) ]
. (48)
Using that the frozen scattering matrix S is unitary and ∂tS = X˙∂XS this yields
∑
n
[
AXmnS
†
nk + Smn()A
X,†
nk
]
= −
∑
n
i
2
(
∂Smn
∂
∂S†nk
∂X
− ∂Smn
∂X
∂S†nk
∂
)
. (49)
Second order Up to second order in the velocity one obtains upon using Eqs. (47) and (49)
0 = X˙2
∑
n
[
AmnA
†
nk + SmnB
,†
nk() +BmnS
†
nk
+
i
2
(
∂Amn
∂
∂S†nk
∂X
− ∂Amn
∂X
∂S†nk
∂
)
+
i
2
(
∂Smn
∂
∂A†nk
∂X
− ∂Smn
∂X
∂A†nk
∂
)
− 1
8
(
∂2Smn∂
2
XS
†
nk + ∂
2
XSmn∂
2
S
†
nk − 2∂∂XSmn ∂X∂S†nk
)]
. (50)
9Application to the resonant level model
Here we derive the distribution matrix φ for the resonant level model introduced in the main text. In this case
the scattering matrix can be reduced to a single element, the reflection coefficient, which can be obtained via the
Mahaux-Weidenmueller formula Eq. (35)
S(, t) = 1− iΓ
− d(X) + iΓ/2 . (51)
Here Γ is the decay rate of the dot electrons into the lead Γ = 2pi
∑
k |Vk|2 δ (ε− εk), and the A-matrix Eq. (36)
vanishes [26]. The distribution matrix φ only contains a single element describing the occupation of the in- and
outgoing scattering channel. The first order contribution φout(1) Eq. (43) takes the form
φout(1) (, t) = −X˙∂f ∂d
∂X
Add , (52)
while the second order Eq. (44) can be simplified to
φout(2) (, t) = X˙2
1
2
∂2 f
(
∂d
∂X
)2
A2dd , (53)
where Add = Γ/
(
[− d(X)]2 + Γ2/4
)
is the spectral function of the dot electrons.
With this we show that the heat current in the leads IQ Eq. (6) of the main text is identical to the heat that leaves
the extended level from the inside perspective Q˙ order by order [7]
IQ(1) = −˙d
∫ ∞
−∞
d
2pi
(− µ)∂fAdd = −Q˙(1), (54)
IQ(2) =
1
2
ε˙2d
∫ ∞
−∞
d
2pi
(− µ)∂2 fA2dd = −Q˙(2) , (55)
where we wrote X˙ ∂d∂X = ˙d to directly compare to the quantities in Ref. [7].
The inside-outside duality of entropy evolution Eq. (24) of the main text can be explicitly checked order by order
by inserting φout Eqs. (52) and (53) into IStot Eq. (18) of the main text and compare it to the change of the entropy
s of the resonant level in Ref. [7]
IS(1) = −˙d
∫ ∞
−∞
d
2pi
(− µ)
T
∂fAdd = −ds
dt
(1)
(56)
IS(2) = ε˙2d
∫ ∞
−∞
d
2pi
{
(− µ)
T
1
2
∂2 fA
2
dd +
∂f
2T
A2dd
}
= −ds
dt
(2)
. (57)
Thereby we reproduced the results of Ref. [7] with the here developed outside perspective.
Entropy current and entanglement
The developed form of the entropy current carried by the scattering states allows us to quantify the the correlations
between different scattering channels created in the scattering event. If we regard the case of two attached leads (L
and R), we can measure the correlations created by the scattering event in terms of the quantum mutual information
between outgoing channels to the left and right
I(L : R) = SL + SR − Stot , (58)
where SL/R is the von-Neumann entropy of the reduced density matrix of the left (right) lead and Stot is the total
entropy of the outgoing states, including correlations between L and R. In the case of a pure state of the composite
system Stot = 0, and I(L : R) reduces to twice the entanglement entropy F = SL = SR created in the scattering
event.
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The reduced density matrix and the corresponding entropy of the outgoing states in the left and right lead can be
obtained by a method developed by Peschel [32, 35], which takes the form of the argument presented in the main
text, but confined to the subspace of interest. This results in the entropy of the reduced density matrix of subsystem
A
SA = trc
(
σ[φA]
)
. (59)
where φA is the submatrix of the full distribution matrix φ, defined on subspace A only. Applied to outgoing scattering
states analogous to the derivation in the main text, we obtain from Eq. (58) a mutual information current
IMI = ISred,L + I
S
red,R − IS,outtot , (60)
as a measure of the correlations created per unit time. Here
IS,outtot =
∫ ∞
−∞
d
2pi
trc
{
σ[φout(t, )]
}
, (61)
is the outgoing component of the total entropy current Eq. (15) of the main text. The entropy current corresponding
to the reduced density matrix of the electrons in the left (right) lead ISred,L(R) takes the form
ISred,L(R) =
∫ ∞
−∞
d
2pi
trc
{
σ[φout,L(R)(t, )]
}
, (62)
with φout,L(R) being the submatrix of the distribution matrix φout defined on the left (right) subspace only.
The simplest case to which we can apply this developed formalism is the case of a static scatterer between two
reservoirs at zero temperature with an applied bias voltage, which was investigated as a device to create entangled
electron-hole pairs in Ref. [23]. Considering two channels on each side (the authors of Ref. [23] consider a quantum
Hall setup, in which the two channels can either represent two spin channels within the same Landau level or two
different Landau levels), the scattering matrix,
S =
(
r t′
t r′
)
, (63)
is a 4× 4 matrix, with the 2× 2 submatrices r,r′, t, t′ describing the reflection and transmission from the left or right
respectively. Here we neglect the energy dependence of the scattering matrix in the bias window and drop the energy
labels for better readability.
For a static scatterer, the outgoing distribution matrix can be obtained by a simplified version of Eq. (32)
φout() = S φin()S† . (64)
Hence in the static case φout is obtained from φin by a unitary transformation given by the frozen scattering matrix
S. At zero temperature, the incoming electrons are either fully occupied or empty at each energy fL = Θ(µ+ eV − )
and fR = Θ(µ− ), and hence carry no entropy
IS intot =
∫ ∞
−∞
d
2pi
trc
{
σ[φin()]
}
= 0 . (65)
φout in Eq. (64) then shows that full outgoing entropy current also vanishes
IS outtot =
∫ ∞
−∞
d
2pi
trc
{
σ[φout()]
}
= 0 , (66)
since the unitary transformation with the frozen scattering matrix leaves the incoming pure states pure at each energy.
For the reduced entropy currents we calculate the outgoing distribution matrix from Eq. (64)
φout = Θ(µ− )Iˆ + Θ(µ+ eV − )Θ(− µ)% , (67)
with
% =
(
rr† rt†
tr† tt†
)
. (68)
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Inserting φout into the mutual information current Eq. (60) leads to
IMI =
eV
2pi
trcσ
[
rr†
]
+
eV
2pi
trcσ
[
tt†
]
(69)
= 2
eV
2pi
trcσ
[
tt†
]
(70)
= 2
eV
2pi
(σ(T1) + σ(T2)) , (71)
where T1, T2 ∈ (0, 1) are the eigenvalues of the transmission matrix product t†t = Iˆ − r†r, which reproduces the
entanglement entropy or entanglement of formation F = IMI/2 calculated in Ref. [23].
