Abstract. We investigate deformations of Milnor algebras of smooth homogeneous polynomials, and prove in particular that any smooth degree d homogeneous polynomial in n + 1 variables that is not of Sebastiani-Thom type is determined by the degree k homogeneous component of its Jacobian ideal for any d − 1 ≤ k ≤ (n + 1)(d − 2). Our results generalize the previous result on the reconstruction of a homogeneous polynomial from its Jacobian ideal and also give a generalization of the generic Torelli theorem for hypersurfaces.
Introduction
The classical theory of variation of Hodge structures for smooth hypersurfaces gives a variation of Milnor algebras of homogeneous polynomials. The celebrated generic Torelli theorem for hypersurfaces is almost reduced to the study of injectivity of some mappings in the deformation of Milnor algebras, see [14, Subsection 6.3.2, p .179] and [4] . Nevertheless, the homogeneous components of the Milnor algebra involved are of specific degrees, namely degrees of the form pd − n − 1. In this note, we will investigate homogeneous components of all degrees.
To fix notation, let S = C[x 0 , · · · , x n ] be the homogeneous coordinate ring of the complex projective space P n ,
where S d is the vector space of homogeneous polynomials of degree d. Given a homogeneous polynomial f ∈ S d , denote J(f ) = (∂f /∂x 0 , ∂f /∂x 1 , · · · , ∂f /∂x n ), known as the Jacobian ideal of f . Set M(f ) = S/J(f ), known as the Milnor algebra of f . The algebra M(f ) has the natural grading
We say that f ∈ P(S d ) is a smooth polynomial if the hypersurface V f : f = 0 in P n is a smooth hypersurface. The discriminant defines a divisor ∆ ⊂ P(S d ) such that the complement P(S d ) ∆ parameterizes smooth homogeneous polynomials of degree d.
We say that a polynomial f ∈ S d is of Sabastiani-Thom type (ST type) or a direct sum if f can be represented as
for a choice of homogeneous coordinates {x i } n i=0 of P n and some 0 ≤ ℓ < n; see [12, 13, 2] . For various characterizations of polynomials of ST type, we refer to [6] . Denote by U ⊂ P(S d ) ∆ the set of all smooth homogeneous polynomials that are not of ST type.
It is well-known that dim M(f ) k does not depend on the concrete equation of f for smooth f 's (see for instance [3, Proposition 7 .22, p.108]); we denote this dimension by a n,d (k). Let Grass(S k , a n,d (k)) be the Grassmannian parameterizing all a n,d (k) dimensional quotient subspaces of S k , then we have the following map
, that is, an (n + 1)-dimensional linear subspace W of degree (d−1) homogeneous polynomials, we form the ideal I W := (W ) and the quotient algebra M(W ) = S/I W . The sequence g 0 , · · · , g n is a regular sequence if and only if I W is a complete intersection ideal if and only if M(W ) is a standard local Artinian Gorestein algebra of socle degree T := (n + 1)(d − 2) if and only if the resultant of g 0 , · · · , g n is nonzero. Therefore, there exists a divisor Res ⊂ Grass(n + 1, S d−1 ) parameterizing all W such that I W is not a complete intersection ideal. We denote by Grass(n + 1, S d−1 ) Res the affine complement of Res.
For W ∈ Grass(n + 1,
Our first result is the following theorem.
, that is, it is injective and the differential dΦ k is also injective at any point of Grass(n+1, S d−1 ) Res .
Using our pervious result on determination of a polynomial by its Jacobian ideal (see [13, Theorem 1.1] and [12, Lemma 3]), we further prove the following result.
is an immersion.
In particular, we have that a smooth homogeneous polynomial f ∈ U can be reconstructed from the degree k homogeneous component of its Jacobian ideal J(f ) for any
. This gives a generalization of the previous results, in the case of smooth polynomials, in [13] or [12] .
As a generalization of the classical generic Torelli theorem for smooth hypersurfaces, we prove a generic Torelli theorem for homogeneous polynomials, see Section 4. We will also investigate the map ϕ k defined in (2) and discuss its fibers over ϕ k (f ) for homogeneous polynomials f 's that are of ST type, see Section 5.
We hope the results in this note may be applied to the study of Lefschetz properties for Milnor algebras. In fact, this is an important impetus to our present work. As is well-known, the strong Lefschetz property holds for M(f ) for a generic f . Our naïve idea is to investigate the Lefschetz properties by deforming the Milnor algebras. For an excellent exposition for the Lefschetz properties, we refer to [8, 11, 7] . In addition, the strong Lefschetz property for M(f ) where f is of ST type can be reduced to that where f is not of ST type (see [9, Theorem 3.10] and [7, Proposition 3 .77, p.137]), since M(f ) is the tensor product of M(f 1 ) and M(f 2 ) when f is represented in (1). This is an important reason why we specifically investigate the set U in this paper; another reason is about the determination of a homogeneous polynomial by its Jacobian ideal, see the proof of Corollary 3.2 below.
Polar paring and Macaulay inverse systems
There is a natural action of S on R by the "polar paring"
It induces perfect parings S ρ × R ρ → C for every ρ ∈ N. In particular, for f ∈ S ρ written as
and Q ∈ R ρ written as
and define the inner product of f and q by
For any linear space E ⊂ S ρ , with respect to the above inner product , , we have its orthogonal complement, denoted by E ⊥ .
2.2.
Macaulay inverse system. Let I ⊂ S be a Gorestein ideal and ν the socle degree of the algebra A = S/I. Recall that a (homogeneous) Macaulay inverse system of A is an element Q A ∈ P(R ν ) such that I is equal to the apolar ideal Q Let W = span g 0 , · · · , g n such that W ∈ Grass(n + 1, 
In this case, define B W ∈ P(S T ) by
The polynomial B W , by definition, determines and is determined by A W . Moreover, by the definition of Macaulay inverse systems, we have that (I W ) ⊥ T = CB W , namely, the line CB W is exactly the orthogonal complement of (I W ) T with respect to the inner product , on S T . Therefore, A W ∈ P(R T ) is uniquely determined by (I W ) T . Lemma 2.3. For two points U, W ∈ Grass(n + 1, S d−1 ) Res , the following statements are equivalent:
(
Proof. It is obvious that (1), (2), (3) are all equivalent and (3) implies (4). (4)⇒(5): Since I U is generated by polynomials all of which have degree d − 1, we have that (I U ) T is the image of (I U ) k under the multiplication map
(5)⇒(1): This is clear once we note that A U can be uniquely determined by (I U ) T , and I U is the apolar ideal A ⊥ U . Now we are ready to prove Theorem 1.1, which is equivalent to the following.
that is Ψ k is injective and the differential dΨ k is also injective at any point of Grass(n + 1,
Proof. The injectivity of Ψ k follows from the equivalence (1)⇔(4) in Lemma 2.3.
Given W ∈ Grass(n + 1,
For t ∈ C * and |t| sufficiently small so that W t := span g 0 + th 0 , · · · , g n + h n satisfies W t ∈ Grass(n + 1,
3. It follows that h i ∈ W for i = 0, · · · , n and thus h = 0. Since h can be arbitrarily chosen, (dΨ k ) W is injective. We are done. For f ∈ U , recall that J(f ) denotes the Jacobian ideal of f and M(f ) = S/J(f ) the Milnor algebra. For
is independent of f ∈ U . Moreover, since ∂f /∂x 0 , · · · , ∂f /∂x n form a regular sequence and J(f ) = I E d−1 (f ) , from Lemma 2.3, we immediately get the following corollary.
Corollary 3.2. Given f, g ∈ P(S d ) and f ∈ U , the following conditions are equivalent:
Proof. The equivalences among the first five statements follow from Lemma 2.3; we here just note that any one of these conditions imply that E T +1 (g) = S T +1 , hence g is also smooth and thus J(g) is a complete intersection ideal. The equivalence (1) Now we are ready to prove Theorem 1.2. It is sufficient to prove the following theorem.
, Namely, ψ k is injective and its differential dψ k is also injective at any point f ∈ U .
Proof. By the equivalence of (4) and (6) in Corollary 3.2, we have that ψ k is injective.
The differential of ψ k at f ∈ U is given by
Therefore, we have (dψ k ) f (h) = 0 as an element of Hom(E k (f ), S k /E k (f )) for any h ∈ Ker(dψ k ) f . We represent h by an element in P(S d ), still denoted by h. A direct computation gives that
From the semicontinuity of the dimension of E k (f ) with respect to f ∈ P(S d ), we obtain that for a small positive number ǫ > 0 and for any t ∈ C such that |t| < ǫ, the following hold:
The above proof also gives the following corollary, which is interesting in its own right; compare with Corollary 3.2.
Generic Torelli Theorem
In the classical generic Torelli theorem for smooth hypersurfaces proved by R. Donagi [4] (see also [14, Subsection 6.3.2, p .179]), two smooth polynomials are identified if one can be transformed to the other by a projective transformation, or in other words, two projectively equivalent smooth hypersurfaces are identified. Such a point of view is very geometric; nevertheless, its proof mainly deals with properties of the Milnor algebra, which is thus purely algebraic. In this section, we only identify a hypersurface with its defining equation and prove a generic Torelli theorem.
Recall that given a smooth f of degree d, the Hodge theory for primitive cohomology of the corresponding hypersurface V f : f = 0 can be represented by the Milnor algebra. By the work of Ph. Griffiths (see the excellent exposition [14, Corollary 6.12, p. 166]), we have a natural isomorphism
where H •,• (V f ) 0 denotes the primitive cohomology of V f . Recall that U ⊂ P(S d ) is the space of smooth polynomials that are not of ST type. With the help of Theorem 3.3, we can prove the following result.
Lemma 4.1. For any p such that
defines a morphism α p from U to some flag manifold. Moreover, α p is an immersion.
Proof. The morphism α p induces a morphism
which is exactly the immersion ϕ (n−p)d−n−1 in Theorem 1.2. Since ϕ (n−p)d−n−1 is equal to the composition β p • α p , where
it follows that α p is also an immersion.
Note that we have d ≥ 3 as it is required that U is nonempty. Moreover, the condition (6) can be achieved by some 0 ≤ p ≤ n − 1 as long as n ≥ 2. Hence, we obtain the following generic Torelli theorem.
Theorem 4.2 (Generic Torelli Theorem).
The assignment, the so-called "period
gives an immersion from U to some flag manifold.
Polynomials of Sebastiani-Thom type
In this section, we give a brief discussion on the fibers of the map ϕ k in (2) over ϕ k (f ) for a polynomial f of ST type.
By [6, Proposition 4.8 or Corollary 3.15], a smooth homogeneous polynomial f ∈ S d admits a unique maximally fine "direct sum decomposition" (7) f (x 0 , · · · , x n ) = f 1 (x 0 , · · · , x n 1 −1 ) + f 2 (x n 1 , · · · , x n 2 ) + · · · + f s (x n s−1 , · · · , x n ), where 0 ≤ n 1 ≤ n 2 ≤ · · · ≤ n s−1 ≤ n and none of the f j 's is of ST type, for a choice of linear coordinates {x i } n i=0 . In addition, if g ∈ S d satisfies E d−1 (g) ⊂ E d−1 (f ), then necessarily, g is of the following form
see [6, Corollary 3.12] . In particular, if g is also smooth, then all the λ j 's in (8) are nonzero. With these results at hand, we prove the following theorem.
Theorem 5.1. For any d − 1 ≤ k ≤ T = (n + 1)(d − 1) and any f ∈ P(S d ) ∆ , the fiber over ϕ k (f ) of ϕ k defined in (2), namely,
Proof. It is obvious that for λ j 's nonzero, the polynomial λ 1 f 1 + · · · + λ s f s is smooth and is mapped under ϕ k to ϕ k (f ). Conversely, if g ∈ P(S d ) ∆ satisfies ϕ k (g) = ϕ k (f ), then we have E k (g) = E k (f ). It follows by (4)⇒(1) in Lemma 2.3 that E d−1 (g) = E d−1 (f ). Hence by [6, Corollary 3 .12], we have that g is of the form λ 1 f 1 + · · · + λ s f s for nonzero λ j 's.
In conclusion, for the map ϕ k , we can explicitly and completely determine all the fibers.
