Abstract This paper uses joint optimization of both the algorithm and architecture to enable high coding efficiency in conjunction with high processing speed and low area cost. Specifically, it presents several optimizations that can be performed on Context Adaptive Binary Arithmetic Coding (CABAC), a form of entropy coding used in H.264/AVC, to achieve the throughput necessary for real-time low power high definition video coding. The combination of syntax element partitions and interleaved entropy slices, referred to as Massively Parallel CABAC, increases the number of binary symbols that can be processing in a cycle. Subinterval reordering is used to reduce the cycle time required to process each binary symbol. Under common conditions using the JM12.0 software, the Massively Parallel CABAC, increases the bins per cycle by 2.7 to 32.8x at a cost of 0.25% to 6.84% coding loss compared with sequential single slice H.264/AVC CABAC. It also provides a 2x reduction in area cost, and reduces memory bandwidth. Subinterval reordering reduces critical path by 14% to 22%, while modifications to context selection reduces memory requirement by 67%. This work illustrates that accounting for implementation cost during video coding algorithms design can enable higher processing speed and reduce hardware cost, while still delivering high coding efficiency in the next generation video coding standard.
Introduction
Traditionally, the focus of video coding development has been primarily on improving coding efficiency. However, as processing speed requirements and area cost continue to rise due to growing resolution and frame rate demands, it is important to address the architecture implications of the video coding algorithms. In this paper, we will show that modifications to video coding algorithms can provide speed up and reduce area cost with minimal coding penalty. An increase in processing speed can also translate into reduced power consumption using voltage scaling, which is important given the number of video codecs that reside on battery operated devices. The approach of jointly optimizing both architecture and algorithm is demonstrated on Context Adaptive Binary Arithmetic Coding (CABAC) [8] , a form of entropy coding used in H.264/AVC, which is a known throughput bottleneck in the video codec, particularly the decoder. These optimizations render the algorithm non-standard compliant and thus are well suited to be used in the next generation video coding standard HEVC, the successor to H.264/AVC. CABAC has been adopted into the HEVC test model [15] .
Several joint algorithm and architecture optimizations of CABAC are proposed to enable parallelism for increased throughput with minimal coding loss. Specifically, three forms of parallelism will be exploited which enable multiple arithmetic coding engines to run in parallel as well as enable parallel operations within the arithmetic coding engine itself. In addition, optimiza-tions are also discussed that reduce hardware area and memory requirements. This paper is organized as follows: Section 2 provides an overview CABAC. Section 3 describes existing approaches to addressing the CABAC bottleneck. Section 4 describes how syntax element partitions and interleaved entropy slices can enable multiple arithmetic coding engines to run in parallel. Section 5 describes how subinterval reordering can enable parallel operations within the arithmetic coding engine. Section 6 describes how memory requirements can be reduced. Section 7 discusses the combined throughput impact of all techniques described in this work. Finally, Section 8 present a summary of the benefits of the proposed optimizations.
Overview of CABAC
Entropy coding delivers lossless compression at the last stage of video encoding (and first stage of video decoding), after the video has been reduced to a series of syntax elements (e.g. motion vectors, coefficients, etc). Arithmetic coding is a type of entropy coding that can achieve compression close to the entropy of a sequence by effectively mapping the symbols (i.e. syntax elements) to codewords with non-integer number of bits. In H.264/AVC, the CABAC provides better coding efficiency than the Huffman-based Context Adaptive Variable Length Coding (CAVLC) [8] .
CABAC involves three main functions: binarization, context modeling and arithmetic coding. Binarization maps syntax element to binary symbols (bins). Context modeling estimates the probability of the bins and arithmetic coding compresses the bins.
Arithmetic coding is based on recursive interval division; this recursive nature, contributes to the serial nature of the CABAC. The size of the subintervals are determined by multiplying the current interval by the probability of the bin. At the encoder, a subinterval is selected based on the value of the bin. The range and lower bound of the interval are updated after every selection. At the decoder, the value of the bin depends on the location of the offset. The offset is a binary fraction described by the encoded bits received at the decoder.
Context modeling is used to generate an estimate of the bin's probability. In order to achieve optimal compression efficiency, an accurate probability must be used to code each bin. Accordingly, context modeling is highly adaptive and one of 400+ contexts (probability models) is selected depending on the type of syntax element, binIdx, luma/chroma, neighboring information, etc. A context switch can occur after each bin. Since the probabilities are non-stationary, the contexts are updated after each bin.
These data dependencies in CABAC result in tight feedback loops, particularly at the decoder, as shown in Fig. 1 . Since the range and contexts are updated after every bin, the feedback loops are tied to bins; thus, the goal is to increase the overall bin-rate (bins per second) of the CABAC. In this work, two approaches are used to increase the bin-rate:
1. running multiple arithmetic coding engines in operate parallel (increase bins per cycle) 2. enabling parallel operations within the arithmetic coding engine (increase cycles per second)
Throughput Requirements
Meeting throughput (bin-rate) requirements is critical for real-timing decoding applications such as video conferencing. To achieve real-time low-delay decoding, the processing deadline is dictated by the time required to decode each frame to achieve a certain frames per second (fps) performance. Table 1 shows the peak binrate requirements for a frame to be decoded instantaneously based on the specifications of the H.264/AVC standard [1] . The bin-rate are calculated by multiplying the maximum number of bins per frame by the frame rate for the largest frame size. For Level 5.1, the peak bin-rate is in the Gbins/s; without concurrency, decoding 1 bin/cycle requires multi-GHz frequencies, which leads to high power consumption and is difficult to achieve even in an ASIC. Existing H.264/AVC CABAC hardware implementations such as [4] only go up to 210 MHz (in 90-nm CMOS process); the maximum frequency is limited by the critical path, and thus parallelism is necessary to meet next generation performance requirements. 
Related Work
There are several methods of either reducing the peak bin-rate requirement or increasing the bin-rate of CABAC; however, they come at the cost of decreased coding efficiency, increased power consumption and/or increased latency. This section will discuss approaches that are both standard compliant and non-compliant.
Standard compliant approaches
Workload averaging across frames can be used to reduce the bin-rate requirements to be within the range of the maximum bit-rate at the cost of increased latency and storage requirements. For low-delay applications such as video conferencing, an additional delay of several frames may not be tolerated. The buffer also has implications on the memory bandwidth. Bin parallelism is difficult to achieve due to the discussed data dependencies in CABAC. H.264/AVC CABAC implementations [3, 4, 16, 17] need to use speculative computations to increase bins per cycle; however, speculative computations result in increased computations and consequently increased power consumption. Furthermore, the critical path delay increases with each additional bin, since all computations cannot be done entirely in parallel and thus the bin-rate increase that can be achieved with speculative computations is limited.
In H.264/AVC, frames can be broken into slices that can be encoded and decoded completely independently for each other. Parallelism can be applied at the slice level since CABAC parameters such as range, offset and context states are reset every slice. Each frame has a minimum of one slice, so at the very least parallelism can be achieved across several frames. However, frame level parallelism leads to increased latency and needs additional buffering, as inter-frame prediction prevents several frames from being fully decoded in parallel. The storage and delay costs can be reduced if there are several slices per frame. However, increasing the number of slices per frame reduces the coding efficiency since it limits the number of macroblocks that can be used for prediction, reduces the training period for the probability estimation, and increases the number of slice headers and start code prefixes. Fig. 2 shows how the coding penalty increases with more H.264/AVC slices per frame.
Entropy Slices (non-standard compliant)
As shown in the previous section, increasing the performance of the CABAC is challenging when constrained by the H.264/AVC standard. An alternative is to modify the algorithm itself. In recent years, several new CABAC algorithms have been developed that seek to address this critical problem [6, 18, 19] . These algorithms looked at various ways of using a new approach called entropy slices to increase parallel processing for CABAC. Entropy slices are similar to H.264/AVC slices in that contiguous macroblocks are allocated to different slices. However, unlike H.264/AVC slices, which are completely independent of one another, some dependency is allowed for entropy slices. While entropy slices do not share information for entropy (de)coding (to enable parallel processing), motion vector reconstruction and intra prediction are allowed across entropy slices, resulting in better coding efficiency than H.264/AVC slices (Fig. 2) . However, entropy slices still suffer coding efficiency penalty versus H.264/AVC with single slice per frame. This penalty can be attributed to a combination of three key sources: no context selection across entropy slices, start code and header for each entropy slice, and reduced context training.
As described in Section 2, one of the features that gives CABAC its high coding efficiency is that the contexts are adaptive. While encoding/decoding, the contexts undergo training to achieve an accurate estimate of the syntax element probabilities. A better estimate of the probabilities results in better coding efficiency. A drawback of breaking up a picture into several entropy slices is that there are fewer macroblocks, and consequently fewer syntax elements, per slice. Since the entropy engine is reset every entropy slice, the context undergoes less training and can results in a poorer estimate of the probabilities.
With ordered entropy slices, macroblocks are processed in zig-zag order within a slice to minimize memory bandwidth costs from syntax element buffering [6] . Furthermore, it allows for context selection dependencies across entropy slices which improves coding efficiency. However, the zig-zag order results in increased latency and does not provide a favorable memory access pattern necessary for effective caching.
Parallelism across arithmetic coding engines
In this section, we propose a parallel algorithm called Massively Parallel CABAC (MP-CABAC) that enables multiple arithmetic coding engines to run in parallel with an improved tradeoff between coding efficiency and throughput [9] . It can also be easily implemented in hardware and with low area cost. The MP-CABAC leverages a combination of two forms of parallelism. First, it uses syntax element parallelism, presented in Section 4.2, by simultaneously processing different syntax element partitions, allowing the context training to be performed across all instances of the elements, thus improving the coding efficiency. Second, macroblock/slice parallelism is achieved by simultaneously processing interleaved entropy slices, presented in Section 4.3, with simple synchronization and minimal impact on coding efficiency. Note that the MP-CABAC can also be combined with bin parallelism techniques previously described in Section 3.1.
Improving Tradeoffs
The goal of this work is to increase the throughput of the CABAC at minimal cost to coding efficiency and area. Thus, the various parallel CABAC approaches (H.264/AVC Slices, Entropy Slices, Ordered Entropy It should be noted that while throughput is correlated with degree of parallelism, they are not equal. It depends strongly on the workload balance between the parallel engines. If the workload is not equally distributed, some engines will be idle, and the throughput is reduced (i.e. N parallel hardware blocks will not result in an Nx throughput increase). Thus, we chose throughput as the target objective rather than degree of parallelism.
Syntax Element Partitions (SEP)
Syntax element partitions enables syntax elements to be processed in parallel in order to avoid reducing the training [13] . In other words, bins are grouped based on syntax element and placed in different partitions which are then processed in parallel (Fig. 3) . As a result, each partition contains all the bins of a given syntax element, and the context can then undergo the maximum amount of training (i.e. across all occurrences of the element in the frame) to achieve the best possible probability estimate and eliminate the coding penalty from reduced training. Table 2 shows the five different syntax element partitions. The syntax elements were assigned to partitions based on the bin distribution in order to achieve a balanced workload. A start code prefix for demarcation is required at the beginning of each partition.
Coding Efficiency and Throughput
The syntax element partitions approach was evaluated using JM12.0 reference software provided by the standards body, under common conditions [14] . The coding efficiency and throughput were compared against H.264/AVC slices and entropy slices ( Table 3 ). The coding efficiency is measured with the Bjøntegaard ∆Bitrate (BD-rate) [2] . To account for any workload imbalance, the partition with the largest number of bins in a frame was used to compute the throughput. An average throughput speed up of ∼2.7x can be achieved with negligible impact (0.06% to 0.37%) on coding efficiency [13] . To achieve similar throughput requires at least three H.264/AVC or entropy slices per frame which have coding penalty of 0.87% to 1.71% and 0.25% to 0.69% respectively. Thus, syntax element partitions provides 2 to 4x reduction in coding penalty relative to these other approaches.
Area Cost
Implementations for parallel H.264/AVC slices and entropy slices processing require that the entire CABAC be replicated which can lead to significant area cost. An important benefit to syntax element parallelism is that the area cost is quite low since the FSM used for context selection, and the context memory do not need to be replicated. Only the arithmetic coding engine needs to be replicated, which accounts for a small percentage of the total area. FIFOs need to be included to synchronize the partitions. Overall the SEP engine area is approximately 70% larger than the estimated H.264/AVC CABAC area [12] . To achieve the throughput in Table 3 , H.264/AVC slices and entropy slices require a 3x replication of the CABAC area, whereas syntax element partitions only increase the area by 70%. Note that the area cost for SEP may be even less than 70% if we account for storage of the last line data. If the last line data is stored in an on-chip cache, then it also needs to be replicated for the H.264/AVC and entropy slices approach which results in significant additional area cost. Alternatively, the last line data can be stored off-chip but this will increase the off-chip memory bandwidth. SEP does not require this cache to be replicated, which either reduces area cost or off-chip memory bandwidth.
Interleaved Entropy Slices (IES)
To achieve additional throughput improvement, SEP (as well as bin parallelism) can be combined with slice parallelism such as entropy slices. As mentioned in Section 3.2, entropy slices can undergo independent entropy decoding in the 'front-end' of the decoder. However, to achieve better coding efficiency than fully independent slices (i.e. H.264/AVC slices), there remains dependencies between the entropy slices for spatial and motion vector prediction in the 'back-end' of the decoder.
In the entropy slice proposals [6, 18, 19] , the spatial location of the macroblocks allocated to each entropy slice is the same as in H.264/AVC (Fig. 4) , i.e. contiguous groups of macroblocks. Due to the existing dependencies between entropy slices, back-end processing of slice 1 in Fig. 4 cannot begin until the last line of slice 0 has been fully decoded when using regular entropy slices. As a result, the decoded syntax elements of slice 1 need to be buffered as shown in Fig. 5 , which increases latency and adds to memory costs -on the order of several hundred megabytes per second for HD. In this work, we propose the use of interleaved entropy slices where macroblocks are allocated as shown in Fig. 6 , i.e. for two slices, even rows are assigned to one slice, while odd rows are assigned to the other [5] . Within each slice, the raster scan order processing is retained. Benefits of interleaved entropy slices include cross slice context selection, simple synchronization, reduction in memory bandwidth, low latency and improved workload balance.
In interleaved entropy slices, as long as the slice 0 is one macroblock ahead of slice 1, the top-macroblock dependency is retained, which enables cross slice context selection during parallel processing (i.e. spatial correlation can be utilized for better context selection) resulting in improved coding efficiency [9] . This is not possible with regular entropy slices.
Synchronization between entropy slices can easily be implemented through the use of FIFO between the slices (Fig. 7) [10] . Furthermore, both the front-end entropy processing and the back-end prediction processing can be done in this order (i.e. the entire decoder path is parallelized), which allows the decoded syntax elements to be immediately processed by the back-end. Consequently, no buffering is required to store the decoded syntax elements, which reduces memory costs. This can have benefits in terms of reducing system power and possibly improving performance (by avoiding read conflicts in shared memory). No buffering also reduces latency which makes interleaved entropy slices suitable for low latency applications (e.g. video conferencing).
The number of accesses to the large last line buffer is reduced for interleaved entropy slices [12] . In Fig. 6 , the last line buffer (which stores an entire macroblock row) is only accessed by slice 0. Since slice 0 is only several macroblocks ahead of slice 1, slice 1 only needs to access a small cache, which stores only a few macroblocks, for its last line (top) data. Thus out of N slices, N-1 will access small FIFO for the last line data, and only one will access the large last line buffer. If the last line buffer is stored on-chip, interleaved entropy slices reduces area cost since it does not need to be replicated for every slice as with H.264/AVC and entropy slices. Alternatively, if the last line buffer is stored off-chip, the off-chip memory bandwidth for last line access is reduced by 1/N. Note that the depth of the FIFO affects how far ahead slice 0 can be relative to slice 1. A deeper FIFO means that slice 0 is less likely to be stalled by slice 1 due to a full FIFO. For instance, increasing the FIFO depth from 4 to 8 macroblocks gives a 10% increase in throughput. However, increasing the FIFO depth also increases the area cost. Thus the depth of the FIFO should be selected based on both the throughput and area requirements.
Unlike ordered entropy slices, interleaved entropy slices retains raster scan order processing within each entropy slice which provides a favorable memory access pattern for caching techniques that enable further bandwidth reduction. Finally, in interleaved entropy slices the number of bins per slice tends to be more equally balanced; consequently, a higher throughput can be achieved for the same amount of parallelism.
The concept of using IES to enable wavefront parallel processing has been extended in [7] .
A video sequence should be encoded with a certain number of IES based on the coding efficiency, throughput and area requirements. A minimum number of IES per frame should be included as part of the level definition that determines the bin-rate throughput requirement in order to ensure that the requirement can be met.
Coding Efficiency and Throughput
We measured the throughput of interleaved entropy slice alone as well as in combination with syntax element partitions, which we call the MP-CABAC. Note that syntax element partitions can also be combined with any of the other entropy slice approaches. Fig. 9 compares their coding efficiency and throughput against regular and ordered entropy slices as well as H.264/AVC slices. Table 4 shows the coding efficiency across various sequences and prediction structures for throughput increase (speed up) of around 10x over serial 1 bin/cycle H.264/AVC CABAC. MP-CABAC offers an overall average 1.2x, 3.0x, and 4.1x coding penalty (BD-rate) reduction compared with ordered entropy slices, entropy slices, and H.264/AVC respectively [9] . Data was obtained across different degrees of parallelism and plotted in Fig. 9 . The throughput provided in Fig. 9 is averaged across five sequences, prediction structures (Ionly, IPPP, IBBP) and QP (22, 27, 32, 37). The sequences were also coded in CAVLC for comparison purposes; the coding penalty should not exceed 16% since there would not longer be any coding advantage of CABAC over CAVLC.
To account for any workload imbalance, the slice with the largest number of bins in a frame was used to compute the throughput. The BD-rates for entropy slices and ordered entropy slices are taken directly from [6] . Since the macroblock allocation for these proposals are the same, the workload imbalance should also be the same. The workload imbalance was measured based on simulations with JM12.0. The number of bins for each macroblock and consequently each entropy slice was determined and the throughput was calculated from the entropy slice in each frame with the greatest number of bins. Total number of bins processed by MP-CABAC, interleaved entropy slices, entropy slices and ordered entropy slices are the same; however, the number of bins for the H.264/AVC slices increases since the prediction modes and consequently syntax elements are different; this impact is included in the throughput calculations.
It should be noted that the coding efficiency for entropy slices and ordered entropy slices was obtained from implementations on top of the KTA2.1 software, which includes next generation video coding tools, while their throughput and the coding efficiency/throughput of interleaved entropy slices and MP-CABAC were obtained from implementations on top of the JM12.0 software, which contains only H.264/AVC tools. This accounts for the slight discrepancy in coding efficiency between the ordered entropy slices and interleaved entropy slices at 45x parallelism. In theory, they should be an exact match in terms of both coding efficiency and throughput.
For interleaved entropy slices, the slice overhead, due to the start code bits and the slice header, accounts for a significant portion of the BD-rate penalty. Each interleaved entropy slice has a 32-bit start code that enables the decoder to access the start of each slice as well as a slice header. In Table 4 , 12 interleaved entropy slices are used per frame in order to achieve a speed up of around 10x. Given the fixed slice overhead, I only encoded sequences experience less BD-rate penalty than IPPP and IBBP since the slice data bits for I only is more than IPPP which is more than IBBP. H.264/AVC slices, entropy slices and ordered entropy slices have a more imbalanced workload than interleaved entropy slices, and therefore require 15 slices per frame to achieve the same 10x speed up. This increases the fixed slice overhead per frame. Note for slice parallelism techniques, the balance of bins per slices is unaffected by the prediction structure; thus all prediction structures experience similar speed up improvements for a given technique.
For MP-CABAC results in Table 4 , interleaved entropy slices and syntax element partitions are combined in the same bitstream as shown in Fig. 8 . Five syntax elements partitions, each with at 32-bit start code, are embedded in each interleaved entropy slices and the slice header information, such as slice type (I, P, B), slice quantization, etc., is inserted at the beginning of the MBINFO partition. Four interleaved entropy slices, each with 5 syntax element partitions, were used per frame in order to achieve a speed up of around 10x. Despite having more start code bits than that other techniques, MP-CABAC has lower BD-rate penalty due to improved context training of syntax element partitions, enabling context selection across slices, and fewer slice headers.
Area Cost
As in the case of the entropy slices and ordered entropy slices, the area of the entire CABAC (including the context memory) must be replicated for IES. Thus the total CABAC area increases linearly with paral- Fig. 10 . In Fig. 10 coding efficiency and throughput are averaged across prediction structures, sequences and quantization. Note that the area cost versus throughput tradeoff for the entropy slices and ordered entropy slices are the same since they have the same throughput. For the same throughput, interleaved entropy slices require less area increase since it needs fewer parallel engines due to its better workload balance. Table 5 shows that for a 10x throughput increase over serial 1 bin/cycle CABAC, interleaved entropy slices reduced area cost by 20%, while MP-CABAC reduces area cost by 60%. Furthermore, no buffering is required to store syntax elements and easy synchronization can be performed with FIFO between the interleaved entropy slices. The simplicity of this approach allows the whole decoder to be parallelized.
Note that a significant area cost reduction is achieved for MP-CABAC, when interleaved entropy slices are combined with syntax element partitions. As mentioned earlier, if the last line buffer is stored on-chip, IES provides additional area savings since the buffer does not need to be replicated for every slice [10, 12] .
Parallelism within arithmetic coding engines
In this section, we propose an optimization that increases parallel operations within the arithmetic coding engine to reduce the critical path delay, increasing the cycles per second that can be achieved by the CABAC [11] . In the arithmetic decoder of H.264/AVC CABAC, the interval is divided into two subintervals based on the probabilities of the least probable symbol (LPS) and most probable symbol (MPS). The range of MPS (rMPS) is compared to the offset to determine whether the bin is MPS or LPS. rMPS is computed by first obtaining range of LPS (rLPS) from a 64x4 LUT (using bits [7:6] of the current 9-bit range and the 6-bit probability state from the context) and then subtracting it from the current range. Depending on whether an LPS or MPS is decoded, the range is updated with their respective subintervals. To summarize, the interval division steps in the arithmetic decoder are
1. obtain rLPS from the 64x4 LUT 2. compute rMPS by subtracting rLPS from current range 3. compare rMPS with offset for bin decoding decision 4. update range based on bin decision. If the offset was compared to rLPS rather than rMPS, then the comparison and subtraction to compute rMPS can occur in parallel. Furthermore, the updated offset is computed by subtracting rLPS from offset rather than rMPS. Since rLPS is available before rMPS, this subtraction can also be done in parallel with range-offset comparison. Fig. 11 shows the difference between the subinterval order of H.264/AVC CABAC and subinterval reordering. The two orderings of the subintervals are mathematically equivalent in arithmetic coding; thus changing the order has no impact on coding efficiency. This was verified with simulations of the modified JM12.0 under common conditions. An arithmetic decoder was also implemented in RTL for each subinterval ordering and synthesized to obtain their area-delay trade-off in a 45-nm CMOS process. For the same area, subinterval reordering reduces the critical path delay by 14 to 22%.
Subinterval reordering has similar benefits for the arithmetic encoder of H.264/AVC CABAC. Rather than comparing offset to rLPS or rMPS, the bin to be encoded is compared to MPS. Depending on whether the bin equals MPS, the range is updated accordingly. Reversing the order of subintervals allows the bin-MPS comparison to occur in parallel with the rMPS subtraction in the CABAC encoder as shown in Fig. 12 . The lower bound can also be updated earlier since it depends on rLPS rather than rMPS.
Reduction in Memory Requirement
To leverage spatial correlation of neighboring data, context selection can depend on the values of the top and left blocks as shown in Fig. 13 . The top dependency requires a line buffer in the CABAC engine to store information pertaining to the previously decoded row. The depth of this buffer depends on the width of the frame being decoded which can be quite large for high resolution sequences. The bit-width of the buffer depends on the type of information that needs to be stored per block or macroblock in the previous row. Table 6 shows the bits requires to be stored in the line buffer for context selection when processing a 4096 pixel wide video sequence. We propose reducing the bit-width of this data to reduce the overall line buffer size of the CABAC.
Majority of the data stored in the line buffer is for the context selection of mvd. mvd is used to reduce the number of bits required to represent motion information. Rather than transmitting the motion vector, the motion vector is predicted from its neighboring 4x4 blocks and only the difference between motion vector prediction (mvp) and motion vector (mv), referred to as mvd, is transmitted. mvd = mv -mvp A separate mvd is transmitted for the vertical and horizontal components. The context selection of mvd depends on neighbors A and B as shown in Fig. 13 .
In H.264/AVC, neighboring information is incorporated into the context selection by adding a context index increment (between 0 to 2 for mvd ) to the calculation of the context index. The mvd context index Step 2: Sum results thresh A and thresh B from Step 1
With this change, only single bit is required to be stored per component per 4x4 block; the size of the line buffer for mvd is reduced to 1 × 2 × 2 × 1024 =4,096 bits. In H.264/AVC, the overall line buffer size of the CABAC required for all syntax elements is 30,720 bits. The modified mvd context selection reduces the memory size by 67%, from 30,720 bits to 10,240 bits as shown in Table 6 . The average coding penalty of this approach, was verified across common conditions to be ≤0.02%.
Overall Impact
Three forms of parallelism have been presented in this work. First, syntax element partitions which enables processing different syntax elements in parallel. Second, interleaved entropy slices which enables processing macroblocks in parallel. Finally, subinterval reordering enables parallel operations within the arithmetic coding engine. together. The slices engines are connected using FIFOs to process IES in parallel. Each slice engine contains five arithmetic decoder (AD) to process the five SEP in parallel. Note that IES FIFOs are only need to connect AD for MBINFO, PRED and CBP since only syntax elements in those partitions use top macroblock information for context selection. The last line buffer can be viewed as a large FIFO that connects slice engine 0 and 3. This can be stored on-chip (increases area cost) or off-chip (increases memory bandwidth). Within these AD, subinterval reordering has been applied to enable parallel operations that speed up the overall throughput.
Both syntax element partitions and interleaved entropy slices increase the number of bins processed per cycle. Their impact on throughput varies depending on the properties of a video sequence which affect the balance of bins across slices. For instance, with two interleaved entropy slices per frame, the BigShips sequence, encoded using a QP=32 with IBBP achieves a 5.94x throughput increase with a bit-rate increase of 1.3%; the ShuttleLaunch sequence, encoded using a QP=32 with IBBP achieves 5.02x throughput increase with a bit-rate increase of 2.3%.
In contrast, subinterval reordering reduces the critical path of arithmetic coding engine which provides throughput increase across all video sequences. For example, a given area cost in a 45-nm CMOS process, a H.264/AVC CABAC arithmetic coding engine can run at 270 MHz, whereas using subinterval reordering, the arithmetic coding engine can run at 313 MHz. This 16% increase in frequency translates to an increase in throughput for all sequences.
The overall throughput is calculated as follows:
bin-rate = bins/cycle x cycles/second Thus, subinterval reordering has an added throughput impact on top of the IES and SEP approaches. Assuming a initial serial H.264/AVC CABAC of one bin per cycle, which has a throughput of 270 Mbins/s, the techniques presented in this paper could increase the throughput to process BigShips by 5.94 x (313/270) = 6.9x for a bin-rate of 1859 Mbins/s. Similarly, throughput to process ShuttleLaunch is increased by 5.02 x (313/270) = 5.8x for a bin-rate of 1571 Mbins/s. Since subinterval reordering has negligible impact on coding efficiency, the coding loss would remain as 1.3% and 2.3% respectively, as described earlier.
Summary and Conclusions
In this work, several joint algorithm and architecture optimizations were proposed for CABAC for increased throughput with minimal coding efficiency cost. Parallelism is achieved across multiple arithmetic coding engines to increase bins per cycle as well as within the arithmetic coding engine to increase cycles per second for an overall increase in bin-rate (bins per second). Across arithmetic coding engines, MP-CABAC, which is a combination syntax element and slice parallelism, can be used. MP-CABAC involved reorganizing the data (syntax elements) in an encoded bitstream such that the bins (workload) can be distributed across different parallel processors and multiple bins can be decoded simultaneously without significant increase in coding penalty and implementation cost.
Benefits of the MP-CABAC include 1. high throughput 2. low area cost 3. good coding efficiency 4. reduced memory bandwidth 5. simple synchronization and implementation 6. low latency 7. enables full decoder parallelism For a 2.7x increase in throughput, syntax element partitions were shown to provide between 2 to 4x reduction in coding penalty when compared to slice parallel approaches, and close to 2x reduction in area cost. When combined with interleaved entropy slices to form the MP-CABAC, additional throughput improvement can be achieved with low coding penalty and area cost. For a 10x increase in throughput, the coding penalty was reduced by 1.2x, 3x and 4x relative to ordered entropy, entropy and H.264/AVC slices respectively. Over a 2x reduction in area cost was achieved.
Additional optimizations within the arithmetic coding engine using subinterval reordering increases processing speed by 14 to 22% with no coding penalty. Finally, to address memory requirement, the context selection can be modified to reduce memory size by 50% with negligible coding efficiency impact (≤0.02%). Details on an implementation of the MP-CABAC with these optimizations can be found in [10, 12] .
This work demonstrates the benefits of accounting for implementation cost when designing video coding algorithms. We recommend that this approach be extended to the rest of the video codec to maximize processing speed and minimize area cost, while delivering high coding efficiency in the next generation video coding standard.
