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THE GEOMETRY OF LOOP SPACES I: Hs-RIEMANNIAN
METRICS
YOSHIAKI MAEDA, STEVEN ROSENBERG, AND FABIA´N TORRES-ARDILA
Abstract. A Riemannian metric on a manifoldM induces a family of Riemannian
metrics on the loop space LM depending on a Sobolev space parameter s. We
compute the connection forms of these metrics and the higher symbols of their
curvature forms, which take values in pseudodifferential operators (ΨDOs). These
calculations are used in the followup paper [10] to construct Chern-Simons classes
on TLM which detect nontrivial elements in the diffeomorphism group of certain
Sasakian 5-manifolds associated to Ka¨hler surfaces.
Dedicated to the memory of Prof. Shoshichi Kobayashi
1. Introduction
The loop space LM of a manifold M appears frequently in mathematics and math-
ematical physics. In this paper, we develop the Riemannian geometry of loop spaces.
In a companion paper [10], we describe a computable theory of characteristic classes
for the tangent bundle TLM .
Several new features appear for Riemannian geometry on the infinite dimensional
manifold LM . First, for a fixed Riemannian metric g on M , there is a natural one-
parameter family of metrics gs on LM associated to a Sobolev parameter s > 0. Our
main goal is to compute the Levi-Civita connection for gs and the associated connec-
tion and curvature forms. For s = 0, this is the usual L2 metric, whose connection
one-form and curvature two-form are essentially the same as the corresponding forms
for g. Second, for s > 0 these forms take values in zeroth order pseudodifferential
operators (ΨDOs) acting on sections of a trivial bundle over the circle. Thus the
analysis of these ΨDOs and their symbols is essential to understanding the geometry
of LM . In contrast to the finite dimensional case, where a Riemannian metric on M
implements a reduction of the structure group of TM , gs is not compatible with the
structure group of TLM . This forces an extension of the structure group of TLM
from a gauge group to a group of invertible zeroth order ΨDOs.
The paper is organized as follows. §2 discusses connections associated to gs. After
some preliminary material on ΨDOs, we compute the Levi-Civita connection for
MSC number: 58J40. Keywords: loop spaces, Levi-Civita connections, pseudodifferential
operators.
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s = 0 (Lemma 2.1), s = 1 (Theorem 2.2), s ∈ Z+ (Theorem 2.10), and general s > 1
2
(Theorem 2.12). The extension of the structure group is discussed in §2.6. In §3,
we show that our results extend work of Freed and Larrain-Hubach on loop groups
[3, 8]. In the Appendix, we compute the higher order symbols of the connection and
curvature forms of these connections.
One main motivation for this paper is the construction of characteristic and sec-
ondary classes on TLM , using the Wodzicki residue of ΨDOs. In the companion
paper [10], we use the main theorems in this paper to construct Chern-Simons classes
on TLM which detect that π1(Diff(M
5)) is infinite, where Diff(M5) is the diffeomor-
phism group of infinite families of Sasakian 5-manifolds associated to integral Ka¨hler
surfaces. Thus this work relates to a major theme in Prof. Kobayashi’s many impor-
tant papers, namely the relationship between Riemannian and complex geometry.
Our many discussions with Sylvie Paycha are gratefully acknowledged. We also
thank Dan Freed for pointing out an error in an earlier version of the paper.
2. The Levi-Civita Connection for Sobolev Parameter s ≥ 0
In this section, we compute the Levi-Civita connection on LM associated to a
Riemannian metric on M and a Sobolev parameter s = 0 or s > 1
2
. The standard L2
metric on LM is the case s = 0, and otherwise we avoid technical issues by assuming
that s is greater than the critical exponent 1
2
for analysis on bundles over S1. The
main results are Lemma 2.1, Theorem 2.2, Theorem 2.10, and Theorem 2.12, which
compute the Levi-Civita connection for s = 0, s = 1, s ∈ Z+, and general s > 1
2
,
respectively.
2.1. Preliminaries on LM .
Let (M, 〈 , 〉) be a closed, connected, oriented Riemannian n-manifold with loop
space LM = C∞(S1,M) of smooth loops. LM is a smooth infinite dimensional
Fre´chet manifold, but it is technically simpler to work with the smooth Hilbert mani-
fold Hs
′
(S1,M) of loops in some Sobolev class s′ ≫ 0, as we now recall. For γ ∈ LM ,
the formal tangent space TγLM is Γ(γ
∗TM), the space of smooth sections of the
pullback bundle γ∗TM −→ S1. The actual tangent space of Hs
′
(S1,M) at γ is
Hs
′−1(γ∗TM), the sections of γ∗TM of Sobolev class s′ − 1. We will fix s′ and use
LM, TγLM for H
s′(S1,M), Hs
′−1(γ∗TM), respectively.
For each s > 1/2, we can complete Γ(γ∗TM ⊗C) with respect to the Sobolev inner
product
〈X, Y 〉s =
1
2π
∫ 2π
0
〈(1 + ∆)sX(θ), Y (θ)〉γ(θ)dθ, X, Y ∈ Γ(γ
∗TM). (2.1)
Here ∆ = D∗D, with D = D/dγ the covariant derivative along γ. (We use this
notation instead of the classical D/dθ to keep track of γ.) We need the complexified
pullback bundle γ∗TM ⊗ C, denoted from now on just as γ∗TM , in order to apply
the pseudodifferential operator (1 +∆)s. The construction of (1 +∆)s is reviewed in
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§2.2. By the basic elliptic estimate, the completion of γ∗TM with respect to (2.1) is
Hs(γ∗TM). We can consider the s metric on TLM for any s ∈ R, but we will only
consider s = 0 or 1/2 < s ≤ s′ − 1.
A small real neighborhood Uγ of the zero section in H
s′−1(γ∗TM) is a coordinate
chart near γ ∈ LM via the pointwise exponential map
expγ : Uγ −→ LM, X 7→
(
θ 7→ expγ(θ)X(θ)
)
. (2.2)
The differentiability of the transition functions exp−1γ1 · expγ2 is proved in [2] and [4,
Appendix A]. Here γ1, γ2 are close loops in the sense that a geodesically convex neigh-
borhood of γ1(θ) contains γ2(θ) and vice versa for all θ. Since γ
∗TM is (noncanoni-
cally) isomorphic to the trivial bundle R = S1×Cn −→ S1, the model space for LM
is the set of Hs
′
sections of this trivial bundle. The s metric is a weak Riemannian
metric for s < s′ − 1 in the sense that the topology induced on Hs
′
(S1,M) by the
exponential map applied to Hs(γ∗TM) is weaker than the Hs
′
topology.
The complexified tangent bundle TLM has transition functions d(exp−1γ1 ◦ expγ2).
Under the isomorphisms γ∗1TM ≃ R ≃ γ
∗
2TM , the transition functions lie in the
gauge group G(R), so this is the structure group of TLM.
2.2. Review of ΨDO Calculus.
We recall the construction of classical pseudodifferential operators (ΨDOs) on a
closed manifoldM from [5, 13], assuming knowledge of ΨDOs on Rn (see e.g. [6, 14]).
A linear operator P : C∞(M) −→ C∞(M) is a ΨDO of order d if for every open
chart U ⊂M and functions φ, ψ ∈ C∞c (U), φPψ is a ΨDO of order d on R
n, where we
do not distinguish between U and its diffeomorphic image in Rn. Let {Ui} be a finite
cover of M with subordinate partition of unity {φi}. Let ψi ∈ C
∞
c (Ui) have ψi ≡ 1
on supp(φi) and set Pi = ψiPφi. Then
∑
i φiPiψi is a ΨDO on M , and P differs
from
∑
i φiPiψi by a smoothing operator, denoted P ∼
∑
i φiPiψi. In particular, this
sum is independent of the choices up to smoothing operators. All this carries over to
ΨDOs acting on sections of a bundle over M .
An example is the ΨDO (1 +∆− λ)−1 for ∆ a positive order nonnegative elliptic
ΨDO and λ outside the spectrum of 1 + ∆. In each Ui, we construct a parametrix
Pi for Ai = ψi(1 + ∆ − λ)φi by formally inverting σ(Ai) and then constructing a
ΨDO with the inverted symbol. By [1, App. A], B =
∑
i φiPiψi is a parametrix for
(1 + ∆− λ)−1. Since B ∼ (1 + ∆− λ)−1, (1 + ∆− λ)−1 is itself a ΨDO. For x ∈ Ui,
by definition
σ((1 + ∆− λ)−1)(x, ξ) = σ(P )(x, ξ) = σ(φPφ)(x, ξ),
where φ is a bump function with φ(x) = 1 [5, p. 29]; the symbol depends on the
choice of (Ui, φi).
The operator (1+∆)s for Re(s) < 0, which exists as a bounded operator on L2(M)
by the functional calculus, is also a ΨDO. To see this, we construct the putative
symbol σi of ψi(1 + ∆)
sφi in each Ui by a contour integral
∫
Γ
λsσ[(1 + ∆ − λ)−1]dλ
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around the spectrum of 1 +∆. We then construct a ΨDO Qi on Ui with σ(Qi) = σi,
and set Q =
∑
i φiQiψi. By arguments in [13], (1 + ∆)
s ∼ Q, so (1 + ∆)s is a ΨDO.
2.3. The Levi-Civita Connection for s = 0, 1.
The smooth Riemannian manifold LM = Hs
′
(S1,M) has tangent bundle TLM
with TγLM = H
s′−1(γ∗TM). For the s′− 1 metric on TLM (i.e., s = s′− 1 in (2.1)),
the Levi-Civita connection exists and is determined by the six term formula
2〈∇sXY, Z〉s = X〈Y, Z〉s + Y 〈X,Z〉s − Z〈X, Y 〉s (2.3)
+〈[X, Y ], Z〉s + 〈[Z,X ], Y 〉s − 〈[Y, Z], X〉s
[7, Ch. VIII]. The point is that each term on the RHS of (2.3) is a continuous linear
functional Ti : H
s=s′−1(γ∗TM) −→ C in Z. Thus Ti(Z) = 〈T
′
i (X, Y ), Z〉s for a unique
T ′(X, Y ) ∈ Hs
′−1(γ∗TM), and ∇sYX =
1
2
∑
i T
′
i .
In general, the Sobolev parameter s in (2.1) differs from the parameter s′ defining
the loop space. We discuss how this affects the existence of a Levi-Civita connection.
Remark 2.1. For general s > 1
2
, the Levi-Civita connection for the Hs metric is
guaranteed to exist on the bundle Hs(γ∗TM), as above. However, it is inconvenient to
have the bundle depend on the Sobolev parameter, for several reasons: (i) Hs(γ∗TM)
is strictly speaking not the tangent bundle of LM , (ii) for the L2 (s = 0) metric, the
Levi-Civita connection should be given by the Levi-Civita connection on M applied
pointwise along the loop (see Lemma 2.1), and on L2(γ∗TM) this would have to be
interpreted in the distributional sense; (iii) to compute Chern-Simons classes on LM
in [10], we need to compute with a pair of connections corresponding to s = 0, s = 1
on the same bundle. These problems are not fatal: (i) and (ii) are essentially aesthetic
issues, and for (iii), the connection one-forms will take values in zeroth order ΨDOs,
which are bounded operators on any Hs
′−1(γ∗TM), so s′ ≫ 0 can be fixed.
Thus it is more convenient to fix s′ and consider the family of Hs metrics on TLM
for 1
2
< s < s′ − 1. However, the existence of the Levi-Civita connection for the Hs
metric is trickier. For a sequence Z ∈ Hs
′−1 = Hs
′−1(γ∗TM) with Z −→ 0 in Hs
′−1 or
in Hs, the RHS of (2.3) goes to 0 for fixed X, Y ∈ Hs. Since Hs
′−1 is dense in Hs, the
RHS of (2.3) extends to a continuous linear functional on Hs. Thus the RHS of (2.3)
is given by 〈L(X, Y ), Z〉s for some L(X, Y ) ∈ H
s. We set ∇sYX =
1
2
L(X, Y ). Note
that even if we naturally demand that X, Y ∈ Hs
′−1, we only get ∇sYX ∈ H
s ⊃ Hs
′−1
without additional work. Part of the content of Theorem 2.12 is that the Levi-Civita
connection exists in the strong sense: given a tangent vector X ∈ Hs
′−1(γ∗TM) and
a smooth vector field Yη ∈ H
s′−1(η∗TM) for all η, ∇sXY (γ) ∈ H
s′−1(γ∗TM). See
Remark 2.6.
We need to discuss local coordinates on LM . For motivation, recall that
[X, Y ]a = X(Y a)∂a − Y (X
a)∂a ≡ δX(Y )− δY (X) (2.4)
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in local coordinates on a finite dimensional manifold. Note that X i∂iY
a = X(Y a) =
(δXY )
a in this notation.
Let Y be a vector field on LM , and let X be a tangent vector at γ ∈ LM. The
local variation δXY of Y in the direction of X at γ is defined as usual: let γ(ε, θ) be
a family of loops in M with γ(0, θ) = γ(θ), d
dε
|
ε=0
γ(ε, θ) = X(θ). Fix θ, and let (xa)
be coordinates near γ(θ). We call these coordinates manifold coordinates. Then
δXY
a(γ)(θ)
def
=
d
dε
∣∣∣∣
ε=0
Y a(γ(ε, θ)).
Note that δXY
a = (δXY )
a by definition.
Remark 2.2. Having (xa) defined only near a fixed γ(θ) is inconvenient. We can
find coordinates that work for all points of γ(θ) as follows. For fixed γ, there is an ε
such that for all θ, expγ(θ)X is inside the cut locus of γ(θ) if X ∈ Tγ(θ)M has |X| < ε.
Fix such an ε. Call X ∈ Hs
′−1(γ∗TM) short if |X(θ)| < ε for all θ. Then
Uγ = {θ 7→ expγ(θ)X(θ)|X is short} ⊂ LM
is a coordinate neighborhood of γ parametrized by {X : X is short}.
We know Hs
′−1(γ∗TM) ≃ Hs
′−1(S1×Rn) noncanonically, so Uγ is parametized by
short sections of Hs
′−1(S1 × Rn) for a different ε. In particular, we have a smooth
diffeomorphism β from Uγ to short sections of H
s′−1(S1 × Rn).
Put coordinates (xa) on Rn, which we identify canonically with the fiber Rnθ over
θ in S1 × Rn. For η ∈ Uγ , we have β(η) = (β(η)
1(θ), ..., β(η)n(θ)). As with finite
dimensional coordinate systems, we will drop β and just write η = (η(θ)a). These
coordinates work for all η near γ and for all θ. The definition of δXY above carries
over to exponential coordinates.
We will call these coordinates exponential coordinates.
(2.4) continues to hold for vector fields on LM , in either manifold or exponential
coordinates. To see this, one checks that the coordinate-free proof that LXY (f) =
[X, Y ](f) for f ∈ C∞(M) (e.g. [16, p. 70]) carries over to functions on LM . In brief,
the usual proof involves a map H(s, t) of a neighborhood of the origin in R2 into M ,
where s, t are parameters for the flows ofX, Y, resp. For LM , we have a mapH(s, t, θ),
where θ is the loop parameter. The usual proof uses only s, t differentiations, so θ
is unaffected. The point is that the Y i are local functions on the (s, t, θ) parameter
space, whereas the Y i are not local functions on M at points where loops cross or
self-intersect.
We first compute the L2 (s = 0) Levi-Civita connection invariantly and in manifold
coordinates.
Lemma 2.1. Let ∇LC be the Levi-Civita connection on M . Let evθ : LM −→
M be evθ(γ) = γ(θ). Then DXY (γ)(θ)
def
= (ev∗θ∇
LC)XY (γ)(θ) is the L
2 Levi-Civita
6 Y. MAEDA, S. ROSENBERG, AND F. TORRES-ARDILA
connection on LM . In manifold coordinates,
(DXY )
a(γ)(θ) = δXY
a(γ)(θ) + Γabc(γ(θ))X
b(γ)(θ)Y c(γ)(θ). (2.5)
As in Remark 2.1, we may assume that X, Y ∈ Hs
′−1(γ∗TM) with s′ ≫ 0, so (2.5)
makes sense.
Proof. ev∗θ∇
LC is a connection on ev∗θ TM −→ LM . We have evθ,∗(X) = X(θ). If U
is a coordinate neighborhood on M near some γ(θ), then on ev−1θ (U),
(ev∗θ∇
LC)XY
a(γ)(θ) = (δXY )
a(γ)(θ) + ((ev∗θ ω
LC
X )Y )
a(θ)
= (δXY )
a(γ)(θ) + Γabc(γ(θ))X
b(γ)(θ)Y c(γ)(θ).
Since ev∗θ∇
LC is a connection, for each fixed θ, γ and X ∈ TγLM , Y 7→
(ev∗θ∇
LC)XY (γ) has Leibniz rule with respect to functions on LM . Thus D is a
connection on LM.
D is torsion free, as from the local expression DXY −DYX = δXY −δYX = [X, Y ].
To show that DXY is compatible with the L
2 metric, first recall that for a function
f on LM , DXf = δXf =
d
dε
|
ε=0f(γ(ε, θ)) for X(θ) =
d
dε
|
ε=0γ(ε, θ). (Here f depends
only on γ.) Thus (suppressing the partition of unity, which is independent of ε)
DX〈Y, Z〉0 =
d
dε
∣∣∣∣
ε=0
∫
S1
gab(γ(ε, θ))Y
a(γ(ε, θ))Zb(γ(ε, θ))dθ
=
∫
S1
∂cgab(γ(ε, θ))X
cY a(γ(ε, θ))Zb(γ(ε, θ))dθ
+
∫
S1
gab(γ(ε, θ))(δXY )
a(γ(ε, θ))Zb(γ(ε, θ))dθ
+
∫
S1
gab(γ(ε, θ))Y
a(γ(ε, θ))(δXZ)
b(γ(ε, θ))dθ
=
∫
S1
ΓecagebX
cY aZb + ΓecbgaeX
cY aZb
+gab(δXY )
aZb + gabY
a(δXZ)
bdθ
= 〈DXY, Z〉0 + 〈Y,DXZ〉0.

Remark 2.3. The local expression for DXY also holds in exponential coordinates.
More precisely, let (e1(θ), ..., en(θ)) be a global frame of γ
∗TM given by the trivializa-
tion of γ∗TM. Then (ei(θ)) is also naturally a frame of TXTγ(θ)M for all X ∈ Tγ(θ)M.
We use expγ(θ) to pull back the metric on M to a metric on Tγ(θ)M :
gij(X) = (exp
∗
γ(θ) g)(ei, ej) = g(d(expγ(θ))X(ei), d(expγ(θ))X(ej))expγ(θ) X .
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Then the Christoffel symbols Γabc(γ(θ))the term e.g., are computed with respect to
this metric. For example, the term ∂ℓgbc means eℓg(ea, eb), etc. The proof that DXY
has the local expression (2.5) then carries over to exponential coordinates.
The s = 1 Levi-Civita connection on LM is given as follows.
Theorem 2.2. The s = 1 Levi-Civita connection ∇1 on LM is given at the loop γ
by
∇1XY = DXY +
1
2
(1 + ∆)−1 [−∇γ˙(R(X, γ˙)Y )−R(X, γ˙)∇γ˙Y
−∇γ˙(R(Y, γ˙)X)−R(Y, γ˙)∇γ˙X
+R(X,∇γ˙Y )γ˙ −R(∇γ˙X, Y )γ˙] .
On the right hand side of this formula, the term ∇γ˙(R(X, γ˙)Y ) denotes the vector
field along γ whose value at θ is ∇LCγ˙(θ)R(X(θ), γ˙(θ))Y (θ).
We prove this in a series of steps. The assumption in the next Proposition will be
dropped later.
Proposition 2.3. The Levi-Civita connection for the s = 1 metric is given by
∇1XY = DXY +
1
2
(1 + ∆)−1[DX , 1 + ∆]Y +
1
2
(1 + ∆)−1[DY , 1 + ∆]X + AXY,
where we assume that for X, Y ∈ Hs
′−1, AXY is well-defined by
−
1
2
〈[DZ , 1 + ∆]X, Y 〉0 = 〈AXY, Z〉1. (2.6)
Proof. By Lemma 2.1,
X〈Y, Z〉1 = X〈(1 + ∆)Y, Z〉0 = 〈DX((1 + ∆)Y ), Z〉0 + 〈(1 + ∆)Y,DXZ〉0
Y 〈X,Z〉1 = 〈DY ((1 + ∆)X), Z〉0 + 〈(1 + ∆)X,DY Z〉0
−Z〈X, Y 〉1 = −〈DZ((1 + ∆)X), Y 〉0 − 〈(1 + ∆)X,DZY 〉0
〈[X, Y ], Z〉1 = 〈(1 + ∆)(δXY − δYX), Z〉0 = 〈(1 + ∆)(DXY −DYX), Z〉0
〈[Z,X ], Y 〉1 = 〈(1 + ∆)(DZX −DXZ), Y 〉0
−〈[Y, Z], X〉1 = −〈(1 + ∆)(DY Z −DZY ), X〉0.
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The six terms on the left hand side must sum up to 2〈∇1XY, Z〉1 in the sense of Remark
2.1. After some cancellations, we get
2〈∇1XY, Z〉1 = 〈DX((1 + ∆)Y ), Z〉0 + 〈DY ((1 + ∆)X), Z〉0
+〈(1 + ∆)(DXY −DYX), Z〉0 − 〈DZ((1 + ∆)X), Y 〉0
+〈(1 + ∆)DZX), Y 〉0
= 〈(1 + ∆)DXY, Z〉0 + 〈[DX , 1 + ∆]Y, Z〉0
+〈(1 + ∆)DYX,Z〉0 + 〈[DY , 1 + ∆]X,Z〉0
+〈(1 + ∆)(DXY −DYX), Z〉0 − 〈[DZ , 1 + ∆]X, Y 〉0
= 2〈DXY, Z〉1 + 〈(1 + ∆)
−1[DX , 1 + ∆]Y, Z〉1
+〈(1 + ∆)−1[DY , 1 + ∆]X,Z〉1 + 2〈AXY, Z〉1.

Now we compute the bracket terms in the Proposition. We have [DX , 1 + ∆] =
[DX ,∆]. For γ˙ = (d/dθ)γ,
0 = γ˙〈X, Y 〉0 = 〈∇γ˙X, Y 〉0 + 〈X,∇γ˙Y 〉0,
so
∆ = ∇∗γ˙∇γ˙ = −∇
2
γ˙ . (2.7)
Lemma 2.4. [DX ,∇γ˙ ]Y = R(X, γ˙)Y.
Proof. Note that γν , γ˙ν are locally defined functions on S1 × LM. Let γ˜ : [0, 2π] ×
(−ε, ε) −→M be a smooth map with γ˜(θ, 0) = γ(θ), and d
dτ
|τ=0γ˜(θ, τ) = Z(θ). Since
(θ, τ) are coordinate functions on S1 × (−ε, ε), we have
Z(γ˙ν) = δZ(γ˙
ν) = ∂Zτ (γ˙
ν) =
∂
∂τ
∣∣∣
τ=0
(
∂
∂θ
(γ˜(θ, τ)ν
)
(2.8)
=
∂
∂θ
∂
∂τ
∣∣∣
τ=0
γ˜(θ, τ)ν = ∂θZ
ν ≡ Z˙ν .
We compute
(DX∇γ˙Y )
a = δX(∇γ˙Y )
a + ΓabcX
b∇γ˙Y
c
= δX(γ˙
j∂jY
a + Γabcγ˙
bY c) + ΓabcX
b(γ˙j∂jY
c + Γcef γ˙
eY f )
= X˙j∂jY
a + γ˙j∂jδXY
a + ∂mΓ
a
bcX
mγ˙bY c + ΓabcX˙
bY c + Γabcγ˙
bδXY
c
+ΓabcX
bγ˙j∂jY
c + ΓabcΓ
c
efX
bγ˙eY f .
(∇γ˙DXY )
a = γ˙j(∂j(DXY )
a + Γabcγ˙
b(DXY )
c)
= γ˙j∂j(δXY
a + ΓabcX
bY c) + Γabcγ˙
b(δXY
c + ΓcsfX
eY f)
= γ˙j∂jδXY
a + γ˙j∂jΓ
a
bcX
bY c + ΓabcX˙
bY c + ΓabcX
bY˙ c + Γabcγ˙
bδXY
c
+ΓabcΓ
c
ef γ˙
bXeY f .
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Therefore
(DX∇γ˙Y −∇γ˙DXY )
a = ∂mΓ
a
bcX
mγ˙bY c − ∂jΓ
a
bcγ˙
jXbY c + ΓabcΓ
c
efX
bγ˙eY f
−ΓabcΓ
c
ef γ˙
bXeY f
= (∂jΓ
a
bc − ∂bΓ
a
jc + Γ
a
jeΓ
e
bc − Γ
a
beΓ
e
jc)γ˙
bXjY c
= R ajbc X
jγ˙bY c,
so
DX∇γ˙Y −∇γ˙DXY = R(X, γ˙)Y.

Corollary 2.5. At the loop γ, [DX ,∆]Y = −∇γ˙(R(X, γ˙)Y ) − R(X, γ˙)∇γ˙Y. In par-
ticular, [DX ,∆] is a zeroth order operator.
Proof.
[DX ,∆]Y = (−DX∇γ˙∇γ˙ +∇γ˙∇γ˙DX)Y
= −(∇γ˙DX∇γ˙Y +R(X, γ˙)∇γ˙Y ) +∇γ˙∇γ˙DXY
= −(∇γ˙∇γ˙DXY +∇γ˙(R(X, γ˙)Y ) +R(X, γ˙)∇γ˙Y ) +∇γ˙∇γ˙DXY
= −∇γ˙(R(X, γ˙)Y )− R(X, γ˙)∇γ˙Y.

Now we complete the proof of Theorem 2.2, showing in the process that AXY
exists.
Proof of Theorem 2.2. By Proposition 2.3 and Corollary 2.5, we have
∇1XY = DXY +
1
2
(1 + ∆)−1[DX , 1 + ∆]Y + (X ↔ Y ) + AXY
= DXY +
1
2
(1 + ∆)−1(−∇γ˙(R(X, γ˙)Y )−R(X, γ˙)∇γ˙Y ) + (X ↔ Y ) + AXY,
where (X ↔ Y ) denotes the previous term with X and Y switched.
The curvature tensor satisfies
−〈Z,R(X, Y )W 〉 = 〈R(X, Y )Z,W 〉 = 〈R(Z,W )X, Y 〉
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pointwise, so
〈AXY, Z〉1 = −
1
2
〈[DZ , 1 + ∆]X, Y 〉0
= −
1
2
〈(−∇γ˙(R(Z, γ˙)X)− R(Z, γ˙)∇γ˙X, Y 〉0
= −
1
2
〈R(Z, γ˙)X,∇γ˙Y 〉0 +
1
2
〈R(Z, γ˙)∇γ˙X, Y 〉0
= −
1
2
〈R(X,∇γ˙Y )Z, γ˙〉0 +
1
2
〈R(∇γ˙X, Y )Z, γ˙〉0
=
1
2
〈Z,R(X,∇γ˙Y )γ˙〉0 −
1
2
〈Z,R(∇γ˙X, Y )γ˙〉0
=
1
2
〈Z, (1 + ∆)−1(R(X,∇γ˙Y )γ˙ − R(∇γ˙X, Y )γ˙)〉1.
Thus AXY must equal
1
2
(1 + ∆)−1(R(X,∇γ˙Y )γ˙ − R(∇γ˙X, Y )γ˙). This makes sense:
for X, Y ∈ Hs
′−1, AXY ∈ H
s′ ⊂ H1, since R is zeroth order. 
Remark 2.4. Locally on LM , we should have DXY = δ
LM
X Y +ω
LM
X (Y ). Now δ
LM
X Y
can only mean d
dτ
|τ=0
d
dǫ
|ǫ=0γ(ǫ, τ, θ), where γ(0, 0, θ) = γ(θ),
d
dǫ
|ǫ=0γ(ǫ, 0, θ) = X(θ),
d
dτ
|τ=0γ(ǫ, τ, θ) = Yγ(ǫ,0,·)(θ). In other words, δ
LM
X Y equals δXY . Since DXY
a =
δXY
a+Γabc(γ(θ)), the connection one-form ω
LM for the L2 Levi-Civita connection on
LM is related to the connection one-form ωM for the Levi-Civita connection on M
by
ωLMX (Y )
a(γ)(θ) = Γabc(γ(θ))X
bY c = ωMX (Y )
a(γ(θ)).
By this remark, we get
Corollary 2.6. The connection one-form ω1 for ∇1 in exponential coordinates is
ω1X(Y )(γ)(θ) = ω
M
X (Y )(γ(θ)) +
1
2
{
(1 + ∆)−1 [−∇γ˙(R(X, γ˙)Y )− R(X, γ˙)∇γ˙Y
−∇γ˙(R(Y, γ˙)X)−R(Y, γ˙)∇γ˙X (2.9)
+R(X,∇γ˙Y )γ˙ − R(∇γ˙X, Y )γ˙]
}
(θ).
From this Corollary, we can directly compute the curvature of the s = 1 metric
connection. The result is unpleasant. Fortunately, for the characteristic classes dis-
cussed in [10], we only need the higher order symbols of the curvature. These are
computed in Appendix A.
2.4. The Levi-Civita Connection for s ∈ Z+.
For s > 1
2
, the proof of Prop. 2.3 extends directly to give
Lemma 2.7. The Levi-Civita connection for the Hs metric is given by
∇sXY = DXY +
1
2
(1 + ∆)−s[DX , (1 + ∆)
s]Y +
1
2
(1 + ∆)−s[DY , (1 + ∆)
s]X + AXY,
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where we assume that for X, Y ∈ Hs
′−1, AXY ∈ H
s is characterized by
−
1
2
〈[DZ , (1 + ∆)
s]X, Y 〉0 = 〈AXY, Z〉s. (2.10)
We now compute the bracket terms.
Lemma 2.8. For s ∈ Z+, at the loop γ,
[DX , (1 + ∆)
s]Y =
s∑
k=1
(−1)k
(
s
k
) 2k−1∑
j=0
∇jγ˙(R(X, γ˙)∇
2k−1−j
γ˙ Y ). (2.11)
In particular, [DX , (1 + ∆)
s]Y is a ΨDO of order at most 2s− 1 in either X or Y .
Proof. The sum over k comes from the binomial expansion of (1 + ∆)s, so we just
need an inductive formula for [DX ,∆
s]. The case s = 1 is Proposition 2.3. For the
induction step, we have
[DX ,∆
s] = DX∆
s−1∆−∆sDX
= ∆s−1DX∆+ [DX ,∆
s−1]∆−∆sDX
= ∆sDX +∆
s−1[DX ,∆] + [DX ,∆
s−1]∆−∆sDX
= ∆s−1(−∇γ˙(R(X, γ˙)Y )−R(X, γ˙)∇γ˙Y )
−
2s−3∑
j=0
(−1)s−1∇jγ˙(R(X, γ˙)∇
2k−j−1
γ˙ (−∇
2
γ˙Y )
= (−1)s−1(−∇2s−1γ˙ (R(X, γ˙)Y )− (−1)
s−1∇2s−2γ˙ (R(X, γ˙)∇γ˙Y )
+
2s−3∑
j=0
(−1)s∇jγ˙(R(X, γ˙)∇
2k−j−1
γ˙ (−∇
2
γ˙Y )
=
2s−1∑
j=0
(−1)s∇jγ˙(R(X, γ˙)∇
2k−1−j
γ˙ Y ).

We check that AXY is a ΨDO in X and Y for s ∈ Z
+.
Lemma 2.9. For s ∈ Z+ and fixed X, Y ∈ Hs
′−1, AXY in (2.10) is an explicit ΨDO
in X and Y of order at most −1.
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Proof. By (2.11), for j, 2k − 1− j ∈ {0, 1, ..., 2s− 1}, a typical term on the left hand
side of (2.10) is
〈∇jγ˙(R(Z, γ˙)∇
2k−1−j
γ˙ X), Y 〉0 = (−1)
j〈R(Z, γ˙)∇2k−1−jγ˙ X,∇
j
γ˙Y 〉0
= (−1)j
∫
S1
giℓ(R(Z, γ˙)∇
2k−1−j
γ˙ X)
i(∇jγ˙Y )
ℓdθ
= (−1)j
∫
S1
giℓZ
kR ikrn γ˙
r(∇2k−1−jγ˙ X)
n(∇jγ˙Y )
ℓdθ
= (−1)j
∫
S1
gtmg
ktgiℓZ
mR ikrn γ˙
r(∇2k−1−jγ˙ X)
n(∇jγ˙Y )
ℓdθ
= (−1)j〈Z, gktgiℓR
i
krn γ˙
r(∇2k−1−jγ˙ X)
n(∇jγ˙Y )
ℓ∂t〉0
= (−1)j〈Z,Rtrnℓγ˙
r(∇2k−1−jγ˙ X)
n(∇jγ˙Y )
ℓ∂t〉0
= (−1)j+1〈Z,R tnℓr γ˙
r(∇2k−1−jγ˙ X)
n(∇jγ˙Y )
ℓ∂t〉0
= (−1)j+1〈Z,R(∇2k−1−jγ˙ X,∇
j
γ˙Y )γ˙〉0
= (−1)j+1〈Z, (1 + ∆)−sR(∇2k−1−jγ˙ X,∇
j
γ˙Y )γ˙〉s.
(In the integrals and inner products, the local expressions are in fact globally defined
one-forms on S1, resp. vector fields along γ, so we do not need a partition of unity.)
(1 + ∆)−sR(∇2k−1−jγ˙ X,∇
j
γ˙Y )γ˙ is of order at most −1 in either X or Y , so this term
is in Hs
′
⊂ Hs. Thus the last inner product is well defined. 
By (2.10), (2.11) and the proof of Lemma 2.9, we get
AXY =
s∑
k=1
(−1)k
(
s
k
) 2k−1∑
j=0
(−1)j+1(1 + ∆)−sR(∇2k−1−jγ˙ X,∇
j
γ˙Y )γ˙.
This gives:
Theorem 2.10. For s ∈ Z+, the Levi-Civita connection for the Hs metric at the loop
γ is given by
∇sXY (γ) = DXY (γ) +
1
2
(1 + ∆)−s
s∑
k=1
(−1)k
(
s
k
) 2k−1∑
j=0
∇jγ˙(R(X, γ˙)∇
2k−1−j
γ˙ Y )
+(X ↔ Y )
+
s∑
k=1
(−1)k
(
s
k
) 2k−1∑
j=0
(−1)j+1(1 + ∆)−sR(∇2k−1−jγ˙ X,∇
j
γ˙Y )γ˙.
2.5. The Levi-Civita Connection for General s > 1
2
.
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In this subsection, we show that the Hs Levi-Civita connection for general s > 1
2
exists in the strong sense of Remark 2.1. The formula is less explicit than in the
s ∈ Z+ case, but is good enough for symbol calculations.
By Lemma 2.7, we have to examine the term AXY , which, if it exists, is charac-
terized by (2.10):
−
1
2
〈[DZ , (1 + ∆)
s]X, Y 〉0 = 〈AXY , Z〉s
for Z ∈ Hs. As explained in Remark 2.1, we may take X, Y ∈ Hs
′−1. Throughout
this section we assume that s′ ≫ s.
The following lemma extends Lemma 2.8.
Lemma 2.11. (i) For fixed Z ∈ Hs
′−1, [DZ , (1+∆)
s]X is a ΨDO of order 2s− 1 in
X. For Re(s) 6= 0, the principal symbol of [DZ , (1 + ∆)
s] is linear in s.
(ii) For fixed X ∈ Hs
′−1, [DZ , (1 + ∆)
s]X is a ΨDO of order 2s− 1 in Z.
As usual, “of order 2s− 1” means “of order at most 2s− 1.”
Proof. (i) For f : LM −→ C, we get [DZ , (1 + ∆)
s]fX = f [DZ , (1 + ∆)
s]X , since
[f, (1 + ∆)s] = 0. Therefore, [DZ , (1 + ∆)
s]X depends only on X|γ.
By Lemma 2.1, DZ = δZ + Γ · Z in shorthand exponential coordinates. The
Christoffel symbol term is zeroth order and (1+∆)s has scalar leading order symbol,
so [Γ · Z, (1 + ∆)s] has order 2s− 1.
From the integral expression for (1 + ∆)s, it is immediate that
[δZ , (1 + ∆)
s]X = (δZ(1 + ∆)
s)X + (1 + ∆)sδZX − (1 + ∆)
sδZX (2.12)
= (δZ(1 + ∆)
s)X.
δZ(1 + ∆)
s is a limit of differences of ΨDOs on bundles isomorphic to γ∗TM . Since
the algebra of ΨDOs is closed in the Fre´chet topology of all Ck seminorms of symbols
and smoothing terms on compact sets, δZ(1 + ∆)
s is a ΨDO.
Since (1 + ∆)s has order 2s and has scalar leading order symbol, [DZ , (1 + ∆)
s]
have order 2s− 1. For later purposes (§3.2), we compute some explicit symbols.
Assume Re(s) < 0. As in the construction of (1 + ∆)s, we will compute what the
symbol asymptotics of δZ(1 + ∆)
s should be, and then construct an operator with
these asymptotics. From the functional calculus for unbounded operators, we have
δZ(1 + ∆)
s = δZ
(
i
2π
∫
Γ
λs(1 + ∆− λ)−1dλ
)
=
i
2π
∫
Γ
λsδZ(1 + ∆− λ)
−1dλ (2.13)
= −
i
2π
∫
Γ
λs(1 + ∆− λ)−1(δZ∆)(1 + ∆− λ)
−1dλ,
where Γ is a contour around the spectrum of 1 +∆, and the hypothesis on s justifies
the exchange of δZ and the integral. The operator A = (1+∆−λ)
−1δZ∆(1+∆−λ)
−1
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is a ΨDO of order −3 with top order symbol
σ−3(A)(θ, ξ)
ℓ
j = (ξ
2 − λ)−1δℓk(−2Z
i∂iΓ
k
νµγ˙
ν − 2ΓkνµZ˙
ν)ξ(ξ2 − λ)−1δµj
= (−2Z i∂iΓ
ℓ
νj γ˙
ν − 2ΓℓνjZ˙
ν)ξ(ξ2 − λ)−2.
Thus the top order symbol of δZ(1 + ∆)
s should be
σ2s−1(δZ(1 + ∆)
s)(θ, ξ)ℓj = −
i
2π
∫
Γ
λs(−2Z i∂iΓ
ℓ
νj γ˙
ν − 2ΓℓνjZ˙
ν)ξ(ξ2 − λ)−2dλ
=
i
2π
∫
Γ
sλs−1(−2Z i∂iΓ
ℓ
νjγ˙
ν − 2ΓℓνjZ˙
ν)ξ(ξ2 − λ)−1dλ
= s(−2Z i∂iΓ
ℓ
νjγ˙
ν − 2ΓℓνjZ˙
ν)ξ(ξ2 − λ)s−1. (2.14)
Similarly, all the terms in the symbol asymptotics for A are of the form Bℓjξ
n(ξ2−λ)m
for some matrices Bℓj = B
ℓ
j(n,m). This produces a symbol sequence
∑
k∈Z+ σ2s−k, and
there exists a ΨDO P with σ(P ) =
∑
σ2s−k. (As in §2.2, we first produce operators
Pi on a coordinate cover Ui of S
1, and then set P =
∑
i φiPiψi.) The construction
depends on the choice of local coordinates covering γ, the partition of unity and cutoff
functions as above, and a cutoff function in ξ; as usual, different choices change the
operator by a smoothing operator. Standard estimates show that P − δZ(1 + ∆)
s
is a smoothing operator, which verifies explicitly that δZ(1 + ∆)
s is a ΨDO of order
2s− 1.
For Re(s) > 0, motivated by differentiating (1 + ∆)−s ◦ (1 + ∆)s = Id, we set
δZ(1 + ∆)
s = −(1 + ∆)s ◦ δZ(1 + ∆)
−s ◦ (1 + ∆)s. (2.15)
This is again a ΨDO of order 2s− 1 with principal symbol linear in s.
(ii) As a ΨDO of order 2s, (1 + ∆)s has the expression
(1 + ∆)sX(γ)(θ) =
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ,
where we omit the cover of S1 and its partition of unity on the right hand side. Here
p(θ, ξ) is the symbol of (1 + ∆)s, which has the asymptotic expansion
p(θ, ξ) ∼
∞∑
k=0
p2s−k(θ, ξ).
The covariant derivative along γ on Y ∈ Γ(γ∗TM) is given by
DY
dγ
= (γ∗∇M)∂θ(Y ) = ∂θY + (γ
∗ωM)(∂θ)(Y )
= ∂θ(Y
i)∂i + γ˙
tY rΓjtr∂j ,
where ∇M is the Levi-Civita connection on M and ωM is the connection one-form in
exponential coordinates on M . For ∆ = ( D
dγ
)∗ D
dγ
, an integration by parts using the
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formula ∂tgar = Γ
n
ℓtgrn + Γ
n
rtgℓn gives
(∆Y )k = −∂2θY
k − 2Γkνµγ˙
ν∂θY
µ −
(
∂θΓ
k
νδγ˙
ν + Γkνδγ¨
ν + ΓkνµΓ
µ
εδγ˙
εγ˙ν
)
Y δ.
Thus p2s(θ, ξ) = |ξ|
2 is independent of γ, but the lower order symbols depend on
derivatives of both γ and the metric on M .
We have
[DZ , (1 + ∆)
s]X(γ)(θ) = DZ
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ (2.16)
−
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)DZX(γ)(θ
′)dθ′dξ. (2.17)
In local coordinates, (2.16) equals
[
DZ
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ
]a
= δZ
[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ
]a
(θ) (2.18)
+ΓabcZ
b(γ)(θ)
[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ
]c
(θ).
Here we have suppressed matrix indices in p and X . We can bring δZ past the integral
on the right hand side of (2.18). If γǫ is a family of curves with γ0 = γ, γ˙ǫ = Z, then
δZp(θ, ξ) =
d
dǫ
∣∣∣∣
ǫ=0
p(γǫ, θ, ξ) =
dγkǫ
dǫ
∣∣∣∣
ǫ=0
∂kp(γ, θ, ξ) = Z
k(γ(θ)) · ∂kp(θ, ξ).
Substituting this into (2.18) gives
[
DZ
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ
]a
=
[∫
T ∗S1
ei(θ−θ
′)·ξZk(γ)(θ) · ∂kp(θ, ξ)X(γ)(θ
′)dθ′dξ
]a
(2.19)
+ΓabcZ
b(γ)(θ)
[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)X(γ)(θ′)dθ′dξ
]c
(θ).
+
[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)δZX(γ)(θ
′)dθ′dξ
]a
(θ).
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Similarly, (2.17) equals[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)DZX(γ)(θ
′)dθ′dξ
]a
=
[∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)δZX(γ)(θ
′)dθ′dξ
]a
(2.20)
+
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)aeΓ
e
bcZ
b(γ)(θ′)Xc(γ)(θ′)dθ′dξ.
Substituting (2.19), (2.20), into (2.16), (2.17), respectively, gives
([DZ , (1 + ∆)
s]X(θ))a (2.21)
= Zb(θ) ·
[∫
T ∗S1
ei(θ−θ
′)·ξ (∂bp
a
e(θ, ξ) + Γ
a
bc(γ(θ)p
c
e(θ, ξ))X
e(θ′)dθ′dξ
]
−
∫
T ∗S1
ei(θ−θ
′)·ξp(θ, ξ)aeΓ
e
bc(γ(θ
′))Zb(θ′)Xc(θ′)dθ′dξ,
where X(θ′) = X(γ)(θ) and similarly for Z.
The first term on the right hand side of (2.21) is order zero in Z; note that 0 < 2s−1,
since s > 1
2
. For the last term in (2.21), we do a change of variables typically used in
the proof that the composition of ΨDOs is a ΨDO. Set
q(θ, θ′, ξ)ab = p(θ, ξ)
a
eΓ
e
bc(γ(θ
′))Xc(θ′), (2.22)
so the last term equals
(PZ)a(θ)
def
=
∫
T ∗S1
ei(θ−θ
′)·ξq(θ, θ′, ξ)abZ
b(θ′)dθ′dξ
=
∫
T ∗S1
ei(θ−θ
′)·ξq(θ, θ′, ξ)abe
i(θ′−θ′′)·ηZb(θ′′)dθ′′dη dθ′dξ,
by applying Fourier transform and its inverse to Z. A little algebra gives
(PZ)a(θ) =
∫
T ∗S1
ei(θ−θ
′)·ηr(θ, η)abZ
b(θ′)dθ′dη, (2.23)
with
r(θ, η) =
∫
T ∗S1
ei(θ−θ
′)·(ξ−η)q(θ, θ′, ξ)dθ′dξ
=
∫
T ∗S1
eit·ξq(θ, θ − t, η + ξ)dt dξ.
In the last line we continue to abuse notation by treating the integral in local coordi-
nates in t = θ−θ′ lying in an interval I ⊂ R and implicitly summing over a cover and
partition of unity of S1; thus we can consider q as a compactly supported function
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in t ∈ R. Substituting in the Taylor expansion of q(θ, θ − t, η + ξ) in ξ gives in local
coordinates
r(θ, η) =
∫
T ∗R
eit·ξ

 N∑
α,|α|=0
1
α!
∂αξ |ξ=0q(θ, θ − t, η + ξ)ξ
α +O(|ξ|N+1)

 dt dξ
=
N∑
α,|α|=0
i|α|
α!
∂αt ∂
α
ξ q(θ, θ, η) + O(|ξ|
N+1). (2.24)
Thus P in (2.23) is a ΨDO with apparent top order symbol q(θ, θ, η), which by (2.22)
has order 2s. The top order symbol can be computed in any local coordinates on
S1 and γ∗TM . If we choose manifold coordinates (see §2.3) which are Riemannian
normal coordinates centered at γ(θ), the Christoffel symbols vanish at this point, and
so
q(θ, θ, η)ab = p(θ, ξ)
a
eΓ
e
bc(γ(θ))X
c(θ) = 0.
Thus P is in fact of order 2s− 1, and so both terms on the right hand side of (2.21)
have order at most 2s− 1.

Remark 2.5. (i) For s ∈ Z+, δZ(1 + ∆)
s differs from the usual definition by a
smoothing operator.
(ii) For all s, the proof of Lemma 2.11(i) shows that for all k, σk(δZ(1 + ∆)
s) =
δZ(σk((1 + ∆)
s)) in local coordinates.
We can now complete the computation of the Levi-Civita connection for general s.
Let [D·, (1 + ∆)
s]X∗ be the formal L2 adjoint of [D·, (1 + ∆)
s]X . We abbreviate
[D·, (1 + ∆)
s]X∗(Y ) by [DY , (1 + ∆)
s]X∗.
Theorem 2.12. (i) For s > 1
2
, The Levi-Civita connection for the Hs metric is given
by
∇sXY = DXY +
1
2
(1 + ∆)−s[DX , (1 + ∆)
s]Y +
1
2
(1 + ∆)−s[DY , (1 + ∆)
s]X
−
1
2
(1 + ∆)−s[DY , (1 + ∆)
s]X∗. (2.25)
(ii) The connection one-form ωs in exponential coordinates is given by
ωsX(Y )(γ)(θ) (2.26)
= ωM(Y )(γ(θ)) +
(
1
2
(1 + ∆)−s[DX , (1 + ∆)
s]Y +
1
2
(1 + ∆)−s[DY , (1 + ∆)
s]X
−
1
2
(1 + ∆)−s[DY , (1 + ∆)
s]X∗
)
(γ)(θ).
(iii) The connection one-form takes values in zeroth order ΨDOs.
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Proof. Since [DZ , (1 + ∆)
s]X is a ΨDO in Z of order 2s − 1, its formal adjoint is a
ΨDO of the same order. Thus
〈[DZ , (1 +∆)
s]X, Y 〉0 = 〈Z, [D·, (1 +∆)
s]X∗(Y )〉 = 〈Z, (1 +∆)−s[DY , (1 +∆)
s]X∗〉s.
Thus AXY in (2.10) satisfies AXY = (1 +∆)
−s[DY , (1 +∆)
s]X∗. Lemma 2.7 applies
to all s > 1
2
, so (i) follows. (ii) follows as in Corollary 2.6. Since ωM is zeroth order
and all other terms have order −1, (iii) holds as well. 
Remark 2.6. This theorem implies that the Levi-Civita connection exists for the Hs
metric in the strong sense: for X ∈ TγLM = H
s′−1(γ∗TM) and Yη ∈ H
s′−1(η∗TM)
a smooth vector field on LM = Hs
′
(S1,M), ∇sXY (γ) ∈ H
s′−1(γ∗TM). (See Remark
2.1.) For each term except DXY on the right hand side of (2.25) is order −1 in Y ,
and so takes Hs
′−1 to Hs
′
⊂ Hs
′−1. For DXY = δXY + Γ · Y , Γ is zeroth order and
so bounded on Hs
′−1. Finally, the definition of a smooth vector field on LM implies
that δXY stays in H
s′−1 for all X .
2.6. Extensions of the Frame Bundle of LM . In this subsection we discuss the
choice of structure group for the Hs and Levi-Civita connections on LM.
Let H be the Hilbert space Hs0(γ∗TM) for a fixed s0 and γ. Let GL(H) be the
group of bounded invertible linear operators on H; inverses of elements are bounded
by the closed graph theorem. GL(H) has the subset topology of the norm topology on
B(H), the bounded linear operators on H. GL(H) is an infinite dimensional Banach
Lie group, as a group which is an open subset of the infinite dimensional Hilbert
manifold B(H) [11, p. 59], and has Lie algebra B(H). Let ΨDO≤0,ΨDO
∗
0 denote
the algebra of classical ΨDOs of nonpositive order and the group of invertible zeroth
order ΨDOs, respectively, where all ΨDOs act on H. Note that ΨDO∗0 ⊂ GL(H).
Remark 2.7. The inclusions of ΨDO∗0,ΨDO≤0 into GL(H),B(H) are trivially con-
tinuous in the subset topology. For the Fre´chet topology on ΨDO≤0, the inclusion is
continuous as in [9].
We recall the relationship between the connection one-form αFN on the frame
bundle FN of a manifold N and local expressions for the connection on TN. For
U ⊂ N , let χ : U −→ FN be a local section. A metric connection ∇ on TN with
local connection one-form ω determines a connection αFN ∈ Λ
1(FN, o(n)) on FN by
(i) αFN is the Maurer-Cartan one-form on each fiber, and (ii) αFN(Yu) = ω(Xp), for
Yu = χ∗Xp [15, Ch. 8, Vol. II], or equivalently χ
∗αFN = ω.
This applies to N = LM. The frame bundle FLM −→ LM is constructed as in
the finite dimensional case. The fiber over γ is isomorphic to the gauge group G of R
and fibers are glued by the transition functions for TLM . Thus the frame bundle is
topologically a G-bundle.
However, by Theorem 2.12, the Levi-Civita connection one-form ωsX takes values in
ΨDO≤0. The curvature two-form Ω
s = dLMω
s+ ωs ∧ ωs also takes values in ΨDO≤0.
(Here dLMω
s(X, Y ) is defined by the Cartan formula for the exterior derivative.)
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These forms should take values in the Lie algebra of the structure group. Thus
we should extend the structure group to the Fre´chet Lie group ΨDO∗0, since its Lie
algebra is ΨDO≤0 [12]. This leads to an extended frame bundles, also denoted FLM .
The transition functions are unchanged, since G ⊂ ΨDO∗0. Thus (FLM,α
s = αsFLM)
as a geometric bundle (i.e. as a bundle with connection αs associated to ∇s) is a
ΨDO∗0-bundle.
In summary, for the Levi-Civita connections we have
G −→ FLM
↓
LM
ΨDO∗0 −→ (FLM,α
s)
↓
LM
Remark 2.8. If we extend the structure group of the frame bundle with connection
from ΨDO∗0 to GL(H), the frame bundle becomes trivial by Kuiper’s theorem. Thus
there is a potential loss of information if we pass to the larger frame bundle.
The situation is similar to the following examples. Let E −→ S1 be the GL(1,R)
(real line) bundle with gluing functions (multiplication by) 1 at 1 ∈ S1 and 2 at −1 ∈
S1. E is trivial as a GL(1,R)-bundle, with global section f with limθ−→−π+ f(e
iθ) =
1, f(1) = 1, limθ−→π− f(e
iθ) = 1/2. However, as a GL(1,Q)+-bundle, E is nontrivial,
as a global section is locally constant. As a second example, let E −→ M be a
nontrivial GL(n,C)-bundle. Embed Cn into a Hilbert space H, and extend E to an
GL(H)-bundle E with fiber H and with the transition functions for E (extended by
the identity in directions perpendicular to the image of E). Then E is trivial.
3. The Loop Group Case
In this section, we relate our work to Freed’s work on based loop groups ΩG [3].
We find a particular representation of the loop algebra that controls the order of the
curvature of the H1 metric on ΩG.
ΩG ⊂ LG has tangent space TγΩG = {X ∈ TγLG : X(0) = X(2π) = 0} in some
Sobolev topology. Instead of using D2/dγ2 to define the Sobolev spaces, the usual
choice is ∆S1 = −d
2/dθ2 coupled to the identity operator on the Lie algebra g. Since
this operator has no kernel on TγΩM , 1 + ∆ is replaced by ∆. These changes in the
Hs inner product do not alter the spaces of Sobolev sections, but the Hs metrics on
ΩG are no longer induced from a metric on G as in the previous sections.
This simplifies the calculations of the Levi-Civita connections. In particular,
[DZ ,∆
s] = 0, so there is no term AXY as in (2.10). As a result, one can work directly
with the six term formula (2.3). For X, Y, Z left invariant vector fields, the first three
terms on the right hand side of (2.3) vanish. Under the standing assumption that G
has a left invariant, Ad-invariant inner product, one obtains
2∇
(s)
X Y = [X, Y ] + ∆
−s[X,∆sY ] + ∆−s[Y,∆sX ]
[3].
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It is an interesting question to compute the order of the curvature operator as a
function of s. For based loops, Freed proved that this order is at most −1. In [8], it is
shown that the order of Ωs is at most −2 for all s 6= 1/2, 1 on both ΩG and LG, and
is exactly −2 for G nonabelian. For the case s = 1, we have a much stronger result.
Proposition 3.1. The curvature of the Levi-Civita connection for the H1 inner prod-
uct on ΩG associated to − d
2
dθ2
⊗ Id is a ΨDO of order −∞.
Proof: We give two quite different proofs.
By [3], the s = 1 curvature operator Ω = Ω1 satisfies
〈Ω(X, Y )Z,W 〉1 =
(∫
S1
[Y, Z˙],
∫
S1
[X, W˙ ]
)
g
− (X ↔ Y ),
where the inner product is the Ad-invariant form on the Lie algebra g. We want to
write the right hand side of this equation as an H1 inner product with W , in order
to recognize Ω(X, Y ) as a ΨDO.
Let {ei} be an orthonormal basis of g, considered as a left-invariant frame of TG
and as global sections of γ∗TG. Let ckij = ([ei, ej ], ek)g be the structure constants
of g. (The Levi-Civita connection on left invariant vector fields for the left invariant
metric is given by ∇XY =
1
2
[X, Y ], so the structure constants are twice the Christoffel
symbols.) For X = X iei = X
i(θ)ei, Y = Y
jej , etc., integration by parts gives
〈Ω(X, Y )Z,W 〉1 =
(∫
S1
Y˙ iZjdθ
)(∫
S1
X˙ℓWmdθ
)
ckijc
n
ℓmδkn − (X ↔ Y ).
Since ∫
S1
cnℓmX˙
ℓWm =
∫
S1
(
δmccnℓcX˙
ℓem,W
beb
)
g
=
〈
∆−1(δmccnℓcX˙
ℓem),W
〉
1
,
we get
〈Ω(X, Y )Z,W 〉1 =
〈[∫
S1
Y˙ iZj
]
ckijδknδ
mscnℓs∆
−1(X˙ℓem),W
〉
1
− (X ↔ Y )
=
〈[∫
S1
akj (θ, θ
′)Zj(θ′)dθ′
]
ek,W
〉
1
,
with
akj (θ, θ
′) = Y˙ i(θ′)crijδrnδ
mscnℓs
(
∆−1(X˙ℓem)
)k
(θ)− (X ↔ Y ). (3.1)
We now show that Z 7→
(∫
S1
akj (θ, θ
′)Zj(θ′)dθ′
)
ek is a smoothing operator. Apply-
ing Fourier transform and Fourier inversion to Zj yields∫
S1
akj (θ, θ
′)Zj(θ′)dθ′ =
∫
S1×R×S1
akj (θ, θ
′)ei(θ
′−θ′′)·ξZj(θ′′)dθ′′dξdθ′
=
∫
S1×R×S1
[
akj (θ, θ
′)e−i(θ−θ
′)·ξ
]
ei(θ−θ
′′)·ξZj(θ′′)dθ′′dξdθ′,
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so Ω(X, Y ) is a ΨDO with symbol
bkj (θ, ξ) =
∫
S1
akj (θ, θ
′)ei(θ−θ
′)·ξdθ′, (3.2)
with the usual mixing of local and global notation.
For fixed θ, (3.2) contains the Fourier transform of Y˙ i(θ′) and X˙ i(θ′), as these are
the only θ′-dependent terms in (3.1). Since the Fourier transform is taken in a local
chart with respect to a partition of unity, and since in each chart Y˙ i and X˙ i times
the partition of unity function is compactly supported, the Fourier transform of akj in
each chart is rapidly decreasing. Thus bkj (θ, ξ) is the product of a rapidly decreasing
function with eiθ·ξ, and hence is of order −∞.
We now give a second proof. For all s,
∇XY =
1
2
[X, Y ]−
1
2
∆−s[∆sX, Y ] +
1
2
∆−s[X,∆sY ].
Label the terms on the right hand side (1) – (3). As an operator on Y for fixed X ,
the symbol of (1) is σ((1))aµ =
1
2
Xecaεµ. Abbreviating (ξ
2)−s by ξ−2s, we have
σ((2))aµ ∼ −
1
2
caεµ
[
ξ−2s∆sXε −
2s
i
ξ−2s−1∂θ∆
sXε
+
∞∑
ℓ=2
(−2s)(−2s− 1) . . . (−2s− ℓ+ 1)
iℓℓ!
ξ−2s−ℓ∂ℓθ∆
sXε
]
σ((3))aµ ∼
1
2
caεµ
[
Xε +
∞∑
ℓ=1
(−2s)(−2s− 1) . . . (−2s− ℓ+ 1)
iℓℓ!
ξ−ℓ∂ℓθX
ε
]
.
Thus
σ(∇X)
a
µ ∼
1
2
caεµ
[
2Xε − ξ−2s∆sXε +
2s
i
ξ−2s−1∂θ∆
sXε
−
∞∑
ℓ=2
(−2s)(−2s− 1) . . . (−2s− ℓ+ 1)
iℓℓ!
ξ−2s−ℓ∂ℓθ∆
sXε (3.3)
+
∞∑
ℓ=1
(−2s)(−2s− 1) . . . (−2s− ℓ+ 1)
iℓℓ!
ξ−ℓ∂ℓθX
ε.
]
.
Set s = 1 in (3.3), and replace ℓ by ℓ− 2 in the first infinite sum. Since ∆ = −∂2θ ,
a little algebra gives
σ(∇X)
a
µ ∼ c
a
εµ
∞∑
ℓ=0
(−1)ℓ
iℓ
∂ℓθX
εξ−ℓ = ad
(
∞∑
ℓ=0
(−1)ℓ
iℓ
∂ℓθXξ
−ℓ
)
. (3.4)
Denote the infinite sum in the last term of (3.4) by W (X, θ, ξ). The map X 7→
W (X, θ, ξ) takes the Lie algebra of left invariant vector fields on LG to the Lie algebra
22 Y. MAEDA, S. ROSENBERG, AND F. TORRES-ARDILA
Lg[[ξ−1]], the space of formal ΨDOs of nonpositive integer order on the trivial bundle
S1 × g −→ S1, where the Lie bracket on the target involves multiplication of power
series and bracketing in g. We claim that this map is a Lie algebra homomorphism.
Assuming this, we see that
σ (Ω(X, Y )) = σ
(
[∇X ,∇Y ]−∇[X,Y ]
)
∼ σ ([adW (X), adW (Y )]− adW ([X, Y ]))
= σ (ad ([W (X),W (Y )])− adW ([X, Y ])) = 0,
which proves that Ω(X, Y ) is a smoothing operator.
To prove the claim, set X = xane
inθea, Y = y
b
me
imθeb. Then
W ([X, Y ]) = W (xnymei(n+m)θckabek) =
∞∑
ℓ=0
(−1)ℓ
iℓ
ckab∂
ℓ
θ
(
xany
b
me
i(n+m)θ
)
ξ−ℓek
[W (X),W (Y )] =
∞∑
ℓ=0
∑
p+q=ℓ
(−1)p+q
ip+q
∂pθ
(
xane
inθ
)
∂qθ
(
ybme
imθ
)
ξ−(p+q)ckabek,
and these two sums are clearly equal. 
It would be interesting to understand how the map W fits into the representation
theory of the loop algebra Lg.
Appendix A. Local Symbol Calculations
We compute the 0 and −1 order symbols of the connection one-form ω1 and the
curvature two-form Ω1 of the s = 1 Levi-Civita connection. We also compute the 0
and −1 order symbols of the connection one-form for the general s > 1
2
connection,
and the 0 order symbol of the curvature of the general s connection. The formulas
show that the s-dependence of these symbols is linear, which will be used to define
regularized (i.e. s-independent) Wodzicki-Chern-Simons classes in [10].
A.1. Connection and Curvature Symbols for s = 1.
Using Corollary 2.6, we can compute these symbols easily in manifold coordinates.
Lemma A.1. (i) At γ(θ), σ0(ω
1
X)
a
b = (ω
M
X )
a
b = Γ
a
cbX
c.
(ii)
1
i|ξ|−2ξ
σ−1(ω
1
X) =
1
2
(−2R(X, γ˙)− R(·, γ˙)X +R(X, ·)γ˙).
Equivalently,
1
i|ξ|−2ξ
σ−1(ω
1
X)
a
b =
1
2
(−2R acdb − R
a
bdc +R
a
cbd )X
cγ˙d.
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Proof. (i) For σ0(ω
1
X), the only term in (2.9) of order zero is the Christoffel term.
(ii) For σ−1(ω
1
X), label the last six terms on the right hand side of (2.9) by (a), ...,
(f). By Leibniz rule for the tensors, the only terms of order −1 come from: in (a),
−∇γ˙(R(X, γ˙)Y ) = −R(X, γ˙)∇γ˙Y+ lower order in Y ; in (b), the term −R(X, γ˙)∇γ˙Y ;
in (c), the term −R(∇γ˙Y, γ˙)X ; in (e), the term R(X,∇γ˙Y )γ˙.
For any vectors Z,W , the curvature endomorphism R(Z,W ) : TM −→ TM has
R(Z,W )ab = R
a
cdb Z
cW d.
Also, since (∇γ˙Y )
a = d
dθ
Y a plus zeroth order terms, σ1(∇γ˙) = iξ · Id. Thus in (a) and
(b), σ1(−R(X, γ˙)∇γ˙)
a
b = −R
a
cdb X
cγ˙dξ.
For (c), we have −R(∇γ˙Y, γ˙)X = −R
a
cdb (∇γ˙Y )
cγ˙dXb∂a, so the top order symbol
is −R acdb ξγ˙
dXb = −R abdc ξγ˙
dXc.
For (e), we have R(X,∇γ˙Y )γ˙ = R
a
cdb X
c(∇γ˙Y )
dγ˙b∂a, so the top order symbol is
R acdb X
cξγ˙b = R acbd X
cξγ˙d.
Since the top order symbol of (1 + ∆)−1 is |ξ|−2, adding these four terms finishes
the proof. 
We now compute the top symbols of the curvature tensor. σ−1(Ω
1) involves the
covariant derivative of the curvature tensor on M , but fortunately this symbol will
not be needed in [10].
Lemma A.2. (i) σ0(Ω
1(X, Y ))ab = R
M(X, Y )ab = R
a
cdb X
cY d.
(ii)
1
i|ξ|−2ξ
σ−1(Ω
1(X, Y )) =
1
2
(∇X [−2R(Y, γ˙)−R(·, γ˙)Y +R(Y, ·)γ˙]
−(X ↔ Y )
−[−2R([X, Y ], γ˙)− R(·, γ˙)[X, Y ] +R([X, Y ], ·)γ˙]) .
Equivalently, in Riemannian normal coordinates on M centered at γ(θ),
1
i|ξ|−2ξ
σ−1(Ω
1(X, Y ))ab =
1
2
X [(−2R acdb − R
a
bdc +R
a
cbd )γ˙
d]Y c − (X ↔ Y )
=
1
2
X [−2R acdb − R
a
bdc +R
a
cbd ]γ˙
dY c − (X ↔ Y ) (A.1)
+
1
2
[−2R acdb −R
a
bdc +R
a
cbd ]X˙
dY c − (X ↔ Y )
Proof. (i)
σ0(Ω
1(X, Y ))ab = σ0((dω
1 + ω1 ∧ ω1)(X, Y ))ab
= [(dσ0(ω
1) + σ0(ω
1) ∧ σ0(ω
1))(X, Y )]ab
= [(dωM + ωM ∧ ωM)(X, Y )]ab
= RM(X, Y )ab = R
a
cdb X
cY d.
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(ii) Since σ0(Ω
1
X) is independent of ξ, after dividing by i|ξ|
−2ξ we have
σ−1(Ω
1(X, Y ))ab = (dσ−1(ω
1)(X, Y ))ab + σ0(ω
1
X)
a
cσ−1(ω
1
Y )
c
b + σ−1(ω
1
X)
a
cσ0(ω
1
Y )
c
b
−σ0(ω
1
Y )
a
cσ−1(ω
1
X)
c
b + σ−1(ω
1
Y )
a
cσ0(ω
1
X)
c
b.
As an operator on sections of γ∗TM , ΩLM − ΩM has order −1 so σ−1(Ω
LM ) =
σ−1(Ω
LM −ΩM) is independent of coordinates. In Riemannian normal coordinates at
γ(θ), σ0(ωX) = σ0(ωY ) = 0, so
σ−1(Ω
1(X, Y ))ab = (dσ−1(ω
1)(X, Y ))ab
= X(σ−1(ω
1
Y ))
a
b − Y (σ−1(ω
1
X))
a
b − σ−1(ω
1
[X.Y ])
a
b
=
1
2
X [(−2R acdb − R
a
bdc +R
a
cbd ]Y
cγ˙d]− (X ↔ Y )
−
1
2
(−2R acdb −R
a
bdc +R
a
cbd ][X, Y ]
cγ˙d.
The terms involving X(Y c)−Y (Xc)− [X, Y ]c cancel (as they must, since the symbol
two-form cannot involve derivatives of X or Y ). Thus
σ−1(Ω
1(X, Y ))ab =
1
2
X [(−2R acdb −R
a
bdc +R
a
cbd )Y
cγ˙d]− (X ↔ Y ).
This gives the first coordinate expression in (A.1). The second expression follows
from X(γ˙d) = X˙d (see (2.8)).
To convert from the coordinate expression to the covariant expression, we follow the
usual procedure of changing ordinary derivatives to covariant derivatives and adding
bracket terms. For example,
∇X(R(Y, γ˙)) = (∇XR)(Y, γ˙) +R(∇XY, γ˙) + R(Y,∇X γ˙)
= X iR acdb ;iY
cγ˙d +R(∇XY, γ˙) +R
a
cdb Y
c(∇X γ˙)
d.
In Riemannian normal coordinates at γ(θ), we have X iR acdb ;i = X
i∂iR
a
cdb = X(R
a
cdb )
and (∇X γ˙)
d = X(γ˙d). Thus
∇X(R(Y, γ˙))− (X ↔ Y )− R([X, Y ], γ˙) = X(R
a
cdb γ˙
d)Y c − (X ↔ Y ).
The other terms are handled similarly. 
A.2. Connection and Curvature Symbols for General s.
The noteworthy feature of these computations is the linear dependence of σ−1(ω
s)
on s.
Let g be the Riemannian metric on M .
Lemma A.3. (i) At γ(θ), σ0(ω
s
X)
a
b = (ω
M
X )
a
b = Γ
a
cbX
c.
(ii) σ0(Ω
s(X, Y ))ab = R
M(X, Y )ab = R
a
cdb X
cY d.
(iii) 1
i|ξ|−2ξ
σ−1(ω
s
X)
a
b = sT (X, γ˙, g), where T (X, γ˙, g) is tensorial and independent
of s.
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Proof. (i) By Lemma 2.11, the only term of order zero in (2.26) is ωMX .
(ii) The proof of Lemma A.2(ii) carries over.
(iii) By Theorem 2.12, we have to compute σ2s−1 for [DX , (1+∆)
s], [D·, (1+∆)
s]X ,
and [D·, (1 + ∆)
s]X∗, as σ−1((1 + ∆)
−s[DX , (1 + ∆)
s]) = |ξ|−2sσ−1([DX , (1 + ∆)
s]),
etc.
Write DX = δX+Γ·X in shorthand. Since (1+∆)
s has scalar leading order symbol,
[Γ · X, (1 + ∆)s] has order 2s − 1. Thus we can compute σ2s−1([Γ · X, (1 + ∆)
s]) in
any coordinate system. In Riemannian normal coordinates centered at γ(θ), as in the
proof of Lemma 2.11(ii), the Christoffel symbols vanish. Thus σ2s−1([Γ·X, (1+∆)
s]) =
0.
By (2.14), σ2s−1([δX , (1 + ∆)
s]) is s times a tensorial expression in X, γ˙, g, since
∂iΓ
ℓ
νj =
1
3
(R ℓiνj + R
ℓ
ijν ) in normal coordinates. The term with Γ vanishes, so
σ2s−1([DX , (1 + ∆)
s]) is s times this tensorial expression.
The argument for σ2s−1([D·, (1 + ∆)
s]X is similar. The term with Γ vanishes. By
(2.23), (2.24),
σ2s−1([δ·, (1 + ∆)
s]X)ab = i
∑
j
∂jt ∂
j
ξ |t=0,ξ=0(p(θ, ξ)
a
eΓ
e
bc(γ − t, η + ξ)X
c(θ − t)).
By (2.14), the right hand side is linear in s for Re(s) < 0. By (2.15), this implies the
linearity in s for Re(s) > 0.
Since σ2s−1([D·, (1+∆)
s]X∗) = (σ2s−1([D·, (1+∆)
s]X))∗, this symbol is also linear
in s. 
References
1. Atiyah, M. and Bott, R., A Lefschetz formula for elliptic complexes: I, Annals of Math. 86
(1967), 374–407.
2. Eells, J., A setting for global analysis, Bull. Amer. Math. Soc. 99 (1966), no. 1, 751–807.
3. Freed, D., Geometry of Loop Groups, J. Diff. Geom. 28 (1988), 223–276.
4. Freed, D. and Uhlenbeck, K., Instantons and Four Manifolds, Springer-Verlag, New York, 1984.
5. Gilkey, P. B., Invariance Theory, the Heat Equation, and the Atiyah-Singer Index Theorem,
Publish or Perish, Wilmington, DE, 1984.
6. L. Ho¨rmander, The Analysis of Linear Partial Differential Operators III: Pseudo-Differential
Operators, Springer-Verlag, New York, 2007.
7. Lang, S., Differential and Riemannian Manifolds, Springer-Verlag, New York, 1995.
8. Larra´in-Hubach, A., Explicit computations of the symbols of order 0 and -1 of the curvature
operator of ΩG, Letters in Math. Phys. 89 (2009), 265–275.
9. Larra´in-Hubach, A., Rosenberg, S., Scott, S., and Torres-Ardila, F., Characteristic classes and
zeroth order pseudodifferential operators, Spectral Theory and Geometric Analysis, Contempo-
rary Mathematics, Vol. 532, AMS, 2011.
10. Maeda, Y., Rosenberg, S., and Torres-Ardila, F., The geometry of loop spaces II: Characteristic
classes, in preparation.
11. Omori, H., Infinite-Dimensional Lie Groups, A.M.S., Providence, RI, 1997.
26 Y. MAEDA, S. ROSENBERG, AND F. TORRES-ARDILA
12. S. Paycha, Towards an extension of Chern-Weil calculus to a class of infinite dimensional vector
bundles, Geometric and Topological Methods for Quantum Field Theory, Cambridge Univ.
Press, Cambridge, 2013.
13. Seeley, R. T., Complex powers of an elliptic operator, Singular Integrals: Proceedings of Sym-
posia in Pure Mathematics (A. Calderon, ed.), American Mathematical Society, 1967, pp. 288–
306.
14. Shubin, M., Pseudodifferential Operators and Spectral Thenry, Springer-Verlag, Berlin, 2001.
15. Spivak, M., A Comprehensive Introduction to Differential Geometry, Publish or Perish, Inc.,
Wilmington, DE, 1979.
16. Warner, F., Foundations of Differentiable Manifolds and Lie Groups, Scott, Foresman & Co.,
Glenview, IL, 1971.
Department of Mathematics, Keio University
E-mail address : maeda@math.keio.ac.jp
Department of Mathematics and Statistics, Boston University
E-mail address : sr@math.bu.edu
Center of Science and Mathematics in Context, University of Massachusetts
Boston
E-mail address : fabian.torres-ardila@umb.edu
