At present, the train-ground communication system based on the wireless communication protocol is a very important component of communication-based train control (CBTC) systems in intelligent transportation. Its information security is worthy of attention. In order to guarantee the security of the train-ground communication system, this paper proposes an improved AdaBoost multi-classification intrusion detection method based on the n-gram model. First, the n-gram model is used to model the state transitions of the IEEE 802.11 protocol. Then, a typical normal behavior set and typical abnormal behavior sets are obtained by learning and they can portray typical behaviors of their respective classes. Furthermore, a similarity measure algorithm is proposed to construct AdaBoost weak classifiers, which improves the classification effect of AdaBoost algorithm. At last, an AdaBoost multi-classification algorithm is presented to detect and identify the attacks. Experiments prove that the algorithm can effectively detect and distinguish attack types in the train-ground communication system.
information, the train-ground communication system also needs to be given special consideration. Considering the path loss, fast fading and shadowing with high mobility, Lin et al. [7] present a novel finite state Markov channel model. The study of [8] indicates that wireless channels of the train-ground communication system are time-varying where the signal to noise ratio (SNR) is changing rapidly. In summary, the special communication environment makes the train-ground communication different from traditional mobile communication in terms of transmission delay, handover delay and data packet dropout, which leads to the increase of packet retransmission.
Intrusion detection is a prevalent information security defense method for the network. It includes two types: anomaly detection and misuse detection [9] .
The anomaly detection method firstly defines a normal behavior model for system. For a newly received data, this method determines whether the system is attacked by comparing the normal behavior model with the data. Ioannou et al. [10] present an anomaly detection system which uses a binary logistic regression (BLR) statistical model to identify the nature of the sensor activity as malicious or benign activity. Sun et al. [11] propose an improved V-detector algorithm based on a three-level intrusion detection model composed by the base station, the detection nodes and the ordinary nodes to detect the cyber attacks. Usha and Kavitha [12] introduce a support vector machine (SVM) intrusion detection method based on the normalized gain in media access control (MAC) layer. Shams and Rizaner [13] propose an intrusion detection method based on the SVM which trains the normal model and uses it to judge attack behaviors. Faisal et al. [14] use the received signal strength (RSS) in the physical layer to detect the intrusion of wireless network. Alipour et al. [9] propose a wireless intrusion detection method based on behavior analysis of the IEEE 802.11 protocol, which defines a threshold value deviating from the normal model. Based on this threshold value, the attacks can be detected.
The advantages of anomaly detection method are that the attack model does not need to be constructed and the database of attack types does not to need to be artificially updated. Furthermore, the method can detect all the unknown attacks. But the disadvantage of the anomaly detection method is that it depends on the normal behavior model deeply. A small deviation from the normal behavior model in the learning phase may result in a big detection deviation in the testing phase.
In misuse detection method, it requires modeling attack behaviors. Accordingly, the system detects these attacks based on their models. Cao et al. [15] present a mathematical model for misbehaving nodes based on the resource sharing percentage. This method can detect the attacks based on the traffic flows. In [16] , seven machine learning algorithms are used to classify the abnormal behaviors. Yao et al. [17] propose a novel Sybil attack detection method based on received signal strength indicator in vehicular Ad Hoc networks. OConnor and Reeves [18] use signatures of the attacks for discovering reconnaissance, DoS, and information theft attacks on bluetooth enabled devices. Onat and Miri [19] introduce an intrusion detection scheme based on packet arrival rate anomalies and receive power anomalies.
Obviously, the merit of the misuse detection method is that it can clearly obtain the attack types. On the other hand, the defect of this method is evident. It can not detect unknown attacks, and it needs to update the attack feature database artificially. Because the attack types are changeable, the slight changes of the attacks may lead to the attack detection failure.
Up to now, in the urban rail transit system, the correlation research of information security is still inadequate. The existing works mostly concern the security of device. Teo et al. [20] propose a simulator, named OpenRails, for railway cyber-security analysis. Then a generic API framework is developed on OpenRails for the information security study. However, this work is still in an early stage. Wu et al. [21] propose a challenge-response authentication process to mitigate the vulnerabilities on the standard balise air-gap interface.
In general, the information security issue of the train-ground communication system is not paid enough attention in the CBTC system. To address this problem, an effective intrusion detection method is proposed. The main contributions of the proposed method are summarized as follows. Firstly, an improved AdaBoost binary classification algorithm is proposed. In this method, a similarity measure algorithm is given to construct the weak classifiers. The similarity measure can balance the influence between the n-gram character strings and their frequency. The similarity measure algorithm improves the classification performance of AdaBoost binary classification algorithm. Secondly, based on the improved AdaBoost binary classification algorithm, an AdaBoost multiple classification algorithm is proposed to detect and identify attacks. Finally, this algorithm obtains better detection results through integrating the wireless and wired detection results. This paper is organized as follows. In Section II, the CBTC system and its attack types are described. In Section III, an improved AdaBoost multiple classification intrusion detection method is presented based on the n-gram model and train states. In Section IV, experimental details and results verification are given. Finally, the study is concisely concluded in Section V.
II. A BRIEF INTRODUCTION TO CBTC SYSTEM AND ITS ATTACK TYPES A. A BRIEF INTRODUCTION TO CBTC SYSTEM
A typical CBTC system is depicted in Fig. 1 . It is composed of a central control subsystem, a wayside control subsystem, a vehicle control subsystem and a train-ground communication subsystem. Automatic train supervision (ATS) of the central control subsystem lies at the control central. ATS located in the station, zone controller (ZC), computer interlocking (CI) and data storage unit (DSU) consist of the wayside control subsystem. The vehicle control subsystem includes automatic train operation (ATO) and automatic train protection (ATP). The train-ground communication subsystem includes access points which connect wayside equipments and vehicle terminals.
CBTC is a crucial system to keep train operation safe and realize the automatic train operation in urban rail transit. By the wired and wireless communication, various subsystems realize the bidirectional communication between ground equipments and trains and constitute a closed loop control system. CBTC is also an integrated train operation control system based on safety devices. Specifically, it is used to command the train operation, adjust train operation deviations and drive train automatically.
ATS located at the control center generates time table and sends operation information to all trains. CI sets the safe route for trains by controlling signalling equipments. Simultaneously, ZC generates the movement authority (MA) of the train, which is send to the vehicle control equipments to ensure train safe operation. For the MA generation, ZC collects data, such as train position, velocity and the driving direction information.
Based on the received MA, ATP computes the train protection curve and supervises the deviations between the real speed and the emergency brake trigger speed. When the real speed is greater than the emergency brake trigger speed, the train will brake urgently so as to guarantee a safe stop within the MA protection scope.
ATO realizes the automatic driving, automatic speed adjustment and the automatic door controlling based on ATP protection.
The train-ground communication subsystem includes up-links and down-links between the vehicle control subsystem and the wayside control subsystem. In the operation process, CBTC transmits the data periodically to control the train operation. At the beginning of communication cycle, the vehicle control subsystem obtains the train velocity and position information by the sensors installed on the train and send them to the ZC. ZC computes and sends the MA to the vehicle control subsystem. Finally, ATO and ATP calculate the train control commands based on MA.
B. CBTC SYSTEM ATTACK TYPES
As a typical industry control system, the attacks on the CBTC system are different from traditional IT network system attacks. The reasons can be described as follows. Firstly, private protocols are massively applied in industry control systems. With the development of protocol reverse parsing technology and systematic opening, the private protocols gradually become unprotected protocols. Secondly, in order to keep steady operation, industry control system usually runs for months or years without interruption, which makes equipment obsolete, difficult to update or reboot. Thirdly, the control logic is fixed and the physical equipment is affected by network information attacks in the industry control system. In CBTC system, the information security attacks can be divided into two types: Denial of Service (DoS) attack and data spoofing attack [22] .
The DoS attacks can prevent normal information exchange by disrupting the integrity of data among communicating objects or exploiting vulnerabilities of devices in the system. The DoS attacks can be divided into two types, called semantic attack and violent attack. The semantic attack utilizes system vulnerability or defect to attack target hosts, which makes target hosts reject services. The violent attack sends a large number of requests to consume network and host resources. These requests exceed the processing capacity of host or network. The semantic attack does not need a lot of data packets and only needs few data packets to realize the attack. If the DoS attacks can be performed in CBTC system, the data packet will be delayed or discarded, and as a result, train cannot periodically receive the control command information. In serious cases, the train stops frequently. Data spoofing attack mainly modifies the contents of payloads in the data pockets to affect the execution of physical device. Generally, the False Data Injection (FDI) attack can be regarded as data spoofing attack. The attacker falsifies the obtained data to mislead the receiver. As a result, the receiver makes a wrong judgment. In addition, man-in-the-middle attack is an important attack in CBTC system, which can be included in the data spoofing attack. In wired network, man-in-themiddle attack is realized by the Address Resolution Protocol (ARP). In wireless network, as a middleman, the attacker not only plays a ''false sender'' role in communicating with the original receiver, but also plays a ''false receiver'' role in communicating with the original sender, which makes the communication data can be intercepted and falsified by this middleman. In CBTC system, the communication data is used to transmit the important control commands. If the data is falsified by an attacker, which can affect train operation security.
III. AN IMPROVED ADABOOST MULTIPLE CLASSIFICATION ALGORITHM BASED ON THE N-GRAM MODEL A. AN INTRUSION DETECTION SYSTEM BASED ON THE N-GRAM MODEL
This paper proposes an intrusion detection method based on the n-gram model. The n-gram model, as a critical concept in natural language processing, is used to evaluate the comparability between the two character strings. Based on the Markov assumption, the n-gram model can describe that the appearing probability of any character string only relates to the finite one or several character strings in front of itself. In general, when modelling, the number of finite character strings cannot be too big. Otherwise, the string combination space becomes sparse. Jurafsky and Martin [23] indicate that the generative texts from different corpus have no repeatability proven by experiments. In our paper, the n-gram model presented in [9] is introduced into the proposed method, shown in Fig. 2 . In the method, no public data set is available, so the specific data set of the train-ground communication system needs to be collected.
In Fig. 2 , the data capture module, the feature extractor module and the data storage module are used to generate the database of the wired and wireless train-ground communication system, and the database includes the normal data and the abnormal data. Specifically, the data capture module firstly captures the IEEE 802.11 wireless data of the train-ground communication system in MAC layer. Further, the feature extractor module extracts kinds of features from the captured frames, including protocol type, type, subtype, source address, destination address, retry flag, train position and train velocity. The protocol type is used to guarantee that the protocol is the IEEE 802.11 protocol. Source address and destination address indicate the communication endpoints. Based on the communication endpoints, sessions can be established. The contents of sessions are composed of type and subtype which can be found in the MAC frame header and reflect the communication flow among the endpoints. The train position and train velocity is very important safety-critical information, which can reflect the attack impact on train states [24] . In addition, for DoS attack, the retransmission times can be regard as an attack feature, so those retransmission frames are retained. For management and data frame, the retry flag indicates whether this frame is retransmission frame or not. The retry flag of retransmission frame is 1. Unlike management and data frame, control frame do not have to wait in the sequence to retransmit, so there is no retransmission frame and the retry flag is 0. Finally, the data storage module is used to store the generated data from the feature extractor module and generate a database which includes the normal data and the abnormal data.
In Fig. 2 , three modules constitute the n-gram multiset generator module. They are session generator module, n-gram generator module, and n-gram statistics module. By using the n-gram multi-set generator module, a data set is mapped to a n-gram model and indicated as:
V denotes a data set and V f means the n-gram model expression of the data set. Specially, the session generator module classifies the frames to obtain a series of sessions according to the source and destination MAC addresses, which means that all the frames with the same srcMac and dstMac addresses are categorized in the same session. A communication session S l can be represented as a sequence of different exchanged frames in MAC layer:
where τ i represents a type-subtype string, i = 1, 2, . . ., k. Therefore, a communication session can indicate the state exchanges according to time series. Further, a session fragment, namely sub-session, is considered in a time interval
Any n consecutive messages are regarded as a n-gram pattern in a sub-session, called a n-gram. The n-gram generator module is used to build the n-gram model based on above sub-sessions. For example, the sliding window sized n is used to partition the sub-session S l, T i and a multi-set of n-gram is obtained:
where every element of Q l, T i is a n-gram and it can partially reflect the order of the frames and the state exchanges in the 802.11 protocol. It should be noted that a multi-set is a set where the element can repeat [25] . Consequently, Q l, T i can be defined as a set of two-dimensional vector (ng, c) where ''ng'' represents a n-gram and ''c'' represents times of ng. The n-gram statistics module is used to collect all the (ng, c) and generate a n-gram model which means that the n-gram model is a set of all the (ng, c). The typical abnormal set module and the typical normal set module are used to collect typical abnormal and normal n-gram patterns. They can be obtained by learning. They are saved to constitute the needed sets which are regarded as the classification reference for abnormal and normal behaviors.
The AdaBoost classifier module is composed of a weak classifier module and a strong classifier module. Given weak classifier weight coefficient matrices, weak classifiers are structured based on the proposed similarity measure algorithm on the typical normal set and the typical abnormal set. Then, these weak classifiers can be combined to be a strong classifier.
In this intrusion detection system diagram, a comprehensive detection conclusion can be obtained by incorporating the wired intrusion detection result into the wireless intrusion detection result. Meanwhile, it can send out alarm information to the system. Specifically, the train position and velocity features are used to detect attacks. In every period, the MA is calculated. If the MA dose not change during the continuous Q periods, an attack is considered to happen. The threshold Q can be obtained by training.
In general, the intrusion detection method can be divided into anomaly detection and misuse detection [9] . In this paper, we combine the two methods. The mixed intrusion detection method means that the method combines the anomaly detection and misuse detection. Therefore, the mixed intrusion detection method can identify the normal behaviors and attack behaviors simultaneously.
B. SIMILARITY MEASURE
In this subsection, a concept named similarity is introduced and several algorithms about the similarity measure are given. The concept ''similarity'' is used to construct weak classifiers for a training set in the following subsection. Unless otherwise explicitly stated, TS denotes a training set. For TS, a normal typical feature set is expressed as follows:
where the superscript ''N'' denotes normal behaviors, ng N i is a typical normal n-gram character string and c N i is the upper bound of its frequency in normal behaviors, i = 1, . . ., r. For a new received ng N i , if its frequency is greater than c N i , it belongs to an abnormal behavior.
Furthermore, an abnormal typical feature set of a certain type of attack is expressed as follows:
where the superscript ''A'' denotes abnormal behaviors. ng A i is a typical abnormal n-gram character string and c A i is the threshold of its frequency, i = 1, . . . , s. For a new received ng A i , if its frequency is higher than the threshold, it is viewed as an abnormal behavior.
Considering any (ng 1 , c 1 ) ∈ NTFS or ATFS and (ng 2 , c 2 ) ∈ TS, similarity is defined as follows: 
Calculate F according to Eq. (7).
4:
Calculate the similarity according to Eq. (6), denoted by S N i . 5: end for 6 
Here L 1 is the number of the same type-subtypes between the ng 1 and the ng 2 by bitwise comparison. L 2 is the number of type-subtypes in the ng 2 . And the item '' L 1 L 2 '' is the ratio which represents the type-subtype similarity between ng 2 and ng 1 . F is a decision about whether (ng 2 , c 2 ) is similar with (ng 1 , c 1 ) from the view of frequency. Specifically, for (ng 1 , c 1 ) ∈ NTFS, its definition is expressed as follows:
For (ng 1 , c 1 ) ∈ ATFS, its definition is expressed as follows:
(p, q) is a pair of weight coefficients which is used to adjust or balance the contributions from the respective items and p, q ∈ (0, 1). From Eq. (6), It is noted that if L 1 = 0, (i.e., there is no same type-subtype between the ng 1 and the ng 2 ), the similarity is equal to 0. Now, based on Eq. (6), a similarity measure algorithm between any (ng, c) ∈ TS and NTFS is given in Algorithm 1.
Furthermore, according to Eq. (6), a similarity measure algorithm between any (ng, c) ∈ TS and ATFS is given in Algorithm 2.
C. WEAK CLASSIFICATION
In this subsection, a similarity-based weak classification method is given for TS which includes normal data and attack data.
Suppose that the number of data category is n for TS. First, n typical feature sets (TFS) are extracted from TS and these sets are denoted by TFS 1 , . . ., TFS n where TFS i can portray typical behaviors of the class ''i'', i = 1, . . ., n.
Furthermore, the weak classifier construction method is described in Algorithm 3 where every weak classifier gives a rough classification result.
In the step 16 of Algorithm 3, there may exist k 1 and k 2 so that S j,k 1 = S j,k 2 = max 1≤k≤n S j,k . According to the step 17 of Algorithm 3, (ng i , c i ) can be classified as class k 1 or class k 2 . Considering that Algorithm 3 is only a weak classification 
Calculate F according to Eq. (8).
4:
Calculate the similarity according to Eq. (6), denoted by S A i . 5: end for 6 
Algorithm 3 Weak Classifier Construction Method Based on Similarity
Input: (1) TS with n-class data and its typical feature sets TFS 1 , . . ., TFS n ; (2) l pairs of weak classification weight coefficients (p i , q i ) where every (p i , q i ) can generate a weak classifier and p i ,
for all ng j , c j ∈ TS do 4: ng ← ng j , c ← c j .
5:
for k = 1, . . ., n do 6: if TFS k is a normal typical feature set then 7: NTFS ← TFS k .
8:
Execute Algorithm 1.
9:
S j,k ← S N .
10:
else 11: ATFS ← TFS k .
12:
Execute Algorithm 2.
13:
S j,k ← S A . 14: end if 15: end for 16: Solve k * = arg max 1≤k≤n S j,k .
17:
WC i : ng j , c j → k * , which means that the i-th weak classifier WC i classifies ng j , c j as the k * -th class behavior. 18: end for 19 : end for 20: 
algorithm, such classification results are acceptable. Besides, l pairs of weak classification weight coefficients (p i , q i ) in Algorithm 3 can be written as the following matrix
and it is called a weak classification weight coefficient matrix.
D. ADABOOST ALGORITHM BASED ON MULTIPLE CLASSIFICATION
For a complicated system, it is a better choice to obtain a comprehensive analysis based on the multiple experts' decisions, rather than the decision of any one of them. Based on this idea, an AdaBoost (an abbreviation for Adaptive Boosting) algorithm generates a strong classifier by combining several weak classifiers. Specifically, the AdaBoost algorithm enhances the weights of these samples which are mistakenly classified by the previous iteration and reduces the weights of those samples which are accurately classified by the previous iteration. As the weight increased, those data that are mistakenly classified can receive more attention from the weak classifier in the next iteration. Simultaneously, the AdaBoost algorithm uses the weighted majority voting method to combine these weak classifiers. More specifically, the weight of the weak classifier with a small classification error rate is increased to make it play a larger role in the voting. Otherwise, the weight of the weak classifier with a large classification error rate is reduced to make it play a smaller role in the voting. The above-mentioned idea conceives the well-known AdaBoost binary-classification algorithm. It is used to solve the two-class classification problem and cannot directly address the multi-class classification problem. To solve the multi-class classification problem, the most straightforward idea is to transform a multi-classification problem into a two-classification problem and then get multi-category results based on the voting mechanism. A feasible idea is described as follows.
For a training data set with n-type (n > 2) labels, two types of labels are selected from them and then the corresponding data is extracted to obtain a group of training data subsets. In this way, n * (n − 1)/2 groups of training data subsets can be derived.
Each group of training data subsets only has two types of labels and consequently this problem is a two-class problem. The above-mentioned two-class classification AdaBoost algorithm can be used to generate a strong classifier. As there are n * (n − 1)/2 groups of training data subsets, a total of n * (n − 1)/2 two-class AdaBoost strong classifiers can be obtained.
For actual testing, a new received data (ng, c) is sent to the above-mentioned n * (n − 1)/2 two-class AdaBoost strong classifiers and a total of n * (n − 1)/2 two-class classification results are derived. By using the voting mechanism, a final classification result is given.
Based on the above statements, an AdaBoost multiclassification construction algorithm is described in Algorithm 4.
In the step 5 of Algorithm 4, a two-class data set S k with class labels i and j is derived. Considering the class label set Y = {−1, +1} in the AdaBoost binary-classification algorithm, it is needed to relabel S k with class labels Algorithm 4 AdaBoost Multi-Classification Construction Algorithm Input: (1) labeled training data set T = {(x 1 , y 1 ), (x 2 , y 2 ), . . ., (x N , y N )}, where x i = (ng i , c i ) ∈ TS, y i is the class label of x i and y i ∈ Y = {1, . . . , n}, i = 1, 2, . . . , N , with n denoting the num of categories and n > 2; (2) all the typical feature sets TFS 1 , . . ., TFS n , where TFS i can portray typical behavior of the ith class data, i = 1, . . ., n;
(3) weak classification weight coefficient matrix W i , i = 1, 2, · · · , n * (n−1) 2 . Output: binary-classification AdaBoost strong classifiers G i (x), i = 1, 2, · · · , n * (n−1) 2 . 1: Use k to represent a binary-classifier serial number and initialize k = 0. 2: for i = 1, . . . , n − 1 do 3:
for j = i + 1, . . . , n do 4: k ← k + 1. Taking S k with TFS i and TFS j , and W k as the input, execute Algorithm 3 and generate weak classifiers. 14: Taking S k and the weak classifiers generated in the last step as the input, using AdaBoost binary-classification algorithm and derive an AdaBoost binary-classification strong classifiers G k (x). 15: end for 16 : end for 17: return G i (x), i = 1, 2, · · · , n * (n−1) 2 .
5:
+1 and −1 to use the AdaBoost binary-classification algorithm, which corresponds to the steps from 6 to 12 in Algorithm 4.
Furthermore, an AdaBoost multi-classification detection algorithm is proposed in Algorithm 5. Based on the wired intrusion detection, a comprehensive intrusion detection result is given, which is regarded as a reasonable conclusion. If wireless data is attacked and train states are affected, the attack can be considered as an effective attack. If wireless data is attacked and train states are not affected, the attack is viewed as an insufficient attack. It may be that safety computer carries out data verification in time, which makes train states safe.
Furthermore, because the traditional AdaBoost algorithm is sensitive to the data noise, it is not suitable for the current CBTC data set. Specifically, in the train-ground communication system, there exist complicated environments, such as underground tunnel environment, train high-speed and linear motion, and quick switching of AP. These environments lead Algorithm 5 AdaBoost Multi-Classification Detection Algorithm Input: (1) binary-classification AdaBoost strong classifiers G i (x), i = 1, 2, · · · , n * (n−1) 2 , which are derived based on Algorithm 4; (2) any (ng, c) from a testing set or actual data set. Output: classification result on (ng, c).
1: Use k to represent a binary-classifier serial number and initialize k = 0. 2: Denote the vote counting of the i-th class by c i and initialize c i = 0, i = 1, . . . , n. 3: for i = 1, . . . , n − 1 do 4: for j = i + 1, . . . , n do 5: k ← k + 1. 6: x ← (ng, c). 7: y ← G k (x). 8: if y == 1 then 9: c i = c i + 1. to random delay and packet dropout, which can be regarded as the noise of data. The noise data looks like an attack, but it is actually a random interference [26] . In other words, the random interference noise data looks like DoS attack data, but it is still normal data. Consequently, these noise data are easily wrongly classified. Because the traditional AdaBoost algorithm mainly focuses on those samples which are difficult to be classified, it is hypersensitive to noise data. Based on this fact, the attention of the noise data should be weakened in our data set and the idea comes from the communication noise processing field where the noise is often decreased and the signal is enhanced.
In the proposed AdaBoost algorithm, the concept of similarity is introduced to construct weak classifier. In this case, most of weak classifiers have a classification accuracy greater than 0.5. Few weak classifiers have a classification accuracy less than 0.5, which are discarded. Simultaneously, the sample weights are optimized based on the maximal classification accuracy. The advantages are obvious. Firstly, selecting similarity measure algorithm can improve classification accuracy of weak classifiers to make final classification accuracy of weak classifier combination approach 1. Secondly, the sample weights are optimized and updated by selecting the maximum weak classification accuracy, which weakens the weights of noise samples. Thirdly, the similarity measure method is simple for avoiding overfitting. For AdaBoost algorithm, the simpler weak classification algorithm is, the better effect it has in preventing overfitting. Finally, based on the efficient typical feature sets, the detection results can avoid trapping in local optimum.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, the experiment is introduced and detection results are analyzed. Firstly, the train-ground communication data set was collected from the Beijing Subway Line 7 simulation platform, including normal and attack data. Then, the proposed intrusion detection method was carried out and its performance was evaluated.
A. DATA SET COLLECTION
In this paper, a Beijing Subway Line 7 simulation platform is used to simulate the train operation. The subway map is described in Table 1 . In this simulation platform, the data set of train-ground communication system is collected.
In the field of information security, there are two types of intrusion detection data sets, namely wired network data set and wireless network data set. For the wired network data set, the KDDCUP 99 data set [27] is widely used. It contains almost 5 million records and has 41 features. Every record is viewed as a sample and it has been labeled as normal or abnormal. Further, these abnormal samples include 39 kinds of attacks which can be divided into 4 categories. For the wireless network data set, the AWID data set [28] developed in 2015 is a widely used data set and it is used to detect WLAN-based attacks. In the AWID, a wireless frame is regarded as a sample. Every sample contains 155 features, covering all the fields of MAC layer and Radiotap information. The AWID includes 16 kinds of attacks which can be divided into 3 categories: injection attack, flood attack and impersonation attack. As a typical industrial control system, CBTC system uses the train-ground communication subsystem based on the IEEE 802.11 protocol to transmit train control commands periodically. Existing public intrusion detection data sets are not suitable for the train-ground communication system. The reasons can be described as follows. Firstly, the public intrusion detection data set can only be used to detect those attacks which are based on the general protocol. Traditional IT networks mostly use public network protocols, but many protocols for CBTC system are private, such as RSSP-I protocol and SFP protocol. Furthermore, in CBTC system, many intrusions can only be perceived in these private protocols, and they cannot be detected in the general protocols. Secondly, as a classical cyber-physical system, in CBTC system, some attacks are difficult to reflect in the network data. These attack features can only be displayed in physical characteristics, such as train position and train velocity. Finally, there are many problems for the existing data sets, such as the outdated KDDCUP 99 and the AWID with missing sample values, which affects the use of these data sets.
For CBTC system, when constructing a new data set, the following rules should be considered. Firstly, attack types should conform to the characteristics of CBTC system. Specifically, when selecting an attack type, it is necessary to consider whether the attack can affect the train operation, because the CBTC system adopts a large number of functional security mechanisms, such as two-out of three or double two out of two security computer and redundant network design. Although the existing data sets include most of attack types, the effective attack types are limited. Secondly, the features selected in the sample should reflect the impact of attack on train states. The selected sample features should simultaneously consider the physical and cyber features, such as communication protocols, traffic, system state parameters, and control input and output parameters. Thirdly, the sample values of the data set cannot be missing too much, otherwise the accuracy of the training model will be affected.
In the process of data set construction, the selection of attack types and sample features is a very important task. According to the above-mentioned rules, the selected attack types and features are described in table 2 and table 3 respectively. In table 2 , the attack types include wireless attacks and wired attacks, because the train-ground communication system not only includes wireless network, but also includes wired network. For the attacks between the AP and the VOBC, in addition to the wireless attack itself leading to the communication interruption, attacking the AP through the wired network also causes communication interruption between the AP and the VOBC. Specifically, UDP flood, TCP/SYN flood and ICMP flood are sent to consume the resources of AP by the wired network, so that the AP cannot respond to the normal communication request. Therefore, UDP flood, TCP/SYN flood and ICMP flood attacks are added into the attack types between AP and VOBC in this paper. These attacks are DoS attacks. In addition, man-in-themiddle attack has been added to the attack types.
In table 3, the selected sample features not only include MAC frame header field and traffic statistics, but also include physical features. The reasons are described as follows.
In CBTC system, the background traffic of train-ground communication is stable, and the network topology seldom changes. If a traffic-based DoS attack occurs, traffic will change significantly. So it is meaningful to extract traffic features. In addition, as a typical cyber-physical system, when suffering from attacks, the results of CBTC attacks can be reflected in physical devices. So it is also necessary to add physical features in table 3. In this paper, 14 features are selected as sample features of our data set and they are from various aspects and are more comprehensive for CBTC system. It is worth noting that there is a data imbalance problem between the attack data and the normal data in this data set. To address this problem, oversampling method is used to balance the data. The principle of the oversampling method is to generate the synthetic minority class samples to balance the distribution between the samples of the majority and minority classes [29] . SMOTE [30] is a famous oversampling method. The algorithm improves the sample random replication algorithm and avoids overfitting. Its main idea is to generate new minority class samples by interpolating between several adjacent minority class samples [31] . It is also worth noting that this data set is primarily applicable to train-ground communication system. The selected attacks are mainly DoS attacks, and the attack target mainly concentrates on the communication network between VOBC and AP.
B. ATTACK SCENARIO DESCRIPTION
The CBTC information flow is described in Fig. 3 . VOBC periodically transmits train information, such as direction of motion, position and velocity, to ZC by train-ground communication network. Based on the received information, in conjunction with the route setting and track occupancy information, ZC computers MA and sends it to VOBC. VOBC sends the platform screen door information to CI by the train-ground communication network. After receiving the platform screen door information, CI controls the movement of screen door and replies the state of the screen door to VOBC. VOBC sends train control and scheduling information to ATS by the train-ground communication network, such as the number of train group, train number, moving direction, velocity, position, train operation mode and screen door state. Meanwhile, ATS sends scheduling information to VOBC, such as train classes-priority, train waiting for a receiving track and the surplus time of train stop. According to the information flow, the bidirectional data between ZC and VOBC was collected.
In the experiment, the normal train operation scenario means that the train operated based on the normal information flow mentioned in Fig. 3 . The attack scenario means the attacks were implemented. The attack information flow is also described in Fig. 3 , highlighted in red. In the experiment, three trains operated on the line and AP switching was considered. The sampling frequency of AP switching was 500 milliseconds. The IEEE 802.11 protocol was used as communication protocol between the train and the AP. The trains started from the Baizi Wan station and stopped at Shuangjing station. When the train mode was upgraded from restricted manual mode (RM) to automatic train operation mode (AM), the attacks were performed. One attack tool is mdk3, which is used for the wireless network. The other is hping3, which is used for the wired network. In trainground communication network, deauthentication flood, disassociation flood, authentication flood, association flood, beacon flood, RTS flood, CTS flood, UDP flood, TCP/SYN flood and ICMP flood were implemented. Particularly, ICMP flood, TCP/SYN flood and UDP flood are wired attacks. These attacks affect AP, which causes train-ground communication breakdown. The breakdown can cause the train control information transmission failure. As a result, train degradation occurs. Attack frequency can be divided into random and persistent frequency. The attack frequency includes 5 times per second, 10 times per second, 20 times per second, 30 times per second, 50 times per second, 100 times per second, 200 times per second, 300 times per second, 500 times per second, 700 times per second, 1000 times per second, 1500 times per second, 1800 times per second, 2000 times per second and 3000 times per second.
C. EXPERIMENTAL DETAILS AND RESULTS VERIFICATION 1) IMPLEMENTATION DETAILS
In this experiment, normal data and attack data are selected from the data set to validate the proposed intrusion detection method. The attack data includes authentication and association attack data, beacon attack data, CTS attack data, disassociation and deauthentication attack data and RTS attack data. Their quantity information is listed in table 4. The detection period (or the observation time window) is 10 seconds. Furthermore, the size of sliding time window is 4 in the n-gram model, which has been proven to be a better choice in [9] . By learning the collected data, typical feature sets are obtained for normal behavior, authentication and association attack behavior, beacon attack behavior, CTS attack behavior, disassociation and deauthentication attack behavior and RTS attack behavior.
Although the exponential growth of the number of n-grams may exist in some object data [32] , this phenomenon does not exist in the train-ground communication system. For the IEEE 802.11 protocol, in the wireless train-ground data set, the management frames and control frames are extracted by the source addresses and destination addresses, which forms many sessions. Then, every session is divided into sub-sessions by sliding time window sized 4. The sliding time window sized 4 has a good description effect for the IEEE 802.11 protocol [9] . Because the amount of types and subtypes is 30 in the management frames and control frames and the size of sliding time window is 4, there may be 30 4 = 810, 000 kinds of n-grams in mathematics. However, because the communication frames are only closely related to scanning, authentication, and association, many n-grams do not appear and the number of n-grams is small actually. Specifically, in the train-ground communication system, there are about 800 n-grams. This fact has been verified in [9] .
Further, the CBTC system uses the wireless communication protocol to transmit control commands. The control and business logic is fixed and the control commands are periodic, which makes the number of n-grams reduce. In addition, compared with the general wireless communication protocol used in the office building, the number of trains is limited within the wireless coverage of an AP. In a word, because of the characteristics of the train-ground communication system, the number of n-grams is not big.
In the learning process of typical feature sets, based on the expert experience, a part of the typical features are given and viewed as the first round of candidate feature set. Further, a new feature is added to the first round of candidate feature set and they constitute the second round of candidate feature set. In this paper, a wrapped feature selection method is used, which uses the classifier performance as the evaluation criterion of the selected features. Specifically, the similarity measure of the weak classifier is viewed as an evaluation index. With the increase of the selected features, when the performance of the classifier is no longer significantly improved, the feature selection iteration stops. Furthermore, to ensure the diversity of weak classifiers, four-fifths of features are randomly selected from every typical feature set in the process of constructing each weak classifier.
Because the typical data set has 6 types, according to Algorithm 4, 15 weak classification weight coefficient matrices are given
2) RESULTS VERIFICATION
In this experiment, four statistical indicators are adopted to evaluate the detection performance: the detection rate, the false positive rate, the false negative rate and the attack identification error rate (AIER). Specifically, in a detection period, S denotes the number of elements and M denotes the number of the data types. The detection rate is defined as follows:
where r represents the number of those elements which are correctly detected in the data set. The false positive rate is defined as follows:
where N represents the number of those elements which are normal behaviors in the data set; p represents the number of those elements which are normal behaviors and are wrongly identified as attack behaviors in the data set. The false negative rate is defined as follows:
where A represents the number of those elements which are attack behaviors in the data set; n represents the number of those elements which are attack behaviors and are wrongly identified as normal behaviors in the data set. The AIER is defined as follows:
where the definition of A can be found in Eq. (11) and µ represents the number of those elements which are attack behaviors but are not correctly identified in the data set. In this experiment, the proposed improved AdaBoost multi-classification algorithm is verified. The anomaly detection statistics algorithm of reference [9] and the traditional AdaBoost multi-classification algorithm are used as comparative experiments. The simulation results can be found in Fig. 4-Fig. 23 . Fig. 4-Fig. 7 show the detection results of the authentication and the association attacks. Fig. 4 reveals that the detection rate of the proposed AdaBoost multiclassification algorithm is better than the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm in all the detection periods except the 17th detection period. The detection rate of the proposed AdaBoost multi-classification algorithm is greater than 98.78%, except in the 17th detection period. In the 17th detection period, the detection rate is 96.15%. The detection rate of the traditional AdaBoost multi-classification algorithm is greater than 96.83%. The detection rate of the anomaly detection statistics algorithm is greater than 86.67%. The detection rate of the proposed AdaBoost multi-classification algorithm is similar to that of the traditional AdaBoost multi-classification algorithm and is significantly different from that of the anomaly detection statistics algorithm. The reason is that the anomaly detection statistics algorithm only detects the normal behaviors and abnormal behaviors, and cannot classify the abnormal behaviors. Fig. 5 shows that the false positive rate of the proposed AdaBoost multi-classification algorithm is lower than 3.448% and the false positive rate of the traditional AdaBoost multi-classification algorithm is lower than 3.774% in the authentication and the association attacks. The maximum false positive rate of the anomaly detection statistics algorithm is 16.67% and the minimum false positive rate of the anomaly detection statistics algorithm is 2.273%. The false positive rate of the anomaly detection statistics algorithm is obviously worse than that of the proposed AdaBoost multi-classification algorithm and the traditional AdaBoost multi-classification algorithm. Further, in Fig. 6 , the proposed AdaBoost multi-classification algorithm has a lower false negative rate than the traditional AdaBoost multi-classification algorithm in all the detection periods except the 17th detection period. The false negative rate of the anomaly detection statistics algorithm is 0, because this algorithm only models the normal behavior and any behavior being different from the normal behavior is viewed as the abnormal behavior. Fig. 7 shows that the maximum AIER of the proposed AdaBoost multi-classification algorithm is 5% and the maximum AIER of the traditional AdaBoost multi-classification algorithm is 6.667%.
The detection results of the beacon attacks are described in Fig. 8-Fig. 11. Fig. 8 reveals that the proposed AdaBoost multi-classification algorithm has a higher detection rate than the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm. The detection rate of the proposed AdaBoost multi-classification algorithm is greater than 97.92%. The detection rate of the traditional AdaBoost multi-classification algorithm is greater than 94.20%. The detection rate of the anomaly detection statistics algorithm is greater than 90.91%. Fig. 9 shows that the false positive rate of the proposed AdaBoost multi-classification algorithm is lower than 2.128% and the false positive rate of the traditional AdaBoost multi-classification algorithm is lower than 4%. The maximum false positive rate of the anomaly detection statistics algorithm is 10% and the minimum false positive rate of the anomaly detection statistics algorithm is 4.348%. Therefore, it is concluded that the proposed algorithm has a lower false positive rate than the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm. The false positive rate of the anomaly detection statistics algorithm is obviously worse than that of the proposed AdaBoost multi-classification algorithm and the traditional AdaBoost multi-classification algorithm. In Fig.10 , the proposed AdaBoost multi-classification algorithm has a lower false negative rate than the traditional AdaBoost multi-classification algorithm in all the detection periods except the 6th and 9th detection periods. The false negative rate of the anomaly detection statistics algorithm is 0. Because this algorithm belongs to anomaly detection which only models the normal behavior, any behavior being different from the normal behavior can be viewed as the abnormal behavior. Fig. 11 shows that the maximum AIER of the proposed AdaBoost multi-classification algorithm is 2.381% and the maximum AIER of the traditional AdaBoost multi-classification algorithm is 7.895%.
The detection results of CTS attacks are given in Fig. 12  -Fig. 15 . In Fig. 12 , it is found that the proposed AdaBoost multi-classification algorithm has a higher detection accuracy than the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm in all the detection periods except the 25th detection period. The minimum detection rate of the proposed AdaBoost multi-classification algorithm is 97.65% and the maximum detection rate is 100%. The minimum detection rate of the traditional AdaBoost multi-classification algorithm is 94.59% and the maximum detection rate is 99.33%. The minimum detection rate of the anomaly detection statistics algorithm is 90.48% and the maximum detection rate of that is 95.52%. Fig. 13 shows that the proposed AdaBoost multi-classification algorithm has a lower false positive rate than the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm in all the detection periods except the 25th detection period. Specifically, the maximum false positive rates of the anomaly detection statistics algorithm, the traditional AdaBoost multi-classification algorithm and the proposed AdaBoost multi-classification algorithm are 9.677%, 5.932% and 2.941% respectively. The minimum false positive rates of the anomaly detection statistics algorithm, the traditional AdaBoost multi-classification algorithm and the proposed AdaBoost multi-classification algorithm are 5.983%, 0.8772% and 0% respectively. In Fig. 14, the results reveal that the proposed AdaBoost multi-classification algorithm has a lower false negative rate than the traditional AdaBoost multi-classification algorithm in all the detection periods except the second detection period and the false negative rate of the anomaly detection statistics algorithm is 0. Fig. 15 shows that the maximum AIER of the proposed AdaBoost multi-classification algorithm is 2.5% and the maximum AIER of the traditional AdaBoost multi-classification algorithm is 5%.
The detection results of the disassociation and deauthentication attacks are shown in Fig. 16-Fig. 19 . Fig. 16 reveals that the proposed AdaBoost multi-classification algorithm has a higher detection accuracy than the other two algorithms. Specifically, the minimum detection rate is 97.48% in the proposed AdaBoost multi-classification algorithm, it is 94.12% in the traditional AdaBoost multi-classification algorithm and it is 90% in the anomaly detection statistics algorithm. According to Fig. 17 , it is found that the proposed AdaBoost multi-classification algorithm has a lower false positive rate than the other two algorithms. Specifically, the maximum false positive rate of the anomaly detection statistics algorithm is 13.33% and the minimum false positive rate of the anomaly detection statistics algorithm is 6.667%. The maximum false positive rate of the proposed AdaBoost multi-classification algorithm is 2.128% and the minimum false positive rate of the proposed AdaBoost multi-classification algorithm is 0%. The maximum false positive rate of the traditional AdaBoost multi-classification algorithm is 5.263% and the minimum false positive rate of the traditional AdaBoost multi-classification algorithm is 1.376%. In Fig. 18 , the proposed AdaBoost multi-classification algorithm has a lower false negative rate than the traditional AdaBoost multi-classification algorithm. The maximum false negative rate of the proposed AdaBoost multi-classification algorithm is 4% and the minimum false negative rate of the proposed AdaBoost multi-classification algorithm is 0%. The maximum false negative rate of the traditional AdaBoost multi-classification algorithm is 6.667% and the minimum false negative rates of the traditional AdaBoost multi-classification algorithm is 3.333%. The false negative rate of the anomaly detection statistics algorithm is 0. Because this algorithm only models the normal behavior and any behavior being different from the normal behavior is viewed as the abnormal behavior. Fig. 19 shows that the maximum AIER of the proposed AdaBoost multi-classification algorithm is 4% and the maximum AIER of the traditional AdaBoost multi-classification algorithm is 6.667%. Fig. 20 -Fig. 23 show the detection results of RTS attacks. In Fig. 20 , it is revealed that the minimum detection rate is 97.01% and the maximum detection rate is 100% in the proposed AdaBoost multi-classification algorithm. The minimum detection rate of the traditional AdaBoost multi-classification algorithm is 94.26% and the maximum detection rate is 97.56%. The minimum detection rate of the anomaly detection statistics algorithm is 92.66% and the maximum detection rate is 94.95%. In Fig. 21 , the maximum false positive rate of the anomaly detection statistics algorithm is 10% and the minimum false positive rate of the anomaly detection statistics algorithm is 7.207%. The maximum false positive rate of the proposed AdaBoost multi-classification algorithm is 3.448% and the minimum false positive rate of the proposed AdaBoost multi-classification algorithm is 0%. The maximum false positive rate of the traditional AdaBoost multi-classification algorithm is 6.098% and the minimum false positive rate of the traditional AdaBoost multi-classification algorithm is 2.041%. Furthermore, in Fig. 22 , compared with the traditional AdaBoost multi-classification algorithm, the proposed AdaBoost multi-classification algorithm has a lower false negative rate. The maximum false negative rate of the proposed AdaBoost multi-classification algorithm is 2.381% and the minimum false negative rate of the proposed AdaBoost multi-classification algorithm is 0%. The maximum false negative rate of the traditional AdaBoost multi-classification algorithm is 5.882% and the minimum false negative rates of the traditional AdaBoost multi-classification algorithm is 2%. The false negative rate of the anomaly detection statistics algorithm is 0. Fig. 23 shows that the maximum AIER of proposed AdaBoost multi-classification algorithm is 2.381% and the maximum AIER of the traditional AdaBoost multi-classification algorithm is 5.882%.
In summary, experiment results show that the proposed method has a better detection performance for the above-mentioned DoS attacks, compared with the traditional AdaBoost multi-classification algorithm and the anomaly detection statistics algorithm.
V. CONCLUSION
This paper researches the intrusion detection issue of the train-ground communication system in urban rail transit. In the MAC layer, an intrusion detection method based on the n-gram model is proposed by analyzing the IEEE 802.11 protocol. Firstly, the n-gram model of the data is established. Secondly, based on the n-gram model, a weak classifier construction method is given by the proposed similarity measure algorithm. Finally, an AdaBoost intrusion detection method is presented. Simultaneously, the wired intrusion detection is carried out by detecting the train states such as the train position and velocity. An comprehensive detection conclusion can be obtained by integrating the wireless and wired detection results. The proposed intrusion detection method can not only detect the attacks with a higher detection rate, but also can identify the attack types.
