Abstract.-The appropriate interpretation of bootstrap support for splits and the question of what constitutes large bootstrap support have received considerable attention. One desirable interpretation, indeed the interpretation that was put forward when bootstrap support for splits was first introduced, is that 1-minus bootstrap support is a P value for the hypothesis that the split is not well resolved. As a P value, bootstrap support has been argued to be first-order correct. By obtaining the limiting distribution of bootstrap support for a split when maximum likelihood estimation is conducted, it is shown that bootstrap support is not first-order correct and insight is provided into the nature of the problem. Borrowing from earlier results, it is also shown that similar results hold when the neighbor-joining algorithm is used. Examples suggest that bootstrap support is generally conservative as a P value and give insight as to why this is usually the case. The analysis indicates that the problem is largely due to the unusual nature of tree space where boundary trees always have at least 2 neighbors. [Bootstrap support; problem of regions; splits; star tree; topology test.] In phylogenetic analyses that are not of a Bayesian nature, bootstrap support or bootstrap probability (BP) is by far the most frequent measure of uncertainty in use. Part of its popularity comes from its general applicability. Given a set of aligned characters (nucleotide, amino acid or codon sites, or even comparable morphological features) and a method of estimation, one applies the estimation procedure to numerous data sets, each constructed by selecting characters, at random and with replacement, from the original data. BP for an evolutionary split is the proportion of times it arose in all the estimated trees (Felsenstein 1985) . Alternatively, some authors have explored the use of bootstrap support for topologies rather than splits (cf. Shimodaira 2002). Much of the focus here is on the case where there are 4 taxa. In this case, the 3 possible topologies, given in Figure 1 , correspond to a single nontrivial split so that the 2 problems are synonymous.
In phylogenetic analyses that are not of a Bayesian nature, bootstrap support or bootstrap probability (BP) is by far the most frequent measure of uncertainty in use. Part of its popularity comes from its general applicability. Given a set of aligned characters (nucleotide, amino acid or codon sites, or even comparable morphological features) and a method of estimation, one applies the estimation procedure to numerous data sets, each constructed by selecting characters, at random and with replacement, from the original data. BP for an evolutionary split is the proportion of times it arose in all the estimated trees (Felsenstein 1985) . Alternatively, some authors have explored the use of bootstrap support for topologies rather than splits (cf. Shimodaira 2002) . Much of the focus here is on the case where there are 4 taxa. In this case, the 3 possible topologies, given in Figure 1 , correspond to a single nontrivial split so that the 2 problems are synonymous.
Bootstrap support is intuitively reasonable as a measure of reliability. By definition, large BP means that the estimated split tends to be present even when some of the sites in an alignment are dropped and others are repeated several times over. This raises a question, however, as to what constitutes large BP. Hillis and Bull (1993) considered BP as an estimate of accuracy: the probability that an estimated split is actually in the true tree. Their, necessarily limited, simulations suggested that BP greater than 70% might be considered large in some cases. Zharkikh and Li (1992) and Felsenstein and Kishino (1993) explained why BP is biased as a measure of accuracy and, perhaps more importantly, Felsenstein and Kishino (1993) pointed out that accuracy is not a natural or an intended interpretation of BP.
The interpretation of BP in Felsentein and Kishino (1993) is that 1-BP is a P value for the test of the null hypothesis that the split is not present. This is a desirable interpretation that is consistent with the ways in which uncertainty is assessed throughout science and medicine. For this interpretation to be correct, however, the probability that the P value is less than α should be α, assuming that this probability is calculated under the null hypothesis. Equivalently, α should be the Type I error of the rule: reject when the P value is less than α.
In Efron et al. (1996) (EHH), it is argued that the bootstrap is first-order correct; this argument is fleshed out in Efron and Tibshirani (1998) (ET) . What is meant by "first-order correct" is that the interpretation as a P value is correct for large sequence lengths: the probability of 1-BP less than α converges upon α as sequence length gets large. These results have been cited numerous times and have been important to the question of what constitutes large bootstrap support, discussions about the properties of and performance of bootstrap support (cf. Sanderson and Wojciechowski 2000; Alfaro et al. 2003) , and corrections to higher order accuracy (Efron et al. 1996; Shimodaira 2002) .
The result presented here is that the bootstrap is not first-order correct for maximum likelihood (ML) estimation (Felsenstein 1981 ) and the neighbor-joining (NJ) algorithm (Saitou and Nei 1987) in the 4-taxon case or, more generally for ML estimation, for a single unresolved split. Reasons are given for why the argument for first-order correctness does not follow, and the actual distribution of BP is obtained. This distribution ends up depending on the other edges in the tree but is often conservative: For instance, BP larger than 90% usually occurs less frequently than 10% of the time when a split is not present. The findings are qualitatively similar to those of Li (1992, 1995) who found that BP tended to be smaller than expected in some parsimony settings.
METHODS

First-Order Correctness as a Uniform Distribution under the
Star Tree A more careful formulation of first-order correctness is needed. The property required for 1-BP to be a P value is that the probability that it is less than α be equal to α, when this probability is calculated under the null hypothesis. Because this must be satisfied for all α, it 212 SYSTEMATIC BIOLOGY VOL. 58 FIGURE 1. The star topology, with 0 internal edge length (a). The 3 resolved topologies are labeled 1-3. In some examples, for the generating star tree, 2 of the edges are long (l) and the other 2 are short (s) (b). In this case, the estimated trees for Topologies 1-3 will usually be similar to 1'-3'.
is equivalent to 1-BP having a uniform distribution; that is, the property P(U < α) = α characterizes the uniform random variable U. Because 1-BP has a uniform distribution if and only if BP does, 1-BP is interpretable as a P value if and only if BP has a uniform distribution.
The focus of discussion is the case of 4 taxa. In this case, as is illustrated in Figure 1 , there are 3 possible topologies or splits. Because the results for the other topologies can be obtained by permuting taxon labels, one can focus attention on one of these: 12|34: Taxa 1 and 2 being split from 3 and 4 as in Topology 1. The null hypothesis that this split is not present corresponds to a number of different cases: the splits 13|24, 14|23 or the star topology of Figure 1a , where the middle edge is of length 0. Different results are obtained depending on which of these cases probabilities are evaluated under. In EHH and ET, it is assumed that the true tree is on a boundary between a space where the null hypothesis is correct and where it is not. In the 4-taxon setting, this corresponds to the star tree in Figure 1a . Thus, to evaluate the first-order correctness of 1-BP as a P value, one wants to check whether BP has a uniform distribution under the star topology. Such a restriction may seem unusual at first glance, but it is conventional; for instance, in testing the null hypothesis that a mean is less than or equal to 0, Type I error probabilities are studied under the assumption that it is 0. A major reason for focusing attention on the star tree is that the limiting distribution of BP for a well-resolved tree is a trivial one. If the generating tree is an alternative well-resolved tree, and the method of estimation is statistically consistent (as are NJ and ML estimation), bootstrap support for it will converge on 100%. Viewed from a different perspective, the star topology is the most interesting case because it is the most difficult parameter setting to deal with under the null hypothesis.
The model assumed here is that evolution is independent and according to the same process across sites; more specific assumptions will be indicated as needed. This is the most common type of model used in practice, but there are relevant models that allow dependence across sites, such as the autocorrelated rates models of Felsenstein and Churchill (1996) or the models of Robinson et al. (2003) that incorporate protein structure; different results may apply in such cases. It is also important to point out that the models being fit are assumed consistent with the generating model. This is a traditional albeit optimistic setting for analysis; the natural initial question of interest is what the properties of methods are for the models they were designed for. 
RESULTS
Bootstrap Support for the NJ Algorithm
That bootstrap support is not generally first-order correct for NJ follows immediately from the results of Susko (2008) . Under the null hypothesis of a star tree, the limiting distribution of BP for Topology 1 in Figure  1 was obtained. For the NJ algorithm, Topology 1 is estimated if
where d ij is the estimated distance for pairs i and j. Let G(w 1 , w 2 ; ρ) denote the probability that 2 standard normal random variates with correlation ρ are greater than w 1 and w 2 , respectively. Let ρ * denote the limiting correlation between Z 1 and Z 2 in Equation (1). Then the distribution of bootstrap support is the same as the distribution of
where [W 1 , W 2 ] has a multivariate normal distribution with mean 0, unit variances and correlation ρ * . Expressions for ρ * were obtained in Susko (2008) for the Jukes-Cantor model (Jukes and Cantor 1969) and depend on the terminal edges of the true generating tree. For all the choices of terminal edges considered there, the distribution is skewed to the left of a uniform: For any threshold x, one is less likely to obtain BP for Topology 1 that is larger than x than for the uniform. When 2 of the terminal edges are long and 2 are short, however, the distribution becomes close to uniform.
The Problem of Regions Although not necessary in establishing the claim that first-order correctness does not hold, it is valuable to recast the result in terms more comparable with EHH and ET because these are the references arguing for first-order correctness. EHH reformulate bootstrapping in terms of pattern frequencies and probabilities. Here, a pattern is a set of character states (nucleotides or amino acids) for all the taxa under consideration at a site. The pattern frequency vector,p p p, gives the relative frequencies with which all possible distinct patterns arose in the alignment (it is of dimension 4 m in the nucleotide case where m is the number of taxa). Similarly, the pattern probability vector, p, gives the probabilities of the patterns. Although one usually thinks of generation of character states at a site according to stochastic processes along edges in a tree, such stochastic models in the end give rise to a probability vector p and one can think ofp p p as having been generated by p.
Most estimation methods (including ML and NJ) rely upon the alignment only through the pattern frequency vector. Given a method of estimation and a split of interest, one can then define a region, R 0 , of pattern frequency vectors that give rise to the split being estimated in the tree. Although explicitly stating what this region is would be difficult, it exists and one can always determine whether any given pattern frequency vector is in it by performing the estimation procedure with this pattern frequency vector. For most methods, including NJ and ML, that meet minimal standards of goodness of estimation such as statistical consistency, the generating probability vector falls in R 0 if and only if the split of interest is in the generating tree; that is, the estimated tree, using the true generating probabilities as a frequency vector, is the same as the generating tree.
EHH go on to point out that with this reformulation, bootstrapping can be thought of as repeatedly sampling frequency vectors p * using the observed frequency vectorp p p as the generating probabilities. Bootstrap support is then the proportion of times p * was in R 0 . Finally, if the null hypothesis is that the split is not present and nontrivial limiting BP is of interest, as discussed earlier, in the 4-taxon case, generation should be from the star topology. Reformulated in terms of probability vectors, generation should be from a p that is on the boundary of the region R 0 . The EHH reformulation is then summarized as 1. H 0 : p is on the boundary of R 0 . 2. Data generation:p p p is generated from p. 3. Bootstrap generation: p * is generated fromp p p. 4. Bootstrap support is the proportion of p * in R 0 .
The description given above is a particular example of what is referred to in ET as a problem of regions. Generally, the problem of regions refers to the situation where interest is in which one of a discrete set of possibilities applies to a continuous parameter. In the present case, the continuous parameter is p and there are 2 possibilities: that it is in R 0 or not. In arguing for first-order correctness, EHH do not directly address the reformulation given above but rather a similar problem of regions (referred to in that earlier reference as "A simpler model"), which is referred to here as the standard normal problem of regions:
1. H 0 : µ µ µ is on the boundary of a region R 0 . 2. Data generation: Y is generated from N(µ µ µ, I), a multivariate normal distribution. 3. Bootstrap generation: Y * is generated from N(Y, I).
Standard here is used to indicate that the covariance matrices have been standardized to the identity matrix. Neither EHH nor ET directly connect the EHH and normal problem of regions. Shimodaira (2002) is concerned with support for topologies and starts with a vector of log likelihoods where the elements of the vector index all the topologies of interest. He argues that after a linear transformation to a vector with covariance matrix I, the problem can be reformulated as a normal problem of regions. However, a connection is made, it must be made, as the first-order correctness result applies directly only to the standard normal problem of regions. More importantly, the argument requires that the boundary of R 0 be well approximated by a linear boundary as sequence length gets large, equivalently that R 0 be 214 SYSTEMATIC BIOLOGY VOL. 58 approximated by a half space. The failure of this condition is part of the reason that the ET arguments do not apply to first-order correctness of bootstrap support for splits in the 4-taxon case for NJ and ML.
The NJ Result as a Normal Problem of Regions
The NJ result can be reformulated as a normal problem of regions. In Susko (2008) , it is argued that for large sequence length, [Z 1 , Z 2 ] in Equation (1) is approximately normal with mean 0 and a covariance matrix, Σ, whose form is given there. In addition, bootstrap generation is shown to be approximately the same as generating [Z * 1 , Z * 2 ] from a normal distribution with mean [Z 1 , Z 2 ] and covariance matrix, Σ. The region R 0 , where Topology 1 is estimated, is the region with Z 1 > 0 and Z 2 > 0. This formulation is very similar to the standard normal problem of regions. The main difference is that the covariance matrix is not the identity matrix.
The vector [Z 1 , Z 2 ] can be related to a Y that has a N(0, I) distribution through the linear transformation
Expressed in terms of Y 1 and Y 2 , the conditions Z 1 > 0 and Z 2 > 0 corresponding to the region R 0 can be shown to simplify to Y 2 > −Y 1 /β and Y 2 > −βY 1 , where
If ρ * > 0, as was the case for all edge length settings in Susko (2008) , then 0 < β < 1 and the region R 0 is as given in Figure 2 . The boundary for the region only becomes approximately linear when β gets close to 1. As discussed in Susko (2008) , this occurs in the cases where 2 of the terminal edges for neighboring taxa in Topology 1 are long and the other terminal edges are short. In this case, the distribution of BP becomes close to uniform.
The reformulation as a normal problem of regions provides an alternative way of recognizing that bootstrap support will be conservative: Large bootstrap support is less likely under the null than it would be if bootstrap support were uniformly distributed. This is because the region R 0 is smaller than the half-space that one would obtain with a linear boundary, which is the type of boundary that gives rise to a uniform distribution. It follows that Y and Y * will be in the region less frequently than they would if it were a half-space. But the frequency with which Y * falls in R 0 is the bootstrap support.
Another point worth noting is that the boundary is nonlinear because it is the intersection of 2 half-spaces. For either of these half-spaces alone, the distribution of BP is uniform. Considering the region, Y 2 > −Y 1 /β, this corresponds to Z 1 > 0 in Equation (1). If it was known a priori that the Topology 1 or 3 was possible but that Topology 2 was impossible, then this condition could be used alone to decide whether Topology 1 or 3 should be estimated. In a sense, part of the difficulty with first-order correctness arises because whenever the generating tree is at a boundary, at least 3 trees are being compared rather than 2.
ML Estimation: Middle Edge Estimation Alone
The simplest case of ML estimation, where only the middle edges are estimated, is considered first. Terminal edges are treated as fixed and known. The general case will build upon and use the results here. The derivations are given in Appendix 1. The main result is that for large sequence lengths, bootstrap estimation is approximately the same as a normal problem of regions.
Some notation is required to describe the problem as a problem of regions. Let p k denote the probability of site pattern k under the star tree (null hypothesis); k is the pattern for an alignment column, for instance, k = AACC. Let p k (t ; j) denote the probability of site pattern k for the jth topology when the middle edge is t. Let l j (t) denote the log likelihood for the jth topology when using middle edge t. For large enough sequence lengths, the maximized likelihoods for the topologies turn out to depend on the data primarily through V jn = I −1/2 j l j (0)/ √ n, where
It is assumed that substitutions along an edge are according to a Markov model with nonzero frequencies of character states and nonzero rates of exchange. It is also assumed that the terminal edges in the generating tree are all positive and that I j is positive. For many models of evolution, 1/(nI j ) gives the approximate variance of the ML estimate of the middle edge length for the jth topology. As terminal edge lengths get large, the variance blows up or equivalently I j gets closer to 0. This is to be expected because the independent terminal node sequences would provide no information about the middle edge; nI j is sometimes referred to as the expected information for the parameter, in this case, the middle edge length. Finally, it is assumed that for a given topology, edge lengths are identifiable: no 2 sets of edge lengths would give exactly the same pattern probabilities. For models that do not involve rates across sites, identifiability assumptions have been shown to hold in Chang (1996) . For commonly used rates across sites models like the gamma model of Yang (1994) , identifiability was recently shown to usually hold in Allman et al. (2008) .
The first derivative l j (0) is sometimes referred to as the score function. Likelihood theory gives the second equality in Equation (3) and that the standardized score V jn is approximately N(0, 1) (cf. section 6.2 of Lehman 1983; chapter 9 of Pawitan 2001). In addition, correlations between the standardized scores for differing topologies will be required. These turn out to be
Let Σ ii =1, so that the matrix Σ with ijth entry Σ ij is the covariance matrix of
]. An application of the central limit theorem gives that V n is approximately N(0, Σ). As is argued in Appendix 1, the bootstrap distribution of standardized scores for bootstrap samples is also approximately normally distributed with covariance matrix Σ but mean V n . The maximized log likelihood for the jth topology turns out to be well approximated by l j (0) + V 2 jn /2 whenever V jn > 0. If V jn ≤ 0, then the optimal middle edge length is 0. Because the likelihood evaluated at a zero-length middle edge, l j (0), does not depend on the topology j, Topology 1 is estimated if V 1n > 0 and V 1n > V jn for each of the other 2 topologies with V jn > 0. Specifically, the region of estimation is
In summary, the generation of bootstrap support is a normal problem of regions:
1. H 0 : µ µ µ = 0 is on the boundary of the region R 0 . 2. Data generation: V is generated from N(0, Σ), a multivariate normal distribution. 3. Bootstrap generation: V * is generated from N(V, Σ). 4. Bootstrap support is the proportion of V * in R 0 among cases where at least 1 component of V * was nonnegative.
The problem could be restated as a standard normal problem of regions through a linear transformation to transform the covariance matrices to identity, but this would require transformation of R 0 as well, to little advantage.
A complication arises here. The jth standardized score is a positive multiple of l j (0). Thus, when the standardized score is negative, l j (t) is a decreasing function of t near 0, which, with large sequence lengths, implies that the ML estimate of the middle edge length is 0. As a consequence, when all the standardized scores are negative, no well-resolved topology will be estimated: The MLE of each resolved tree is the unresolved tree. Because the standardized scores are approximately normal, they can all be negative, even with arbitrarily large sequence lengths, and thus, there is a nonnegligible probability that no well-resolved topology will be estimated. Bootstrap support is not well defined in this case, but the natural definition, and the definition adopted here, is the proportion of times the topology of interest was estimated among times when a well-resolved topology was estimated. This is one of the sources of error in the application of first-order correctness arguments coming from the problem of regions; BP there is always the proportion of times a normal vector was in a region. It turns out, however, that this induces a relatively small divergence from uniform distributions for BP.
Similarly as in the case of NJ, the main reason that BP turns out not to be first-order correct is that on the boundary of tree space, there are 3 possible resolved topologies rather than 2. If it was known a priori that the Topology 1 or 2 was possible but that Topology 3 was impossible, then ML estimation restricted to these 2 topologies gives a distribution for BP that is close to uniform; because of the nonnegligible probabilities of unresolved estimation, there will still be some divergence away from the uniform distribution. To qualify these remarks, it is valuable to consider the distribution of BP when only 2 topologies are considered. This is easily accomplished in the framework given above because it requires only that results of estimation for one of the topologies be ignored. For Topologies 1 and 2, the generation of data and bootstrap samples is as enumerated above (although the third component of the normal vectors is ignored), and the region becomes
The results here extend readily to the case of more than 4 taxa where a single edge is estimated and VOL. 58 unresolved in the generating tree. As an illustration, consider the topology in Figure 3a and suppose that the split 152|34 is of interest. If, in the true tree, the split 15|234 is present as well, the problem becomes similar to the one considered in Figure 1 , with Topologies B-D replacing Topologies 1-3. The subtree with 1 and 5 plays the role of 1, and this will create a change in the correlations in Equation (4), but the central argument still holds.
ML Estimation: All Edges Estimated
The effects of estimating all the edges in the tree are now considered. As in the previous section, although emphasis is on the case of 4 taxa in applications, the results apply as well to more than 4 taxa. The restriction required in that case is that all of the other edges in the true generating tree should be greater than 0. The details of the derivation are given in Appendix 2.
The results and ideas are basically the same as in the case of middle edge estimation alone but with the information I j and standardized scores V jn replaced by versions corrected for estimation. Let t p denote the true generating edge lengths. The first derivatives of the log likelihood, evaluated at t p , for the jth topology, can be decomposed as a vector
where S j denotes the derivative of the log likelihood at the middle edge of interest, holding all other edges fixed at their true values. It is exactly the same as the derivative, l j (0), calculated when middle edge estimation was FIGURE 3. Extension to more than 4 taxa. It is assumed that only one of the splits is potentially unresolved; in this case, 125|34 in (a). The 3 possible topologies then become (b-d).
being done alone. The components in S e give the derivatives for all the other edges evaluated at the values in the true generating tree. For instance, in the 4-taxon case of Figure 1 , S e is 4D. The first component gives the derivative of the log likelihood for the edge leading to Taxon 1, holding all other edges fixed at the true values, in particular, fixing the middle edge at 0. The fourth component gives the derivative for the fourth terminal edge. Because the middle edge length is 0 in the generating tree, these derivatives do not depend on which topology out of the 3 they are being calculating under. With more than 4 taxa, this vector would be of dimension equal to the number of edges minus 1 and would give the derivatives of all the other edges; ordering is unimportant but needs to be maintained consistently.
In a similar fashion, the information matrix is defined through the expected second derivatives of the likelihood I e I T je
Here I j is the same as when middle estimation was being done alone. Let l j (t) denote the log likelihood for the jth topology; here, t is no longer 1D but rather gives all the edge lengths. With t j denoting a middle edge and t k and t l denoting 2 other edges (or the same edge if k = l),
n .
In the 4-taxon case, I e is a 4 × 4 matrix and I je is a 4D vector. Corrected score and information matrices can then be defined as 
Similarly as before, as is argued in Appendix 2, the bootstrap distribution of the standardized corrected scores is also normally distributed with covariance matrix Σ c and mean V c n . The region where Topology 1 is estimated is Equation (5) as before. In summary, the only change in the formulation as a normal problem of regions is a change in the covariance matrix from Σ to Σ c :
1. H 0 : µ µ µ = 0 is on the boundary of the region R 0 . 2. Data generation: V is generated from N(0, Σ c ), a multivariate normal distribution.
Bootstrap generation: V
* is generated from N(V, Σ c ). 4. Bootstrap support is the proportion of V * in R 0 among cases where at least 1 component of V * was nonnegative.
Examples
Some particular examples are now considered. Because specific example distributions of BP for NJ have been considered in Susko (2008) , attention is focused on BP for ML estimation. Although the distribution of bootstrap support for ML estimation has been simplified as a normal problem of regions, closed forms for the resulting distributions are not generally available. Simulation, although simpler, is still required. Normal random variables are repeatedly generated here. In contrast, usual approaches require repeat generations of large sequence alignments and then repeat generations of bootstrapped alignments, for each of these sequence alignments, to get simulated BP values.
The 4-taxon case with a Jukes-Cantor substitution model is considered throughout. To study the effects of differing edges in the tree, the tree given in Figure  1b with 2 long and 2 short edges is considered. The distribution of BP depends only on the correlations (8) or, in the cases when middle edges alone are estimated, the correlations (4), which are determined by the edge lengths. As illustration of the variation in correlation across edge length settings, Σ 13 is 0.00, 0.12, 0.45, and 1.00 for edge length combinations (l, s) = (0.1, 0.1), (0.5, 0.5), (0.5, 1.0), and (0.5, 3.0), respectively, when the terminal edge lengths are treated as known. By comparison, when the terminal edge lengths are estimated, the corresponding correlations, Σ c 13 , are −0.01, −0.38, −0.62, and −1.00. In all cases considered (data not shown), correlations were nonnegative when middle edges were estimated alone and negative when corrected for estimation. The effects of estimation are substantial.
The distributions of BP are obtained through simulation but using the limiting results that restate the problem as a problem of regions. That is, V is repeated simulated from a N(0, Σ c ), and for each of these, V * is repeatedly simulated from a N(V, Σ c ) storing the proportion of time V * was in R 0 of Equation (5) among times that at least 1 of the V * was nonnegative as the BP for the topology of interest. The probability of BP > 0.70, for instance, can then be estimated as the proportion of times this occurred among all the V generated. In each case reported below, 10 000 V were generated, and for each of these, 10 000 V * were generated. Probabilities of BP greater than some thresholds are given in Table 1 . The distributions are comparable across edge length settings. This differs from the distribution of BP for NJ, where for large l and small s, the distribution of BP for Topology 2 approaches that of the uniform distribution. The uniform distribution gives probability 1 − t of being larger than t. For ML, the probabilities are always less than those of the uniform. Surprisingly, when middle edges are estimated alone, one similarly finds BP having a distribution that is close to uniform for large l and small s (data not shown). In the case of NJ, the fact that BP is nonuniform is, in some sense, explained by the fact that at least 3 splits are being compared rather than 2. To investigate this for ML, the distribution of BP for Topology 1 was obtained when ML estimation is restricted to Topology 1 or 2. With l = 0.1 and s = 0.1, the probabilities are 0.67, 0.50, 0.32, and 0.13 that BP is larger than 0.3, 0.5, 0.7, and 0.9, respectively. Similar values were obtained with different edge length settings. By comparison, these probabilities are 0.7, 0.5, 0.3, and 0.1 for the uniform distribution. Although the probabilities are comparable with those of the uniform, they definitely differ as well. The reason for this is that unresolved topological estimation occurs with nonnegligible probability when generation is from a star tree. My adjustment for this has been to define BP as the proportion of times the given topology is estimated among times that at least 1 tree had a nonzero middle edge. An alternative would be to break ties by choosing the topology that gave the largest standardized score V c jn ; the motivation here would be that the scores are expected to be larger for resolved middle edges. In this case, it can be shown that a uniform distribution will result. In any case, considering how similar the probabilities were to those for the uniform distribution by comparison with those of Table 1 , when all 3 topologies are considered, the main reason for a lack of uniformity is that multiple topologies are being considered for estimation rather than 2.
A small simulation study was conducted to compare the proportion of times BP exceeded a threshold for sequences of length 1000 with the limiting approximations here. For each of the settings (s, l) = (0.1, 0.1), (0.5, 0.5), (0.01, 1.00), (0.10, 1.00), and (0.50, 1.00) given in Figure 1 star tree, thousand 4-taxon alignments were generated using Seq-Gen (Rambaut and Grassly 1997) under a Jukes-Cantor model. For each of these, 100 bootstrapped alignments were generated. Maximized likelihoods were obtained with the program DNAML VOL. 58 in the PHYLIP package (Felsenstein 1989) , with substitution parameters set to those of the Jukes-Cantor model. For each of the settings, the proportion of times BP exceeded t was compared with the corresponding limiting probability for t = 0.1, 0.3, 0.5, 0.7, and 0.9. For instance, with (s = 0.1, l = 0.1), the proportions were 0.74, 0.47, 0.30, 0.15, and 0.02, and the corresponding theoretical approximations are 0.75, 0.47, 0.28, 0.13, and 0.03. Across most settings, there was very good agreement, with the proportions on average within 0.02 of the corresponding approximations. The biggest disagreement was when (s, l) = (0.01, 1.0), which gave lower proportions than probabilities, the largest difference being that 68% of simulated samples gave BP greater than 0.10 by comparison with a theoretical expectation of 77%.
Finally, Table 2 gives the frequency with which BP was greater than 70%, the cutoff suggested in Hillis and Bull (1993) , over the same set of s and l edge lengths as in Table 1 ; because of the symmetry of the problem, Topology 3 gives the same frequencies as 1 and is thus excluded from the table. In a number of cases of more extreme edge length settings, the frequency with which this occurs is close to the conventional 0.05 threshold. However, the frequency is generally larger than this.
Corrected Bootstrap Values
A number of corrected bootstrap values have been suggested in the literature. They include corrections described in EHH, the AU test of Shimodaira (2002) , and a similar correction in Shimodaira (2008) . All these corrections are designed to make the distribution of BP closer to uniform by removing a bias. They are often described as second-order corrections because the bias that they remove is expected to decrease with increasing sequence length anyways; removing it leaves a bias that decreases more quickly.
One of the corrections that can be analyzed using the theory developed here is the AU correction of TABLE 2. The probability of BP larger than 70% for several choices of long and short edges l and s in Figure 1b Long edge (l) 0.01 0.10 0.50 1.00 1.50 2.00 2.50 3.00 0.01 0.13 0.13 0.14 0.15 0.16 0.16 0.16 0.16 0.10 0.13 0.13 0.14 0.15 0.15 0.15 0.16 0.50 0.12 0.13 0.14 0.15 0.15 0.15 Topology 1 Short 1.00 0.12 0.12 0.14 0.15 0.16 edge 1.50 0.12 0.12 0.14 0.15 (s) 2.00 0.12 0.12 0.14 2.50 0.12 0. 2.00 0.12 0.10 0.08 2.50 0.11 0.10 3.00 0.12 Shimodaira (2002) . Let Φ(x) denote the probability that a N(0, 1) random variate is less than x. The corrected bootstrap value is AU = 1 − Φ(d − c), where c and d are obtained using a multiscale bootstrap:
1. Bootstrapping is conducted with differing numbers of sites, r k n, giving rise to differing BPs: BP(r 1 ), . . . , BP(r K ); r k = 0.5, 0.6, . . . , 1.4 in Shimodaira (2002). 2. d and c are chosen to minimize
See Shimodaira (2002) for a description of the ν k . The arguments in Appendix 2 can be extended to give that if r k /n 1/4 → 0, the distribution of BP(r k ) can be obtained in the same way that was described for BP but with V * generated from
Thus, AU values can be generated by repeating the following scheme: The aforementioned steps were repeatedly applied, generating 10 000 AU values for the Topology 1 in Figure 1 when the generating star tree has l = 0.1 and s = 0.1. The proportions of AU values that were larger than 0.3, 0.5, 0.7, and 0.9 were 0.59, 0.39, 0.21, and 0.05, respectively. These proportions are all smaller than ones, 0.7, 0.5, 0.3, and 0.1, under a uniform, but they are closer to uniform than the proportions, 0.47, 0.28, 0.13, and 0.03 that were obtained for BP. A similar tendency toward more uniform distributions for AU was found across different edge length choices. The AU corrections do not yield first-order correct P values but seem to improve performance nonetheless.
DISCUSSION
The finding that BP is not generally first-order correct will be of value in better understanding the properties of bootstrap support. Surprisingly for ML estimation, in contrast to NJ, there was little variation in the distributions across the differing choices of edge lengths considered. In all the cases considered, the distribution was conservative: BP as large as y arises less frequently than y × 100% of the time. The reason that BP differs from uniform seems largely to be due to the unusual nature of boundaries in tree space. At each boundary between trees, there are always at least 3 resolved topologies in a neighborhood of this boundary point.
Although simulations were limited, the agreement between the proportion of times BP exceeds a threshold 219 and its approximation may be surprising. The theoretical results are based on approximations to differences in log likelihoods when middle edge lengths are small. With smaller sequences, one can expect to come across middle edge lengths that are not small. One possible explanation for the agreement is that it is not so essential that the approximations to likelihood differences be accurate but rather that accurate approximations to ML estimates of topologies be a consequence. Because approximations to differences in log likelihoods are good when middle edge lengths are small, they can be expected to give good topological approximations in these cases. What may explain the generally good agreement is that edge lengths are usually large when the log likelihood for 1 tree is much better than the others. In such cases, the approximations to likelihood differences need not be accurate for their ranking to yield the same ML estimate of topology.
The analysis indicates that the corrected bootstrap values of Shimodaira (2002) are not first-order correct but seem to move BP closer to a uniform distribution. Corrected bootstrap values like those of Shimodaira (2002) as well as those described in EHH and Shimodaira (2008) are second order: They are intended to remove a bias in P values away from uniform that becomes small with increasing sequence length anyways. What has been shown here is that the bias of BP away from uniform does not decrease to 0 with increasing sequence length. Thus, it is not clear why these corrected BP values would be uniform when BP is for splits in an ML setting. It is important to point out that the theory in ET and the corrections described above are fundamentally sound for the problems that they were intended to address: a normal problem of regions with boundaries that become more and more linear as n increases. The difficulty is that the distribution of BP for splits is determined from a normal problem of regions where the boundaries are not smooth and do not change with n.
One issue that arose in the present study that is often not explicitly dealt with was what to do in cases of unresolved topological estimation. Often BP is calculated in real or simulated settings where sequences are generated under the alternative hypothesis of a well-resolved topology. In such settings, with large enough sequences, it is increasingly unlikely that edge length estimates will be 0. Even in cases where edge length estimates are 0, for numerical reasons, they are often set to a small positive constant; this is the DNAML convention, for instance. Considering as noninformative the 3 equal likelihoods that arise for competing topologies in the case of unresolved estimation, such bootstrap samples have been ignored. The agreement between simulations using DNAML and theoretical values suggests that this adjustment for unresolved estimation provides values comparable with those that would arise in practice.
An alternative adjustment for unresolved topological estimation is to define bootstrap support, say BP * , for a topology as the proportion of all bootstrap samples where it was estimated; effectively, unresolved estimation is treated as estimation of a star tree, as distinct from the other 3 well-resolved topologies. The same limiting results can be applied with this definition, but because for any given bootstrap sample, BP * ≤ BP, the probabilities of BP * exceeding any threshold will be smaller than for BP. For instance, with s = 0.1 and l = 0.1 in Figure 1 , the probability of BP * greater than t is 0.73, 0.42, 0.22, 0.09, and 0.02, for t = 0.1, 0.3, 0.5, 0.7, and 0.9. In contrast, Table 1 gives these probabilities as 0.75, 0.47, 0.28, 0.13, and 0.03.
The adjustment for unresolved topological estimation is also a source of error in uniform approximation. Even in the case that ML topologies are constrained to 2 alternatives, nonuniform distributions result as a consequence of this issue. Still, the distribution of BP is almost uniform when estimation is restricted to 2 topologies and provides part of the explanation for why bootstrap support can generally be expected to be conservative. Including an additional topology for estimation gives a smaller region where the split of interest is estimated without changing the correlations of the corrected standardized score. Thus, the normal vectors will fall in the region less frequently, tending to give smaller BP. Zharkikh and Li (1992) similarly found that BP is not first-order correct in a 4-taxon parsimony setting. Their work preceded EHH and so the results were not described in terms of first-order correctness. Nevertheless, their figure 6a, for instance, indicates a limiting distribution for BP that differs from uniform in a similar way as for NJ and ML: large BP is less likely than for the uniform. These results were expanded upon in Zharkikh and Li (1995) who found that BP was likely to be smaller than expected under a uniform distribution when there were 3 competing topologies and uniform when there were 2 competing topologies; because, for long sequences, parsimony has a negligible probability of a star tree estimate, the reasons for nonuniform distributions in the ML setting with 2 trees are not applicable. It is important to note, however, that parsimony is not generally statistically consistent (Felsenstein 1978 (Felsenstein , 1985 and that settings where consistency does not hold can be expected to give very different behavior to BP. Zharkikh and Li (1992) considered edge length settings with l = s in Figure 1 . When s is smaller than l, the parsimony-informative patterns favoring Topology 2 will predominate in long sequences and BP will consequently get closer and closer to 1 for this topology.
Finally, the results here provide a means of correcting BP to provide P values that could generally be used and that I am investigating. For a given estimated topology and a given split of interest, the formulas given here can be used to obtain the correlations in Σ c required for a normal problem of regions formulation. Relatively fast simulations of normal vectors, like those used here, can then be used to obtain the probabilities associated with BP under the null hypothesis. Given that the bootstrap support for the split of interest was BP s , a first-order correct P value would be the probability of observing BP larger than BP s . one is the distribution generating the data and the other is the bootstrap distribution. Site patterns under the bootstrap distribution are generated with probabilitŷ p k , the frequency with which they occurred in the data. The symbol * is used to distinguish quantities that correspond to a bootstrap sample; for instance, l * (t) is the log likelihood andp p p * is the vector of frequencies of site patterns in a bootstrap-generated sample. Similarly, notation like o p (1) and o * (1) is used to represent random variables that converge in probability to 0 with respect to the original generating distribution or the bootstrap distribution.
Regularity Conditions
It is assumed that the terminal edges in the generating tree are all positive. It is also assumed that substitutions along an edge are according to a Markov model with nonzero frequencies of character states and nonzero rates of exchange. Together these assumptions imply that p k (t ; j) > 0 for all t and k as well as, in the limit, as t gets arbitrarily large. It is also assumed that for a given topology, edge lengths are identifiable: no 2 sets of edge lengths would give exactly the same pattern probabilities. Finally, it is assumed that I j = E[−l j (0)]/n is positive.
Results
Because the topology is fixed in most of the initial arguments, subscripts indicating dependence on topology are usually suppressed.
It will be useful to note in what follows that the logarithms of ratios of pattern probabilities and their derivatives are bounded. For the logarithms of ratios of pattern probabilities, this follows from the assumption that terminal edges are nonzero, which gives that the numerator and denominator terms in log[p k (t)/p k (0)] will never get too close to 0. Thus, there is an M 0 , such that for all t,
The ith derivative of log[p k (t)/p k (t)] involves sums of terms that are of the form ∂ l ∂t l p k (t) /p k (t), raised to some positive power. By assumption, the p k (t) never gets too small. The ith derivative of p k (t) can be expressed as a sum of terms, each of which is a product of probabilities and the ith derivative of a Markov chain probability, which can be bounded. Thus, there are M i , such that for all t,
Lemma 1.
P * (||p p p * −p p p|| ≤ a n ) ≥ 1 − 1/(a 2 n n). Proof. By Chebychev's inqequality,
Lemma 2. For any > 0, with probability 1, P * (t * ≤ ) → 1.
Proof. Because of the assumed regularity conditions,t is a consistent estimator of the middle edge length (Wald 1949) . It follows from the arguments for consistency oft that for any > 0, With probability 1, for all large n, ||p p p − p|| ≤ δ/(4M 0 ). If in addition, ||p p p * −p p p|| ≤ δ/(4M 0 ),
Minimization of both sides over t > together with Equation (A.1) implies that the right-hand side is larger than 0 and thus that t = 0 gives a larger likelihood, for the bootstrap-generated sample, than any t > . Thus, with probability 1, for all large n, The random variable S e can be written as a sum, S e = n i=1 S e (X i ), where the components in S e (k) give the derivatives of log p k (t p ; j) for the same set of edges as for S e . Similarly,
Var(S
S j (X i ) = ∂ ∂t p X i (t * ; j)/P X i .
Together this gives that V n = [V 1n , V 2n , V 3n ] can be expressed as n The W i are identically distributed and have expectation 0. By the central limit theorem, V n is approximately N(0, Σ c ). The result then follows from theorem 2 of Bickel and Freedman (1981) .
