Some necessary and some su cient conditions are established for the explicit construction and characterization of optimal solutions of multivariate transportation (coupling) problems. The proofs are based on ideas from duality theory and nonconvex optimization theory. Applications are given to multivariate optimal coupling problems w.r.t. minimal`p-type metrics, where fairly explicit and complete characterizations of optimal transportation plans (couplings) are obtained. The results are of interest even in the one-dimensional case. For the rst time an explicit criterion is given for the construction of optimal multivariate couplings for the Kantorovich metric`1.
Introduction
In this paper we deal with the following basic coupling problem. Let P; Q 2 M 1 (IR k ; IB k ) be two probability measures on (IR k ; IB k ) and de ne for p 1 and j j a norm on IR k the minimal`p-metric (w.r.t. the distance j j) p all rv's X; Y being de ned on a rich enough probability space. The transportation problem (or coupling problem) is to determine the value of the optimal transportation`p(P; Q) and to construct an optimal pair (X; Y ) of random variables. In this paper we restrict to the second part of the problem. The multivariate coupling problem is a wellknown longtime open problem which has many applications in probability theory (cf. Rachev (1991) ). The aim of the paper is to characterize optimal transportation plans (couplings), to describe the necessary notions and arguments from nonconvex optimization theory and consider extensions of the transportation problem in (1.1) to general cost functions c(x; y). We remark that several parts of this paper do not need the context of euclidean spaces (cf. also 13]). In sections 1 and 2 we review some basic notions and results which are up to now only available in some conference volumes. In the following section 3 we develop some new criteria which allow to determine optimal explicit coupling results in a series of interesting examples.
In the case p = 2 and j j the euclidean metric, the following basic characterization of an optimal coupling (resp. an optimal solution of (1.1)) was given in R uschendorf and Rachev (1990) . b) There exists an optimal pair in a).
Some previous versions of this result were developed in Knott and Smith (1984) and Smith and Knott (1987) . A condition equivalent to (1.2) is that the support ? of the distribution of (X; Y ) is cyclically monotone i.e.
8(x 1 ; y 1 ); ; (x n ; y n ) 2 ?; x n+1 := x 1 holds:
(cf. Rockafellar (1970) ). Theorem 1 allows to construct many examples of optimal transportation plans. The cases of normal distributions, radial transformations, spherically invariant distributions and others are considered in Cuesta, R uschendorf and Tuero (1992) . If is a function on IR k and = rf is the gradient of a closed (= lsc) convex function f, then (X; (X)) is an`2-optimal pair for any r.v. X in the domain of . This property proposes to call an optimal coupling function. If = ( 1 ; ; k ) and i are continuously di erentiable de ned on a convex domain, then thè 2 -optimality of is equivalent to: is cyclically monotone (i.e. the graph of ; ? = f(x; (x); x 2 dom g is cyclically monotone) (1.4) or, equivalently, the matrix @ i @x j (x) is symmetric for all x 2 dom( ) and is monotone (i.e. (y ? x)( (y) ? (x)) 0 for all x; y) (1.5) or, equivalently, = rf for some smooth convex function f (1.6) (cf. 13] and 6]).
For radially continuous functions on a convex set in IR k the condition that = rf for some Gateaux di erentiable function f is equivalent to the condition that the integral 
x in the support of Q.
The usual boundary conditions of PDE's are replaced by the condition of cyclical monotonicity of . For the (approximate) solution of (1:7) there seem to be except in simple cases two strategies. Firstly to develop numerical solutions of (1:7) and secondly to give a \su ciently" large list of examples of optimal coupling functions and the resulting pairs of densities f; g. This second path has begun to be investigated in 1] but needs a lot of further extensions. The rst path seems to be completely unsettled up to now. The following result gives the basic characterization of c-optimal transportation plans (X; Y ). It is the analogue to Theorem 1 for the case of`2-couplings.
Let L m (P; Q) denote the set of all lower majorized measurable functions c = c(x; y), i.e. c(x; y) f 1 (x) + f 2 (y) for some f 1 For the application of the theory in this section one needs manageable criteria to determine c-subgradients resp. c-cyclically monotone functions . To establish these criteria is the main contribution of this paper. Proof: For all x 1 ; ; x n 2 dom , x n+1 := x 1 holds Therefore, from Corollary 5 for any cyclically monotone function h, the function = h from (3:4) is c-cyclically monotone and so for any r.v X in the domain of the pair (X; (X)) is an optimal coupling w.r.t. minimal`p-metrics. Some partial result in the case 1 < p 2 was given in Smith and Knott (1992) . For p = 2 we obtain the condition that (x) = h(x) + x is cyclically monotone. By Theorem 1 the necessary and su cient condition is that (x) is cyclically monotone. Proof: For c-optimality of it is by (3.22) and (2.9) su cient to prove that But now it has to be checked whether h x is cyclically monotone for all x. For p = 2; (y) = h(y), this is trivially true. then (X; (X)) is an optimal coupling for the`1-metric w.r.t. euclidean distance on IR k for any r.v. X in the domain of .
Remark 6 a) Condition (3:35) has an obvious geometric interpretation.
If we consider (x) and (y) in the (by x) translated coordinate system and normal-ized to norm 1, then this di erence has an angle with the di erence of x and y (or y in the translated system) of less than 90 degrees. Without translation and normalization this is just the usual monotonicity. Corollary 9 suggests to develop a theory of (3:35) since this notion is related to optimality w.r.t. the Kantorovich metric`1, as monotonicity is related to optimality w.r.t. the`2-metric (cf. then a local minimum of ' y is either situated in a domain where ' y is constant, or it is already a global minimum (cf. Roberts and Varberg (1973) ). Therefore, the sharpened necessary condition thath B(y; y) < 0 is already a su cient condition for c-optimality of .
d) Similar ideas to those in this section appear in a recent paper of Levin (1992) on the Kantorovich-Rubinstein problem. Levin obtains for this problem (with xed di erence of the marginals) an explicit formula for the value of the optimal transshipment problem in the case of di erentiable cost functions but no characterization of optimal plans. In contrast we obtain in this paper explicit results for the form of optimal transportation plans but no explicit formula for the optimal value. For the proof of the optimal value formula in the transshipment problem the di erentiability of the cost function at the diagonal is a crucial assumption. Note that this assumption excludes the natural cost functions c p (x; y) = jx ? yj p ; p 1, the di erentiable powers jx ? yj p ; > 1, lead to trivial results in the transshipment problem.
Some explicit results and bounds in the nondi erentiable case of the transshipment problem were established in Rachev and R uschendorf (1991) .
Since the transshipment and transportation problems coincide for cost functions satisfying the triangle inequality, the results of this paper can also be seen in this context.
