ABSTRACT The traditional dissimilarity (DISSIM) method explores the underlying fault characteristic based on the data distribution and is sensitive to the structure change of the process. However, it fails to explore which variables are significant to the concerned faults and its monitoring performance, including fault detection and diagnosis performance, is seriously decreased by the noise brought by non-informative variables, especially in plant-wide process. Since mutual information (MI) can explore both the linear and nonlinear dependencies of variables, a recursive MI-based variable selection algorithm is proposed in this paper. It can efficiently extract the most informative variables to the faults online and reduce the computational complexity. Then based on the variables selected online, the dissimilarity index is calculated to detect the distribution changes from normal to a fault condition and an MI-based diagnosis method is developed to further investigate the responsible variables to the fault. With the variable selection, not only the local characteristic of the process can be highlighted by the informative variables but also the influence of the non-informative variables can be eliminated, thus the control limit can be adaptively updated and the sensitivity and accuracy of the monitoring performance can be significantly improved. Moreover, the MI-based diagnosis method explores the contribution of selected variables with a high-order statistic and overcomes shortage brought by variable variance. Case study on Tennessee Eastman (TE) benchmark process demonstrates the feasibility and efficiency of our method.
I. INTRODUCTION
Modern industry shows an increasing demand on process safety and high-quality products. Efficient data-driven process monitoring plays an important role for keeping the process safety and reliability [1] . A complete process monitoring procedure consists of fault detection and fault diagnosis. Fault detection is to give early warnings to the abnormal disturbances or unexpected operations occurring in the process. When a fault is detected, fault diagnosis is implemented for identifying the variables which are mainly responsible for the fault. In recent years, as an important branch of data-driven process monitoring algorithm, multivariate statistical process monitoring (MSPM) has drawn considerable attentions [2] - [4] for it needs little prior knowledge of process physics and is more suitable for complex industrial processes.
Among them, principal component analysis (PCA) and partial least squares (PLS) are typical representations which have been widely employed and extended in various fields for process monitoring [5] - [7] . These two methods and their extensions in general use distance-based statistics to evaluate the deviations from normal condition. Therefore they may not be sensitive to changes in data distribution or the geometric structure. Based on the idea that a change of operating condition can be detected by monitoring the distribution of process data covering both distribution directions and variances, Kano et al. [9] proposed a dissimilarity method named DISSIM. DISSIM method uses Karhunen-Loeve (KL) expansion [10] to construct transformed data and quantitatively evaluate the distribution difference between normal and faulty conditions with the difference between the corresponding eigenvalues. Later DISSIM has been generalized for fault detection of batch process [11] and nonlinear process [12] . However, the methods mentioned above share a common shortcoming that they calculate a constant control limit with all the measurement variables, thus they can hardly handle the local characteristic of industrial processes, especially that of plant-wide processes. A fault occurred in the process may not affect all the variables. In other words, just some variables are significant for specific fault. Too many non-informative variables will bring noise for the process detection. So, it is important to extract the informative variables to increase the monitoring performance.
Once the fault has been detected, fault diagnosis is an essential step for identifying why the process has been outof-control so as to eliminate the detected faults. In general, contribution plot and fault reconstruction are two typical classes for fault diagnosis. The contribution plot method calculates the contribution of each variables to the fault detection statistics [13] - [15] . It requires no prior knowledge of the process and is easy to be implemented. However, contribution plot may lead to false diagnosis result because the faulty variables can increase the contribution of faulty-free variables. What's more, it fails to reveal the correlation of the measurement variables. The fault reconstruction method provides more accurate diagnosis result. It takes advantage of historical faulty data to get the fault directions and investigates the root cause of a fault by estimating the fault magnitude along these directions [16] - [18] . Although these methods have a higher diagnosis accuracy, sufficient historical faulty data, which serves as the basis for obtaining an accurate characterization of fault direction, is difficult to be obtained in practical industry. Nevertheless, the above fault diagnosis methods are generated based on the distance-based statistics which are calculated with distance-based fault detection method. For DISSIM method which evaluates the condition with distribution changes, seldom research is well addressed to find the root cause. Kano et al. [19] proposed a DISSIM-based contribution plot which calculates the contribution of each variable to the most contributive distribution direction. It needs no prior knowledge but has the same problem as contribution plot. This method does not considered the specific informative variables in the concerned faults, and the utilization of non-informative variables may lead to false diagnosis result and poor interpretation. Besides, traditional diagnosis is directly related to the variance of the measurement variables, thus the faulty variable with small variance may be mistaken to be normal.
Considering the negative effect brought by the noninformative variables for both fault detection and fault diagnosis, one important issue is to decide which variables should be included for more effective process monitoring [20] . Verron et al. [21] proposed a multivariate MI-based feature selection method to extract the most informative variables of the process. This method took advantage of MI and improved the classification performance of supervised discriminant analysis, but the responsible variables for the fault were not considered. Zhao and Gao [22] proposed a faulty variable selection strategy to select key faulty variables which can describe the characteristic of the fault, thus the reconstruction-based diagnosis performance had been improved. These two method show the feasibility of extracting the informative variables. However, they share a same shortcoming since they require sufficient historical faulty data to pre-extract the relative variables for fault detection or diagnosis. Thus they are not practical for online monitoring and may have trouble dealing with unknown fault which is not covered in historical data. Besides, the dynamic property of the process is not considered in these variable selection procedures. For some faults, the same set of variables may be extracted, thus these faults are not able to be distinguished.
To solve the problems mentioned above, this paper proposes an online process monitoring methods with a recursive MI-based informative variable selection algorithm and dissimilarity analysis without prior knowledge or historical faulty data. MI is a non-parametric measurement index. It quantifies the mutual dependencies of variables from the aspect of entropy, which can perform well on the extraction of nonlinear relationship. For each online moving window, the recursive MI-based informative variable selection algorithm is implemented considering both the dynamic property and computational complexity. The measurement variables are separated into two parts, informative variables and non-informative variables. Then process monitoring is implemented on the informative variables. Since the DISSIM method has a great power for distribution monitoring, it is used as the basic monitoring algorithm. With the informative variables extracted for model development, the control limit of the online window can be calculated adaptively and the local behavior of the process can be well dealt. Once the fault has been detected, a fault diagnosis method is proposed. It firstly extracts the most contributive distribution directions to the dissimilarity index. Then the contribution of each informative variable to the contributive distribution directions is calculated for faulty variables diagnosis. Benefit from the elimination of non-informative variables, the accuracy and the interpretability of diagnosis result can be improved. Besides, considering the shortage of directly using the variance of the variable in traditional diagnosis method, this paper proposes a MI-based diagnosis method considering a higher-order statistic than variance values considering both linear and nonlinear relationship.
The rest of this paper is organized as follow. Section II gives brief reviews of previous works. In section III, a recursive MI-based informative variable selection algorithm is introduced in detail. Followed in section IV a fault detection and diagnosis method based on DISSIM is developed. Section V presents a verification of our method on the well-known Tennessee Eastman (TE) benchmark chemical process. Conclusions and discussions are provided in the last section.
II. BACKGROUND A. DISSIM
Kano et al. [19] proposed a dissimilarity index to evaluate the distribution changes between two datasets. Denote X 1 and X 2 are two datasets with N i (i = 1, 2) samples and m VOLUME 6, 2018 process variables. Choose dataset X 1 as the reference and normalize it to zero-mean and unit-variance. Then the other dataset is scaled with the same normalization information. The covariance matrix of the mixture dataset is given by:
where the covariance of each dataset is calculated as R i = X T i X i /(N i − 1). The covariance matrix R can be decomposed using the singular value decomposition (SVD):
where ∈ R m×m is a diagonal matrix whose diagonal elements are the eigenvalues of R; V contains the corresponding eigenvectors. Then the original dataset can be transformed as:
Based on the two transformed data, the covariance matrices can be calculated respectively. These two matrices share the same eigenvectors W and the corresponding eigenvalues are denoted as λ j (j = 1, 2, · · · , m), which can be used to evaluate the distribution difference between two sets. A dissimilarity index D is defined as:
The dissimilarity index D varies between zero and one. The value is close to zero if two datasets are similar to each other or is close to one if they are quite different. A set of indices under normal condition can be obtained by exploring the normal training data. For values cannot satisfy a defined distribution, its control limit CtrD can be calculated using kernel density estimation (KDE) [23] , [24] using Gaussian kernel function with a confidence level of γ . For the DISSIM method evaluates the distribution changes in both direction and variance aspect, it has been successfully used for the incipient fault detection.
B. MUTUAL INFORMATION
Mutual information (MI) [25] is a non-parametric index which can be viewed as a quantity measuring the mutual dependence between two random variables. It considers the high-order statistics and captures both the linear and nonlinear relationship in the system. The MI between two random variables and can be computed as follows:
where p(x, y) is the joint probability density function, p(x) and p(y) are the marginal probability density functions of x and y. The Shannon entropy estimation of x is defined as:
Then Eq. (5) can be written as:
where and are the marginal entropies of H (x) and H (y), and H (x, y) is the joint entropy and given as follows:
Generally, in process monitoring, the calculation of MI between two continuous process variables is intensive and inefficient because of the integrals and summations in Eq. (5). The nearest neighbor strategy based on Kozachenko-Leonenko estimator of Shannon entropy can be used to compute the MI [26] , [27] .
C. VARIABLE SELECTION
Verron et al. [21] proposed a mutual information based variable selection algorithm to obtain the most informative variables between different classes for discriminant analysis. In a supervised manner, if one variable is a multinomial random variable denotes the classes and the other one is a multivariate Gaussian variable measuring the process, the MI of a measured process variable and class variable can be computed as indicated in Eq. (9) . It is assumed that: C is a multinomial variable with K possible values and the probability distribution given as P(C = C k ) = P(C k ); X is a random variable with a multivariate normal density function of parameters µ and ; X conditioned to C = C k follows a multivariate normal density function of parameters µ C k and C k . The mean and the covariance can be calculated by with the maximum likelihood estimator (MLE) [28] and MI value can be calculated as follow:
In this way, the MI of the process variable and the class variable can be computed. The variables with higher I values than the others are the informative variables which are important to determine the class value. The accuracy of the discriminant analysis implemented based on the informative variables would be increased as the number of non-informative variables decreases.
III. RECURSIVE MI-BASED VARIABLE SELECTION
In this section, a variable selection method based on the MI algorithm is proposed for online monitoring. And to reduce the computation complexity, a recursive formulation is proposed and discussed.
A. ONLINE MI-BASED VARIABLE SELECTION
As mentioned previously, the insufficient historical fault data motivates us to present a MI-based variable selection strategy for online process monitoring. A moving window strategy is a good choice to handle this problem. Give two datasets X r and X w with L samples and m process variables. X r is the reference data covering the measurements under normal condition and X w is the online window data which are updated consecutively along time direction, where the subscript denotes the wth online window. For online monitoring, we construct a multinomial variable C with 2 possible values as the label set representing the reference data and online window data respectively. The MI values for different variables or groups of variables can be computed according to Eq. (9) . As proved in Appendix, the scalization of X w with the normalization information of reference data does not affect the MI value, for the convenience of the following monitoring procedure, X r is normalized and X w is scaled before the proposed procedure and the same denotations are used.
Generally, the variables with highest MI values tend to be most informative ones to reveal the relation between them and two dataset. However, adding more variables to the model will increase the amount of information of the model [21] . To efficiently determine the informative variables is a key problem for variable selection. We use a predefined cutoff value α as the threshold for variable selection. Explicitly, the details of our algorithms are shown as Algorithm 1. Note that F 0 = F = {f 1 , f 2 , . . . , f m } is the candidate variable set with process variables.
Algorithm 1 Online MI-Based Variable Selection
Input: Reference dataset X r , online window dataset X w , label C, selected variables of last window S l , cutoff point α Output: Selected variables S 1: Initialize relative parameters:
Calculate the covariance matrices of X r , X w and X : r , w and ; 3: repeat 4: for each variable f ∈ F do 5: Calculate its MI values I ({f , S} , C) on the covariance matrices; 6: end for 7: Choose the variable f with the largest I ({f , S} , C) 8: Update the parameters:
if i equals the number of variables in S l then 10: Calculate the MI values I (S l , C) on the covariance matrices; 11: if I (S l , C) > I (S, C) then 12: S = S l ; 13: end if 14: end if 15: until I (S, C) − I pre /I pre < α or F = ∅, else update teh parameter I pre = I (S, C); 16: Output: S = S\ {f } This algorithm works in a straightforward way integrating with a moving window strategy, and it is implemented every time when a new online data is obtained. In each For loop, the MI of variable set {f , S} to the two datasets is calculated, which considers both the information added by candidate variable f and the redundancy of information between f and the selected variable set S. The variable set {f , S} with the largest MI value is chosen as the new selected set S. After that, the growth ratio of the MI by adding a new variable is calculated. Generally, the selected variables are considered to be have more information of the model, and the information brought by adding a new variable will be less and less. In this situation, if the growth ratio of MI is smaller than the cutoff value α, we consider the most informative variables have been selected in last Repeat cycle and break the Repeat cycle. Besides, we use a sample-wise moving window strategy. To keep the robust of the variable selection, the selected set S is compared with the selected set of the last online window S l .
B. RECURSIVE COMPUTATION
With the moving window strategy, our method could extract the informative variables for online monitoring. However, for online process variable selection, it is time-consuming to directly calculate the mean and the covariance matrix in each time sliding window. Since most samples of the adjacent moving windows are exactly the same, a recursive idea inspired by the fast moving window algorithm [29] is proposed in this subsection to reduce the computation complexity. X w denotes the data matrix of current online window, X w−1 denotes the data matrix of previous window. These two matrix are represented by:
For sample-wise moving window strategy, the oldest sample x w−L is removed from the previous matrix and then new sample x w is added to form the current matrix.
The proposed online MI-based variable selection algorithm calculates the MI value according to Eq. (9) which is directly related to the covariance of the data. In section II.C, the MLE method [28] directly gives the mean and covariance of the current window as
, which is time-consuming to calculate for each online window. Note
Here, the recursive computation of the mean and covariance is designed.
The effect of eliminating the oldest sample x w−L from X w−1 on the mean and covariance can computed recursively as:
A new matrix is introduced to simplify the computation as:
The effect of adding a new sample x w to form X w on the mean and covariance can computed recursively as:
At the same time, the covariance of X = [X r ; X w ] can be updated in the same way. Then the covariance can be used for MI calculation.
C. COMPUTATIONAL COMPLEXITY
In order to illustrate the advantage of recursive algorithm, we compare the computational complexity of the non-recursive algorithm and recursive algorithm in this section. As general expression, we count floating point operations (flops) to quantify the volume of work associated with a computation. For convenience, we count the number of flops required for updating the covariance matrix of online moving window in both algorithms, and the results are given in Table 1 . The computation of the non-recursive MI algorithm relies on both the window length L and the number of variables m, while the recursive MI algorithm only depends on m. Using the computational complexity in Table 1 , it can be conclude that the recursive MI algorithm is computationally superior if L > (12m + 7) / (2m + 3). Since m ≥ 1 and L is an integer, the recursive MI algorithm is computationally superior if L > 4, which clearly indicates the efficiency of recursive algorithm.
IV. ONLINE DISSIMILARITY-BASED FAULT DETECTION AND DIAGNOSIS
The informative variables are chosen with a recursive MI-based variable selection method, then an online fault detection and diagnosis method is constructed based on DIS-SIM algorithm. The method is composed of two major step: firstly, the dissimilarity index is calculated for fault detection; secondly, a fault diagnosis method is activated once the fault is confirmed.
A. DISSIMILARITY-BASED FAULT DETECTION
Following the recursive MI-based variable selection strategy, the informative variable set S revealed the relation between reference data and online window data is obtained and will be used for online monitoring. The reference and the online moving window sets with informative variables are extracted as X rs ∈ R L×m s and X ws ∈ R L×m s . Note m s is the number of variables in set S, subscript rs is used for reference distribution with the informative variables and ws for wth online window data with the informative variables. Then DISSIM algorithm is carried out. The transformed datasets of X rs and X ws are calculated as:
The covariance matrices of two transformed datasets share the same eigenvectors W s , and the corresponding eigenvalues are denotes as λ rs,j and λ ws,j (j = 1, 2, · · · , m), which have the following relationship:
Then the dissimilarity index D s and its corresponding control limit CtrD s can be computed as mentioned in section II.A. A process fault is detected when the index D s is over its limit, and our fault diagnosis method will be activated to find out the cause of the distribution variation once the fault is declared.
B. CONTRIBUTIVE DISTRIBUTION DIRECTIONS EXTRACTION AND FAULT DIAGNOSIS
The DISSIM method transforms the two datasets to share the same eigenvectors, i.e., the same distribution directions, and investigates the distribution difference by the difference of the eigenvalues. Our method tries to find out the faulty directions firstly. As shown in Eq. (4), the dissimilarity index D s is calculated considering the difference between eigenvalues λ ws,j of the online window data and 0.5. That is, the larger the difference between eigenvalues λ ws,j and 0.5 is, the more contributive of the corresponding distribution direction is [19] . Then the contribution of each direction can be evaluated as: The output of Algorithm 2 is deemed to be the contributive distribution directions W cd ∈ R m×m cd , and the dissimilarity (17) where the subscript rsc and wsc denote the contributive distribution directions of X rs and X ws . These dissimilarity components obtained from reference dataset and online window dataset are the contributive dissimilarity between the two datasets, which are used for the fault diagnosis.
Our fault diagnosis procedure is based on the MI values between the process variables and dissimilarity components considering a high-order relationship rather than the variance. First, the dissimilarity components of both datasets are merged to construct the super dissimilarity components T sc = [T rsc ; T wsc ] ∈ R 2L×m cd . The reference data and the online window data of each variable is also merged in the same way x j = x r,j ; x s,j ∈ R 2L×1 (j = 1, . . . , m). The MI value I x j , T sc reflects the relation between the process variable x j and T sc super dissimilarity components, thus the contribution of x j to the contributive directions can be evaluated. The contribution of x j is computed as:
However, as shown in Eq. (5), considering both x j and T sc are random variables which may have different dimension, the computation of I (x j , T sc ) is complex. The proposed Kozachenko-Leonenko [26] , [27] estimator of Shannon entropy with nearest neighbor strategy is an efficient way to reduce the computation burden.
C. ONLINE FAULT DETECTION AND DIAGNOSIS PROCEDURE
In conclusion, the complete online fault detection and diagnosis procedure is described as follows : 1) 
V. CASE STUDY
The proposed method is illustrated on the Tennessee Eastman (TE) process in this section. This process which was proposed by Downs and Vogel is widely used as simulated plant-wide industrial benchmark for evaluating various monitoring strategies [30] . As showed in Figure 1 , it involves five major unit operation units: a reactor, a product condenser, a vapor-liquid separator, a recycle compressor and a product stripper. 22 continuous process measurements, 11 process manipulated variables and 19 composition measurements can be measured in the process. In this paper 33 continuous variables (the process measurements and the manipulated variables) are monitored, as listed in Table 2 , while the rest 19 composition variables are not taken into account for they are difficult to be measured online. Note that RCW is the abbreviation of reactor cooling Water, CCW is abbreviated of condenser cooling water and SCW stands for separator cooling water. One training dataset containing 960 samples are generated under normal condition. On the other hand, another normal dataset and 21 faulty datasets are generated for testing purpose. The normal testing dataset consists of 500 samples, while each faulty testing dataset contains 960 samples and each fault was introduced into the process after the 160th sample. For faults 3, 9, 15 are very subtle faults which have very small effect on the monitored variables, they are very difficult to detect. The 21 faults are listed in Table 3. TE process is a plant-wide process with typical local characteristic and dynamic property. A fault occurs in one variable may have little effect on other variables in some time. However, this faulty variable may affect other variables as time progresses and the informative variables may change. For online fault detection and diagnosis, the proposed recursive MI-based variable selection method extracts the informative variables online. These selected variables give a clear interpretation of the fault for it can dynamically reveal the relation between the reference data and the online window data. The width of the moving window is selected as L = 100 and the cutoff point is set as α = 0.15 by trials and errors. Then for each online window, our method calculates the dissimilarity index and control limit based on the selected informative variables for online monitoring. The confidence level is selected as γ = 0.01. As a comparison, the traditional global DISSIM (GDISSIM) is also applied based on all the process variables.
The false alarm rate is first tested on our method and GDISSIM with the normal testing dataset. The results are tabulated in Table 4 . The false alarm rate is zero for both methods, and it can be concluded that the proposed method is applicable for the process.
Then the 21 faulty test datasets are used to evaluate the monitoring performance of our method, and the fault detection rates are tabulated in Table 5 . Both methods produce very poor detection rates for Fault 3, 9 and 15, which are barely detected. The remaining 18 faults are successfully detected by the two monitoring methods. It is obvious that our proposed method, referred as MI-DISSIM for convenience in the following analysis, outperforms the GDISSIM method in almost all the cases. Both methods do well on Fault 6, 7-13, and 17-19, but the detection rate of the proposed methods is a little bit higher than that of the GDISSIM method. However for Faults 1, 2, 4, 5, 7, 14, 20 and 21, the detection performances are greatly enhanced with the proposed monitoring method. The comparisons obviously demonstrate the superiority on fault detection of our proposed MI-DISSIM method. For the informative variables are extracted for every online window, our method can dynamically deal with the local behavior of the plant-wide process.
Once the fault is detected in one online moving window, the MI-based online fault diagnosis method will be activated. The contributive distribution directions are firstly extracted with Algorithm 2, then the contribution of each informative variable to these directions is calculated. To illustrate the effectiveness of our proposed method, the GDISSIM diagnosis method proposed by Zhao and Gao [7] is considered for comparison. We use fault 5, 4, 11 and 21 to give a further analysis about the detection and diagnosis performance of our method.
Fault 5 is caused by a step change in the condenser cooling water inlet temperature, which causes a change in the flow of the CCW. Fault 5 is a typical local fault, it has a big influence to the process but can be easily compensated. All the variables had been brought back to normal regions except v 33 (CCW flow valve), which stabilized around a point higher than its normal values. As shown in Figure 2 (a) the GDIS-SIM method fails to detect the fault after the 528th moving window for it considers all the process variables. However, with v 33 has been successfully extracted as the informative variables, our method can successfully deal with this local behavior and keep informing the existence of the fault. Then the contributions of the variables have been calculated for both methods. Our method gives the contribution results for Fault 4 and Fault 11 are both caused by a disturbance in RCW inlet temperature, which are difficult to be isolated. The fault detection performances are shown in Figure 4 . With the online selected informative variables, our method can adaptively calculate the control limits online and has a high detection rate for both faults, while the GDISSIM method has a poor performance on Fault 4. Then the root cause of both faults are analyzed and the contribution plots are plotted in Figure 5 . The RCW inlet temperature is not measured and monitored in the process, therefore v 9 (reactor temperature)and v 32 (RCW flow valve) can identify as the root causes since they are directly related to the RCW inlet temperature. Figure 5 our method can successfully find out the correct contributive variables. Moreover our method can distinguish Fault 4 from Fault 11 even they share same root causes. Caused by a step change in RCW inlet temperature, Fault 4 can be easily compensated with the control system and v 9 will be brought back to normal region in a short time. In contrast, Fault 11 is caused by a random variation in RCW inlet temperature which continuously affects the process, thus keeps in a faulty region. The contribution results in Figure 5 (b) and (d) conform to the root cause of the two faults. Figure 5 (b) takes v 32 as the biggest contributor to Fault 4 in most windows and the contribution value of v 9 is only significant at the beginning and is close to zero after 161th moving window. As a comparison, Figure 5 (d) takes both v 9 and v 32 as the main contributors to Fault 11. The variables diagnosis results in Figure 6 (b) and (d) also give the same conclusion. These demonstrate that our method can isolate the faults successfully even the faults may have overlapping nature.
Fault 21 is caused by a valve position constant in stream 4. Process variable v 26 (total feed flow valve) keeps a constant value since 161th sample and stops taking part into the process. However, it has inconspicuous influence on the process at the beginning which shows a typical local behavior. As time progresses, this fault becomes obvious. The fault detection results in Figure 7 show that the traditional GDIS-SIM method take a long time to discover the fault, while our method can deal with the local behavior and confirm the fault at its early stage. Besides, because of the long detection delay, the fault may have propagated between process variables when it was detected, which may bring troubles for fault diagnosis. Figure 8(a) shows the GDISSIM method misleads the operator to believe v 12 , v 15 , v 29 , and v 30 are the main contributors in most windows. What's more, the traditional contribution plot method is greatly affected by the variance of the variable. Although v 26 is the root cause of the fault, it is considered to contribute little for it keeps a constant value. With the MI-based online informative variable selection, our method can reduce the propagated influence of the fault and focus on the responsible variable. Besides our method calculates the variable contribution based on the MI value and overcomes the shortage of using variable variance. The contribution plots in Figure 8 
VI. CONCLUSION
In this paper, a fault monitoring method is presented for online process monitoring with no prior knowledge. Considering the fact that sufficient historical fault data for offline training is difficult to obtain, a recursive MI-based variable selection algorithm is proposed to select the informative variables online for fault detection and diagnosis, which considers the computation complexity and is more practical for industrial application. The informative variables selection gives the operator a primary understanding about the fault process and its development. By separating the informative variables from the non-informative variables, the characteristic of the online fault can be well extracted. Thus the dissimilarity index calculated based on the selected variables is more sensitive to the distribution change of the data and can successfully handle the local behavior in the plant-wide process. Once the fault is detected, the MI-based fault diagnosis method is activated. Our method explores the contribution with a high-order statistic and overcomes shortage brought by variable variance. Besides, for the noise brought by non-informative variables has been eliminated, the accuracy and the interpretability of the fault diagnosis result has been efficiently improved. The feasibility of the proposed online monitoring method has been verified using data from the TE process.
APPENDIX A
This appendix presents the demonstration that scalization of data does not affect the MI value I (X , C) calculation. Assume the scalization information is and representing mean µ 0 and 0 variance respectively, and data is scaled as:
where N is the number of samples. With the MLE method, the covariance of X after scaling can be calculated as:
where µ and are the mean and covariance of X before scaling. Meanwhile X conditioned to C = C k is also scaled with same information and its covariance after scaling is
P (C k )=1, the MI value can be calculated as:
Then it is demonstrated that the scalization of data X does not affect the MI value I (X , C) calculation. 
