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Abstract
In this note, we generalize the affine rank minimization problem and the vector cardi-
nality minimization problem and show that the resulting generalized problem can be
solved by solving a sequence of continuous concave minimization problems. In the case
of the vector cardinality minimization problem, we show that it can be solved exactly
by solving the continuous concave minimization problem.
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lem; Concave minimization problem.
1 Introduction
The affine rank minimization problem is to find a matrix of the lowest rank that satisfies a
given system of linear equality constraints. Such a problem arises when solving problems
in diverse fields including system identification and control, collaborative filtering and
Euclidean embedding. It is well-known that solving the affine rank minimization problem
is NP-hard. In [11], it is shown that if a certain restricted isometry property holds for
the linear constraints, the affine rank minimization problem can be solved by solving
a convex optimization problem, namely, the minimization of the nuclear norm over
the given affine space. This work has its basis on the work [2], which considers the
vector cardinality minimization problem. Previous attempts to solve the affine rank
minimization problem include [3, 4] in which a heuristic is used to solve the problem.
Recently, there are interests in the study of concave minimization problems, which we
are considering in this note. For example, in [9], convex maximization problems are
considered to solve an optimization problem with a sparsity constraint. [15] is another
example.
In this note, we consider the problem of finding a generalized lowest rank solution
to a linear semi-definite feasibility problem (LSDFP). We observe that the affine rank
minimization problem and the vector cardinality minimization problem are special cases
of the problem to find a generalized lowest rank solution to an LSDFP. We define this
problem in Section 2. The main result of this paper is also presented in the section,
where we show that by solving a sequence of general continuous concave minimization
problems, we can find a generalized lowest rank solution to an LSDFP. Similar result as
this paper has been obtained in [14] for a different sequence of minimization problems.
In Section 3, we show that the vector cardinality minimization problem can be solved
exactly by solving the continuous concave minimization problem. Although, similar
results have been shown in [12] (see also [5]), in this note, we provide a different and
completely new proof of these results. We conclude the note with Section 4.
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1.1 Notations and Definitions
The space of symmetric n × n matrices is denoted by Sn. The cone of positive semi-
definite (resp., positive definite) symmetric matrices is denoted by Sn+ (resp., S
n
++).
Given a symmetric matrix X ∈ Sn, denote its real eigenvalues by λi(X), i = 1, . . . , n,
with λ1(X) ≤ . . . ≤ λn(X).
Also, given X ∈ Sn, we denote its component at the intersection of the ith row and
the jth column by Xij. In case X is partitioned into blocks of submatrices, then Xij
refers to the submatrix in the corresponding (i, j) position.
For X ∈ Sn, diag(X) stands for a vector in <n whose entries are the corresponding
main diagonal elements of X, while given x ∈ <n, Diag(x) is a matrix in Sn with main
diagonal entries equal to the corresponding component entries in x, with the rest of
entries in the matrix equal to zero.
Given Y ∈ <k1×k2 , rank(Y ) refers to the dimension of the column space of Y , which is
the same as the dimension of the row space of Y . In case Y ∈ Sn, then rank(Y ) = number
of nonzero eigenvalues of Y , including multiplicities. ‖Y ‖F stands for the Frobenius norm
of Y .
2 Main Results
The affine rank minimization problem is to find an Y ∗ ∈ <k1×k2 which solves the following
minimization problem:
min rank(Y )
subject to A(Y ) = c,
Y ∈ <k1×k2 .
(1)
Here, A : <k1×k2 → <p is a linear map, and c ∈ <p.
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It is known [3] that the affine rank minimization problem can be written as
min rank(X) + rank(Z)
subject to A(Y ) = c, X Y
Y T Z
 ∈ Sk1+k2+
(2)
The problem we consider in this paper, which we called the problem of finding a
generalized lowest rank solution to an LSDFP, is a generalization of (2), and is to find
an X∗ ∈ Sn that solves
min
∑N
k=1 rank(Xkk)
subject to Tr(AiX) = bi, i = 1, . . . ,m,
X ∈ Sn+.
(3)
Here, Ai ∈ Sn, i = 1, . . . ,m. Note that Xkk ∈ Snk+ , k = 1, . . . , N, formed the main
block diagonal submatrices of X ∈ Sn+. Hence,
∑N
k=1 nk = n.
From now onwards, whenever we consider X ∈ Sn a feasible point of (3), it is
partitioned into block submatrices with sizes defined from the set {nk | k = 1, . . . , N}.
For example, the block submatrix at the (i, j) position has size ni × nj.
Let C be the feasible set of (3). We assume that C 6= ∅. It is then clear that there
exists an optimal solution to (3).
Let X∗ be an optimal solution to (3). In the following proposition, we show a
geometrical property of an optimal solution to (3) which we will use later in Section 3.
Proposition 2.1 If X∗ is an optimal solution to (3), then X∗ is an extreme point of C.
Proof: Suppose to the contrary that X∗ is not an extreme point of C, then there exist
X1, X2 ∈ C, X1, X2 6= X∗ with X∗ = βX1 + (1 − β)X2 for some β ∈ (0, 1). Therefore,
we have
(X∗)kk = β(X1)kk + (1− β)(X2)kk, (4)
where 1 ≤ k ≤ N .
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Since (X1)kk, (X2)kk are symmetric, positive semidefinite matrices, we have by (4) that
Ker((X∗)kk) ⊆ Ker((X1)kk) and Ker((X∗)kk) ⊆ Ker((X2)kk), k = 1, . . . , N . Since
X∗ is an optimal solution to (3), equalities hold in the above, that is, we must have
Ker((X1)kk) = Ker((X2)kk) = Ker((X
∗)kk) = dk, k = 1, . . . , N .
Hence, there exists an orthogonal matrix Qk ∈ <nk×nk such that each of these matrices
is of the form
Qk
 Bk 0
0 0
QTk ,
where Bk ∈ Snk−dk++ may be different for each (X∗)kk, (X1)kk and (X2)kk, k = 1, . . . , N .
By extending the line containing X∗, X1, X2 in Sn in one of the two directions, we can
find an Xˆ ∈ C such that
(Xˆ)kk = Qk
 Bˆk 0
0 0
QTk ,
where Bˆk is a symmetric, positive semi-definite matrix in S
nk−dk , but non-invertible for
some k = 1, . . . , N , while the rest of Bˆk are symmetric, positive semi-definite matrices
in Snk−dk which may or may not be invertible. This implies that
N∑
k=1
rank((Xˆ)kk) <
N∑
k=1
rank((X∗)kk).
But this is a contradiction to X∗ being an optimal solution of (3). Hence, X∗ is an
extreme point of C. QED
We now work towards solving (3) by solving a sequence of continuous concave min-
imization problems. We consider a general class of concave minimization problems
that can be used to solve (3). To do this, let us define a general real-valued function
f : (0, 1]×<+ → < that is continuous on (0, 1]×<+, and strictly concave on <+ in the
second variable for fixed value of the first variable on (0, 1]. For ease of presentation, let
us denote f(α, x) by fα(x) for α ∈ (0, 1] and x ∈ <+.
Let fα have the following properties:
4
(a) For each 0 < α ≤ 1, fα(x) ≥ Cα for all x ∈ <+, where Cα is a constant. Also,
fα(x)→∞, as x→∞ and α→ α0, where 0 < α0 ≤ 1.
(b) fα(0) → −∞ as α → 0+. Also, fα(x) is bounded, as α → 0+ and x → x0, where
x0 > 0.
(c) if g : (0, 1] → <+ is any function such that g(α) → ∞ as α → 0+, we have
fα(g(α))→∞ as α→ 0+.
(d) if h : (0, 1]→ <+ is any function such that h(α)→ 0 as α→ 0+, we have fα(h(α))−
fα(0) 6→ −∞ as α→ 0+.
Remark 2.1 There exist many functions that satisfy the above conditions. For example,
fα(x) = log(βx + α) for 0 < α ≤ 1, where β > 0 is fixed, and fα(x) = − 1
x+α
+ x for
0 < α ≤ 1 can be checked easily to satisfy the above conditions. We will discuss more
about the first function in Subsection 2.1 by relating it to the literature. The motivation
for the above properties for fα actually comes from looking at this first function.
Let Fαk : <nk+ → < be defined by
Fαk (x1, . . . , xnk) :=
nk∑
j=1
fα(xj)
Fαk is a strictly concave separable function on <nk+ , for each k = 1, . . . , N , 0 < α ≤ 1.
Fαk is also a permutation-invariant function - the definition of a permutation-invariant
function can be found in [7].
We have an associated eigenvalue function Gαk = F
α
k ◦ λ defined on Snk+ by
Gαk (Y ) = (F
α
k ◦ λ)(Y ) :=
nk∑
j=1
fα(λj(Y )),
where Y ∈ Snk+ , and 0 ≤ λ1(Y ) ≤ . . . ≤ λnk(Y ) are the eigenvalues of Y . Note that Gαk is
a continuous function on Snk+ since F
α
k is continuous on <nk+ . See [7] for further properties
of an eigenvalue function. Gαk is also strictly concave on S
nk
+ since F
α
k is strictly concave
on <nk+ (see for example, [8, 7]).
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With the above setup, consider the following continuous concave minimization prob-
lem:
min
∑N
k=1G
α
k (Xkk)
subject to Tr(AiX) = bi, i = 1, . . . ,m,
X ∈ Sn+.
(5)
that we will use to solve (3).
Property (a) of fα ensures existence of optimal solutions to (5) (which is the concave
minimization problem we want to consider), while properties (a)-(d) of fα relates (5) to
(3), the ultimate problem we wish to solve in this note.
We have the following proposition on (5) before we show that its optimal solution is
closely related to the optimal solution to (3):
Proposition 2.2 There exists an optimal solution to (5) for each α, 0 < α ≤ 1.
Proof: The objective function of (5) is bounded from below on C by property (a)
of fα. Since C 6= ∅, this implies that there exists a sequence {Xl} ⊂ C such that∑N
k=1G
α
k ((Xl)kk) converges to the finite optimal value of (5), as l→∞.
We have {Xl} is bounded. If not, then given that Xl ∈ Sn+ for each l, we can assume
without loss of generality that
∑N
k=1
∑nk
j=1 λj((Xl)kk) → ∞, as l → ∞. This implies
that
∑N
k=1G
α
k ((Xl)kk)→∞, as l→∞, by property (a) of fα, which is impossible.
Hence, there exists a cluster point Xˆ of {Xl}, as l → ∞. Since C is closed, Xˆ ∈ C and
is in fact an optimal solution to (5). QED
Let X∗α be an optimal solution to (5).
Since
∑N
k=1G
α
k (Xkk) is a concave function on S
n
+, we have by Corollary 32.3.1 of [13],
an optimal solution to (5) is an extreme point of C. In fact, due to the strict concavity
of
∑N
k=1G
α
k (Xkk), all optimal solutions of (5) are extreme points of C.
The following theorem is the main result in this section, where we relate solving the
concave minimization problem (5) to finding the generalized lowest rank solution to an
LSDFP, that is, solving (3):
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Theorem 2.1 {X∗α | 0 < α ≤ 1} is bounded, and every cluster point of {X∗α | 0 < α ≤
1}, as α→ 0+, is an optimal solution to (3).
Proof: Let X∗ be an optimal solution to (3).
We have, by definition of X∗α, that
N∑
k=1
Gαk ((X
∗)kk) ≥
N∑
k=1
Gαk ((X
∗
α)kk). (6)
We now show that every cluster point of {X∗α | 0 < α ≤ 1}, as α → 0+, is an optimal
solution to (3).
Let the sequence {αl} ⊆ (0, 1] with αl → 0+, as l → ∞, be such that X∗αl converges to
Xˆ∗ ∈ C, as l→∞. That is, Xˆ∗ is a cluster point of {X∗α | 0 < α ≤ 1} as α→ 0+.
Let
N∗k = {j ∈ {1, . . . , nk} | λj((X∗)kk) = 0, λj((X∗αl)kk)→ 0 as l→∞, with infinitely
many l such that λj((X
∗
αl
)kk) > 0},
N∗k′ = {j ∈ {1, . . . , nk} |λj((X∗)kk) = 0, λj((X∗αl)kk) = 0 for all l large enough},
B∗k,1 = {j ∈ {1, . . . , nk} | λj((X∗)kk) 6= 0, λj((X∗αl)kk)→ 0 as l→∞, with infinitely
many l such that λj((X
∗
αl
)kk) > 0},
B∗k,1′ = {j ∈ {1, . . . , nk} | λj((X∗)kk) 6= 0, λj((X∗αl)kk) = 0, for all l large enough},
B∗k,2 = {j ∈ {1, . . . , nk} | λj((X∗)kk) = 0, λj((X∗αl)kk) 6→ 0 as l→∞},
B∗k,3 = {j ∈ {1, . . . , nk} | λj((X∗)kk) 6= 0, λj((X∗αl)kk) 6→ 0 as l→∞}.
It is clear that the above sets are disjoint, and |N∗k |+ |N∗k′|+ |B∗k,1′|+
∑3
i=1 |B∗k,i| = nk,
for k = 1, . . . , N .
Note that rank((Xˆ∗)kk) = |B∗k,2|+ |B∗k,3| and rank((X∗)kk) = |B∗k,1|+ |B∗k,1′ |+ |B∗k,3|.
We therefore have
N∑
k=1
[|B∗k,2| − |B∗k,1′| − |B∗k,1|] ≥ 0, (7)
since X∗ is an optimal solution to (3).
We now claim that (7) is actually an equality.
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If not, then
N∑
k=1
[|B∗k,2| − |B∗k,1′| − |B∗k,1|] ≥ 1. (8)
In the following argument, we consider a subsequence of {αl} if necessary.
Writing (6) using definitions of Gαk and the above sets, we have
N∑
k=1
(|N∗k |+ |N∗k′ |+ |B∗k,2|)fαl(0) + ∑
j∈B∗k,1∪B∗k,1′∪B∗k,3
fαl(λj((X
∗)kk))

≥
N∑
k=1
(|N∗k′ |+ |B∗k,1′|)fαl(0) + ∑
j∈N∗k∪B∗k,1∪B∗k,2∪B∗k,3
fαl(λj((X
∗
αl
)kk))
 (9)
Rearranging terms in (9), the following inequality holds:
N∑
k=1
(|B∗k,2| − |B∗k,1′| − |B∗k,1|)fαl(0) + ∑
j∈B∗k,1∪B∗k,1′∪B∗k,3
fαl(λj((X
∗)kk))

≥
N∑
k=1
 ∑
j∈B∗k,2
fαl(λj((X
∗
αl
)kk)) +
∑
j∈N∗k∪B∗k,1
(fαl(λj((X
∗
αl
)kk))− fαl(0))
+
∑
j∈B∗k,3
fαl(λj((X
∗
αl
)kk))
 . (10)
We have in (10), its right-hand side does not tend to −∞ as l → ∞, using properties
(b), (c) and (d) of fαl . However, since liml→∞ fαl(0) = −∞ and from (8), we have the
left-hand side of (10) tends to −∞ as l → ∞. But this is a contradiction. Hence, we
have
N∑
k=1
[|B∗k,2| − |B∗k,1′| − |B∗k,1|] = 0. (11)
Thus, Xˆ∗ is an optimal solution to (3). Therefore, every cluster point of {X∗α | 0 < α ≤
1}, as α→ 0+, is an optimal solution to (3).
We now show that {X∗α | 0 < α ≤ 1} is bounded by contradiction.
Suppose {X∗α | 0 < α ≤ 1} is unbounded.
Then, there exists a sequence {αl} ⊆ (0, 1] with αl → α∗, 0 ≤ α∗ ≤ 1, as l → ∞, such
that ‖X∗αl‖F →∞, as l→∞.
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We first consider the case when α∗ = 0.
We then have λj((X
∗
αl
)kk) → ∞ for some j ∈ B∗k,2 ∪ B∗k,3, k = 1, . . . , N . By properties
(b), (c) and (d) of fαl , (10) is contradicted.
The case when 0 < α∗ ≤ 1 can be considered in a similar manner to arrive at a contra-
diction to (10), using property (a) of fαl .
Hence, {X∗α | 0 < α ≤ 1} is bounded. QED
The following corollary follows immediately from the above theorem.
Corollary 2.1 Suppose (3) has an unique solution. Then X∗α converges to the unique
solution, as α→ 0+.
2.1 An Example of fα
Consider fα(x) = log(βx + α) for 0 < α ≤ 1, where β > 0 is fixed. We know that fα
defined this way satisfies the conditions given in Section 2. Hence, the optimal solution
obtained using its continuous concave minimization problem has cluster points being
optimal solutions to (3), by Theorem 2.1.
Now for fα(x) = log(βx+ α), we can write (5) in a neat way as
min
∑N
k=1 log det(βXkk + αI)
subject to Tr(AiX) = bi, i = 1, . . . ,m,
X ∈ Sn+,
(12)
where in (5), we have
Gαk (Xkk) =
nk∑
j=1
fα(λj(Xkk))
=
nk∑
j=1
log(βλj(Xkk) + α)
= log
nk∏
j=1
(βλj(Xkk) + α)
= log det(βXkk + αI),
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hence resulting in (12).
In [3], (12) is used in a heuristic to solve the affine rank minimization problem,
with β = 1 and N = 2, and the authors are able to solve examples of the affine rank
minimization problem numerically using the heuristic.
It is easy to see by analyzing the specific form of the objective function in (12) that
any cluster points of its optimal solution is an optimal solution to (3), as α tends to zero.
We generalize this form of the objective function in Section 2 by looking at eigenvalue
functions, and come up with a whole class of continuous concave minimization problems
that can now be used to solve (3).
3 A Related Problem
A closely related problem to (3) is the following problem:
min ‖diag(X)‖0
subject to Tr(AiX) = bi, i = 1, . . . ,m,
X ∈ Sn+.
(13)
Here, ‖x‖0 is the l0 norm of x ∈ <n, and is defined as the number of nonzero
components of x.
Note that (13) is a special case of (3) with N = n, and Xkk, 1 ≤ k ≤ N , are the main
diagonal entries of X in (3).
We have (13) is a generalization of its linear counterpart
min ‖x‖0
subject to Bx = b,
x ≥ 0
(14)
to the space of symmetric matrices.
Consider the following problem, which is called the vector cardinality minimization
problem, studied in [2] (see also [6]):
min ‖x‖0
subject to Bx = b.
(15)
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We have the following proposition relating (14) to (15):
Proposition 3.1
 (x+)∗
(x−)∗
 ∈ <2n is an optimal solution to
min ‖x+‖0 + ‖x−‖0
subject to (B −B)
 x+
x−
 = b,
x+, x− ≥ 0
(16)
if and only if x∗ = (x+)∗ − (x−)∗ is an optimal solution to (15). In this case,
(x+)∗i = max{x∗i , 0},
(x−)∗i = −min{x∗i , 0},
(17)
i = 1, . . . , n.
Proof: Suppose
 (x+)∗
(x−)∗
 is an optimal solution to (16). This means that (x+)∗i > 0
implies that (x−)∗i = 0, and (x
−)∗i > 0 implies that (x
+)∗i = 0. Hence, (17) holds and
‖x∗‖0 = ‖(x+)∗‖0 + ‖(x−)∗‖0.
Suppose x∗∗ is an optimal solution to (15) with ‖x∗∗‖0 < ‖x∗‖0. Define
(x+)∗∗i = max{x∗∗i , 0}
(x−)∗∗i = −min{x∗∗i , 0}
for i = 1, . . . , n. Then it is clear that ‖x∗∗‖0 = ‖(x+)∗∗‖0+‖(x−)∗∗‖0 and also
 (x+)∗∗
(x−)∗∗

is feasible to (16). But this is a contradiction to
 (x+)∗
(x−)∗
 ∈ <2n being an op-
timal solution to (16), since we have ‖(x+)∗∗‖0 + ‖(x−)∗∗‖0 = ‖x∗∗‖0 < ‖x∗‖0 =
‖(x+)∗‖0 + ‖(x−)∗‖0. Hence, x∗ = (x+)∗ − (x−)∗ is an optimal solution to (15).
The reverse direction can be shown to be true in a similar manner. QED
The above proposition shows that solving (14) is as hard as solving (15).
Using the results in Section 2, we have in the following theorem a way to solve (14)
by solving a continuous concave minimization problem:
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Theorem 3.1 In case Ai, 1 ≤ i ≤ m, in (13) are diagonal matrices, then X∗α, which is
an optimal solution to (5), where in (5), N = n, and Xkk are the main diagonal entries
of X, is also an optimal solution to (13), and hence in this case, to (14), for all α > 0
small enough.
Proof: Let X∗ be any cluster point of {X∗α}, as α → 0+. By Theorem 2.1, X∗ is an
optimal solution to (13).
Let X∗αl → X∗, as l→∞, for some sequence {αl} with αl → 0+, as l→∞.
Observe that if X is an extreme point of C, then diag(X) ∈ <n is an extreme point of
the following convex polyhedron in <n:
C ′ = {x ∈ <n | Tr(AiDiag(x)) = bi, i = 1, . . . ,m, x ≥ 0}.
By Proposition 2.1 applied to (13), X∗ is an extreme point of C. Thus diag(X∗) is an
extreme point of C ′.
Now, X∗αl is also an extreme point of C for each l, since it is an optimal solution to (5).
This implies that diag(X∗αl) is an extreme point of C ′.
Since X∗αl → X∗ as l → ∞, we have diag(X∗αl) → diag(X∗) as l → ∞. But since
the set of extreme points of C ′ is finite (by Corollary 19.1.1 of [13]), we must have
diag(X∗αl) = diag(X
∗) for all l large enough. Now, given X ∈ C, only diag(X) is needed
to determine whether X solves (13), we then have X∗αl solves (13) for all l large enough.
Since {X∗α|0 < α ≤ 1} is bounded by Theorem 2.1, the theorem is proved. QED
Similar results as Theorem 3.1 have been obtained in [12] (see also [5]). Above, we
provide a different proof of these results. Theorem 3.1 tells us that to solve (14), we can
solve a continuous concave minimization problem instead.
Remark 3.1 We cannot extend Theorem 3.1 to general rank minimization problem
since the assumption that Ai, 1 ≤ i ≤ m, are diagonal matrices allows us to say that
X is an extreme point of C implies that diag(X) is an extreme point of C ′, where C ′ is
defined in the proof of the theorem. We can then use the finiteness of the number of
extreme points of convex polyhedron in <n which is the key in proving the theorem.
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Remark 3.2 It turns out that if fα satisfies the conditions in Assumption 2.1 of [15],
then it satisfies properties (a)-(d) in this note, except the property that fα(0) → −∞
as α → 0+. Property (a) in this note is satisfied by Assumption 2.1(b) in [15]; part of
property (b) in this note is satisfied by Assumption 2.1(b) in [15]; property (c) is satisfied
by Assumption 2.1(c) in [15]; while property (d) in this note is satisfied by Assumption
2.1(c) in [15]. Examples 2.3 and 2.6 in [15] also satisfy fα(0) → −∞ as α → 0+ and
hence they satisfy all properties (a)-(d). Examples 2.3 and 2.6 in [15] can therefore be
used as examples of fα in this note. Note that [15] considers the special case of separable
functions.
4 Conclusion
This note shows that a minimization problem with discrete objective function (3) can be
solved exactly by solving a continuous concave minimization problem (5) under certain
conditions (Theorem 3.1), and approximated by the continuous concave minimization
problem in general (Theorem 2.1 and Corollary 2.1). The results in this note provide an
alternative way to solve (3) by looking at a whole class of continuous concave minimiza-
tion problems. With known examples, Examples 2.3 and 2.6 in [15], belonging to our
class of functions fα, it is certainly worthwhile to study further our class of continuous
concave minimization problems, which is quite simply defined. There are known meth-
ods used to solve a continuous concave minimization problem, see for example, [1, 10].
These methods should be further explored in our context. Another line of research
is to linearize the objective function of the continuous concave minimization problem,
and solve the general rank minimization problem using an iterative algorithm on the
linearized problem, as was done in [15]. Convergence studies will need to be made on
the iterative algorithm, and this will likely require further stronger assumptions than
properties (a)-(d).
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