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Thermodynamic laws are limiting behavior of the statistics of repeated measurements of an arbitrary system
with a priori probability distribution. A duality symmetry arises, between Massieu-Guggenheim entropy and
Gibbs entropy, in the limit of large number of measurements. This yields the fundamental thermodynamic
relation and Hill-Gibbs-Duhem (HGD) equation as a dual pair. We show if the system itself has a second
macroscopic limit that satisfies Callen’s postulate that entropy being an Eulerian homogeneous function of all
extensive variables, the symmetry is lost: the HGD equation reduces to the Gibbs-Duhem equation. This theory
provides better logic to textbook thermodynamics, a clarification on nanothermodynamics, as well as novel ideas
for a thermodynamic-like framework for single-cell biology.
Thermodynamic descriptions which are organized around
the concept of entropy and its variants are asymptotic lim-
iting behavior of statistics [1, 2]. The mathematical theory
of large deviations in probability provides not only power-
ful tools for statistical mechanics [3–7], but more importantly
a novel organizational principle for the theory of thermody-
namics [8]. For a stochastic system with state space S and
an a priori probability density function fx(x), x ∈ S, the
large deviations theory (LDT) states that for a large number
M repeated measurements of an array of K real observables
g(x) =
(
g1, · · · , gK
)
(x), one can construct the mean value
gM =
g
(1) + · · ·+ g(M)
M
, (1)
in which g(m) is the mth measurement of the g; they are
treated as independent and identically distributed (i.i.d.) ran-
dom variables. As M → ∞, one expects gM → E[g], the
expected value of g(x):
E[g] =
∫
S
fx(x)g(x)dx.
The LDT then predicts that the probability distribution for gM
has an asymptotic expression asM →∞,
ln Pr
{
y < gM ≤ y + dy
}
=Mη(y) + o(M), (2)
η(y) = min
β
{
β · y + ψ(β)
}
, (3)
ψ(β) = ln
∫
S
fx(x) exp
(
− β · g(x)
)
dx, (4)
in which y = (y1, · · · , yK), β = (β1, · · · , βK), and the no-
tation o(M) indicates that o(M)/M → 0 as M → ∞. See
[9] for a highly condensed but self-contained account of the
mathematics. It is known as Crame´r’s theorem [3, 7].
There is a unmistakable resemblance between these equa-
tions and those in statistical mechanics. We emphasize that
the K-vector g and β are treated as a single variable in the
formalism. Partial transformations with a subset of the com-
ponents of g and β in (3) and (4), which generates a mul-
titude of different ensembles in the classical theory, will be
discussed elsewhere. Letting K = 1 and identifying g(x)
as mechanical energy, x being phase space point, the integral
in (4) is the canonical partition function with β = (kBT )
−1.
Then kBψ(β) is known as Massieu-Planck free entropy, and
−β−1ψ(β) is free energy [10]. More interestingly, noting that
ψ(β) is a convex function, the Legendre-Fenchel transforma-
tion in (3) can be carried out with differentiation:
η(y) =
[
−β
(
∂ψ
∂β
)
+ ψ(β)
]
β:∂ψ/∂β=−y
=
∂[β−1ψ(β)]
∂(1/β)
.
(5)
This shows that kBη(y) corresponds to the entropy of Gibbs’
canonical ensemble.
If one lets K = 3 and identifies the g = (U, V,N), rep-
resenting energy U , volume V and number of particles N of
a mechanical system, then the integral in (4), with conjugate
variables β = (kBT )
−1(1, P,−µ), was systematically dis-
cussed in [11].1 The partition function exp
(
ψ(β)
)
is widely
known in the literature as Guggenheim’s generalized partition
function; the corresponding thermodynamic potential is zero
on the order of extensive quantities. T. L. Hill named−kBTψ
subdivision potential [12].
Outside mechanical systems, S could be the state space of
a living cell and g(x) be a set of K biomarkers. The same
1 We discover that the spirit of Guggenheim’s setup was similar to J. G. Kirk-
wood’s introduction of the potential of mean force, in J. Chem. Phys. 3,
305–313, (1935).
2mathematics applies [9]. Not to be confused with the concepts
in statistical mechanics, in the present work, we shall fix our
terminology by borrowing from the above discussion, calling
ψMassieu-Guggenheim entropy and correspondingly η Gibbs
entropy.
Massieu-Guggenheim entropy and Gibbs entropy duality.
The mathematics in Eqs. 2-5 reproduces some of the key steps
in statistical mechanics of canonical ensemble and ensemble
change. More importantly, it also shows that η(y) is itself
a convex function since it is the Legendre-Fenchel transfor-
mation of the convex function ψ(β), and (3) has an inverse
relation [13]:
ψ(β) = max
y
{
− β · y + η(y)
}
. (6)
Even though we first obtain ψ(β) from fx(x) and g(x)
through the partition function, some detailed information con-
cerning the original system is lost in the statistics of the mean
value 2. Transcending the original stochastic system, the
Massieu-Guggenheim entropy ψ(β) and Gibbs entropy η(y)
in (3) and (6) now form a dual: A duality symmetry emerges.
This symmetry further gives two differential equations in par-
allel:
dη(y) = β · dy, (7)
dψ(β) = −y · dβ. (8)
If we again identify y with (U, V,N) in statistical me-
chanics, kBη with entropy S, and correspondingly β =
(kBT )
−1(1, P,−µ), we see that (7) is actually the fundamen-
tal thermodynamic relation
dS = T−1
(
dU + PdV − µdN
)
. (9a)
Eq. 8 is a key result in Hills’ thermodynamics of small
systems [12], dubbed in recent years nanothermodynamics
[14, 15], in which subdivision potential E = −kBTψ:
dE = −kBψdT + T
[
Ud
(
1
T
)
+ V d
(
P
T
)
−Nd
(µ
T
)]
=
(E − U − PV + µN)dT
T
+ V dP −Ndµ
= −SdT + V dP −Ndµ. (9b)
Bedeaux et. al. termed relation in (9b) Hill-Gibbs-Duhem
equation [16]. We shall follow their terminology to call our
Eq. 8. All the mathematical equations so far presented are
2 One of course could construct mean square value and many other nonlinear
statistics to gain additional information. The relationship between such an
approach and traditional thermodynamics remains to be elucidated.
generally true for any stochastic systems. For a macroscopic
system, one additional supposition for η(y) being an exten-
sive quantity will reduce the l.h.s. of Eq. 8 to sub-extensive in
the thermodynamic limit.
Large system thermodynamic limit. According to classical
thermodynamics, a macroscopic system in the thermodynamic
limit is represented by a set of extensive variables, which we
take as the vector g. We adopt Callen’s postulate on classical
thermodynamics which states that entropy being an Eulerian
first-order homogeneous function of all the extensive variables
[17]. Thus for a large system approaching the macroscopic
limit, we have y→∞ and
η(y) = y1
∂η
∂y1
+ · · ·+yK
∂η
∂yK
+o(y) = y ·β+o(y), (10)
in which the notion o(y) represents a sub-extensive term that
scales sub-linear with respect to the system’s size: o(y)/y →
0 as y → ∞. Substituting (10) into (6), one can show
that ψ(β) is purely sub-extensive, and thus Eq. (8) becomes
y · dβ = 0 in the (macroscopic) thermodynamic limit. Corre-
spondingly Eq. 9b becomes:
− SdT + V dP −Ndµ = 0. (11)
This is the Gibbs-Duhem equation in classical thermodynam-
ics.
In the thermodynamic limit for extensive large systems, the
duality symmetry between (7) and (8) is lost.
Legendre-Fenchel transformation of a homogeneous
function. An Eulerian homogeneous function of order 1 can-
not be a strictly convex function: If η(αy) = αη(y) where
α is any real number, then η(y) = y · ∇yη, and ∇yη =
∇yη + y · ∇y∇yη. This implies
y · ∇y∇yη = 0. (12)
So η(y) losses strict convexity along the constant y direc-
tion in which the Hessian matrix ∇y∇yη is singular. The
Lengendre-Fenchel transformation (LFT) of such an η(y) can
exist only if the y is restricted to a compact and convex do-
main, and the LFT is non-differentiable on the sub-manifold
defined by (12).3 When the y is extended to the entire RK ,
the domain of its LFT is contracted to a K − 1 sub-manifold
3 An illustrative example is η(y1, y2) = y21/y2 with y2 ∈ [b1, b2]. The
corresponding LFT ψ(β1, β2) = b1z if z(β1, β2) ≡ (β2 − β21/4) >
0, and = b2z if z < 0. The sub-manifold is z(β1, β2) = 0. When
[b1, b2] extends to the entire R, ψ(β1, β2) diverges almost everywhere;
whose support contracts to the sub-manifold.
3which defines the equation of state in classical thermodynam-
ics. Since thermodynamic limit dictates η(y) being a homoge-
neous function of y with order 1 [17], this is the mathematical
origin of duality symmetry breaking in thermodynamic limit.
Integral and differential β’s. Consider again K = 1 with
both y and β being scalars. Then Eq. 6 immediately suggests
that
−
dη(y)
dy
+
η(y)
y
= −β +
η(y)
y
=
ψ
y
. (13)
If both η(y) and y are extensive quantities, as both tending to
∞ if their ratio η(y)/y exists, then according to l’Hoˆspital’s
rule the dη(y)/dy will have the same limit as y → ∞. Then
the right-hand-side of (13) vanishes, i.e., ψ is sub-extensive.
In [12] Hill has introduced a notation η(y)/y = βˆ, called in-
tegral form of β in contrast to the differential β = ∂η(y)/∂y.
Then
− β + βˆ =
ψ
y
=
η(y)− yη′(y)
y
= −
dβˆ
d ln y
. (14)
This is another key result in Hills’ thermodynamics of small
systems [12, 16]. The right-hand-side of (14) has a very clear
meaning. To illustrate we take y as the number of particlesN
for example, then
ψ
N
= −N
d
dN
( η
N
)
,
in which η/N is the entropy per particle. Accordingly
d(η/N)/dN is its change due to introducing one additional
particle, and Nd(η/N)/dN is the change in the entire sys-
tem, of allN particles, due to one additional particle. In other
words, when introducing one additional particle into a system
of N particles, the effect is “subdivided” into all N particles.
The meaning of β. A thorough discussion of the meaning
of β’s is outside the scope of the present Letter. In the context
of a large number, M i.i.d. measurements, it suffices to say
that when conditioned on an observation that gM = y, there
is a posterior distribution fx(x)e
−β(y)g(x) among theM sam-
ples [18]. If one has two sets of samples with g(1) = y1 and
g(2) = y2, then the joint samples that pooled two together
will have min{y1, y2} ≤ g
(1∪2) ≤ max{y1, y2}. Since β(y)
is a monotonic function of y, this also implies a new β that is
between the β1 and β2. It has been shown recently that canon-
ical distribution can also be understood as a limit theorem of
an infinitesimal portion of a large system [19], which gives the
canonical distribution and its β an alternative interpretation.
Three entropies and two limits. In contrast to the classical
thermodynamics with one entropy and one limit, the present
theory is about three entropies and two limiting processes.
In addition to Gibbs entropy η and Massieu-Guggenheim en-
tropy ψ, there is a third lnΩ(y) corresponding to the proba-
bility density function for the observable g(x),
Ω(y)dy = Pr
{
y < g(x) ≤ y + dy
}
=
∫
y<g(x)≤y+dy
fx(x)dx, (15)
which completely determines the partition function and ψ(β),
ψ(β) = ln
∫
RK
Ω(y) exp
(
− β · y
)
dy. (16)
Ω(y) is the density of state in terms of the observable g(x).
lnΩ can be identified as Boltzmann’s microcanonical entropy
if g = (U, V,N). In an essence our theory has a logic flow
captured by the following scheme:
lnΩ(y) −→
{
ψ(β)←→ η(y)
}
(17a)
−→
{
ψ(β)
y
= 0,
η(y)
yi
=
dη
dyi
= βi
}
. (17b)
If lnΩ(y) is convex, then lnΩ(y) = η(y). In this case, the
microcanonical description in terms of Boltzmann’s entropy
with y as independent variables is equivalent to the canonical
description in terms of Massieu-Guggenheim entropy with β
as independent variables [20]. The yi in (17b) can be any one
component of the extensive y. The derivative is understood
as expressing all other components of y normalized by the
yi. The “→” in Eq. 17a represents the repeated-measurement
limit; in general there is a loss of information on the small
system. The “↔” in Eq. 17a indicates the emergent duality
symmetry. This is the domain of Hill’s nanothermodynamics
[12]. The “→” in Eq. 17b then represents the large system,
macroscopic thermodynamics limit. It results in a breaking of
the duality symmetry.
The thermodynamic structure presented in the present
work, while assumes a probability distribution a priori, does
not require the concept of equilibrium in connection to de-
tailed balance in stochastic dynamics, nor ergodicity. There-
fore, it is applicable to measurements on biomarkers from iso-
genic single living cells [9]. Of course, if a large system con-
sists of many statistically identical but independent smaller
parts, then the entire argument based on i.i.d. measurements
can be applied to a single measurement of extensive variables
of the large system as a whole. This mathematics was pre-
cisely in Boltzmann’s theory of 1877, with the probabilistic
concept of “conditioning on the value y” being replaced by
Newtonian “conservation with the value y”.
The present result augments the current understanding of
the nature of thermodynamic behavior, which so far has been
focused on large systems limit and phase transition through
4symmetry breaking as a key route for emergent phenomena
[21, 22]. We now see there is actually a large measurements
limit that generates a different kind of emergent order, a dual-
ity symmetry, for any small stochastic systems. This symme-
try is lost, however, in the large systems limit.
Massieu-Guggenheim entropy of a fluctuating entropy?
The new theory might also help in further investigating some
of the standing issues in the field of statistical thermodynam-
ics. Take a discrete system with probability mass function
Pr{X = k} = p(k) for example, it has been shown recently
that ln p(X), as a function of the random variable X , is the
fluctuating entropy in stochastic thermodynamics [2]. Then if
one constructs the Massieu-Guggenheim entropy ψ(β) corre-
sponding to the random variable ln p(X):
ψ(β) = ln
∑
k
p(k)e−β ln p(k) = ln
∑
k
p1−β(k), (18)
which looks like the Tsallis entropy. In fact, if β = 1−q ≪ 1,
one has the corresponding negative free energy
ψ(β)
β
=
1
1− q
(∑
k
pq(k)− 1
)
. (19)
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