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THE MASCHKE PROPERTY FOR THE SYLOW p-SUBGROUPS
OF THE SYMMETRIC GROUP Spn
D. J. GREEN, L. HÉTHELYI, AND E. HORVÁTH
Abstract. The Sylow p-subgroups of the symmetric group Spn satisfy the
appropriate generalization of Maschke’s Theorem to the case of a p′-group
acting on a (not necessarily abelian) p-group. Moreover, some known results
about the Sylow p-subgroups of Spn are stated in a form that is true for all
primes p.
1. Introduction
Several authors have considered generalizations of Maschke’s Theorem in the con-
text of groups acting on groups. For example, the case of coprime action on an
elementary abelian p-group is found in [12]; and in [1] Berkovich studied the case
of abelian V , see also [2, §6]. Here we study a more general Maschke property for
finite groups.
Definition 1.1 (Maschke property). A π-group V has the Maschke property if for
every π′-group G acting on V the following property holds: if N is a G-invariant
normal subgroup of V which has a complement in V , then it has a G-invariant
complement.
We call it a property rather than a theorem because it does not hold for all groups:
one counterexample is an action of the cyclic group C3 on the 2-group Q8 ∗ C4, a
central product (Example 2.1). But all abelian groups are Maschke [2, §6], as are
all metacyclic p-groups (Proposition 2.4). Our main result is:
Theorem 1.2. For every prime p the Sylow p-subgroups of the symmetric group
Spn have the Maschke property.
Proving Theorem 1.2 requires some properties of these Sylow p-subgroups which
are presumably well known, but may never have been written down in an easily
accessible form for all primes p. The first such result is:
Proposition 1.3 (various authors). Let Pn be a Sylow p-subgroup of Spn for any
prime p. Then:
(1) CSpn (Pn) = Z(Pn) and NSpn (Pn)/Pn
∼= Cnp−1.
(2) Aut(Pn) has a normal Sylow p-subgroup, with factor group C
n
p−1.
So for p = 2, Aut(Pn) is a 2-group and Pn is self-normalizing in Spn .
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Remark 1.4. Part 1) for odd primes was proved by Cárdenas and Lluis [4]. Both [7]
and [2, Corollary A.13.3] say that P. Hall proved the case p = 2 in 1956. A modern
treatment may be found in [2, Appendix 13].
Turning to 2), Bodnarchuk described the full structure of Aut(Pn) for odd
primes [3], whereas we have not yet located a proof for p = 2.
That reduces the proof of Theorem 1.2 to the case of coprime action in Spn , where
we will prove the following result:
Theorem 1.5. Let Pn be a Sylow p-subgroup of Spn for any prime p. Then there
is a Hall p′-subgroup H of NSpn (Pn) which has the following property:
If N E Pn is a normal subgroup which has a complement in Pn,
then N has an H-invariant complement in Pn.
As N is not required to be H-invariant, this is a strengthening of the Maschke
property. For pn = 33, Example 11.4 constructs a complemented normal subgroup
which does indeed fail to be H-invariant. This strengthening is false in the original
context of Maschke’s Theorem:
Example 1.6. The dihedral group D8 has an irreducible ordinary representation in
degree two. Every one-dimensional subspace of the representation has a comple-
ment, but by irreducibility there is no invariant complement.
We can now proceed to the proof of Theorem 1.2. One step of the proof will be
used again later, so we turn it into a remark.
Remark 1.7. Suppose that the finite group G has a normal Sylow p-subgroup Q,
with G/Q is abelian. Observe that G is solvable, so by a theorem of P. Hall [8,
Thm 6.4.1, p. 231], G has a Hall p′-subgroup H , and every p′-subgroup of G is
conjugate to a subgroup of H . Observe that H is isomorphic to G/Q.
Proof of Theorem 1.2. Since CSpn (Pn) = Z(Pn), the Hall p
′-subgroup H of Theo-
rem 1.5 embeds in Aut(Pn). Proposition 1.3 says that H is also a Hall p
′-subgroup
of Aut(Pn), and so Aut(Pn) is solvable. By Remark 1.7, every p
′-subgroup of
Aut(Pn) is conjugate to a subgroup of H . The result follows by Theorem 1.5. 
We include a proof of Proposition 1.3 for two reasons: the p = 2 case of part 2) may
not be in the literature; and the proof of Theorem 1.5 necessitates our constucting
explicit generators for a Hall p′-subgroup of NSpn (Pn).
Recall that Pn is the n-fold iterated wreath product Cp ≀ Cp ≀ · · · ≀ Cp, and so
Pn ∼= Cp ≀ Pn−1. In our proof of Proposition 1.3 2) we will use the following result,
which is due to Weir for p 6= 2:
Proposition 1.8. Let p be an arbitrary prime. Then Pn has a characteristic abelian
subgroup B with the following properties:
(1) Pn/B ∼= Pn−1
(2) The action of Pn−1 ∼= Pn/B on B is uniserial.
Remark 1.9. Weir [15] proved this for p 6= 2; for B he used the subgroup which he
calls An−1 (see Notation 3.5 below), and which Huppert constructs in [10, III.15.4
Satz a), p. 380]. For p = 2, Huppert constructs our B in [10, III.15.4 Satz b),
p. 381]. He only remarks that it is abelian, normal and not contained in An−1;
Covello shows that it is characteristic [5, Thm 4.4.6]. For pn = 23, our B is the
group H7 which Dmitruk constructs in [6, p. 124].
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The proofs of Theorem 1.5 and Proposition 1.8 make use of the following result.
See Section 4 below for Weir’s terminology Tj and “depth”.
Proposition 1.10. Let p be a prime. If N E Pn has depth j, then [Tj , Tj] ≤ N .
Remark 1.11. Weir [15, Thm 4] proved this under the assumption that p is odd
and N a partition subgroup. See also Dmitruk’s [6, Thm 5a)] for the case where
p = 2 and N is characteristic.
Structure of the paper. In Section 2 we give some first examples and counterex-
amples for the Maschke property. Section 3 recalls the identification of Pn as an
iterated wreath product, introduces the generators σi and recalls Weir’s subgroup
An−1. Next we recall Weir’s filtration Tj in Section 4 and prove Proposition 1.10,
followed in the next section by the proof of Proposition 1.8. After this, we construct
the Hall subgroup for Theorem 1.5 in Lemma 6.1 and prove Proposition 1.3.
The proof of Theorem 1.5 occupies the next four sections. If N E Pn has depth j,
then it contains K := [Tj , Tj] by Proposition 1.10, and N/K is an FpPj -submodule
of Tj/K. Now, Tj/K is a direct sum of n−j copies of the uniserial module A
j ; and if
N has a complement in Pn, then N/K is a direct summand of Tj/K. So in Section 7
we suppose that M is any uniserial module; we characterise which submodules of
Mn have complements, and show that if N has a complement then it has one of the
formMZ . In Sections 8 and 9 we apply this general theory in the caseM
n = Tj/K.
In particular we establish a necessary condition on N (Lemma 9.3, which builds on
Lemmas 8.3 and 9.2), without which N cannot have a complement, even if N/K
does. Finally in Section 10 we construct certain permutations ρi and use them
to show that if N/K has a complement and N satisfies the necessary condition of
Lemma 9.3, then the complement MZ of N/K lifts to an H-invariant complement
of N , concluding the proof of Theorem 1.5.
The paper ends with an extensive selection of examples, and the application of
our results to Weir’s partition subgroups. In an appendix we briefly consider the
largest abelian subgroups of Pn.
2. The Maschke property: first examples
First we give counterexamples of p-rank two for p = 2, 3. The counterexample for
p = 3 is also of maximal class.
Example 2.1. For p = 2 let V be the central product V = Q8 ∗ C4. That is,
V = 〈i, j, k, x〉 with x central, x2 = −1 and |V | = 16. Observe that V has 2-rank
two.
There is an automorphism φ of order 3 which acts on the set {i, j, k, x} as the
3-cycle (i j k). So G = 〈φ〉 ∼= C3 acts coprimely on V , and N = Q8 = 〈i, j, k〉 is a
G-invariant normal subgroup which has a complement: each of the six involutions
±ix, ±jx, ±kx generates a complement. But φ acts on this set of six complements
as a permutation of type 32, and there are no other complements. So Q8 ∗C4 does
not have the Maschke property.
Example 2.2. Let V be the semidirect product V = (Z/9Z)2⋊C3, where the action
of C3 = 〈x〉 on (Z/9Z)2 is as follows:
xv =
(
1 −3
1 −2
)(
v1
v2
)
for v =
(
v1
v2
)
.
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Observe that V has order 35; it has 3-rank two; and it is of maximal class.
Now, V ′ = {v ∈ (Z/9Z)2 | v1 ∈ 3Z/9Z}, which has order 33. Consequently,
N := 〈V ′, x〉 is a normal subgroup of order 34. Moreover,
v + xv + x
2
v = 0 for every v ∈ (Z/9Z)2,
and so (v, x) has order 3 for every v ∈ (Z/9Z)2. So Cv := 〈(v, x)〉 is cyclic of order 3
for every v ∈ (Z/9Z)2; and Cv is a complement of N in V for every v ∈ (Z/9Z)2\V ′.
As every v ∈ (Z/9Z)2 \ V ′ has order 9, it follows that every complement of N in V
is a Cv with v ∈ (Z/9Z)2 \ V ′.
By construction of V , α(v, x) := (−v, x) defines an automorphism of V , of
order 2. Then N is α-invariant, and α(Cv) = C−v. As Cv 6= C−v for 0 6= v ∈
(Z/9Z)2, it follows that N has no 〈α〉-invariant complement in V . So V does not
have the Maschke property.
The following lemma will be used to prove the metacyclic and rank two cases of
Proposition 2.4 below.
Lemma 2.3. If G acts coprimely on the regular p-group V , and if N E V is a
G-invariant normal subgroup which has a cyclic complement in V , then N has a
G-invariant complement in V .
Proof. Let L be a cyclic complement of N in V , and let |L| = pℓ. Set V1 := Ωℓ(V ) =
〈g ∈ V | gp
ℓ
= 1〉, which is characteristic and hence G-invariant. Then L ≤ V1, and
L is a complement in V1 to N1 := N ∩ V1. Any G-invariant complement to N1 in
V1 will be a complement to N in V too.
As N1 has a cyclic complement, [9, Prop 5.2] says that there is a G-invariant
cyclic subgroupC ≤ V1 withN1C = V1. We wantN1∩C = 1. Now, |C : C ∩N1| =
|V1 : N1| = |L| = p
ℓ, so if N1∩C 6= 1 then the cyclic group C ≤ V1 has order > p
ℓ.
But as V is regular and V1 = Ωℓ(V ), [10, 10.5 Hauptsatz p. 324] says that V1 =
{g ∈ V | gp
ℓ
= 1}. So C∩N1 = 1 and C is the desired G-invariant complement. 
Proposition 2.4. Let V be a finite group. If
(1) V is abelian; or
(2) V is a metacyclic p-group; or
(3) V is a p-group of p-rank two, for p > 3
then V has the Maschke property.
Remark 2.5. Bettina Wilkens has shown us an argument demonstrating that every
metacyclic finite group has the Maschke property.
Proof. Suppose that G acts coprimely on V , and that the G-invariant normal sub-
group N E V has complement L in V . Assume N 6= 1.
V abelian: This is known, but we give the proof for the sake of completeness.
Consider V as a Z(p)-module. As V = N ×L, there is a Z(p)-linear π : V → N with
π|N = Id. Since |G| is a unit in Z(p), the usual proof of Maschke’s Theorem means
that π can be chosen to be Z(p)G-linear.
V metacyclic, p = 2: By [14, Lemma 1], if G acts nontrivially and V is nonabelian
then V = Q8. But then only N = 1 and N = V have complements.
V metacyclic, p odd: If [V,N ] = 1 then V ′ = L′. Hence V/L′ is abelian, and there
is L′ ≤ W E V with W/L′ a G-invariant complement to NL′/L′ ∼= N . So W is a
G-invariant complement to N .
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So we assume [V,N ] 6= 1. Let K E V be cyclic with V/K cyclic, so V ′ ≤ K and
V is a regular p-group by [10, III.10.2 Satz p. 322]. Since N is normal and V ′ ≤ K
we have K ∩ N 6= 1. As K is cyclic and N ∩ L = 1, it follows that L ∩ K = 1.
Therefore L ∼= LK/K ≤ V/K is cyclic, and the result follows by Lemma 2.3.
V has p-rank two, p ≥ 5: Set F = N∩Ω1(Z(V )); from N 6= 1 it follows that F 6= 1.
If E ≤ L is elementary abelian then EF is elementary abelian too. As E ∩N = 1
if follows that EF has rank larger than that of E. It follows that L has p-rank one.
So L is cyclic, by [10, III.8.2 Satz p. 310].
By Lemma 2.3 it suffices to show that V is regular. By a theorem of Blackburn
[10, III.12.4 Satz p. 343], V satisfies one of three conditions. In Blackburn’s Case (1),
V is metacyclic. In Case (2), V ′ = 〈Zp
n−3
〉 is cyclic; and in Case (3), V has
nilpotency class 3 < p. So V is regular in cases (2) and (3) by a) and c) of [10,
III.10.2 Satz p. 322]. 
3. The iterated wreath product
Recall that if S ≤ Sym(X) and G ≤ Sym(Y ) are permutation groups acting on
finite sets, then there is a wreath product group
G ≀ S = G|X| ⋊ S ≤ Sym(Y ×X)
with S-action given by (σg)x = gσ−1(x) for σ ∈ S, g ∈ G
|X| and x ∈ X . By [10,
I.15.4 Hilfssatz, p. 96] we have associativity: G ≀ (S ≀ T ) ∼= (G ≀ S) ≀ T .
Let p be a prime number. The cyclic group Cp embeds in the symmetric group Sp
as the subgroup generated by a p-cycle, and so the n-fold iterated wreath product
Pn := Cp ≀ Cp ≀ · · · ≀ Cp︸ ︷︷ ︸
n copies of Cp
embeds in Spn . Kaloujnine (in [11]; see also [10, III.15.3 Satz, p. 378]) proved that
Pn is a Sylow p-subgroup of Spn .
We shall treat Sn as the group of permutations of {0, 1, . . . , n−1} rather than of
{1, 2, . . . , n}. Using the p-adic representation a =
∑n−1
i=0 bip
n−1−i we can identify
a ∈ {0, 1, . . . , pn − 1} with (b0, b1, . . . , bn−1) ∈ Fnp . In particular, we may identify
Spn with the symmetric group Sym(Fnp ).
Lemma 3.1. Denote by σ the p-cycle σ = (0 1 2 · · · p − 1) ∈ Sym(Fp). For
0 ≤ i ≤ n− 1 define σi ∈ Sym(Fnp ) as follows:
σi(λ0, λ1, . . . , λn−1) =
{
(λ0, . . . , λi, . . . , λn−1) ∃ j < i : λj 6= 0
(λ0, . . . , σ(λi), . . . , λn−1) ∀ j < i : λj = 0
.
Then 〈σ0, . . . , σn−1〉 is a copy of Pn in Sym(Fnp ). It acts transitively.
Proof. More generally, for G ≤ Sym(Y ) and S ≤ Sym(X), the groupG≀S = GX⋊S
is the following subgroup of Sym(X × Y ): The action of π ∈ S on X × Y is
(x0, y) 7→ (π(x0), y), and the action of (gx)x∈X ∈ G
X is (x0, y) 7→ (x0, gx0(y)).
This is indeed an action of G ≀ S, since
π(gx)x∈X(x0, y) = π(x0, gx0(y)) = (π(x0), gx0(y))
= (gπ−1(x))x∈X(π(x0), y) = (gπ−1(x))x∈Xπ(x0, y) .
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For g ∈ G and x ∈ X define δx(g) ∈ G
X by (δxg)x′ =
{
g x = x′
Id otherwise
. Then
πδx(g) = δπ(x)(g). So as (gx)x∈X =
∏
x∈X δx(gx), we see: If S is transitive and
x0 ∈ X then G
X is the normal closure of Im(δx0), and G ≀ S is generated by S
and Im(δx0). We apply this to Pn = Cp ≀ Pn−1 and use induction over n. Note in
particular that σn−1 is δx0(σ) for x0 = (0, . . . , 0) ∈ F
n−1
p .
Transitive: More generally, if G and S are transitive, then so is G ≀ S. 
Example 3.2. Consider P3 = 〈σ0, σ1, σ2〉 for p = 3. Then for example 15 = 1 · 9 +
2 · 3 + 0 · 1 ∈ {0, 1, . . . , 26} corresponds to (1, 2, 0) ∈ F33. Hence
σ0 = (0 9 18)(1 10 19)(2 11 20)(3 12 21)(4 13 22)(5 14 23)(6 15 24) ·
(7 16 25)(8 17 26)
σ1 = (0 3 6)(1 4 7)(2 5 8)
σ2 = (0 1 2) .
Lemma 3.3. All pn−1 conjugates of σn−1 in Pn commute with each other.
Proof. Pn−1 has degree p
n−1, and in the isomorphism Pn ∼= Cp ≀ Pn−1 the Pn−1 is
generated by σ0, . . . , σn−2, and the Cp by σn−1. 
Remark 3.4. For x ∈ Pn, observe that
xσn−1 ∈ Pn moves (λ0, . . . , λn−1) ∈ Fnp if
and only if x sends (0, . . . , 0) ∈ Fnp to (λ0, . . . , λn−2, µ) for some µ ∈ Fp. So
xσn−1
is a p-cycle on those p points whose first n − 1 coordinates coincide with those of
x(0, . . . , 0). One such value of x is x = σλ00 σ
λ1
1 · · ·σ
λn−2
n−2 ; this lies in Pn−1, viewed
as a subgroup of Pn via the isomorphism Pn ∼= Cp ≀ Pn−1.
Notation 3.5. Following Weir we write An−1 for the base group Cp
n−1
p of Pn =
Cp ≀ Pn−1 = C
pn−1
p ⋊ Pn−1. Then A
n−1 is elementary abelian, and normal in Pn.
Also, An−1 is the normal closure of 〈σn−1〉 in Pn.
Remark 3.6. For odd p, Weir [15, Thm 6] shows that An−1 is the unique maximal
abelian normal subgroup of Pn, and hence characteristic. But if p = 2 then A
n−1
is not characteristic: for example, P2 ∼= D8 and A
1 is one of the two rank two
elementary abelians in D8; but these two elementary abelians are conjugate in D16.
Example 3.7. For p = 3, A2 ≤ P3 is elementary abelian of rank 9 with basis
σ2 = (0 1 2)
σ1σ2 = (3 4 5)
σ21σ2 = (6 7 8)
σ0σ2 = (9 10 11)
σ0σ1σ2 = (12 13 14)
σ0σ
2
1σ2 = (15 16 17)
σ20σ2 = (18 19 20)
σ20σ1σ2 = (21 22 23)
σ20σ
2
1σ2 = (24 25 26) .
Corollary 3.8. Both An−1 and Pn are self-centralizing
1 in Spn .
Proof. By Remark 3.4, An−1 is generated by a set X of p-cycles whose supports
are disjoint and cover Fnp . Suppose that π ∈ Spn centralizes A
n−1, and pick σ ∈ X ;
then [π, σ] = 1. Since σ is a p-cycle and Cp is self-centralizing in Sp, it follows that π
has the form π = π′ ·σr, where the suports of π′ and σ are disjoint. As the supports
of the σ ∈ X cover Fnp , it follows that π ∈ A
n−1. So An−1 is self-centralizing in
Spn , and the result for Pn follows. 
1We say that H is self-centralizing in G if CG(H) ≤ H.
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4. Weir’s filtration Tj and Proposition 1.10
Notation 4.1. Associativity implies that Pn ∼= Pn−j ≀Pj for all 0 ≤ j ≤ n. Weir [15]
writes Tj for the base group of this wreath product, so Tj ∼= P
pj
n−j .
Hence Pn = PjTj , Tn−1 = A
n−1 and Pn = T0 ≥ T1 ≥ · · · ≥ Tn−1 ≥ Tn = 1. Also,
Tj−1/Tj is the subgroup A
j−1 of Pj ∼= Pn/Tj. For odd p this means that each Tj
is characteristic in Pn, as A
n−1 is characteristic.
Example 4.2. If pn = 33 then T0 = P3; T3 = 1; T2 = A
2, which we described in
Example 6.2; and T1/T2 is elementary abelian of rank 3, generated by the cosets of
the three 〈σ0〉-conjugates of σ1.
Notation 4.3. Weir defines the depth j of a subgroup S ≤ Pn to be the largest i
such that S ≤ Ti. That is, Tj is the smallest group in the series Pn = T0 > T1 >
· · · > Tn = 1 which contains S.
Lemma 4.4. Let N E Pn. If N ∩ Tj+1  N ∩ Tj then N ∩ Tk+1  N ∩ Tk for all
j ≤ k ≤ n− 1.
Proof. If g ∈ N ∩ (Tj \ Tj+1) then gTj+1 6= 1 in the elementary abelian subgroup
Aj of Pn/Tj+1 ∼= Pj+1. Replacing g by a conjugate, we may assume that σj lies in
the support2 of gTj+1. Then [g, σj+1] ∈ N ∩ (Tj+1 \ Tj+2), since σj+1 commutes
with all notrivial Pj-conjugates of σj . 
Proof of Proposition 1.10. Tn and Tn−1 are abelian. If j < n − 1, then N ∩ Tj+1
has depth j + 1 by Lemma 4.4. So by downward induction on j we may assume
that [Tj+1, Tj+1] ≤ N .
Tj is generated by Tj+1 and the Pj-conjugates of σj . So by the formulae
3 for
the commutators [x, yz] and [xy, z] it suffices to show that [x, y] ∈ N if each of x, y
is either an element of Tj+1 or a Pj-conjugate of σj . As these conjugates commute
with each other, we need only consider the case of [σj , y], with y ∈ Tj+1.
If [σj , y] = 1 then we are done, hence we may assume that σj , y lie in the same
factor F ∼= Pn−j of the base group of Pn−j ≀Pj . As in the proof of Lemma 4.4 there
is some g ∈ N such that σj occurs in the support of gTj+1 ∈ A
j . That is, some
power gr has component σjz in F , with z ∈ Tj+1. Hence [σj , y] = [g
rz−1, y]. Using
the commutator formulae again we have [σj , y] ∈ N . 
Corollary 4.5. (see [5, Thm 4.4.1]) Let p be an arbitrary prime. If B E Pn is an
abelian normal subgroup, then B ≤ Tn−2.
Proof. If not, then T ′n−3 ≤ B by Proposition 1.10. But Tn−3 is a direct product of
copies of P3, and P
′
3 is nonabelian as [[σ0, σ1], [σ0, σ2]] 6= 1. 
5. Uniserial action and Proposition 1.8
Definition 5.1. Let P,M be finite p-groups, with M abelian and P acting on M .
Recall from [13, §4.1] that the action is called uniserial if the following equivalent
conditions hold:
(1) [P,N ] has index p in N for every P -invariant subgroup 1 6= N ≤M .
(2) Mℓ 6= 0, where ℓ = logp(|M |), M1 =M and Mr+1 = [P,Mr].
2Aj is an Fp-vector space, with basis the Pj-conjugates of σj .
3See e.g. [8, Lemma 2.2.4, p. 20].
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Recall further that if the action is uniserial, then
(1) M =M1 > M2 > · · · > Mℓ > Mℓ+1 = 0.
(2) N ≤M is P -invariant if and only if N is one of the Mr.
(3) The set of P -invariant subgroups of M is linearly ordered by inclusion.
One calls ℓ the length of M .
Remark 5.2. It follows that CM (P ) =Mℓ.
Lemma 5.3. Let P,M be 2-groups, with P acting on M . Then the natural action
of Q = P ≀ C2 on M
2 =M ⊕M has the following properties:
(1) If [P,M ] has index 2 in M , then M2 > [Q,M2] > [Q,Q,M2] = [P,M ]2.
(2) If the action of P on M is uniserial, then so is the action of Q on M2.
Proof. Here we write [a, b] = aba−1b−1 and [a, b, c] = [a, [b, c]].
1): Since the action of Q on M2 is nilpotent and [P,M ]2 has index 4 in M2, it
suffices to show that [P,M ]2 ≤ [Q,Q,M2]. We have Q = P 2 ⋊ 〈σ〉, where σ
transposes the two copies of P 2. Then for g ∈ P and x ∈M we have
[(g, 1), σ, (1, x)] = [(g, 1), (x, x−1)] = ([g, x], 1)
Hence [P,M ]× 1 lies in [Q,Q,M2]. Similarly, 1× [P,M ] ≤ [Q,Q,M2].
2): Set ℓ = log2 |M |. Define Mr, Nr by M1 = M , N1 = M
2, Mr+1 = [P,Mr]
and Nr+1 = [Q,Nr]. Then Mℓ 6= 0, and we need N2ℓ 6= 0. As M is uniserial,
Mr+1 = [Pn−1,Mr] has index 2 in Mr for r ≤ ℓ. So by induction on r we have
N2r−1 =M
2
r for r ≤ ℓ+ 1, since if r ≤ ℓ and N2r−1 =M
2
r then
N2r+1 = [Q,Q,M
2
r ] = [P,Mr ]
2 =M2r+1
by 1). In particular N2ℓ−1 = M
2
ℓ 6= 0. Another application of 1) shows that
N2ℓ = [Q,M
2
ℓ ] > [Q,Q,M
2
ℓ ], hence N2ℓ 6= 0. So M
2 is uniserial. 
Lemma 5.4 (Weir). The action of Pn on A
n is uniserial of length pn.
Proof. By [15, Theorem 2] we need only consider the case p = 2. For n = 1 this is
immediate; and for n ≥ 2 it follows from Lemma 5.3 2) by induction on n, as the
action of Pn on A
n is the induced action of Pn−1 ≀ C2 on (A
n−1)2. 
Proof of Proposition 1.8. For odd p we may take B = An−1 by Theorems 2 and
6 of Weir’s paper [15], so from now on we take p = 2. Corollary 4.5 tells us that
if N E Pn is abelian then N ≤ Tn−2. Now Tn−2 is the base group of P2 ≀ Pn−2,
and P2 ∼= D8: so Tn−2 ∼= (D8)
2n−2 ; and Pn ∼= Tn−2 ⋊ Pn−2, where Pn−2 acts by
permuting the copies of D8 transitively.
Since N is abelian, its projection onto each D8 must be abelian too; and since
Pn−2 acts transitively, each projection must be the same abelian subgroup of D8.
But D8 only has one abelian subgroup of exponent 4. So if N has exponent four
then it is contained in B = (C4)
2n−2 . Since B is normal in Pn it follows that B is the
unique largest abelian normal subgroup of exponent four, and hence characteristic
in Pn.
We have Pn/B ∼= (D8/C4)
2n−2⋊Pn−2 ∼= C2
n−2
2 ⋊Pn−2 ∼= Pn−1. Writing B
n−1 for
B, we see that P1 ∼= D8/C4 acts uniserially on B
1 ∼= C4; and that B
n−1 ∼= (Bn−2)2
in Pn ∼= Pn−1 ≀C2. So the action of Pn−1 on B
n−1 is uniserial by Lemma 5.3 2). 
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6. The Hall subgroup and Proposition 1.3
The group of units F×p is cyclic of order p − 1: let r be a generator. Define η ∈
Sym(Fp) by η(x) = rx. Then η is a (p − 1)-cycle, with η(0) = 0. Since the σ of
Lemma 3.1 is given by σ(x) = x+ 1, we have ησ = σr.
Lemma 6.1. For 0 ≤ i ≤ n− 1 define ηi ∈ Sym(Fnp ) by
ηi(λ0, λ1, . . . , λn−1) = (λ0, . . . , η(λi), . . . , λn−1) .
and set H = 〈η0, . . . , ηn−1〉. Then H ∼= (Cp−1)
n, and H ≤ NSpn (Pn).
Corollary 6.4 below shows that H is a Hall p′-subgroup of NSpn (Pn).
Proof. H ∼= (Cp−1)
n is clear. And ηjσi =
{
σri j = i
σi j 6= i
, since η(0) = 0. 
Example 6.2. For pn = 33 we have r = 2 and
η0 = (9 18)(10 19)(11 20)(12 21)(13 22)(14 23)(15 24)(16 25)(17 26)
η1 = (3 6)(4 7)(5 8)(6 9) · (12 15)(13 16)(14 17) · (21 24)(22 25)(23 26)
η2 = (1 2)(4 5)(7 8)(10 11)(13 14)(16 17)(19 20)(22 23)(25 26) .
We are now in a position to prove Proposition 1.3.
Remark 6.3. The following observation follows from the fact that every submodule
of Zn is free of rank ≤ n: A finite abelian group G is isomorphic to a subgroup of
(Cm)
n if and only if the exponent of G divides m, and G has a generating set of
size ≤ n.
Proof of Proposition 1.3. We show that Aut(Pn) has a normal Sylow p-subgroup
Q, and an abelian Hall p′-subgroup A with exponent dividing p− 1 and at most n
generators; the result follows by Corollary 3.8 and Lemma 6.1.
It is well known that Aut(Cp) ∼= Cp−1, see e.g. [8, Thm 1.3.10, p. 12]. That deals
with the case n = 1, so now take n ≥ 2.
Step 1: The subgroups Bi and the map φ.
Proposition 1.8 says that Pn has a characteristic abelian subgroup B such that
Pn/B ∼= Pn−1 acts uniserially on B. Define Bi inductively for i ≥ 0 by B0 = B and
Bi+1 = [Pn, Bi]. Then each Bi is characteristic in Pn; Bi ≤ Bi−1; and the factor
group Bi−1/Bi is cyclic of order p for all i ≤ p
n−1, and Bpn−1 = 1.
As each term is characteristic in Pn, the normal series Pn > B = B0 > B1 >
· · · > Bpn−1 = 1 induces
φ : Aut(Pn)→ Aut(Pn/B)×
pn−1∏
i=1
Aut(Bi−1/Bi) ,
Step 2: Aut(Pn) has a normal Sylow p-subgroupQ, and an abelian Hall p
′-subgroup
A of exponent dividing p− 1.
The kernel of φ is a p-group by [8, Cor 5.3.3, p. 179]. Since Pn/B ∼= Pn−1 and
Aut(Bi−1/Bi) ∼= Aut(Cp) ∼= Cp−1, our φ is a map
φ : Aut(Pn)→ Aut(Pn−1)× (Cp−1)
pn−1 .
By induction, Aut(Pn−1) has a normal Sylow p-subgroup whose factor group is
abelian of exponent dividing p− 1. Now apply Remark 1.7.
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Step 3: The kernel K of A →֒ Aut(Pn)→ Aut(Pn/B) is cyclic.
Suppose that α ∈ K acts trivially on Bi−1/Bi for some i. From Bi = [Pn, Bi−1] it
follows that Bi/Bi+1 is generated by elements of the form [g, x]Bi+1, with x ∈ Bi−1
and g ∈ Pn. Then α([g, x]) = [α(g), α(x)]. Since α acts trivially on Bi−1/Bi, we
have α(x) = xy for some y ∈ Bi; and since α ∈ K we have α(g) = gz for some
z ∈ B. So α([g, x]) = [gz, xy] = [g, xy] ∈ [g, x] · [Pn, Bi] = [g, x]Bi+1. So α acts
trivially on Bi/Bi+1 too. Hence: if α ∈ K acts trivially on B0/B1 then it acts
trivially on each Bi−1/Bi, meaning that α ∈ ker(φ) ⊆ Q. But A ∩ Q = 1, so K
acts faithfully on B0/B1 ∼= Cp and is therefore cyclic.
Step 4: A has at most n generators.
K is cyclic, and A/K is isomorphic to a p′-subgroup of Aut(Pn−1). By induction
and Remark 1.7, A/K is isomorphic to a subgroup of Cn−1p−1 and has at most n− 1
generators. So A has at most n generators. 
Corollary 6.4. The group H constructed in Lemma 6.1 is a Hall p′-subgroup of
NSpn (Pn), and its image in Aut(Pn) is a Hall p
′-subgroup of Aut(Pn).
Proof. By Proposition 1.3 it has the correct order. 
7. Direct summands of Mn for uniserial M
In this section we take P to be a finite p-group.
Lemma 7.1. Let M 6= 0 be a uniserial FpP -module. Then there is some a0 ∈ FpP
with a0M = CM (P ) and a0[P,M ] = 0.
Proof. Let I = {a ∈ FpP | aM = 0}, the annihilator of M in FpP . Observe that
I is a two-sided ideal in FpP , and proper since M 6= 0. Hence the quotient ring
R = FpP/I has order pd for some d ≥ 1. Now, the p-group P × P acts on R via
(x, y)·(r+I) = xry−1+I; and so the number of length one orbits has to be divisible
by p. As 0 + I is one such orbit, it follows that a0 + I is fixed by P × P for some
a0 /∈ I. Then for all g, h ∈ P and all x ∈ M we have ga0hx = a0x. Hence a0M
is a submodule of CM (P ); and since [P,M ] is generated by elements of the form
(h − 1)x, it follows that a0[P,M ] = 0. Moreover, since a0 /∈ I we have a0M 6= 0.
But since M is uniserial it follows that CM (P ) is simple, so a0M = CM (P ). 
Lemma 7.2. Let P be a p-group and M a length ℓ uniserial FpP -module. Let
Nv ⊆ M
n be the cyclic submodule generated by v = (v1, . . . , vn) ∈ M
n. Then the
following statements are equivalent:
(1) As an FpP -module, Nv is uniserial of length ℓ.
(2) dimFp(Nv) = ℓ and dimFp(CNv (P )) = 1.
(3) There is some i ∈ {1, . . . , n} with the following properties:
(a) If a ∈ FpP satisfies avi = 0, then av = 0.
(b) vi ∈M lies outside [P,M ].
Example 11.1 shows that we can not we cannot dispense with condition 3a).
Proof. 1)⇒ 2): Follows from Remark 5.2.
2)⇒ 3): Pick 0 6= w ∈ CNv (P ), then wi 6= 0 for some i ∈ {1, . . . , n}. Now consider
the FpP -module map φ : Nv → M , u 7→ ui. If u ∈ ker(φ), then the submodule
U ⊆ Nv generated by u satisfies xi = 0 for all x ∈ U . If U 6= 0 then CU (P ) 6= 0
and therefore U ∩ CNv (P ) 6= 0. So there is 0 6= w
′ ∈ U ∩ CNv(P ). As wi 6= 0
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and w′ ⊆ U ⊆ ker(φ), we see that w,w′ are linearly independent, a contradiction.
Hence φ is injective.
Since avi = φ(av), this proves 3a). Also, since φ is injective, it is surjective
for dimension reasons. So vi = φ(v) generates M , since v generates Nv. This
shows 3b), since [P,M ] is a proper submodule.
3)⇒ 1): Conversely, 3a) means that φ is injective, and since M is uniserial, 3b)
means that φ is surjective. So Nv is isomorphic to M . 
Lemma 7.3. Let M 6= 0 be a length ℓ uniserial FpP -module; v1, . . . , vr ∈ Mn
elements satisfying the equivalent conditions of Lemma 7.2; and N =
∑r
i=1Nvi the
FpP -submodule they generate. Then the following statements are equivalent:
(1) The sum N =
∑r
i=1Nvi is direct.
(2) The images of v1, . . . , vr in M
n/[P,Mn] are linearly independent.
(3) If wi is a basis element of CNvi (P ), then w1, . . . , wr are linearly indepen-
dent.
Proof. 2)⇔ 3): Let a0 ∈ FpP be as in Lemma 7.1. Then the map w 7→ a0w induces
an isomorphism Mn/[P,Mn] → CMn(P ). Up to multiplication by an invertible
scalar we then have wi = a0vi, hence 2)⇔ 3).
3)⇒ 1): If
∑
i ui = 0 with ui ∈ Nvi and not all ui = 0, then by nilpotence we get
a linear dependence between the wi.
1)⇒ 3): If
∑
iNvi is direct, then
∑
i CNvi (P ) is direct too. 
Lemma 7.4. Let M 6= 0 be a length ℓ uniserial FpP -module. For an FpP -
submodule N of Mn, the following four statements are equivalent:
(1) N is a direct summand of Mn.
(2) N has a generating set v1, . . . , vr satisfying the equivalent conditions of
Lemma 7.3.
(3) The Fp-vector spaces (N + [P,Mn])/[P,Mn] and CN (P ) have the same
dimension.
(4) MZ is a complement of N in M
n for some Z ⊆ {1, 2, . . . , n}. Here, MZ =
{(u1, . . . , un) ∈M
n | ui = 0 for all i 6∈ Z}.
If these equivalent conditions hold then:
(5) For any complement L of N in Mn, the normal subgroup N of Mn⋊P has
complement L⋊ P .
(6) With r as in 2), we have dimCN (P ) = r in 3) and |Z| = n− r in 4).
Proof. 1)⇒ 2): Mn is a direct sum of n copies of the length ℓ uniserial module M .
By Krull-Schmidt, N is also a direct sum of length ℓ uniserial modules; and uniserial
modules are cyclic.
2)⇒ 3) and first part of 6): As N =
⊕r
i=1Nvi we have dimCN (P ) = r since
dimCNvi (P ) = 1, and dimN/[P,N ] = r since dimNvi/[P,Nvi ] = 1.
3)⇒ 4) and second part of 6): CN (P ) is a subspace of CMn(P ). Pick 0 6= w ∈
CM (P ), and define wi ∈ CMn(P ) by wi = (0, . . . , 0, w, 0, . . . , 0) ∈ M
n, with w in
the ith position. Then w1, . . . , wn is a basis of CMn(P ), so by the exchange lemma
there is Z ⊆ {1, . . . , n} such that the subspaceWZ ⊆ CMn(P ) on the wi with i ∈ Z
is a complement to CN (P ). In particular, |Z| = n− dimCN (P ).
Since MZ has socle WZ and N has socle CN (P ), it follows that the sum MZ +N
is direct. Now suppose that x ∈ MZ , y ∈ N and x + y ∈ [P,M
n]. With a0 as
12 D. J. GREEN, L. HÉTHELYI, AND E. HORVÁTH
in Lemma 7.1 we have a0x + a0y = 0. Since MZ + N is direct, it follows that
a0x = a0y = 0, and hence x, y ∈ [P,M
n]. Therefore
dim
(MZ ⊕N) + [P,M
n]
[P,Mn]
= dim
MZ + [P,M
n]
[P,Mn]
+ dim
N + [P,Mn]
[P,Mn]
= (n− dimCN (P )) + dimCN (P ) = n .
Hence (MZ ⊕ N) + [P,M
n] = Mn, so as [P,_] is nilpotent we conclude that
MZ ⊕N =M
n.
Finally, 4)⇒ 1) and 5) are clear. 
8. Uniserial modules and Pj
Remark 8.1. By Lemma 5.4 the natural action of Pn on M = (Fp)p
n
is uniserial of
length pn. Observe that the socle CM (Pn) is the diagonal subgroup
∆(Fp) = {v ∈ (Fp)
pn | vi = vj for all i, j} ,
and that
[Pn,M ] = {v ∈ (Fp)
pn |
∑
i
vi = 0} .
Lemma 8.2. Let 0 ≤ j ≤ n. Set K := [Tj , Tj ]. For any U ≤ Pn write U¯ = UK/K.
Then K ≤ Tj, and
(1) The quotient module T¯j = Tj/K is an FpPj-module.
(2) T¯j is the direct sum of n− j length p
j uniserial modules isomorphic to Aj;
these summands are generated by σjK,σj+1K, . . . , σn−1K.
(3) CT¯j (Pj) is the Fp-vector space with basis ∆(σj)K, . . . ,∆(σn−1)K.
(4) If L is a direct summand of the FpPj-module T¯j, then there is some Z ⊆
{σj , . . . , σn−1} such that T¯j = L ⊕MZ , where MZ ⊆ T¯j is the submodule
generated by {σiK | σi ∈ Z}.
Proof. 1): In the factorization Pn = PjTj, note that Pj = 〈σ0, . . . , σj−1〉, and that
Tj is the normal closure of 〈σj , . . . , σn−1〉 under the action of Pj . Since each σi has
order p, the abelianization of Tj is elementary abelian.
2): The submodule of T¯j generated by σiK has basis consisting of the p
j conjugates
of σiK under the action of Pj . So T¯j is the direct sum of these submodules, and
each is isomorphich to Aj . As we recalled in Remark 8.1, Weir showed that Aj is
uniserial of length pj.
3): CT¯j (Pj) is the diagonal subgroup by Remark 8.1.
4): Lemma 7.4, specifically 1)⇔ 4). 
For the next lemma we suppose that L is a direct summand of the FpPj -module
T¯j. From Lemma 8.2 we know that T¯j = L ⊕MZ for some Z ⊆ {σj , . . . , σn−1};
and that CT¯j (Pj) has basis ∆(σj)K, . . . ,∆(σn−1)K.
Lemma 8.3. Under these circumstances we have:
(1) If L * T¯j+1 + [Pj , T¯j ] then we may choose Z such that σj 6∈ Z.
(2) If L+ [Pj , T¯j ] = T¯j+1 + [Pj , T¯j ] then Z = {σj}.
(3) If L + [Pj , T¯j] ( T¯j+1 + [Pj , T¯j ] then for every complement D of L there
are x, y ∈ CD(Pj) such that ∆(σj)K lies in the support of x, whereas the
support of y 6= 0 does not contain ∆(σj)K.
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Proof. Let D be a complement of L. By Lemma 7.1 there is some a0 ∈ FpPj such
that a0T¯j = CTj (Pj), and hence
CT¯j (Pj) = CL(Pj)⊕ CD(Pj) .
Moreover, multiplication by a0 induces an isomorphism
T¯j
[Pj , T¯j ]
µ
−→
∼=
CT¯j (Pj) which
restricts to isomorphisms
L+ [Pj , T¯j]
[Pj , T¯j]
∼=
−→ CL(Pj) and
D + [Pj , T¯j ]
[Pj , T¯j]
∼=
−→ CD(Pj) .
1): Recall from the proof of Lemma 7.4 that Z is chosen using the exchange lemma:
Z is any subset of {σj , . . . , σn−1} such that {∆(σi)K | σi ∈ Z} is the basis of a
complement to CL(Pj). Now,
T¯j+1 + [Pj , T¯j]
[Pj , T¯j ]
is precisely the preimage under µ
of the subspace spanned by ∆(σj+1)K, . . . ,∆(σn−1)K. So by assumption there is
some x ∈ L such that a0x has ∆(σj)K in its support. Beginning the exchange
lemma with x, we can ensure that σj 6∈ Z.
2): CL(Pj) has basis ∆(σj+1)K, . . . ,∆(σn−1)K, hence Z = {σj}.
3): CL(Pj) is a proper subspace of the span of ∆(σj+1)K, . . . ,∆(σn−1)K. The
result follows, as CD(Pj) is a complement in CT¯j (Pj). 
9. Complements and uniserial modules
We recall some notation from Lemma 8.2: So K = [Tj , Tj ], and U¯ = UK/K.
Lemma 9.1. Suppose that N E Pn has a complement C. Set D = Tj ∩ C, where
j is the depth of N . Then
(1) D is elementary abelian, and D¯ ∼= D.
(2) D¯ is an FpPj module, and T¯j = N¯ ⊕ D¯.
Proof. 1): Since D ≤ Tj, D∩N = 1 and K ≤ N , the map from Tj to its abelianiza-
tion T¯j = Tj/K is injective on D. By Lemma 8.2, the abelianization is elementary
abelian.
2): D is a group-theoretic complement of N in Tj , but it is conceivable that it is
not normalized by Pj . However, if a ∈ Pj then a = cn with c ∈ C and n ∈ N , so
for d ∈ D we have ad = c(d · d−1ndn−1) ∈ c(DK) = DK. Hence aD¯ = D¯. 
Lemma 9.2. Let Q be a p-group and P = Q ≀ Cp, so P = B ⋊ Cp with B = Qp.
Suppose that x ∈ P \B and y ∈ B ∩ CP (x). If y
p = 1 then y ∈ P ′.
Proof. We have x = (q0, . . . , qp−1)σ, with σ a p-cycle. Rearranging the factors in
B = Qp if necessary, we may assume that σ = (0 1 2 . . . p−2 p−1), so σ(i) = i+1
modulo p.
Special case: Q abelian: Since y lies in B it has the form y = (q′0, . . . , q
′
p−1). As
Q is abelian we have xy = σy = (q′p−1, q
′
0, q
′
1, . . . , q
′
p−2); and so since y ∈ CP (x) it
follows that y = (q, q, . . . , q) for some q ∈ Q. As yp = 1 we have qp = 1. Now set
z = (1, q, q2, . . . , qp−1) ∈ Qp, then σz = (q, q2, . . . , qp−1, 1) = (q, q2, . . . , qp) = yz.
So y = σz · z−1 ∈ P ′.
General case: We have B′ = (Q′)p, so P/B′ ∼= (Q/Q′) ≀ Cp and yB
′ ∈ (P/B′)′ by
the special case. Hence y ∈ P ′. 
14 D. J. GREEN, L. HÉTHELYI, AND E. HORVÁTH
Lemma 9.3. Suppose that N E Pn has depth j. If N has a complement in Pn,
then N¯ + [Pj , T¯j ] is a not proper subgroup of T¯j+1 + [Pj , T¯j].
Proof. Call the complement C, and set D = C ∩ Tj. Lemma 9.1 says that the
FpPj-module D¯ is a complement of N¯ in T¯j. If N¯ + [Pj , T¯j] is a proper subgroup of
T¯j+1 + [Pj , T¯j ] then Lemma 8.3 says that there are x, y ∈ D such that the suport
of xK ∈ CD¯(Pj) contains ∆(σj)K, and yK is a nontrivial element of CT¯j+1 (Pj).
Lemma 9.1 says that 〈x, y〉 is elementary abelian. On the other hand, x, y ∈ Tj ∼=
(Pn−j)
pj . Let xi, yi ∈ Pn−j be the images of x, y in the ith of these p
j factors,
then 〈xi, yi〉 is elementary abelian too. Moreover, our choice of x means that each
xi lies outside the base subgroup (Pn−j−1)
p of Pn−j = Pn−j−1 ≀ Cp; but yi does
lie in this base group, since y ∈ Tj+1. So yi ∈ P
′
n−j ≤ K ≤ N by Lemma 9.2
and Proposition 1.10. As y is the product of the yi, we have y ∈ N ∩ D = 1: a
contradiction. 
Lemma 9.4. Suppose that N E Pn has depth j. Then
(1) If K ≤ L ≤ Tj, then LP
′
n/P
′
n
∼=
L¯+ [Pj , T¯j ]
[Pj , T¯j ]
.
(2) NP ′n/P
′
n = Tj+1P
′
n/P
′
n if and only if N¯ + [Pj , T¯j ] = T¯j+1 + [Pj , T¯j ].
(3) NP ′n/P
′
n is a proper subgroup of Tj+1P
′
n/P
′
n if and only if N¯ + [Pj , T¯j] is a
proper subgroup of T¯j+1 + [Pj , T¯j].
Proof. By Proposition 1.10, K = [Tj , Tj], satisfies K ≤ N ∩Tj+1. Since Pn = Tj.Pj
we have P ′n = K.[Pj , Tj].P
′
j and therefore
P ′n ∩ Tj = K.[Pj , Tj] .
1): L ∩ P ′n = L ∩ (P
′
n ∩ Tj), and so LP
′
n/P
′
n
∼= L(P ′n ∩ Tj)/(P
′
n ∩ Tj). The result
follows, since L(P ′n ∩ Tj) = LK[Pj, Tj ] = L[Pj , Tj].
2) and 3): Follow by applying 1) to the cases L = N and L = Tj+1. 
10. The permutations ρi and Theorem 1.5
Notation 10.1. Now suppose that 1 ≤ i ≤ n − 1. Observe that 〈σi−1, σi〉 ∼= P2,
whose centre is cyclic of order p and generated by
∏p−1
s=0
σsi−1σi. Set
ρi =
p−1∏
s=1
σsi−1σi ,
so σiρi generates the centre of 〈σi−1, σi〉.
Lemma 10.2. (1) ρpi = 1.
(2) ρi[Tj , Tj] = σ
−1
i [Tj , Tj] ∀ i > j.
(3) Every Pj-conjugate of ρi commutes with every Pj-conjugate of ρk, for all
i, k > j.
(4) ηkρk = ρ
r
k, and
ηkρi = ρi for all i 6= k.
Example 10.3. If pn = 33 then
ρ1 = (9 12 15)(10 13 16)(11 14 17)(18 21 24)(19 22 25)(20 23 26)
ρ2 = (3 4 5)(6 7 8) .
Proof. 1): The σi−1-conjugates of σi commute with each other, and each has ex-
ponent p. 2): σpi = 1, and for i > j have
σki−1σi ∈ σi[Tj , Tj ].
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3): Let i > j and π ∈ Pj . Then
πρi only alters (λ0, . . . , λn−1) if λi−1 6= 0; λk = 0
for j ≤ k < i− 1; and (λ0, . . . , λj−1) = π(0, . . . , 0). If these conditions hold, then
the value of λi is increased by 1. Any two such permutations commute with each
other. 4): By inspection. 
Proposition 10.4. Suppose that N E Pn. Set j := depth(N). Then K := T
′
j ≤ N ,
and the following statements are equivalent:
(1) N has a complement in Pn.
(2) N has an H-invariant complement in Pn.
(3) N/K is a direct summand of the FpPj-submodule Tj/K, and NP ′n/P
′
n is
not a proper subgroup of Tj+1P
′
n/P
′
n.
Remark 10.5. As Tj/K is a direct sum of copies of the length p
j uniserial module
Aj , one may use the equivalent conditions of Lemma 7.4 in order to determine
whether N/K is a direct summand.
Proof. Proposition 1.10 tells us that K := [Tj , Tj] ≤ N . The implication 2) ⇒ 1)
is clear. As in Lemma 8.2 we write U¯ = UK/K.
1)⇒ 3): Lemma 9.1 says that N¯ is a direct summand of T¯j , and Lemma 9.3 says
that N¯ + [Pj , T¯j ] is a not proper subgroup of T¯j+1 + [Pj , T¯j]. So NP
′
n/P
′
n is not a
proper subgroup of Tj+1P
′
n/P
′
n by Lemma 9.4.
3)⇒ 2): By Lemma 9.4, N¯ + [Pj , T¯j] is a not proper subgroup of T¯j+1 + [Pj , T¯j].
So we are in one of the first two cases of Lemma 8.3.
Suppose case 1) applies. Let D ≤ Tj be the subgroup generated by all Pj -
conjugates of the ρi for which σi ∈ Z. Lemma 10.2 says that D is elementary
abelian, and by construction it is normalized by Pj . Moreover, the formula for
ηjσi
in the proof of Lemma 6.1 shows that Pj is H-invariant. So from Lemma 10.2 4)
we conclude that D and C := D ⋊ Pj are H-invariant.
From σj 6∈ Z and Lemma 10.2 2) it follows that D¯ is MZ , which is a complement
of N¯ in T¯j. Moreover, D and MZ are elementary abelian of the same rank, so
D ∩K = 1 and D ∩N ∼= D¯ ∩ N¯ = 1. Hence C ∩N = (Tj ∩ C) ∩N = D ∩N = 1,
and C is a complement of N in Pn.
Now suppose case 2) applies. Let D ≤ Tj be the subgroup generated by all Pj -
conjugates of σj . Then D is elementary abelian, D∩K = 1, and D¯ is a complement
to N¯ in T¯j . Hence C = D ⋊ Pj is a complement to N in Pn. 
Proof of Theorem 1.5. If p = 2 then we may take H = 1 by Proposition 1.3. For
odd p, Corollary 6.4 says that the subgroup H ≤ Spn of Lemma 6.1 is a Hall p
′-
subgroup of the normalizer of Pn = 〈σ0, . . . , σn−1〉. The result for this H follows
from Proposition 10.4. 
11. Examples
Example 11.1. This example concerns Lemma 7.2: it demonstrates that 3a) does
not follow from 3b). For pn = 32 let M be the length 9 uniserial P2-module
M = (F3)9. Consider v = (v1, v2) ∈M2 given by
v1 = (1, 0, 0, 0, 0, 0, 0, 0, 0) v2 = (0, 0, 0,−1, 1, 0, 0, 0, 0) .
Note that v1 6∈ [P2,M ] and v2 ∈ [P2,M ]: so 3b) is satisfied. Setting
a = σ1 − Id = (0 1 2)− Id ∈ F3P2 b =
σ0a = (3 4 5)− Id ∈ F3P2
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we see that v fails to satisfy 3a), since
av1 = (−1, 1, 0, 0, 0, 0, 0, 0, 0) av2 = 0
bv1 = 0 bv2 = (0, 0, 0, 1, 1, 1, 0, 0, 0) .
Since 0 6= av ∈ M ⊕ 0 and 0 6= bv ∈ 0 ⊕M , it follows that soc(M2) ⊆ Mv. So
2) is also violated, as CM2(P2) = soc(M
2); and since soc(M2) has three separate
dimension one submodules, Mv is not uniserial either, i.e. 1) is violated too.
The remaining examples concern normal subgroups of Pn.
Remark 11.2. We need a method for determining whether N has a complement,
and constructing an H-invariant complement C if there is one.
The proof of 3) ⇒ 2) in Proposition 10.4 can readily be adapted for this purpose.
First one checks whether N¯ is a direct summand of T¯j, possibly using the equiv-
alent conditions of Lemma 7.4. If N¯ is a direct summand, then there are three
possibilities:
(1) If N¯ has a complement of the form MZ with Z ⊆ {σj+1, . . . , σn−1} then
we take C = 〈X〉 for X = {σ0, . . . , σj−1} ∪ {ρi | σi ∈ Z}. This is the case
σj 6∈ Z and N  Tj+1P ′n.
(2) If NP ′n/P
′
n = Tj+1P
′
n/P
′
n then N¯ has complement MZ for Z = {σj}. We
take C = 〈σ0, . . . , σj〉.
(3) If NP ′n/P
′
n  Tj+1P
′
n/P
′
n then N has no complement in Pn.
Sometimes it may be better to begin by comparing NP ′n/P
′
n and Tj+1P
′
n/P
′
n.
Example 11.3. On why ρi replaces σi in Case 1) of Remark 11.2.
For pn = 33 letN be the normal closure of 〈σ0〉 in P3. Then j = 0, soK = P
′
3 and
T¯0 is the F3-vector space with basis σ0K, σ1K, σ2K. As N¯ has basis σ0K, it has
complement MZ for Z = {σ1, σ2}. Case 1) of Remark 11.2 says that C = 〈ρ1, ρ2〉
is an H-invariant complement of N in P3.
Since this complement is elementary abelian, it has order 32. By contrast,
〈σ1, σ2〉 ∼= P2 has order 3
4. Hence 〈σ1, σ2〉 ∼= P2 is not a complement of N . In
particular, [σ1, σ2] ∈ 〈σ1, σ2〉 ∩N , since P
′
3 = K ≤ N .
Example 11.4. This example features Case 2) of Remark 11.2. More significantly,
it demonstrates that the normal subgroup N need not be H-invariant.
For pn = 33 let N be the normal closure of 〈γσ2〉 in P3, where γ = σ1 ·
σ0σ1 ·
σ20σ1
is the product of the three 〈σ0〉-conjugates of σ1.
Then N has depth j = 1, and NP ′3/P
′
3 = 〈σ2〉P
′
3/P
′
3 = T2P
′
3/P
′
3. We are in
Case 2) of Remark 11.2 – proivded that N¯ does have a complement.
T¯1 is a direct sum of two copies of the uniserial F3P1-module A1: one on σ1K,
and the other on σ2K. Moreover, N¯ is generated by v = γK + σ2K. But γK lies
in the socle of the summand on σ1K, hence v satisfies Lemma 7.2 3) with i = 2. So
v is a generating set for N¯ satisfying the conditions of Lemma 7.3, meaning that
N¯ is a direct summand of T¯1 by Lemma 7.4. We conclude that N does have an
H-invariant complement in P3.
By Case 2), one H-invariant complement is C = 〈σ0, σ1〉.
Observe that if π1 = σ2, π2, . . . , π9 are the nine P3-conjugates of σ2 (see Exam-
ple 3.7), then
N =
{
γ
∑
9
i=1
ei
9∏
i=1
πeii
∣∣∣∣∣ e1, . . . , e9 ∈ Z
}
.
MASCHKE FOR SYLOW SUBGROUPS OF THE SYMMETRIC GROUP 17
So as η2 fixes σ0, σ1 and inverts σ2, we have
η2N =
{
γ−
∑
9
i=1
ei
9∏
i=1
πeii
∣∣∣∣∣ e1, . . . , e9 ∈ Z
}
6= N .
So the normal subgroups N and η2N of P3 fail to be H-invariant – and yet each of
them has a H-invariant complement in C.
Example 11.5. This example features Case 3) of Remark 11.2.
As in Example 11.4 we let N be the normal closure of 〈γσ2〉, but this time we
take pn = 34, and so N is the normal closure in P4. Once more, the depth is j = 1
and N¯ is uniserial of length 3 and hence a direct summand of T¯1. However this
time NP ′4/P
′
4 = 〈σ2〉P
′
4/P
′
4 is a proper subgroup of T2P
′
4/P
′
4 = 〈σ2, σ3〉P
′
4/P
′
4. So
N does not have a complement in P4, even though N¯ is a direct summand of T¯1.
Example 11.6. The H-invariant complement need not be unique. Also, the distinc-
tion between cases 1) and 2) of Remark 11.2 is slightly aribtrary: for N  Tj+1P ′n
there may be Z with T¯j = N¯ ⊕MZ and σj ∈ Z.
For pn = 32 let N E P2 be the normal closure of 〈σ0σ1〉. This has depth j = 0,
so T¯0 = P2/P
′
2 is the F3-vector space with basis σ0K,σ1K, and N¯ is the subspace
spanned by σ0K + σ1K. So we may take Z = {σ1}, obtaining the H-invariant
complement 〈ρ1〉; or we may take Z = 〈σ0〉, obtaining the H-invariant complement
〈σ0〉. Observe that 〈σ1〉 is a third H-invariant complement.
Example 11.7. In this example, N¯ is not a direct summand of T¯j .
For pn = 34 we let N be the normal closure of 〈β〉 in P4, for δ = σ2 ·
σ0(σ−13 ·
σ1σ3).
So j = 2 and T¯2 is the direct sum of two copies of A
2, which is uniserial of length 9;
and one can verify that δK corresponds to the element v of Example 11.1. So N¯ is
not a direct summand of T¯2.
12. Partition subgroups
Remark 12.1. Following Weir [15, p. 537] we define An−1i inductively for i ≥ 0 by
An−10 = A
n−1 and An−1i+1 = [Pn, A
n−1
i ]. Then each A
n−1
i is normal in Pn, whence
An−1i ≤ A
n−1
i−1 . By [15, Theorem 2], the factor group A
n−1
i−1 /A
n−1
i is cyclic of order p
for all i ≤ logp(
∣∣An−1∣∣) = pn−1, and An−1
pn−1
= 1.
Since Pn = A
n−1 ⋊ Pn−1, one may view A
j
i as a subgroup of Pn for all 0 ≤
j ≤ n − 1. Since An−1i is normal in Pn, it follows that every product of the form
Q = A0i0A
1
i1
· · ·An−1in−1 is a subgroup of Pn. Weir calls the subgroups of this form
partition subgroups [15, p. 538].
Observe that the depth of the partition subgroup A0i0A
1
i1
· · ·An−1in−1 is the smallest
j such that ij < p
j . Weir [15, Theorem 4] shows that a depth j partition subgroup
is normal in Pn if and only if ik ≤ p
j for all k ≥ j.
Lemma 12.2. T ′j is the partition subgroup A
j+1
pj
· · ·An−1
pj
.
Proof. Suppsose that k ≤ s ≤ n−1. Weir [15, Lemma 2] shows that if x ∈ Tk \Tk+1
then the smallest normal subgroup of Ps+1 containing [A
s, x] is As
pk
. This and the
fact that Aj is abelian imply the result. 
Proposition 12.3. Suppose that N = AjijA
j+1
ij+1
· · ·An−1in−1 is a depth j normal par-
tition subgroup of Pn. Then the following three statements are equivalent:
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(1) N has a complement in Pn.
(2) N has an H-invariant complement in Pn.
(3) ij = 0 and ik ∈ {0, p
j} for all j ≤ k ≤ n− 1.
Proof. 1) and 2) are equivalent by Proposition 10.4, and it suffices to show that 3)
is equivalent to N¯ = N/T ′j being a direct summand of the FpPj -module T¯j , and
NP ′n/P
′
n not being a proper subgroup of Tj+1P
′
n/P
′
n.
Since Aj
pj
= 1, the FpPj-module N¯ = N/T ′j is the direct sum
N¯ =
n−1⊕
k=j
Akik/A
k
pj .
Now, Akik/A
k
pj
is uniserial of length pj − ik, whereas T¯j is a direct sum of several
copies of a length pj uniserial module. By Lemmas 7.4 and 7.3 it follows that N¯ is
a direct summand of T¯j if and only if ik ∈ {0, p
j} for all j ≤ k ≤ n− 1. Finally, if
ij = 0 then NP
′
n/P
′
n is not subgroup of Tj+1P
′
n/P
′
n, let alone a proper subgroup;
whereas ij = p
j would mean that N has depth j + 1, a contradiction. 
Lemma 12.4. If N E Pn has a complement then there is a partition subgroup
Q E Pn such that N and Q have a common H-invariant complement.
Proof. From the proof of Proposition 12.3 one sees that partition subgroups with
complements always fall into Case 1) of Remark 11.2, with Z = {σk | ik = p
j}.
Conversely, every Z ⊆ {σj+1, . . . , σn−1} occurs in this way.
That leaves Case 2): 〈σ0, . . . , σj〉 is a complement of the partition subgroup
Tj+1 = A
j+1
0 · · ·A
n−1
0 , which has depth j + 1 rather than j. 
Appendix A. Abelian subgroups of largest size
Proposition A.1. Let p be an arbitrary prime, n ≥ 2 and Pn a Sylow p-subgroup
of Spn . Set
d =max{|A| | A ≤ Pn, A abelian} , and
M = {A ≤ Pn | A abelian and |A| = d} .
Then
(1) d = pp
n−1
, even in the case n = 1.
(2) If p is odd then M = {An−1}.
(3) If p = 2 then |M | = 32
n−2
, and every A ∈ M lies in Tn−2 ∼= (D8)
2n−2 .
(4) (see [5, Thm 4.4.6]) If p = 2 then {C ∈ M | C E Pn} = {A
n−1, B,W},
where B ∼= (C4)
2n−2 is the characteristic subgroup of Proposition 1.8 and
W is conjugate to An−1 under the action of the outer automorphism group.
Moreover, B is the only exponent four homocyclic group in M.
Proof. 1): For n = 1 we have d = p, since P1 ∼= Cp, so assume n ≥ 2. Then
Pn ∼= Pn−1 ≀ Cp = Q⋊ Cp for Q = P
p
n−1; and d ≥ p
pn−1 since An−1 is abelian.
Now suppose n = 2. If C ≤ P2 is abelian with C  Q then C contains some
x ∈ P2\Q. As Q = A
1 is abelian, conjugation by x acts on Q = (Cp)
p by permuting
the p factors cyclically. Hence CQ(x) is the diagonal subgroup of (Cp)
p, which is
cyclic of order p. Since C ∩Q ≤ CQ(x) we have
|C| = p |C ∩Q| ≤ p2 ≤ pp =
∣∣A1∣∣ .
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So if p is odd, then |C| <
∣∣A1∣∣, whence d = pp and M = {A1}. If p = 2, then
P2 ∼= D8, so d = 2
2 and M consists of the three maximal subgroups of D8.
Now suppose n > 2. Again let C ≤ Pn be abelian with C  Q. Set D = C ∩Q.
From |Pn : Q| = p it follows that |C : D| = p. Now, D ≤ Q = P
p
n−1, so we may
consider the projection Di onto the ith factor Pn−1. Then each Di is abelian, and
D ≤ D¯ =
∏p
i=1Di.
Pick x ∈ C \D; then x normalizes D, hence conjugation by x permutes the Di
transitively, and so |Di| = |D1| for all i. Moreover D ∩ D1 = 1: for conjugation
by x fixes D pointwise, but it also maps every 1 6= y ∈ D1 into one of the other
factors Di. Hence
∣∣D¯ : D∣∣ ≥ |D1| and so |D| ≤ |D1|p−1.
By induction we have |D1| ≤ p
pn−2 . Hence
|C| = p |D| ≤ p |D1|
p−1
≤ pp
n−1−pn−2+1 < pp
n−1
=
∣∣An−1∣∣ .
2), 3): The the proof of 1) deals with the case n = 2, so assume n ≥ 3. Let C ∈ M.
Then C ≤ Q by the proof of 1), so as above we have C ≤ D¯ =
∏p
i=1Di, with Di
the projection of C onto the ith factor of Q. As D¯ is abelian we have C = D¯ by
maximality, and again by maximality, Di lies in the M for Pn−1. These two cases
follow by induction.
4): Tn−2 is the direct product of 2
n−2 copies of D8, each of which has three or-
der four subgroups; two being elementary abelian, and one cyclic of order four.
Proposition 1.8 shows that B is characteristic. As Pn ∼= D8 ≀ Pn−2 and Pn−2 acts
by permuting the factors D8 transitively, a normal subgroup must have the same
projection onto every copy D8: hence there are only three normal subgroup. Fi-
nally, let α ∈ Aut(D8) be the automorphism which interchanges the two elementary
abelian subgroups of rank two: α can be constructed as an inner automorpism in
D16. Then the automorphism α ≀ Id of Pn interchanges the two elementary abelian
normal subgroups in M. 
Corollary A.2. Pn has p-rank p
n−1 for all primes p. 
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