This paper develops a uniform test of linearity against thresholds effects in the quantile regression framework. The test is based on the supremum of the Wald process over the space of quantile and threshold parameters. We establish the asymptotic null distribution of the test statistic for stationary weakly dependent processes, and propose a simulation method to approximate the critical values that makes the test easy to implement. Monte Carlo experiments show a good performance of the proposed test in finite samples in terms of size and power against nonlinear threshold models.
Introduction
This paper develops a uniform test of linearity against threshold nonlinearity of the conditional quantile function for stationary time series processes. The null hypothesis assumes that the conditional quantile function is linear in the conditioning variables uniformly over a given range of quantiles, while the alternative hypothesis assumes that the conditional quantile function follows a threshold model at some quantile, i.e., is piecewise linear in the conditioning variables at some quantile. Under this formulation, we develop a test based on the supremum of the Wald process over the space of quantile and threshold parameters. We establish the asymptotic null distribution of the proposed test for stationary weakly dependent processes, and show that it is consistent against fixed alternatives. Unfortunately, the asymptotic null distribution is not pivotal as it depends on unknowns. In order to compute critical values of the test, we propose a simple simulation method that exploits the specific property of the quantile regression estimator and establish its validity. We carry out a Monte Carlo experiment to study the finite sample properties of the proposed test in terms of empirical size and power. The results show evidence that the proposed test presents empirical size very close the nominal size, and reasonable power performance.
There are a large number of studies on threshold models, in particular in the time series literature (Tong and Lim, 1980; Tong, 1983; Tsay, 1989; Chan, 1990; Hansen, 1996 Hansen, , 1997 Hansen, , 2000 , and on threshold quantile regression as well (Caner, 2002; Cai and Stander, 2008; Cai, 2010) . This paper contributes to these literatures by proposing a convenient testing procedure on threshold effects, and by studying its theoretical and practical performance in the quantile regression framework. We shall comment that threshold models may act as a general alternative to the null of linearity. In fact, Fan and Yao (2005, p.134) stated: "Although the test is designed for a specified alternative, it may be applied to test a departure to a general smooth nonlinear function since a piecewise linear function will provide a better approximation than that from a (global) linear function."
Quantile regression is applied in many fields because it allows for statistical inference on the entire conditional distribution. Many researchers have investigated the problem of testing the hypothesis of linearity of the conditional quantile function (Zheng, 1998; Horowitz and Spokoiny, 2002; He and Zhu, 2003; Whang, 2005; Otsu, 2008) . These tests are pointwise, i.e., they test linearity of the conditional quantile function at a given quantile, say median, and their formulations of the testing problems are different from ours. In an independent study, Lee et al. (2011) considered a test of linearity against a threshold nonlinear alternative for a fixed quantile. This test is also pointwise, and they do now allow for dynamics in the model. Therefore, the uniform test proposed in this paper differs from those available in the literature. We shall stress that uniform inference has an important role in the quantile regression literature. For a related literature on uniform inference in quantile regression, we refer to Gutenbrunner and Jurečková (1992) , Koenker and Machado (1999) , Koenker and Xiao (2002) , Chernozhukov and Fernández-Val (2005) , and Angrist et al. (2006) . The last paper states advantages of uniform inference over pointwise one in some detail. It is important to note that, in our case, it is difficult to control the size of the overall procedure if one applies pointwise tests for a number of quantile indices. More recently, Escanciano and Velasco (2010) proposed general specification tests of parametric dynamic quantile regression models in a different way than ours.
In the quantile regression framework, Qu (2008) and Su and Xiao (2008) developed uniform tests for structural changes. However, there is an important difference between threshold and structural break models. In the former, the nonlinearity is defined by the observable history of the time series, and in the latter, the conditional distribution changes at an exogenous date. Moreover, as Carrasco (2002) argued, tests for structural change have no power if the data are generated by Markov-switching or threshold models.
The paper is organized as follows. In Section 2, we derive the test statistic and establish its asymptotic null distribution. In the same section, we introduce a simulation method to approximate the critical values of the proposed test. In Section 3, we present Monte Carlo experiments of the test's finite sample performance. In Section 4, we give a brief summary of the paper. Proofs and tables are gathered in the Appendix. We consider testing the null hypothesis
Main results

Formulation and the test statistic
, for all τ ∈ T against the alternative
and γ 0 is the threshold parameter. Let Γ := [γ L , γ U ] be the parameter space of γ 0 . The null hypothesis assumes that the conditional quantile function is linear in x t uniformly over a given range of quantiles, while the alternative hypothesis assumes that the conditional quantile function follows a threshold model at some quantile. To differentiate the alternative from the null hypothesis, we assume that θ 1 (τ 0 ) ̸ = θ 2 (τ 0 ).
It will be convenient to write the hypotheses in a different form. Let β 1 (τ 0 ) = θ 1 (τ 0 ) and
Then, the alternative hypothesis is expressed as
Working with this notation, we may write the null hypothesis as
regardless of the value of γ ∈ Γ. These alternative expressions of the null and the alternative hypotheses lead to the following testing procedure: suppose that the sample {(y t , z
is given. Given any (τ, γ) ∈ T × Γ, letβ(τ, γ) be the estimator defined bŷ
where ρ τ (u) := u{τ − I(u ≤ 0)} is the check function (Koenker and Bassett, 1978) .Thiŝ β(τ, γ) is the quantile regression estimator when we treat z t (γ) as "explanatory variables".
When H 0 is true, under suitable regularity conditions,β 2 (τ, γ) converges in probability to 0 for each (τ, γ) ∈ T × Γ. On the other hand, when H 1 is true,β 2 (τ 0 , γ 0 ) converges in probability to β 2 (τ 0 ) ̸ = 0. However, we know a priori neither the quantile τ 0 where the linearity breaks down nor the true value of the threshold parameter γ 0 at that quantile.
Therefore, it is reasonable to reject H 0 if the magnitude ofβ 2 (τ, γ) is suitably large for some (τ, γ) ∈ T × Γ. A natural choice is to test H 0 against H 1 by the supremum of the Wald process
where
The problem of our test is that the threshold parameter is not identified under the null hypothesis. Such a problem is called the Davies (1977 Davies ( , 1987 problem. For works that address the Davies problem in a general but different context, we refer to Andrews and Ploberger (1994) and Hansen (1996) among many others. The difference from the standard situation in the Davies problem is that we now take the supremum over two parameters (τ, γ) in the definition of SW n . We remark that one could use more general functionals than taking supremum. The asymptotic null distribution of such functionals can be obtained by the continuous mapping theorem and the weak convergence result established in Theorem 1 below. However, a detailed treatment of their properties is beyond the scope of this paper.
In what follows, we restrict our attention to the supremum functional.
Large sample theory
In this subsection, we derive the asymptotic null distribution of the proposed test statistic SW n . To this end, we derive the asymptotic null distribution of the two-parameter procesŝ β(τ, γ) on T × Γ. We introduce some regularity conditions.
′ , t ∈ Z} is strict stationary and β-mixing with β-mixing coeffi-
(C3) Let F (·|z) denote the conditional distribution function of y t given z t = z. Assume that F (·|z) has a Lebesgue density f (·|z) such that
(C4) The threshold variable q t has a continuous distribution.
(C5)
There exist an open set T * ⊂ (0, 1) with T * ⊃ T such that for each τ ∈ T * , there exists a unique β *
Assume that Ω 0 (γ, γ) is positive definite for each γ ∈ Γ, and Ω 1 (τ, γ) is positive definite
Condition (C1) allows for time series data. We require the process to be β-mixing. This is because our proof uses the uniform central limit theorem for β-mixing processes displayed in Arcones and Yu (1995) . For some basic properties of mixing processes, we refer to Section 2.6 of Fan and Yao (2005) and references therein. Condition (C2) is a moment condition. Condition (C3) is standard in the quantile regression literature (see Angrist et al., 2006) . Condition (C4) is standard in the threshold regression literature (see Hansen, 1996 Hansen, , 2000 . Condition (C5) needs an explanation. When H 0 is true,
is interpreted as the coefficient vector of the best linear predictor of the conditional quantile function against a certain weighted mean-squared loss function (Angrist et al., 2006, Theorem 1) . The reason to assume condition (C5) is that the asymptotic null distribution of SW n depends on the probability limit ofβ 1 (τ, γ) under the null hypothesis. To guarantee the well-definedness of this distribution under the alternative hypothesis, we need condition (C5). Under these conditions, the map τ ∈ T * → β * 1 (τ ) is continuously differentiable by the implicit function theorem (see Angrist et al., 2006, p.560) . Condition (C6) guarantees that the matrices Ω 0 (γ, γ) and Ω 1 (τ, γ) do not degenerate for each fixed γ ∈ Γ and (τ, γ) ∈ T × Γ, respectively.
In fact, they do not degenerate uniformly over those sets under the present conditions:
Proof. Follows from standard calculations.
Because of the computational property of the quantile regression estimator (Koenker and Bassett, 1978 , Theorem 3.1), we can selectβ(τ, γ) such that the path (τ, γ) →β(τ, γ) is bounded. In addition, the path τ → β * 1 (τ ) is continuous as mentioned before. Therefore, we may assume that the path
Let ℓ ∞ (T ×Γ) denote the space of all bounded functions on T ×Γ equipped with the uniform topology, and (ℓ ∞ (T × Γ)) 2d denote the (2d)-product space of ℓ ∞ (T × Γ) equipped with the product topology. We use the notation "⇒" for weak convergence. We refer to Chapter 1 of van der Vaart and Wellner (1996) for the weak convergence in general non-separable metric spaces. For a, b ∈ R, we write a ∧ b = min{a, b}. In what follows, we agree that
under the null hypothesis.
Theorem 1. Assume conditions (C1)-(C6). Then, under
) is a zero-mean, continuous Gaussian process on T × Γ with covariance kernel
is the same as the one as if the observations were independent. In particular, the asymptotic covariance matrix is not an infinite sum.
A proof of Theorem 1 is given in Appendix A. Given Theorem 1, it is now immediate to derive the asymptotic null distribution of the test statistic SW n defined by (2). Let
Corollary 1. Assume conditions (C1)-(C6). Then, under H 0 , the asymptotic distribution of the test statistic SW n is given by
Proof. Follows from the continuous mapping theorem and the weak convergence result established in Theorem 1.
Recall that, thanks to condition (C5), the distribution given by (6) is well defined in general. It is standard to show that under the same conditions of Theorem 1, under the
So the proposed test is consistent against fixed alternatives.
The asymptotic null distribution of SW n is given by the supremum of a two-parameter chi-square process and is not pivotal. In fact, it depends on the unknown parameter β * 1 (τ ) and the distribution of z t , so critical values cannot be universally tabulated except for some special cases. In the next subsection, we propose a simple simulation method that exploits the specific property of the quantile regression estimator.
Implementation
To implement the proposed test, we have to estimate the matrices Ω 0 (γ, γ) and Ω 1 (τ, γ).
It is natural to useΩ
is shown to be uniformly consistent by the uniform law of large numbers for β-mixing processes (Nobel and Dembo, 1993 , Theorem 1). To estimate Ω 1 (τ, γ), we make use of a kernel method as described in Powell (1991) and Angrist et al. (2006) :
whereβ 1 (τ ) is any consistent estimator of β * 1 (τ ). We recommend to usẽ
The bandwidth h n is chosen such that h n ↓ 0 and nh 2 n → ∞ as n → ∞. Then, it is standard to show that under suitable regularity conditions,Ω 1 (τ, γ) is uniformly consistent over (τ, γ) ∈ T × Γ by using the same argument as in Appendix A.1.4 of Angrist et al. (2006) coupled with some modifications. Therefore, we may estimate the matrixV 22 (τ, γ) bŷ
For the sake of completeness, we provide a formal statement on the uniform consistency of
. A (sketch of) proof is given in Appendix B.
Lemma 2. Assume conditions (C1)-(C6). Letβ 1 (τ ) be the estimator given by (8). Assume
To compute approximate critical values of SW n , we propose the following scheme. Construct a partition T m × Γ m ⊂ T × Γ defined by a finite bivariate grid of m × m points (m is a suitable large integer). Take B as a large integer, say, B = 1000. For each b = 1, . . . , B:
.
n }, where α ∈ (0, 1) is the nominal size. We reject the null hypothesis if SW n is larger thanĉ 1−α .
The intuition behind this procedure is the fact that when the observations are independent, the first term on the Bahadur representation of the quantile regression estimatorβ(τ, γ):
is conditionally pivotal given z 1 , . . . , z n under the null hypothesis. In fact, since x ′ t β * 1 (τ ) is equal to the conditional τ -quantile of y t given z t , the random variables
Bernoulli trials with success probability τ independent of z 1 , . . . , z n when the observations are independent. Because, under the present specification, the asymptotic null distribution of SW n is the same as the one as if the observations were independent, it is expected that the method works also for dependent observations. A formal justification of our simulation method is stated as follows. Let {u * t } n t=1 be independent uniform random variables on [0, 1] independent of the sample {(y t , z
and
. Invoke thatĉ * 1−α can be computed with an arbitrary precision by the proposed scheme. Let c 1−α denote the (1 − α)-quantile of the distribution given by (6) in Corollary 1.
Theorem 2. Assume conditions (C1)-(C6). Let
be any uniformly consistent estimator of
A proof of Theorem 2 is given in Appendix C.
Remark 2. Lee et al. (2011, Example 3 .2) used a similar simulation scheme to compute critical values of their test statistic. However, (i) they do not allow for dependent observations,
(ii) their test is pointwise, i.e., τ is fixed, and (iii) they do not provide a formal justification for their simulation scheme. The proof of Theorem 2 is different from that of Hansen (1996, Theorem 2) because we deal with a different statistic.
Simulation experiments
In this section, we conduct Monte Carlo simulations to evaluate the finite sample performance in terms of size and power of the proposed test. We are mainly interested in studying the properties of the supremum Wald test SW n based on quantile regression over T × Γ.
In addition, since the proposed test is applicable to pointwise testing, we also analyze the proposed test for fixed quantiles. Let SW n (τ ) denote the Wald test statistic based on quantile regression for fixed τ (SW n (τ ) corresponds to (2) with T = {τ }). Finally, for reference purposes, we compute Hansen's (1996) supremum Wald test SW LS n based on least squares.
In this experiment, we implement the tests of linearity, where we estimate a two-regime threshold model, fit quantile regression to compute SW n and SW n (τ ) and least squares to compute SW LS n , and test the equality of the parameters in the two regimes. Therefore, SW n and SW n (τ ) are testing linearity of the conditional quantile function against a two regime threshold model, while SW LS n tests linearity of the conditional mean function also against a two regime threshold model. We experiment with several different data generating processes, and for all different cases considered below, the sample size n is 500 and the number of repetitions is 1, 000. The nominal sizes α under consideration are α = 0.01, 0.05 and 0.1. When computing the approximate critical values based on the method described in the previous subsection, we take B = 1, 000. The sets T and Γ are taken to be T = {0.1, 0.15, . . . , 0.9} and Γ = { unconditional quantiles of y t with quantile index ranging over {0.1, 0, 12, . . . , 0.9} }.
To computeΩ 1 (τ, γ) defined in (7), we use the bandwidth rule suggested in section 3.4.2 of Koenker (2005) .
To investigate the empirical size of the test, we first consider a data generating process from a standard linear AR(1) model y t = θ 0 + θ 1 y t−1 + u t , with θ 0 = 0, θ 1 = 0.5 and u t ∼ i.i.d. U (−1, 1). In this model, x t = q t = y t−1 and A t−1 = {y t−1 , y t−2 , . . . }, and the data generating process satisfies the linear conditional quantile restriction : Q yt (τ |A t−1 ) = (θ 0 + 2τ − 1) + θ 1 y t−1 . The simulation results for empirical rejection rates are reported in Table 1 . The results show that the SW n test presents a good empirical size. For the nominal size of 10%, the empirical size is 9.8%. For nominal sizes 1% and 5%, the empirical sizes are slightly larger than the nominal ones, but the differences are not large. As for the pointwise tests based quantile regression, the results show fair size properties and variability across the quantiles. In general, in the pointwise tests based on quantile regression, the rejection rates are slightly above the theoretical size for extreme quantiles, and under-rejection is observed for the middle quantiles. As previously found in the literature, the SW LS n test shows considerable over-rejection. These results are similar to Hansen (1996) .
[TABLE 1 ABOUT HERE]
In order to evaluate the power of these tests we use three different two-regime models as data generating processes. First, we consider the following model
Second, we consider two other alternative models
In all cases we use γ = 0, δ = 1, θ 01 = θ 02 = 0, θ 11 = θ 12 = 0.5 and u t ∼ i.i.d. U (−1, 1) . In these models, x t = q t = y t−1 and A t−1 = {y t−1 , y t−2 , . . . }, and the data generating process The results for these three experiments are reported in Table 2 . The results for model (9) are displayed in columns 2-4 of Table 2 , and they show that SW n has a reasonable power performance, with power similar to those of the extreme quantiles of SW n (τ ). As for SW n (τ ), one can see that the extreme quantiles have larger rejection rates, and considerable amount of variability across quantiles. On the other hand, one can observe that SW LS n has relatively large power. However, one should note that SW LS n presented considerable over-rejection rates for the size experiment in Table 1 .
We present results for model (10) in columns 5-7 of Table 2 . Once again, SW n presents good power properties. The pointwise tests based on quantile regression (SW n (τ )) have reasonable power properties as well, which increase towards the extreme quantiles. In this case, the test for τ = 0.5 should not reject the null, but its power may be due to the effect of contiguous quantiles. As in the previous case, the empirical rejection rates of SW n are similar to those in the extreme quantiles of SW n (τ ). With the results of Table 1 in mind, the results for the least squares case show that SW LS n does not perform well in this example. This is not surprising because the conditional mean is the same across both regimes. 
Summary
We have proposed a uniform test for linearity against thresholds effects in the quantile regression framework. We have shown that the asymptotic null distribution of the proposed test is given by the supremum of a two-parameter chi-square process. This distribution depends on unknown parameters; hence critical values cannot be universally tabulated. We have developed a simulation method based on the Bahadur representation of the quantile regression estimator to approximate the critical values. The method makes the proposed test easy to implement. The Monte Carlo experiments show evidence that the proposed test has good size property and reasonable power against nonlinear threshold models.
A Proof of Theorem 1
In this section, we provide a proof of Theorem 1. The proof is based on a combination of modern empirical process techniques and the convexity technique developed in Kato (2009) .
A.1 Auxiliary result
For any fixed vector v ∈ R d , define the stochastic processes
In this subsection, we study the asymptotic behaviors of U n and V n . Let K(τ, λ) denote a Kiefer process on [0, 1] × [0, ∞), i.e., K(τ, λ) is a zero-mean, continuous Gaussian process
We refer to Section 2.12 of van der Vaart and Wellner (1996) for Kiefer processes. Define
Under conditions (C2) and (C3), the map γ → H(γ) is continuous and non-decreasing.
Theorem 3. Assume conditions (C1)-(C6). Then, under H
Proof. Part (ii): We first prove Part (ii). For any compact subset B ⊂ R d , consider the class of functions
We first show that F is a VC subgraph class. Indeed, let g(y, q,
By Lemma 2.6.15 of van der Vaart and Wellner (1996) , F 1 and F 2 are VC subgraph classes. Therefore, by Lemmas 2.6.18 (i) and (vi) of van der Vaart and Wellner (1996) ,
Define the semimetric
where p > 2 is given in condition (C2). Because F is a VC subgraph class, by Theorem 2.1 of Arcones and Yu (1995) (more precisely their proof of Theorem 2.1), the stochastic process
is stochastically ρ-equicontinuous over T × Γ, i.e., for any ϵ > 0,
Invoke now that
By conditions (C3) and (C4), we have
Thus, taking B sufficiently large (so that
, we obtain the first assertion because of the stochastic ρ-equicontinuity of the process G n over Γ × B.
The finite dimensional convergence follows from the martingale central limit theorem. It remains to show the stochastic equicontinuity of the process U n . Decompose U n as
. By the previous calculation, we see that
which implies that the process (τ, γ) → V n (τ, γ, 0) is stochastically equicontinuous over T ×Γ with respect to the Euclidean metric. Similarly, it is shown that the process γ →Ṽ n (γ) is stochastically equiontinuous over Γ with respect to the Euclidean metric. Therefore, by a standard argument, we obtain the desired conclusion.
A.2 Proof of Theorem 1
In this subsection, we provide a proof of Theorem 1. To this end, we introduce the local objective function
Invoke that the normalized quantity √ n{β(τ, γ) − β(τ )} minimizes Z n (u, τ, γ) with respect to u for each fixed (τ, γ) ∈ T × Γ. In view of Theorem 2 of Kato (2009) , it suffices to show the next proposition.
Proposition 1. Assume conditions (C1)-(C6). Then, under
, and
Proof. Using Knight's (1998) identity
we decompose Z n (u, τ, γ) into three parts:
n (u, τ, γ) .
B Proof of Lemma 2
We only provide a sketch of the proof. It is standard to show that when the observations are independent and identically distributed,Ω 0 (γ 1 , γ 2 ) → Ω 0 (γ 1 , γ 2 ) almost surely uniformly over (γ 1 , γ 2 ) ∈ Γ × Γ. By Theorem 1 of Nobel and Dembo (1993) , the uniform consistency ofΩ 0 (γ 1 , γ 2 ) now follows under the present conditions. By Appendix A.1.1 of Angrist et al. (2006) together with the same theorem of Nobel and Dembo (1993) , it is shown thatβ 1 (τ ) is uniformly consistent: 
As in the proof of Theorem 3, it is shown that the class F is a VC subgraph class. Using the uniform central limit theorem for β-mixing processes (Arcones and Yu, 1995, Theorem 2.1) , and following the proof given in Appendix A.1.4 of Angrist et al. (2006) , it is shown that, under the present conditions,
and the convergence is uniform over (τ, γ) ∈ T × Γ. With the same proof, it is shown that,
C Proof of Theorem 2
Let SW denote a random variable having the same distribution as (6) in Corollary 1. We first point out that SW has an absolutely continuous distribution with bounded density by Proposition 11.4 of Davidov et al. (1998) . Therefore, by a standard argument, (ii) and (iii) follows from (i) . In what follows, we wish to show (i). To this end, we need the concept of "conditional weak convergence in probability". We follow the definition given in van der Vaart and Wellner (1996, p.181) . We wish to show that, given {(
, SW * n converges weakly to SW in probability. Once this is established, the assertion of (i) follows because of the fact that SW has a continuous distribution. By a standard argument, it suffices to show that, given {z t } n t=1 , in the space (ℓ ∞ (T × Γ)) 2d , W * n converges weakly in probability to the Gaussian process W defined in Theorem 1.
We adapt the proof of van der Vaart and Wellner (1996, Theorem 2.9.6) to the present context (some modifications are required because the situation is different from that theorem; in particular, z 1 , . . . , z n are now dependent and the quantile index τ is involved in the simulated term I(u * t ≤ τ ), so their Lemma 2.9.1 can not be used in the present case).
denote the space of all Lipschitz continuous functions (ℓ 
. We divide the proof into three steps.
Step 1: Because T × Γ is compact in R 2 , for any δ > 0, there exists a finite set
the dominated convergence theorem, we have
Step 2: Fix any δ > 0. By Lemma 2.9.5 of van der Vaart and Wellner (1996) (note:
. . , Z n in that lemma can be replaced by the ergodicity), with
Step 3: We wish to show that
By essentially the same proof as that of Theorem 3, it is shown that W * n ⇒ W in (ℓ ∞ (T ×Γ)) 2d unconditionally. Thus, by Theorem 1.5.7 of van der Vaart and Wellner (1996) , for any ϵ > 0, there exist a constant δ = δ ϵ > 0 and a positive integer n ϵ such that for all n ≥ n ϵ ,
Assume that n ≥ n ϵ . Let A 0 denote the event that ∥W * By Markov's inequality, we obtain the desired conclusion. 
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