Abstract. We derive herein first and second-order differential operators for detecting structure in diffusion tensor MRI (DTI). Unlike existing methods, we are able to generate full first and second-order differentials without dimensionality reduction and while respecting the underlying manifold of the data. Further, we extend corner and curvature feature detectors to DTI using our differential operators. Results using the feature detectors on diffusion tensor MR images show the ability to highlight structure within the image that existing methods cannot.
Introduction
Feature detection is a core component in most image processing and analysis tasks with ubiquitous applications ranging from data registration to object segmentation, classification, and recognition. Of the multitude of feature detectors available today, those that are widely used typically involve first and second order spatial differential operators [9, 18] . We desire the ability to use such feature detectors to highlight anatomical structure in diffusion tensor images (DTI). To date, only a few attempts have been made to develop differential operators for such manifold-valued image data. Table 1 summarizes the current state-of-the-art and highlights a conspicuous gap in the current methodology: the ability of current differential operators to respect the manifold-valued nature
Data
First-Order Differentials Second-Order Differentials Dimensionality Magnitude Only Full Differential Magnitude Only Full Differential R Edge Detection [5] Frangi et al. Curvature [9] Corner Detection [18] Curvature Magnitude [ 
12] R

3
MPT Projection [20] Quaternions [19] R N Channel Normalization [8] Directional Derivative of Gradient [1] Weighted Channel Averaging [13] Third-Order Tensors [17] Structure Tensor [6] SPD(3) Distance Metrics Our Contribution: Our Contribution:
Equations (1 -2) Equation (3) Table 1 . Summary of existing and proposed work in differential-based feature detection for scalar and manifold-valued data. The manifold of symmetric second-order positive definite tensors is represented as SPD(3). Methods listed for R N also apply to R 3 . Note our contributions in the lower-right of the table. They are derived in Equations (1 -3).
of diffusion tensor data.
In this paper, we derive first and second order differential operators for diffusion tensor fields that respect the manifold of second-order tensors. Using these differential operators, we extend the Harris and Shi-Tomasi corner detectors to DTI. We further construct curvature based features detectors to detect tube-like and sheet-like structures in DTI. These features allow us to capture structural information within a DT image that has previously not been explored. We note here that our approach to detecting these structural features is different from other approaches [11, 15, 21] in that we work with more fundamental operators of low-level computer vision as opposed to higher level characterization of the data.
Methods
First Order Operators
We begin our exposition by deriving the first-order differential operator of a tensor field. To ensure that we respect the manifold of second-order tensors, we employ the Log-Euclidean (LE) mapping proposed in [2] to map the space of symmetric second order positive definite tensors, SPD(3), into a vector space. Let D(x) be a 3D DT image indexed by
where L(x) is the LE tensor and logm(·) is the matrix logarithm.
Let J (x) denote the Jacobian matrix, given by J ij = ∂Li ∂xj . J (x) generalizes the gradient of a scalar field to the derivatives of a vector field. We define the 3×3 symmetric positive semi-definite matrix S(x) = J (x) T J (x). The matrix S(x), referred to as the structure tensor, measures the directional dependence of total change. Let λ T S(x)n measures the rate of change of the image in the direction n and is referred to as the squared local contrast [6] . It is maximum when n is in the direction of the eigenvector corresponding to the largest eigenvalue of S(x). As a result, this eigenvector is used as the gradient directionĝ(x). To resolve the sign ambiguity of the eigenvector, we use a voting approach across channels. The gradient magnitude |g(x)| is set to be the square root of the corresponding eigenvalue of S(x). The resulting gradient vector is then given by:
A closed-form solution for (1) in terms of S(x) can be derived but is not presented here due to space limitations. An averaged version of S around a local neighborhood,S, allows the integration of first order information from the neighborhood and a more stable numerical derivation. We callS, the log-Euclidean structure tensor and construct it as:
where ω σ I is a Gaussian window with standard deviation σ I and L j is the j th component of L(x).
Second Order Operators
The Hessian matrix is a symmetric matrix consisting of second order partial derivatives. It describes the local second order structure around each pixel in an image. We derive two forms of the Hessian matrix. The first, H 1 , is based on simple weighted averaging of the Hessian matrices of each component of L(x), as done for color images in [13] . Our second formulation is based on the gradient vector we derived earlier in (1). Given
T has been computed at every location x of the DT image, the gradient vector field g can be considered as a multivalued function with the mapping
Using this context, we compute the derivative of the gradient vector field via the Jacobian matrix, G(x), as G ij = ∂gi ∂xj . G(x) encodes second order information of L(x) and, in scalar images, G(x) represents the Hessian matrix. However in multivalued images, G(x) is generally non-symmetric. Our second formulation for the Hessian matrix H 2 in multivalued images is thus given by:
which is the symmetric part of G(x) and is the best L 2 approximation to G(x) from the set of symmetric matrices [3] . Our first order (1,2) and second order (3) differential operators can easily be extended to different scales.
Feature Detectors
Our proposed differential operators fit naturally into existing feature detectors and can thus be effectively used to detect structure in DTI. Here we provide four examples from a potentially long list of feature detectors that can incorporate our differential operators. Using our first order differential in (2), we detect corners in DT images using the popular Harris (C H ) [16] and Shi-Tomasi (C ST ) [18] corner detectors which we define as:
where det(S) is the determinant ofS, tr(S) the trace ofS and λS 1 ≥ λS 2 ≥ λS 3 are the eigenvalues ofS. Curvature cues can also be obtained from our Hessian matrix derived in (3) . As examples, we extend the vesselness filter of [9] and the sheetness filter of [7] to detect tube-like and sheet-like fiber tracts in DTI 3 . Our tubular-ness and sheet-ness measures are thus defined as:
where C tube and C sheet measure how tubular and sheet-like the structure is, R A = |λ
The measures R A , R B and S are used to penalize sheet-like structures, blob-like structures and noise, respectively. R D is used to penalize tube like and blob like structures. These terms are computed from the eigenvalues λ
Results
We present results of the proposed differential operators and feature detectors on synthetic and real DT data. The real DT data consisted of 24 images of normal adult brains, of which, 12 were taken from the John Hopkins LBAM [14] database and 12 from the MIDAS database [4] . In our experiments, the constants α, β and η were set to 0.5 (as suggested in [7, 9] ) and c was set to 0.1. Figure 1(b) shows an example of two fibers crossing each other. The ground truth corner points are shown in yellow. Varying levels of noise were added to these images using the method in [10] . We show in Figure 1 (c) the drop rate in the feature response as a function of distance to the nearest ground truth corner point in the examples in Figures 1(a) and 1(b) . Our results demonstrate how the response of the proposed Harris detector falls very quickly for all levels of noise when compared to the response of the scalar Harris detector on FA as we move away from the ground truth corners. We also observed consistent stronger Note that even when noise is high, tubular-ness using H2 decreases more rapidly than tubular-ness using H1 or FA, indicating greater localization ability.
response to corners for our proposed Harris detector compared to the approach based on the FA maps. A similar behavior was also observed for the Shi-Tomasi detector (figure not shown due to space constraints). This rapid decrease in response for our method indicates its greater ability to localize the corner points in various noise conditions. Figure 2 shows results of tubular-ness filter on synthetic data. The tubular-ness obtained from the corresponding FA map using the scalar version of the filter in [9] is included for comparison. Figure 2(a) shows a bent fiber tract and figure 2(c) shows linear fiber tracts oriented along different angles. Figures 2(b) and 2(d) show the corresponding tubular-ness results. We observe that tubular-ness using H 2 gives the highest response in both cases. In figure 2 (e), we add noise to these images and, as before, we measure the rate of decrease of the filter's response as a function of distance to the ground truth medial of the tube. We observe that tubular-ness using H 2 falls more rapidly when compared to the other filters, even when the noise is high. Again, this result illustrates our method's greater localization ability.
To quantify the information captured by the differential operators, we compute various norms of our structure tensor, gradient vector and Hessian matrices for twelve adult brain DTI from the LBAM database. Histograms of these norms are shown in Figure 3 for the proposed methods as well as those obtained from the FA map. Note that the norms of our proposed differential operators are spread over larger values than the norms of the differentials obtained from the FA maps. This result stems directly from avoiding the dimensionality reduction of the tensor data to FA values. Also note that H 2 captures a greater amount of differential information than the other two Hessian approaches as H 2 works with the whole tensor and not its individual channels or FA.
We applied our corner and tube detectors to 24 real adult brain DTI. Figure 4 shows a representative result for the corner detectors for both our method and the conventional scalar Harris [16] and Shi-Tomasi [18] features obtained from the FA maps. First, we observe that the feature response of our approach is stronger than the feature response from the FA-based approach by three orders of magnitude. Secondly our approach generates a more distinctive response to the corners of both the Genu and Splenium of the Corpus Callosum than the FA-based detectors. These results were consistently observed throughout the datasets. Finally, Figure 5 shows representative tubular-ness and sheet-ness results. Note that tubular tracts such as the Cingulum and Fornix are well detected using H 2 . Sheet-like tracts such as the Inferior Longitudinal Fasciculus, Corpus Callosum and Corticospinal Tract are also better detected using H 2 compared to H 1 and FA-based features. The FA-based features fail to detect structures in most cases. These results were consistently observed throughout the datasets. 
