The proliferation of geospatial data from diverse sources, such as Earth observation satellites, social media, and unmanned aerial vehicles (UAVs), has created a pressing demand for cross-platform data integration, interoperation, and intelligent data analysis. To address this big data challenge, this paper reports our research in developing a rule-based, semantic-enabled service chain model to support intelligent question answering for leveraging the abundant data and processing resources available online. Four key techniques were developed to achieve this goal: (1) A spatial and temporal reasoner resolves the spatial and temporal information in a given scientific question and enables place-name disambiguation based on support from a gazetteer; (2) a spatial operation ontology categorizes important spatial analysis operations, data types, and data themes, which will be used in automated chain generation; (3) a language-independent chaining rule defines the template for input, spatial operation, and output as well as rules for embedding multiple spatial operations for solving a complex problem; and (4) a recursive algorithm facilitates the generation of executive workflow metadata according to the chaining rules. We implement this service chain model in a cyberinfrastructure for online and reproducible spatial analysis and question answering. Moving the problem-solving environment from a desktop-based environment onto a geospatial cyberinfrastructure (GeoCI) offers better support to collaborative spatial decision-making and ensures science replicability. We expect this work to contribute significantly to the advancement of a reproducible spatial data science and to building the next-generation open knowledge network. analytics capabilities. Third, the rapid advancement of geospatial cyberinfrastructure [3] , which seeks to provide better organization, integration, computation, and visualization of georeferenced resources, thereby enabling virtual collaborative research on an unprecedented scale.
Introduction
To accelerate the knowledge discovery process and foster interdisciplinary research, it is important to move today's science paradigm toward becoming more open, collaborative, and reproducible. Open science, an effort to enable open access and open source to scientific data and research products, is an important endeavor to ensure transparency in the creation and dissemination of scientific knowledge [1] . In geospatial domains, much progress has been made. First, many government agencies and organizations are increasingly sharing the geospatial data products acquired from earth observation platforms, sensor networks, and field surveys. These data constitute important resources for deriving new knowledge and insight about the physical world and society [2] . Second, open source geospatial analysis libraries, such as the Geospatial Data Abstraction Library (GDAL) and Python Spatial Analysis Library (PySAL), have been developed to power-up existing systems with spatial ready-to-use information to obtain geospatial data and paves the path from data to useful information and knowledge [15] . The services of the Open Geospatial Consortium (OGC), which provides both a high-level abstraction and detailed implementation specifications for sharing and requesting remote data and processes, are widely adopted by different organizations to enhance geospatial interoperability [16] . OGC provides a variety of web service standards, such as Web Feature Service (WFS) for sharing vector data, Web Map Service (WMS) and Web Map Tile Service (WMTS) for sharing data rendered as (tiled) maps, Web Coverage Service (WCS) for sharing gridded data, Sensor Observation Service (SOS) for sharing sensor observation data, and Web Processing Service (WPS) for sharing geospatial processes to enable the reuse of analytical functions. OGC services have found widespread use in building national and international spatial data infrastructure [16] [17] [18] [19] [20] , as well as supporting disaster management [21, 22] , monitoring hydrological conditions [23] , and conducting urban planning [24] and policy-making [25] .
Ontology Support for Building a Geoprocessing Framework
Instead of using a single geoprocessing service, tackling a complex, real-world problem often requires the integration and chaining of multiple geoprocessing and data services [13, 26] . Service chaining links multiple services together to generate a feasible workflow. It differs from service composition in that the latter has a flatter and more static structure, with the order and position of a service in a chain pre-known, so all the services are composed together all at once. Instead, service chaining consists of linking the data and processing service in a more dynamic and on-demand manner. This requires the chaining engine to be able to understand the input and output of a geoprocessing service at both the syntactic and semantic levels [27] . Ontology, a formally defined and machine-understandable knowledge base, is often used to define data type, service type, and associations among geoprocessing services to feed the correct data into a geoprocess and aid the chaining of multiple geoprocesses [28] [29] [30] . GeoBrain (http://www3.csiss.gmu.edu/OnAS/) develops an ontology model and uses semantic referencing and matching to generate an executable workflow for online geospatial analysis [31] . Li et al. [32] use the domain ontology Semantic Web for Earth and Environmental Terminology (SWEET) to guide service metadata parsing and service content comprehension to support the composition of highly diversified and distributed data and geoprocessing resources for building an Arctic Spatial Data Infrastructure (Arctic SDI). Al-Areqi et al. [33] proposed a semi-automatic semantics-based workflow designed to evaluate sea level rise. Despite these efforts in providing semantic annotations on data and services, an integration ontology that generalizes workflows and integration rules remains highly demanding to enable more flexible and smarter service understanding and chaining [34, 35] .
Service-Oriented Workflow Technologies
Several workflow languages and technologies have been developed to support geoprocess composition and chaining. Here we focus on reviewing those with the capabilities to support service-oriented computing because such technology enables seamless integration of data and processing resources from physically distributed locations, ensuring the reuse of valuable resources and scalability of an analytical system.
Enabling automated web-service-based workflow generation and execution has two required elements: (1) metadata or workflow language that can track the provenance of a chain of geoprocessing and (2) a workflow engine that can parse the metadata file and execute the workflow step by step by binding the right data to the right process. Business Process Execution Language (BPEL) is a workflow language initially used in business [36] and later introduced to support geoprocessing orchestration. Many earlier works in chaining OGC services have utilized BPEL. For instance, Brauner et al. [37] wrap GIS functions from GRASS into a WPS and use BPEL to encode service chain. Yu et al. [38] develop a BPEL execution engine that provides powerful geospatial support in terms of handling Geography Markup Language (GML), WFS, and WPS. However, BPEL shows limitations in supporting binary data types [21] ; in addition, it requires the creation of Web Services Description Language (WSDL) documents for each service in the chain, complicating system implementation. Zhang et al. [39] developed a standalone workflow tool that provides an interactive interface to allow web service orchestration by end users. This tool provides flexible workflow customization like ArcGIS's module builder. Although great progress has been made, current workflow generation still involves manual work or is based on a hard-coded workflow.
It is the aim of this paper to tackle the aforementioned problems by developing (1) an ontology-based, service-oriented method that enables smart and automated matching between data and processes and chaining between processes; (2) a rule-based chaining algorithm to allow dynamic and on-demand chaining and execution of web services to ensure elastic and adaptive problem solving; and (3) a cyberinfrastructure that integrates the workflow generation and execution module as well as data mapping and visual analytics to enable a replicable research paradigm. Figure 1 demonstrates an earthquake use case where a researcher or a local resident is interested in retrieving information about all earthquakes that occurred in California from January to March last year. In a geographical-information-centered platform, it would be most useful to provide not only the number of earthquakes but also their locations, time of occurrence, and magnitude, as well as a series of analysis functions to offer the flexibility to generate statistics based on the interest dimensions of information. In addition, dynamic mapping will be a desired feature for presenting the earthquake information vividly on a map for easy information comprehension. It would also be helpful for the platform to capture the analytical workflow made by an end user and allow the same or a different user to easily reproduce the results using the saved workflow on the platform. Technically, once the question is posed, the intelligent agent should be able to parse important components (space, time, and theme) in the question and automatically search for data that fit the theme of interest, perform necessary processing on the data, such as spatial and temporal filtering, and create a workflow and execute it to deliver the results through on-demand spatial analysis. It is crucial for a system to have the ability to integrate and interoperate data from diverse sources and to link data with the necessary operations, which are also interoperable, to enable an automatic chain of analyses.
A Natural Disaster Use Case
However, to date, there are very few systems that have such capabilities to meet the above requirements. In this paper, we will introduce our cyberinfrastructure solutions for this problem.
Semantic-Enabled Service Chain Model
This section describes key components of the automated generation of an executable workflow for addressing complex spatiotemporal questions.
Spatial and Temporal Reasoning
Spatial and temporal reasoning are the keys to answering geospatial questions related to space and time. To accomplish this goal, a space-time reasoner is designed to transform place names and temporal keywords within a scientific question into machine-understandable spatial-temporal constraints. For instance, the spatial constraints could be the coordinates of a location described by its latitude and longitude or the boundary information of a place, interpreted from its name. The space-time reasoner comprises two components: spatial reasoner and temporal reasoner. In the spatial reasoner, a DBpedia knowledge base (KB) is adopted to mine the municipality level (i.e., country, state, city, or village) of a place name and perform place name disambiguation. Spatial reasoning is realized based on a gazetteer look-up tool, which is developed by DBpedia as a web service interface to query the DBpedia KB. Two parameters-"QueryClass" and "QueryString"-are required to construct the query, where "QueryClass" refers to an ontology class name (e.g., Person, Place, Species, etc.) and "QueryString" indicates a specific keyword, which is usually a place name for spatial reasoning. The municipality level of a place name is included in the "Categories" element of the query results in the format of Extensible Markup Language (XML). By parsing the query result and detecting elements that point to country or state or other municipality levels, the location information can be easily extracted. In the implementation of the spatial reasoner, the municipality level is used to determine which spatial (boundary) data should be implanted into a specific geospatial analysis. In this step, using place names as the query condition, accurate spatial boundary information will be retrieved from the pre-prepared boundary data in vector formats.
Temporal reasoning is accomplished by detecting the phrase regarding temporal elements from a spatial question, such as "from January to March last year", and converting this temporal information to a standard time range. The Stanford Time Tagger SUTime, an open-source library implemented by Java code to recognize and normalize time expressions from text data in natural language, is adopted to perform temporal parsing [40] . By importing the SUTime package, temporal expressions can be extracted as temporal objects from the spatial question according to text rules defined as a regular expression. Then, temporal objects are normalized by a transformation to the format of yyyy-mm-dd. Finally, time range is represented as a query filter according to the OGC Filter specification by combining the start date with the end date using the operator of PropertyIsBetween ( Figure 2 ).
In this way, a query filter is generated and embedded into a service chain for determining which entities in spatial data with time series should be injected into a spatial analysis. 
An Ontology of Spatial Analytical Methods
In this part, an ontology is established for linking spatial operations and data. This ontology provides a conceptual model for building analysis rules to conduct a service chain automatically. The ontology of spatial analytical methods consists of three components, spatial operation ontology, spatial data ontology, and theme ontology, as shown in Figure 3 . The ontology of spatial analysis methods. All the ontological elements used for clip analysis for the Earthquake use case are highlighted in bold text. The relationships between these ontological elements are highlighted in red. Theme ontology encodes the subject theme "Earthquake" and the spatial extent theme "State," and both data will be represented as a FeatureCollection (in Spatial Data Ontology) and made available as a WFS. This WFS will serve as the input for temporal and spatial queries defined in the Spatial Operation Ontology. The CollectGeometries will combine discrete spatial extent geometries into a single geometric object used as the input for Clip analysis. The Earthquake WFS will be fed into Clip operation as Input Feature. The output from this analysis will be desired query results. Spatial operation ontology is constructed for the semantic understanding of geo-processes, and it contains two classes: raster data processes and vector data processes. Every process has the properties of a module name, input, and output. A module name is the unique identifier of a process extracted from a service capability file from a remote OGC WPS. When different services perform the same spatial operation, they are differentiated by their service location plus process name. The input and output of a module are instances of a spatial data ontology; they could be either numerical or literal values, or a spatial data with various types. The output of one process may be the input of others.
In a spatial data ontology, data are classified into two types: coverage for representing raster data and feature collections for representing vector data. Each type possesses the properties of "data type" and "theme name". Data types of coverage include WCS and GeoTiff File, while data types of feature collections contain Well-known Text (WKT), Geography Markup Language (GML), Geo-JavaScript Object Notation (GeoJSON), and WFS. A theme name is used to link spatial data ontology with theme ontology.
Theme ontology defines the semantics of keywords related to the query subjects in spatial questions. Partial themes are listed in Figure 3 , including earthquake and snow volume, which integrate several geoscience use cases. All the themes have a root node: Subject Theme. and location information, such as the boundary of administrative regions and places, described in Spatial Extent Theme.
In Figure 3 , we also provide details of the clip analysis to demonstrate how spatial analysis ontology, spatial data ontology, and theme ontology act together to address a spatial question. Clip belongs to a type of vector analysis and it has two inputs, Input Feature and ClipGeometry. Input Feature contains a collection of features as the clip target and ClipGeometry refers to a geometry containing several spatial areas (e.g., a multi-polygon) to use for clipping. Spatial data required by Input Feature and ClipGeometry are defined in the spatial data ontology. Use cases that can be benefitted from this analysis are defined in the theme ontology. The input data of a spatial operation, however, may not be directly available; instead, it may need to be derived from another dataset and analysis before it can be used for this analysis. For the Clip operation, the value of Input Feature is the output of the Query operation, which is used to query spatial data through a WFS with a Subject Theme (e.g., earthquake) and returns a set of eligible features (e.g., earthquake points). Meanwhile, the value of ClipGeometry is the output of the CollectGeometries operation, which converts a set of features into a composited geometry using the output of the Query operation as input. Eventually, for moving data into ClipGeometry, the Query operation will act on top of a WFS, which hosts spatial boundaries to get the interested geographical region using a filter defined in the Spatial_Extent_Theme (e.g., state or country). In Figure 3 , the ontological components and their linkages needed for the earthquake use case are highlighted with bold text and red arrow respectively.
In the semantic-enabled service chain model, spatial analysis methods and data are organized according to the above ontological structure. For implementation, these data and ontological resources are stored in the PostgreSQL database. Implementation details are elaborated in Section 5.
Defining Rules for Automated Service Chaining
The chaining rule is defined to enable automated service chaining and workflow generation. In our solution, these rules are defined in a language-independent, machine-understandable format of JavaScript Object Notation (JSON), such that it can be easily parsed or generated using different programming and workflow languages. Figure 4 illustrates a universal schema of the rule to enable complex spatiotemporal analysis in a nested structure. The item located in the outermost layer is considered to be the top-level operation and represented as a key-value pair, where the key is "oper_0_name", which is the name of an operation provided by a WPS or other type of analytical services. All of the JSON objects following the colon act as the value for key "oper_0_name" and include definitions for input names, input values, and the results type. The component of input_names lists the names of all parameters in a certain order. Following the parameters list, there are several key-value pairs acting as input values, the order of which is the same as the index of parameters. The last element of the top-level operation is resultType, which indicates the ways that the results will be represented. They could be images, feature sets, or statistics of the raw results. The input values could either be some existing dataset, available as part of a web service, or the derived products from another geoprocessing operation. The former is a type of direct input, and the latter is a derived input. The direct input can be provided as a string, indicating the layer name of data from a web service, or it could just be a numerical value used as the parameter of some analytical functions. The derived input will invoke another process, which has the same structure of the top-level process illustrated in Figure 3 . For instance, when the input data is only a spatial or temporal subset of the original data, a corresponding filter (which is another process) will be applied to derive the needed dataset.
The oper_1_name and oper_2_name gives examples for defining a built-in process within the parent process oper_0_name, and oper_3_name is another built-in function defined within oper_2_name, generating a nested structure for tackling a complex spatiotemporal question.
In Figure 4 , we define "wps_query" (marked in yellow) as a special function used to inject spatial data into a service chain. "wps_query" is always put in the deepest level of an input_value branch with a theme name as its value. The possible theme names are defined in the theme ontology and they fall into two types: Subject_Theme and Spatial_Extent_Theme. When the value of the "wps_query" is a subject theme, relevant thematic data with time series, such as earthquake data, will be bound to this operation. When the value is about a spatial extent, corresponding spatial extent data (such as country or state boundaries) will be bound to the operation. In Section 5, we will elaborate how the data can be loaded dynamically as the service chain is being generated.
Based on the above description, we formalize the principle used to construct an analysis rule as follows: (1) every spatial operation can be treated as a top-level operation or a built-in operation;
(2) a top-level operation can take the output of a built-in operation as its input; (3) a built-in operation can take the output of another built-in operation as input; and (4) any branch should end up with the operation "wps_query". The spatial operations do not need to be implemented and hosted locally. Instead, they are expected to be made available in a standard web service format, such as OGC WPS, to enable reuse and interoperability among remote service providers. Following this principle, it is not only possible to make the analysis rule extensible and scalable but also capable of automatically generating an executable workflow through a nested service chain. Figure 5 demonstrates the application of the analysis rule to define the clip operation named "gs@Clip". Two input values of the operation "gs@Clip" are, respectively, the outputs of operations for "gs@Query" and gs@CollectGeometries; the gs@CollectGeometries operation embeds another "gs@Query". Finally, specific spatial data, defined in subject_theme and spatial_extent_theme, are bound to operations named "gs@Query", which are located at the leaf nodes. In this way, data resources encoded in the spatial data ontology can be fed into the corresponding processing services defined in the spatial operation ontology to create a geo-service chain following the analysis rule. In practice, the theme element and spatial and temporal elements of a spatial question will be identified to select and apply the related data. For instance, in the spatiotemporal question given in the use case "how many earthquakes occurred in California from January to March last year?", "earthquake" will be identified as the theme element, "California" will be identified as the spatial element, and "January to March last year" is a time element and will be transformed to a date range by a time reasoner for further processing.
A Recursive Algorithm for Generating Executable Workflow
To parse an analysis rule and generate an executable workflow, a recursive algorithm is designed to build a service chain compatible with OGC WPS, because it is a web service standard supported widely by many web servers.
The algorithm consists of modules of serviceChainEngine ( Figure 6 ) and recursivelySetInputs (Figure 7) . In serviceChainEngine, an object of wps.process is created using wps.client.getProcess() with the processing name at the top-level operation as the key. Next, the module of recursivelySetInputs is invoked to substantiate inputs recursively for the top-level process to generate a complete and executable workflow metadata file. The metadata will then be sent to a WPS engine for generating the final results. The module of recursivelySetInputs is the core to build a WPS service chain. It uses a wps.process object and a set of objects in JSON format as its inputs. By traversing the inputSets recursively, the key and value of each specific parameters will be parsed and handled. As shown in Figure 7 , three cases are considered in parsing an analysis rule defined for a science use case.
•
Branch 1: When the input of iData.key is an available dataset, its value will be stored in a local variable inputNameArr storing all the process execution metadata. • Branch 2: If the key starts with "oper_", it means iData is not a direct input; instead, its value will be derived from another built-in function. In this case, a new process object p will be created. When the iData.key equals to "wps_query", a WPS query process will be created and spatial data indicating the subject or spatial extent will be bound as its input (Branch 2.1). When iData.key is not a "wps_query", it will be treated as a generic built-in operation. Any spatial analytical operation defined in the spatial operation ontology can be a candidate for this built-in function. To deal with this kind of complex analysis, the first step is to create a new process p and set iData.key as its process name. The second step is to call the recursivelySetInputs function itself to recursively feed the data into it. After all inputs for p are set properly, an object wps.process.chainlink from this process will be set as the input to its parentProcess saved in the inputNameArr (Branch 2.2).
• Branch 3: When iData.key is neither a directly available dataset (Branch 1) or a derived dataset from another operation (Branch 2), its value (iData.value) will be treated as a simple data type (a string or a numeric value) and set to its parent process listed in the corresponding order of the list inputNameArr. The local variable inputIndex saving the index of the input parameters will increase by one after the processing steps described in Branch 2 and 3.
It needs to be noted that although we use the generation of workflow metadata that is compliant with WPS as an example, the logic and algorithm here are general and can be applied to any other data or service standards that support embedded spatial analyses in a workflow.
Implementation
This section introduces the implementation of the service chain engine that can create, execute, and visualize the results for tackling a complex spatiotemporal question.
Architecture
The architecture for implementing automated service chaining with the support of spatiotemporal semantics is shown in Figure 8 . Its components include an ontology database, a service chaining engine, an OGC Web Service engine and an interactive user interface (UI) for visual analytics. The ontology database stores meta-information of spatial data and processes, which are classified into rules, themes, spatial analysis methods, and a spatial data catalog according to the ontological structure defined in Section 4.3. The service chaining engine is the core component and is responsible for assembling spatial data and processes based on the spatial analysis rules. Built upon the algorithm described in Section 4.4, it parses and transfers the rules into an executable WPS instance by generating a normative WPS Execute request. The open source OGC web service engine, GeoServer, is adopted to host entities of spatial data and processes, which are registered into the ontology in advance. In addition, the service engine is also responsible for the execution of service chains. Finally, the analytical results from a complex workflow are visualized as maps (e.g., point, polygon, or polyline) and/or statistical chart (e.g., bar chart or line chart) in an interactive UI portal established in a geospatial cyberinfrastructure environment. 
Ontology Database
As a core component, the ontology database is built to store metadata information and semantic annotation of themes, rules, and spatial data. Figure 9 demonstrates the logical view of the ontology database and the relationship among spatial data, rules, and themes. The "themes" table is designed to store semantic topics involved in spatial questions. It has the structure of {theme_id, theme_name, analysis_name}, where theme_name indicates the subject of the spatial data. The "rules" table, which defines the principles for building service chains, contains the attributes of {analysis_name, analysis_rule}. The spatial data catalog has a structure of {theme_id, data_type, data_content, SRS, temporal_field, spatial_field} with the combination of theme_id and srs as the primary key. Here, data_type refers to the type of spatial data (e.g., vector or raster), data_content stands for the layer name of the input spatial data, srs refers to spatial reference system, temporal_field indicates the property name of the spatial data used for temporal filtering, and spatial_field refers to the property name used for spatial filtering. The table of spatial data catalog is connected with the themes table by theme_id as the foreign key, while themes and rules are matched through the field of analysis_name. The ontology database provides principal meta-information to support the seamless linkage of related data and process to resolve specific spatial questions. The most important principle in establishing an ontology database is to ensure that spatial data and processes are semantically annotated, so that they can be more easily discovered and identified as related to solving a certain spatial problem.
Automated Service Chaining Engine
The intelligent analysis of geospatial data is mainly accomplished by the service chaining engine, through the steps of automatically conducting (1) semantic reasoning, (2) analysis rule parsing, (3) atomic services and spatial data assembling, and (4) executable service chains generating. Figure 10 illustrates the workflow of an automated services chaining engine.
By detecting the key elements <space, time, theme, analysis> from a spatial question, the service chaining engine triggers the time reasoner, rule parser, and spatial reasoner to conduct semantic reasoning in terms of space and time. First, the time reasoner builds the temporal filter using the start and end time given in the query. Next, the time filter will be applied to the data related to the theme of interest, such as earthquake, to obtain the subset of data falling within the given time period. An example of a temporal filter is shown in Figure 3 . On the other hand, the spatial reasoner will perform place name disambiguation with the aid of the DBpedia gazetteer and then search the corresponding boundary file at the user-designated level, such as state or country, to obtain the boundary data. Figure 11 gives an example of the spatial filter compliant with the OGC Filter standard. Then some spatial analysis (in the earthquake case it is clip analysis) is applied to the temporally filtered thematic data (the earthquake data) to get a spatial subset of data within the region of interest. To make the chain generation process automatic, the algorithms introduced in Section 4.4 are adopted. A top-level process (i.e., clip) is created and its built-in sub-processes (i.e., spatial filter and time filter) are assembled in the service chain engine to implement the combination of all involved spatial operations and data for addressing the given spatial question. The embedded spatial operations are encoded as a JSON object. Because in our implementation, OGC standards are heavily applied and followed, the JSON object is then serialized into an XML file containing the full WPS request. This XML file will also be saved in the cyberinfrastructure portal (described in the next section) as the provenance metadata for other researchers to easily reproduce the results by executing the process described in the XML file.
Integration of a Service Chaining Model into a Cyberinfrastructure Environment
This service chaining model is integrated into the cyberinfrastructure portal (GeoCI; Geospatial CyberInfrastructure: http://cici.lab.asu.edu/gci2/), which supports smart search of geospatial data, seamless integration of disparate online data and analytical resources, and automated question and answering, as well as visual analytics. GeoCI is built upon a service-oriented architecture, and all the data and analytical resources can come from any local or remote services as long as they are compliant with OGC service standards, making this cyberinfrastructure very easy to be extended and scaled. Figure 12 lists different social and environmental use cases supported by the portal. The spatial question can be entered by filling the quadruple <theme><analysis rules><spatial extent><time period> in the UI, which makes a spatial question formalized and understandable for spatial computing. Figure 13 shows the results for the earthquake use case given in Section 2. Once the time and place(s) of interest are given (lower left window), the service chaining engine will automatically pull out the corresponding analysis rules from the database and generate an executable metadata file (lower right corner) according to the theme and question of interest. The analytical results (point location of earthquakes) are displayed on the map. A chart showing the statistics of the magnitude of the earthquakes that occurred in the three states of query and the given time period is also generated. For each earthquake event, its attributes can be identified by clicking the point on the map. The map also allows for different operations, such as zoom, pan, or reset. If users are interested in overlaying the current results with another dataset, such as a state boundary, they can conduct a search or select a dataset available from an online web server for integrated analysis. Figure 13 . The interactive interface of the cyberinfrastructure portal (GeoCI). The "Natural Disaster" window (label 1) provides the workspace for Earthquake analysis. All data layers and results are displayed in this workspace. The "Earthquake Analysis" window (label 2) provides the interface to allow users to enter interested spatial and temporal constraints of a question on Earthquake in natural language. The window with title "Histogram Chart" (label 3) provides the statistics of the Earthquake data based on some attributes, i.e. magnitude. The executable workflow metadata is demonstrated in the "WPS Request Form" window (label 4).
Conclusions
This paper introduces the development of a domain ontology and rule-based service chain model to automatically generate an executable workflow for tackling complex spatial and temporal questions. We built this workflow based on a service-oriented architecture, in which data resources and analytical components are all encapsulated into web services compliant with OGC standards. This design has the advantage of enabling high interoperability among heteronomous resources-the geospatial data of any type, vector, or raster, hosted on any cloud web server, can be easily integrated and utilized to address the research question. The use of standardized web services also fosters the generation of an open knowledge network, in which any application can reuse existing data and analytical resources available on the Web; this will reduce the development cost and accelerate the knowledge creation process. In addition, openly shared data can be leveraged to solve different domain problems, adding value to the data and broadening its impact on society. Moreover, the algorithm introduced to automatically embed data and process for workflow generation is not limited to use for OGC services. We introduced a JSON format to store the workflow metadata, which can be easily converted to different service or workflow standards for integration in a diversity of cyberinfrastructure and desktop applications. The workflow in which the flow of data is encoded provides important provenance information for chains of spatial analysis, ensuring the replicability and validity of one's own and others' research. The novelty of this research also includes its strong focus on spatial sciences and spatial (and temporal) question answering. Many related works [41] in question answering relies on searching a large knowledge graph, in which some already-derived knowledge is encoded. Our work goes beyond question answering in a traditional sense to allow the dynamic creation of knowledge by linking the right data to the right scientific workflow and solve the problem in a collaborative and interoperable manner. The capability of on-demand problem solving makes it stand out from other existing works in the literature.
Although the workflow and service chain can be automatically generated, the analysis rule that each workflow is based on for providing a common data processing ontology continues to be manually created by domain experts. In the future, more data-driven approaches, such as machine learning, will be integrated to automate workflow extraction from the literature. We also plan to integrate a query interface that allows for natural-language (free) -style questions to make the question-answering process even more flexible. Capabilities for advanced visual analytics of the resultant data will be developed to enrich information presentation. A user study will also be conducted to understand the usability of the query formation and user-friendliness of the system. Finally, this workflow generation and execution module will be combined with data quality evaluation module [2] to automatically select the best suitable data for an analysis, and with performance improvement modules [42] [43] [44] to enable efficient remote data transfer and visualization in a cyberinfrastructure environment. 
