Stability of gyroscopic systems under small random excitations by Khasminskii, Rafail & Milstein, Grigori N.
Weierstra-Institut
fur Angewandte Analysis und Stochastik
im Forschungsverbund Berlin e.V.
Preprint ISSN 0946 { 8633
Stability of gyroscopic systems under small random
excitations
Rafail Khasminskii1 Grigori N. Milstein2
submitted: 4th November 2003
















W I A S
2000 Mathematics Subject Classication. 60H10, 93E15.
Key words and phrases. Stochastic stability, Lyapunov exponents, moment Lyapunov exponents,
oscillators with small random excitations, gyroscopic forces, stochastic averaging principle.
Edited by




Fax: + 49 30 2044975
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/
Abstract. Gyroscopic systems with two degrees of freedom under small random per-
turbations are investigated by use of the stochastic averaging principle. It is proved
that the principal term of the Lyapunov exponent for the original system coincides with
the Lyapunov exponent for the averaged system. An explicit formula for the averaged
Lyapunov exponent is derived. The averaged moment Lyapunov exponent is considered
as well. An example is given in which an unstable gyroscopical system is stabilized by
noise of the Sratonovich type.
1. Introduction
Consider the linear autonomous system of stochastic dierential equations (SDEs) in the
sense of Stratonovich









1rY Æ _wr = 0(1.1)









2rY Æ _wr = 0 ;
where Y is the column vector with four components y1; _y1; y2; _y2; the coeÆcients
a1; a2 are positive, g; c1; c2 are constants, B
|
ir
i = 1; 2; r = 0; 1; :::; q; are row vec-
tors, wr(t); r = 1; :::; q; are independent standard Wiener processes, " > 0 is a small
parameter.
For " = 0; we have the deterministic system with gyroscopic forces
a1y1   g _y2 + c1y1 = 0(1.2)
a2y2 + g _y1 + c2y2 = 0 :
The characteristic equation for (1.2) reads
(1.3) a1a2
4 + (g2 + a1c2 + a2c1)
2 + c1c2 = 0:
The roots of (1.3) can be found explicitly.
The following facts are well known and can be directly veried. For c1 > 0; c2 > 0; g = 0;
the system (1.2) is a conservative system of two oscillators which is stable. Adding
gyroscopic forces (g 6= 0) does not break the stability. For c1 = 0; c2 = 0; g 6= 0; the
trivial solution of (1.2) is also stable. For c1 < 0; c2 < 0; g = 0; it is not stable. It can











all the eigenvalues of system (1.2) are pure imaginary (denote them by i!1; i!2), and







by a linear change of coordinates.
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Further, if c1 > 0; c2 > 0; the stable system (1.2) acquires the asymptotically stable trivial
solution after adding resistance forces with full dissipation. For example, the system
a1y1 + k1 _y1   g _y2 + c1y1 = 0(1.6)
a2y2 + k2 _y2 + g _y1 + c2y2 = 0
is asymptotically stable under c1 > 0; c2 > 0; k1 > 0; k2 > 0; and any g. But if
c1 < 0; c2 < 0; then the dissipative forces with anyhow small k1 > 0; k2 > 0 destroy the
achieved stability by gyroscopic forces. If k1 > 0 and k2 < 0 (i.e., if along with a positive




k1 < jk2j < k1;(1.7)
g
2
> jc1j+ jc2j+ k1jk2j+
(jk2jc1   k1c2)2 + c1c2(k1   jk2j)2
(jk2jc1   k1c2)(k1   jk2j)
:
This follows from the Hurwitz stability criterion.
Clearly, there is a linear transformation which translates the system (1.1) to the linear
4-dimensional SDEs in the sense of Stratonovich















0 !1 0 0
 !1 0 0 0
0 0 0 !2
0 0  !2 0
1
CCA :
Thus, investigation of gyroscopic systems (1.1) is reduced to an analysis of coupled har-
monic oscillators under small random excitations. Nevertheless, the benet of considering
gyroscopic systems in the form (1.1) is that the very important inuence of their original
parameters including a structure of the noise can be taken into account directly.
Coupled oscillators under small random excitations were considered in a number of papers
(see [1, 2, 18, 17]). In [1], the stochastic averaging principle is used for analysis of stability
properties of some systems (1.8). We also apply the averaging principle however not














; x 6= 0;
dened on the unit sphere S3 with center at the origin. In the next section we give a
rigorous derivation of averaging systems which are connected with the Lyapunov exponent
and moment Lyapunov exponent for the general two-degree-of-freedom oscillator system
(1.8). Sections 3 and 4 are devoted to explicit formulas for the coeÆcients of the averaging
systems and for the averaged Lyapunov exponent. The averaged system is one-dimensional
if !1 6= !2; !1 6= 3!2; 3!1 6= !2. The cases !1 = !2; !1 = 3!2; 3!1 = !2 are resonant [5].
In the presence of resonances a new slow variable arises and the averaged system becomes
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two-dimensional. As in the deterministic theory, it can be constructed by a procedure
called partial averaging [5]. The resonance cases require an additional investigation and
they are not considered here. In Section 5 we prove that " = " + o("); where " is
the Lyapunov exponent for (1.8) and  is the averaged Lyapunov exponent. Most likely,
an analogous fact is valid for the moment Lyapunov exponents too but for now we have
not any complete proof of this result. In addition, let us note that for single-degree-of-
freedom oscillator systems this fact is valid and it can be veried directly. In Section
6 we rst give transformations reducing (1.1) to (1.8) in an explicit form. This allows
us to take into account the coeÆcients of system (1.1) in a constructive manner. The
main result of Section 6 is the proof of possibility to stabilize some unstable gyroscopic
systems with positive and negative damping by a small noise of the Stratonovich type.
We should emphasize that such a stabilization is impossible for single-degree-of-freedom
oscillator systems (even for systems with periodic coeÆcients, see [9]). Finally, in Section
7, we briey consider another approach to averaging belonging to the authors of [1]. In
conclusion we have to note that this paper adjoins a great deal of works devoted to second
order conservative systems with small random excitations (see [6, 4, 16, 17, 13, 15, 9, 7],
and references therein).
2. Averaging
Consider an autonomous linear four-dimensional system of Ito SDEs

























; x 6= 0;
dened on the unit sphere S3 with center at the origin, satises the system








where the vector elds hr(); r = 0; 1; :::; q; on S
3 are equal to

















hr() = Ar  (Ar; ); r = 1; :::; q:
Let us underline that (J; ) = 0:
It is assumed that the following condition of nondegeneracy is fullled:
(2.4) dimLAf~h0; h1; :::; hqg = 3 for all  = x=jxj 2 S3;
3
where










LAfg denotes the Lie algebra generated by the vector elds which occur in the brackets
(see [3]).
It is well known that under (2.4) the Lyapunov exponent






(t)j; x 6= 0;
and the moment Lyapunov exponent






(t)jp; x 6= 0;  1 < p <1;
exist and are independent of x 6= 0:
For jX"
x
(t)jp;  1 < p <1; we have the following linear equation
(2.7) djX"
x

















where " satises (2.2) with initial data "(0) = x=jxj; the functions Q() and R() are
equal to

















The process "(t) := ln jX"
x
(t)j satises












We see from (2.2), (2.7), (2.9) that jX"
x
(t)jp and "(t) are slow variables and "(t) is a
fast one.
Introduce the variable





cos!1t sin!1t 0 0
  sin!1t cos!1t 0 0
0 0 cos!2t sin!2t




Clearly, the transformation F = F (t) is orthogonal and therefore  " 2 S3: Since (see
(1.9))
(F 1)0F + F 1JF = 0;
we get








where the vector elds vr(t; ); r = 0; 1; :::; q; on S
3 are equal to
v0(t; ) = F
 1



















vr(t; ) = F
 1
ArF   (ArF; F); r = 1; :::; q:







which is a slow variable too. Clearly,
(2.14) ( "3)
2 + ( "4)
2 = 1  Y ":
It is not diÆcult to get










a(t; ; y) = 2
2X
k=1

























(2.17) r(t; ; y) = 2
2X
k=1






































(t; ) = (ArF; F):
Also rewrite (2.9) in variables  " :




















Introduce the slow time s :
s = "t
and new variables




(s="); ~"(s) = "(s="); ~ "(s) =  "(s="):
It is easy to see from (2.15), (2.18), (2.20), (2.12) that





; ~Y ")d ~wr(s);(2.23)





(#; ~ ") ~Z"d ~wr(s);(2.24)












where # = s=" is a fast variable, ~Y "; ~Z"
p
; ~"; ~ " are slow variables, and ~wr(t); r = 1; :::; q;
are the independent standard Wiener processes.




follows from here that if y = 21 + 
2
2; then
~Y " = (~ "1)
2 + (~ "2)
2
: To be in the position for
applying averaging principle, let us for a while consider ~Y " without such a connection with
~ ", i.e., we take y to be not obligatory equal to 21 + 
2
2: Due to the averaging principle
(see [10, 11, 8]), we have to x any y; z; ; and  (of course, with jj = 1) and to nd
averaged a(; y); (r)2(; y); b(; p), rr(); (r)








r(); k; j = 1; 2; 3; 4: Then we are able to write the corresponding system of SDEs for
6
averaged Y ; Zp; ;  : This system can be chosen with a matrix of diusion coeÆcients
having a triangular form so that there is a single noise in the equation for Y ; two noises in
the equation for Zp; three noises in the equation for  1; and so on. Due to the averaging
principle, for any initial y; z; ; ; the variables ~Y "; ~Z"
p
; ~"; ~ " weakly converge to Y ; Zp;
;   as " ! 0: In particular, it follows from here that if y = 21 + 22; then ~Y " (being
equal to (~ "1)
2 + (~ "2)
2) tends to  21 +





Y =  21 +
 22
and the averaged characteristics a; (r)2; b; rr; (r)











b0( ): Below we prove (see Section
3) that if y = 21 + 
2
2 (and !1 6= !2; !1 6= 3!2; 3!1 6= !2); then all the functions a(; y);
(r)2(; y); b(; p), b
0(), rr(); (r)
2(; y) depend on y only. Denote them by (y);
()r(y); (y; p), 







(2.27) d Y = ( Y )dt+
vuut qX
r=1
()r( Y )d w1;




















































We emphasize that the coeÆcients of (2.27)-(2.29) do not depend on  : We also note
that equation (2.27) and the systems (2.27), (2.28) and (2.27), (2.29) can be considered
independently.
3. Evaluation of the coeÆcients of the averaged system
As it was mentioned, the averaged value a(; y) of a(t; ; y) (see (2.16)),







a( ; ; y)d;
depends on y only, i.e., a(; 21 + 
2
2) is the function on y which was denoted as (y):
Analogous formulas are valid for the other averaged values mentioned in the previous
section. In this section we prove these facts and derive formulas for (y); ()r(y);
(y; p); ()r(y); ()r(y); 
0(y):
We begin with the averaging of a(t; ; y):
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; r = 1; :::; q;(3.2)





cos!1t   sin!1t 0 0
sin!1t cos!1t 0 0
0 0 0 0
0 0 0 0
1
CCA






(ArF)kk = (ArF; ) = (ArF;
|
):
The rst two components of the vector | coincide with the rst two components of the





























The lemma is proved.
Thus, the dependence of a(t; ; y) on t and  is realized through the superposition F (t):
It is clear from (2.16) and Lemma 3.1 that a(t; ; y) is a sum of a second order form and
a fourth order form with respect to the coordinates (F (t))k; k = 1; 2; 3; 4:

















































y(1  y); k = 1; 2; l = 3; 4; y = 21 + 
2
2:
The averaged values of the other monomials of the fourth order with respect to (F (t))k;
k = 1; 2; 3; 4; are equal to zero:
(F (t))3
k
(F (t))l = 0; k 6= l;(3.5)
(F (t))2
k
(F (t))l(F (t))m = 0; k 6= l; k 6= m; l 6= m;
(F (t))21(F (t))2(F (t))3(F (t))4 = 0:







(F (t))31(F (t))3 = 0:
We have
(F (t))41 = (1 cos!1t + 2 sin!1t)






















It is clear that















































and the rst formula from above mentioned ones is proved.
We have also

















!1t)  (3 cos!2t + 4 sin!2t):
Further we get
cos3 !1t cos!2t =
1 + cos 2!1t
2










[cos(3!1 + !2)t+ cos(!1   !2)t+ cos(3!1   !2)t+ cos(!1 + !2)t]:
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We obtain from here
(F (t))31(F (t))3 =
8<
:
0; if !1 6= !2; 3!1 6= !2;
3=8; if !1 = !2;
1=8; if 3!1 = !2;
i.e., under the conditions of the lemma (!1 6= !2; 3!1 6= !2), the second formula is proved
too. All the formulae of Lemma 3.2 can be proved analogously.
It follows from this lemma and the expressions for a(t; ; y); r(t; ; y); b(t; ; p), r(t; ),
b
0(t; ) that all the functions a(; y); (r)2(; y); b(; p); rr(), (r)
2(; y); b0() depend
on y only. These functions were denoted correspondingly by (y); ()r(y); (y; p);
()r(y); ()r(y); 
0(y): Due to Lemma 3.2, they can be written explicitly (of course,
after bulky but not diÆcult calculations). The exact formulas are given in the next lemma.
Lemma 3.3. Let !1 6= !2; !1 6= 3!2; 3!1 6= !2: Then (y) can be written as



































































2 + 2a33a44)ry(1  y)2:
Here and below ()r means that the elements inside the parentheses are the elements of
the matrix Ar:
The explicit expressions for ()r(y) and (y; p) are

















+((a13(1  y)  a31y)2 + (a14(1  y)  a41y)2)ry(1  y)




























































2 + (a14 + a41)
2 + (a23 + a32)



























2 + 2a33a44)r(1  y)2;
where (jakj2)r; k = 1; 2; 3; 4; is the square of magnitude of the k-th column vector for the
matrix Ar.




















(a213 + a13a31 + a
2
14 + a14a41 + a
2
23 + a23a32 + a
2
24 + a24a42)ry(1  y)





2 + (a14 + a41)
2 + (a23 + a32)













2 + 2a33a44)ry(1  y)2:
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2 + (a14 + a41)
2 + (a23 + a32)
2 + (a24 + a42)
2)ry(1  y) :








































2 + (a14 + a41)
2 + (a23 + a32)
















2 + 2a33a44)r(1  y)2:
As a result, we obtain the following theorem.
Theorem 3.1. Let !1 6= !2; !1 6= 3!2; 3!1 6= !2: Then the averaged values Y ; Zp; 
(see (2.27)-(2.29)) satisfy the system
d Y = ( Y )dt+
q
( Y )d w1;(3.12)
d Zp = ( Y ; p) Zpdt+ p
Æ( Y )p
( Y )
Zpd w1 + p
q
( Y )( Y )  Æ2( Y )p
( Y )
Zpd w2;(3.13)




















4. Averaged Lyapunov and moment Lyapunov exponents
The averaged Lyapunov exponent is equal to













where (y) is an invariant density for the process Y .
The following lemma can be proved straightforward.
Lemma 4.1. Let !1 6= !2; !1 6= 3!2; 3!1 6= !2: The diusion coeÆcient (y) is positive
on (0; 1) i either
qX
r=1




[(a11   a22)2 + (a33   a44)2 + (a12 + a21)2 + (a34 + a43)2]r > 0
or for any constant 0 < c <1 there exists r = 1; :::; q such that





















then (0) > 0; (1) < 0: If (4.4) is fullled together with one of the inequalities (4.2),
(4.3), then the function
(y)
y(1  y)
is positive on the closed interval [0; 1]:
We shall always assume that (4.4) is fullled together with one of the inequalities (4.2),
(4.3). It is readily to see that in this case the process Y is ergodic. Let us give an explicit
formula for the invariant density (y):
Lemma 4.2. Let !1 6= !2; !1 6= 3!2; 3!1 6= !2; and conditions (4.4) together with one
of the inequalities (4.2), (4.3) be fullled. Then the invariant density (y) of the process
Y is equal to










and C is the normalizing constant. The function q(y) is continuous on the closed interval
[0; 1]:
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Its general solution is





















where C; C are arbitrary constants. It is not diÆcult to see that the polynomial 0(y) 
2(y) is equal to zero at y = 0 and y = 1; i.e., this polynomial has y and (1 y) as factors.
Therefore, due to the last assertion of Lemma 4.1, the function q(y) is continuous on the
closed interval [0; 1]: If we suppose that C > 0 in (4.7), we obtain (y)!  1 as y # 0;
If C < 0; we again obtain (y)!  1 as y " 1: It follows from here that C = 0 in (4.7)
and the lemma is proved.
The averaged moment Lyapunov exponent is equal to














(4.9) Zp(t) = exp(p(t))
and, consequently,





Therefore if we apply the Monte Carlo approach for evaluating g(p); we can use the same
sample trajectories of (3.12), (3.14) for dierent p: Let us note that (4.9) is, as the nal
result, a consequence of (2.10). The formula (4.9) can be obtained by another way using
less calculations, but we prefer the given direct derivation.
In [14], an eective deterministic method is proposed for evaluating moment Lyapunov
exponents for second order stochastic systems. The method is based on the solution
of a Sturm-Liouville problem. Most likely, the method of [14] can be carried over for
evaluating g(p) in our case too. However, this requires additional investigations since the
corresponding Sturm-Liouville problem in the considered case is, unlike [14], singular due
to vanishing (y) at y = 0 and y = 1:
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5. Lyapunov exponent for the original system
In the next theorem we prove that the principal term of the Lyapunov exponent for the
system (2.1) coincides with the averaged Lyapunov exponent :
Theorem 5.1. Let !1 6= !2; !1 6= 3!2; 3!1 6= !2; and conditions (4.4) together with one
of the inequalities (4.2), (4.3) be fullled. Then the Lyapunov exponent " for the system
(2.1) has the expansion
(5.1) " = "+ o(");
where  is the Lyapunov exponent for the averaged system (3.12), (3.14).
















































0(s="; ~ "(s))ds = :






























(Ejb0(s="; ~ "(s))  b0(s="; ~ "(si))j2)1=2ds:
Further, due to the boundedness of b0; @b0=@; and r for  2 S3; we get for si  s 
si + :
Ejb0(s="; ~ "(s))  b0(s="; ~ "(si))j2 = O();
whence (5.4) follows.






















= (b0(~ "(si)) +O("=)) = b
0(~ "(si)) +O("):






0(s="; ~ "(s))ds = E
nX
i=1




  b0(~ "(si)) +
T
"


















  b0(~ "(si)) + T O("=2):

















where jO("1=3)j  C"1=3 with C independent of T:
We recall that b0(~ "(s)) = 0( ~Y "(s)); where ~Y " = (~ "1)
2 + (~ "2)
2
; and that (~ "1)
2 + (~ "2)
2
weakly converges to Y =  21 +
 22 as " ! 0; where Y is the corresponding solution of
(3.12). In addition, let us recall that the process Y under conditions of the theorem is
ergodic with invariant density (y): Let us denote by Y(t) a solution of (3.12) with an
initial density (y): Then Y(t) is the stationary solution of (3.12). Due to ergodicity, for
any Æ > 0 there exists TÆ > 0 such that
(5.8) jE0( Y(t))  E0( Y(t))j  Æ
for any  and t  TÆ:














2 due to (2.11)) has also a stationary
distribution. The same is true for st ~Y
"(s) =st Y
"(s="): Let ~" be the stationary distri-
bution for st ~Y
"(s): Let us x some T  TÆ: Then, due to the averaging principle, there
exists "0 > 0 such that for " < "0
(5.9) jE0( ~Y "

(T ))  E0( Y(T ))j  Æ
for any initial distribution : According to (5.8) and (5.9), we get
(5.10) jE0( ~Y "

(T ))  E0( Y(T ))j  2Æ:
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If we take ~" instead of  (i.e., ~Y "~"(s) =st
~Y "(s)) in (5.10), we obtain for " < "0 and all
0  t <1 :
(5.11) jE0(st ~Y "(t))  E0( Y(t))j  2Æ
since both the distribution of st ~Y
"(t) and the distribution of Y(t) do not depend on t:
















































b0(~ "(s))ds  + 2Æ:
Letting T ! 1 in (5.7), we obtain that for any Æ > 0 there exists "0 > 0 such that for
" < "0












 + 2Æ + jO("1=3)j;
i.e., (5.3) is fullled. The theorem is proved.
Remark 5.1. Most likely, the following assertion is true:
g
"(p) = "g(p) + o(");
where g"(p) is the moment Lyapunov exponent of the original system (2.1) (see (2.6))
and g(p) is the averaged moment Lyapunov exponent (see (4.8)). This fact can be easily
veried for the single-degree-of-freedom oscillator systems considered in [13]. To this aim
we can use the approach of averaging presented in Section 7 to get g(p) explicitly and
then compare this g(p) with the expansion g"(p) obtained in [13]. We underline that the
approach of Section 7 is rigorous for the single-degree-of-freedom systems.
6. Gyroscopic systems with small noise and damping
We begin with transformation of the system (1.2).










in (1.2), we get
(6.2) _u = Bu; B =
0
BB@
0 b1 0 0
 b1 0 0 g1
0 0 0 b2


















If g = 0; then the system (6.2) is of the form (1.5). If g 6= 0; then the change of variables
(6.3) u = Qx; Q =
0
BBBBBB@
b1 0 b1 0
























in the system (6.2) gives
(6.4) _x = Jx;
i.e., a system of the form (1.5). In (6.3) and (6.4), !1 and !2 are dierent positive numbers
satisfying the equation




























































in (1.2), we obtain
(6.8) _u = Bu; B =
0
BB@
0 b1 0 0
b1 0 0 g1
0 0 0 b2


















The further change of variables
(6.9) u = Qx; Q =
0
BBBBBB@
b1 0 b1 0

































translates the system (6.8) to (6.4). Now !1 and !2 in (6.9) and (6.4) are dierent positive
numbers satisfying the equation























































3. Stabilization by noise. We consider the following special case of the SDEs (1.1):
y1   g _y2 + c1y1 + "k1 _y1 +
p
"(~k1 _y1 Æ _w1   ~g _y2 Æ _w3) = 0(6.12)
y2 + g _y1 + c2y2   "k2 _y2 +
p
"(~k2 _y2 Æ _w2 + ~g _y1 Æ _w3) = 0 ;




jc1j (i.e., under " = 0 the system is stable), k1 >
0; k2 > 0: If ~k1 = ~k2 = ~g = 0 (i.e., there is no noise), then the system is asymptotically
stable i " > 0 and the following conditions are fullled (see (1.7)):
c2
c1
k1 < k2 < k1;(6.13)
g
2
> jc1j+ jc2j+ "2k1k2 +
(k2c1   k1c2)2 + c1c2(k1   k2)2
(k2c1   k1c2)(k1   k2)
:
Below we consider an example (Example 6.1) for unstable case when k2=k1  c2=c1 and
succeed in stabilizing the system by noise.
The system (6.12) has three noises: the rst noise is concerned to the positive damping,
the second one { to the negative one, and the third noise { to the gyroscopic forces. Our
goal is to investigate how a small positive and negative damping together with a small
noise aect the stability of the gyroscopic system. Let us transform the system (6.12)
to the standard form (2.1). Due to the change of variables (6.7)-(6.11), we obtain the
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Stratonovich SDE

















 k2(jc1j+ !21) 0  k2(jc1j+ !22) 0
0 k1(jc2j+ !21) 0
k1!2(jc2j+ !21)
!1












0 0 0 0
0 jc2j+ !21 0
!2(jc2j+ !21)
!1














jc1j+ !21 0 jc1j+ !22 0
0 0 0 0
 (jc1j+ !21) 0  (jc1j+ !22) 0



























The SDE (6.14) can be rewritten in the Ito form as

























 k2(jc1j+ !21) 0  k2(jc1j+ !22) 0
0 k1(jc2j+ !21) 0
k1!2(jc2j+ !21)
!1








(6.21) k1 = k1 +
~g2   ~k21
2




In particular, it follows from these expressions that A0 = ~A0 (Stratonovich and Ito SDEs
coincide) for the case ~k21 =
~k22 = ~g
2.
Example 6.1. Let c1 =  2; c2 =  1=2; g2 = 5 in (6.12). Then












































; A1 = ~k1
0
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We note that if ~k21 =
~k22 = 0; then (y) = 0 for y = 8=13; i.e., this is the case for which
the conditions of Lemma 5.1 are not fullled.
Due to (6.13), the system (6.12) in the absence of noise (i.e., ~k1 = ~k2 = ~g = 0) is









if " > 0 is small






by noise. Very often a noise
acts as a negative friction and we may expect that ~k2 acts as an increase of k2 and ~k1 as
a decrease of k1: Consequently, the presence of a damping noise (~k1 6= 0; ~k2 6= 0) can act
so as if the quotient k2=k1 increases and the system becomes stable. As for noise in the
gyroscopic forces, we see from the expression for 0(y) that the quadratic form under ~g2
is positive denite and, most likely, this noise does not lead to stability in this example.
Let us put




~k2; ~g = 0:
Then if  = 2=5;
(6.26) 0(y) =  
3
10











We see that for any k > 0 the quadratic form 0(y) < 0 for 0  y  1 if ~k2 is suÆciently
small. Therefore for the systems under consideration the stabilization by noise is possible.
Let us underline that this is impossible for oscillating systems with one degree of freedom,
see [13], [9], of course, we keep in mind the systems in the sense of Stratonovich. For the






( 42 + 78)k + ~k2(247  531:5y)
~k2(80 + 217y   265:75y2)
:










where C is the normalizing constant.
In Table 6.1, the results of computing the Lyapunov exponent are given for  = 0:39; k1 =
k = 20; k2 = 7:8 (i.e.  = 0:39), and dierent ~k
2
:
Let us consider another case when






We recall that in this case the systems in the sense of Stratonovich and Ito coincide. If
 = 1=2 then the considered system in the absence of noise is asymptotically stable. Our
22
Table 6.1. Results of computing the Lyapunov exponent in the case
(6.25). The parameters are  = 0:39; k = 20:
~k2 0:05 0:1 0:3 0:7 1:0 1:2 1:5
 0:1174 0:0681  0:1274  0:3029  0:1378 0:0650 0:4524




















 3k + ~g2(33:8  185:05y)
~g2(145:6 + 3:8y   92:525y2)
:
For k1 = 20; k2 = 10 (i.e. k = 20); the calculations give  =  1:564 if ~g2 = 0:1,
 =  0:3082 if ~g2 = 0:6,  = 0:0245 if ~g2 = 0:7.
7. Another approach to averaging
Let us apply the following change of variables to the system (2.1) (for simplicity in writing
we omit " at X"):
X1 = r1 cos'1; X2 = r1 sin'1;(7.1)
X3 = r2 cos'2; X4 = r2 sin'2:
We get















2 + cos'1dX1 + sin'1dX2
r1d'1 =   sin'1dX1 + cos'1dX2   dr1d'1:















































































Now we substitute Xk; k = 1; 2; 3; 4; according to (7.1) in (7.2)-(7.3). The obtained
equations contain four stochastic variables: r1; r2; '1; '2. The variables r1 and r2 are
slow and '1 and '2 are fast: '1   !1t, '2   !2t: Averaging gives us an autonomous
stochastic system with respect to r1 and r2 which is homogeneous in r1; r2 of degree
one (see [1]). Hence, the known procedures concerning Lyapunov exponents and moment
Lyapunov exponents for linear systems can be employed to system (7.2)-(7.3).
We would like to emphasize that the derivation in this section (and in [1]) is not rigorous.
In particular, diÆculties in giving a rigorous proof are due to the fact that both r1 and
r2 from the denominators of (7.2) and (7.3) can take zero values at some moments of
time. At the same time a number of numerical experiments for evaluating principal
terms of Lyapunov exponents show coincidence of the results obtained by two considered
approaches.
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