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All current docking methods starting with rigid-body docking do not perform well on 
protein complexes with significant conformational change during formation and it is 
urged that new tactics should consider potential conformational change(s) during 
complex formation. At present, there are no visualization programs dedicated to 
structural perspectives of protein-protein interaction (PPI) study. No single existent 
program simultaneously provides a handy interface for manipulating molecular 
objects (protein chains), a quick focus on a particular amino acid residue for the sake 
of reference/comparison to literature and an unambiguous and stereo representation to 
distinguish among chains or even atoms; and most importantly, interface-related 
functions are limited. 
In this study, we have examined the problem from a kinetic and thermodynamic 
perspective. We have developed a visualization program based on the utilization with 
enhancement to aid PPI studies. Interfaces of nine non-homologous protein complexes 
with PDB records, equilibrium and association rate constants have been dissected and 
employed as a guide in the location of protein-protein interaction site. The difficult 
cases mentioned in (Chen et al. 2003,52) were then investigated. We found that there 
is a systematic way helps identify the PPI sites in such difficult cases. We expect 
formulation of our qualitative identification procedures into automatic validation and 
analysis can test its classification power upon general PPI site identification for 
integration into existing docking algorithms to increase sensitivity. 
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Chapter 1. Introduction 
1.1 Background of protein structures 
Proteins, regardless enzymes, transport proteins, nutrient and storage proteins, 
contractile or motile proteins, structural proteins, defence proteins, regulatory proteins 
and others resemble small tools which contribute to the overall complexity of an organism. 
Proteins have four levels of structure, namely, primary, secondary, tertiary, and 
quaternary structures. 
Primary structure of a protein refers to the inherent amino acid sequence. There are 
20 common amino acids. Amino acid, literally, is a chemical with amino and acid groups 
as basic constituents. In feet, with a central carbon (called alpha carbon) connecting the 
amino and acid groups, there are two more substitutes. One is a hydrogen group and the 
other one is the side-chain group (R) which distinguishes one amino acid from the other. 
Figure 1 shows the 20 amino acids in three letter code (the last 'N' is added by insightll 







Figure 1. 20 standard amino acids rendered by insightll amino acid templates 
The 20 amino acids can be categorized according to different properties, just to list 
some, hydrophobicity, polarity, aromaticity and so on. Some amino acids belong to more 
than one category and how good the classification is depends on the occasion referring to 
the classified. For example, when a tyrosine residue is involved in hydrogen bonding, it is 
more frequently referred to be polar rather than aromatic. 
•2 
After formation of a peptide bond with condensation of water, only residues of the 
corresponding original amino acids remain. 
H H H O H 
I I I 丨 丨 I 
H 2 N - C - C O O H + H2N-C-COOH + H 2 N - C - C - N - C - C O O H + H2O 
I I I I I 
Ri R2 RI H R2 
Through a series of peptide bond formation, a one-dimensional sequence can be 
obtained. The following sequence shows the primary structure (in one letter code) of a 
Staphylococcal nuclease of Protein Data Bank (PDB) ID 5nuc. 
I h k e p a t 1 i k a i d g d t x k l m y k g q p m t f r 1 1 I v d t p e t k h p k k g v e k y 
g p e a s a f t k k m v e n a k k i e v e f d k g q r t d k y g r g l a y i y a d g k m v n e a 1 v 
r q g l a k v a y v y k p n n t h e q h l r k s e a q a k k e k l n i w s 
Secondary structure of a protein refers to regular, recurring anangements in space of 
adjacent amino acid resides in a polypeptide chain resulted from the hydrogen bonding 
network along the polypeptide chain. Kabsch W. & Sander C. defined eight different 
secondary structures based mainly on hydrogen bonding patterns. Hiey are H (alpha 
helix), E (extended strand, participates in beta ladder), G (3-helix (3/10 helix)), B (residue 
in isolated beta-bridge), I (5 helix (pi helix)), T (hydrogen bonded turn), S (bend) and C 
(random coil). 
Tertiary structure of a protein refers to an overall three-dimensional structure. It is 
largely deteimined by the primary structure, secondary structure and environment, e.g. 
denaturing agent such as urea can modify it. Quaternary structure of a protein refers to the 




1.2 Background of protein-protein interaction (PPI) 
1.2.1 Quaternary structure and protein complex 
Protein-protein interactions (PPI) are ubiquitous in cellular processes such as 
catalysis, signal transduction, transport and antigen recognition. The interacting product, a 
protein-protein complex, can be a "quaternary structure", an "enzyme-inhibitor complex" 
or a "ligand-receptor complex". 
A quaternary structure assembly has several advantages. It can perform efficient 
catalysis of metabolic pathway and a large complex formed from copies saves genetic 
material. In addition, shorter length reduces the probability of transcription and translation 
error (Lehninger, Nelson, and Cox 1993, 2nd). Higher organisms evolve mechanisms for 
combating potentially harmfiil entities by distinguishing self and foreign protein. Another 
example of self-protection is control of protease activity. Activation of a proenzyme can 
be achieved by specific PPI with an activating enzyme followed by cleavage of the 
proenzyme. A protease can also be deactivated by blockage of a protein inhibitor. It would 
be no exaggeration to say that PPI has brought about life's complexity. With the growing 
body of experimentally determined protein three-dimensional structure and significant 
advances in scoring functions, virtual screening of peptide or organic ligands libraries has 
become a vital computational tool for ligand-matching identification (Berman, Heniick, 
and Nakamura 2003, 10;Boehm et al. 2000, 43;Gohlke and Klebe 2001, ll;Grunebeig, 
Wendt, and Klebe 2001, 40;Hopkms, Vale, and Kuntz 2000, 39;Oprea 2000, 14;Pickett, 
McLay, and Claik 2000，40;Tame 1999,13). Protein-protein Docking is a distinct field of 
study on predicting PPI site. Indeed, it is so important that a world-wide competition has 
been held for several years to nurture the development of this field. In the next section, we 
are going to focus on previous work on PPI study and the motivation of this study. 
1.2.2 Previous related work 
Since the first Critical Assessment ofPRediction of Interactions (CAPRI) (Janin et al. 
2003, 52) - a community wide experiment on the comparative evaluation of 
[ 
protein-protein docking for structure prediction hosted by European Molecular Biology 
Laboratory (EMBL)/ European Bioinformatics Institute - Macromolecular Structure 
•4 
Database (EBI-MSD) Group in 2001 - the effort input in protein-protein docking has been 
more than ever. A comprehensive review on the state-of-the-art docking methods and 
their achievement can be found elsewhere (Vajda and Camacho 2004, 22). In summary, 
all the existing methods mainly adopt rigid-body docking and their splendid triumphs in 
rational design (Gaseidnes et al. 2003, 16;Sansom, Hoang, and Turner 1998, ll;Selzer, 
Albeck, and Schreiber 2000, 7) are overshadowed by limited performance in protein 
complexes with significant conformational change. In 2003, Chen et al. compiled 7 such 
"difficult cases" into their benchmark (Chen, Mintseris, Janin, and Weng 2003, 52), 
which still remain a hurdle to overcome, even incorporating increasing knowledge about 
the interface characteristics such as size, shape, amino-acid composition, packing, 
solvation potential, hydrophobicity, protrusion index and accessible surface area and 
secondary structure (Chakrabarti and Janin 2002, 47;Jones and Thornton 2000) into 
scoring fimction. Simple rigid body docking has its buttress. It m ^ s a biological problem 
into a geometrical problem, in which mathematical formulas, signal processing and 
computational techniques are mature enough to deal with. In fact, even for those 
complexes with significant conformational change during the binding stage (Camacho 
and Vajda 2001, 98;Ofran and Rost 2003, 325), almost all the resulting complexes have 
good complementarity. This may be a reason why there are so many researchers favor that 
the hydrophobic interaction as a dominant driving force for both protein folding and 
complex formation. 
Besides relying on docking algorithms, simulation engines can also be a way to 
resort to. With the advent of supercomputing and deeper understanding upon kinetics and 
thermodynamics，atomic and sub-atomic properties, scientists have integrated mathematic 
models into computer programs to describe or predict molecular behavior of interested 
subject, which is generally termed simulation. Research and development of application 
of molecular mechanics/molecular dynamics (MM/MD) or even quantum mechanics 
(QM) for protein-protein recognition site burgeon after solution of many-particle system 
becomes available within acceptable accuracy, provided that the problem per se is not 
tricky (Goodman 1998;Lewars 2003;Moore 2002). MM/MD mainly focuses on atom 
level while QM concentrates on electron level. The lower level at which a simulation 
studies, the more accurate result can be obtained, in the expense of longer simulation time. 
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Nevertheless, the nature of problem can render MM/MD solution as accurate as QM's 
(Goodman 1998). Appreciating the faster response time of MM/MD and the accuracy of 
QM, MM/QM has been developed. The gross search mainly relies on MM while the detail 
exploration (e.g. molecular interface) is handled by QM. Still, accurate energy calculation 
on a system by molecular or quantum mechanics very much depends on good parameters. 
And the initial geometries of the interacting candidates can affect the outcome 
tremendously. All these make the simulation process sometimes unreliable. 
We have already mentioned about the automated identification methods for PPI 
studies. In feet, visualization programs can also help shed light on prediction. An old-line 
and renown one is RASMOL (Sayle and Milner-White 1995，20). It is free and versatile 
and has been developed into a web-based version with helps and tutorials (Martz 2002, 
27). Another free popular program is Swiss-PdbViewer (Guex and Peitsch 1997, 
18;Martz 2002, 27). With regards to commercial products. Insight n is a representative 
molecular graphics program integrated with robust modeling and simulation algorithms 
such as CHARMm and Ludi. More resources of computational methods or software can j 
be found at http: //www. imb-i ena. de/i cb/ppi/. i 
Inasmuch as the existing criteria help little on guiding the identification process, we i 
i probe the problem from a different viewpoint - a kinetic and thermodynamic perspective. 
1.2.3 The kinetic and thermodynamic formalism 
The formation of a complex from proteins A and B can be modeled by the following 
equation: 
A + B - A B - AB* 
where AB and AB* signifies protein-protein interaction that may involve 
conformational change which can be a rate-limiting step. 
Rate = ka[A][B], 
where ka is an association rate constant 
Prokaiyotes and eukaryotes have evolved to regulate related genes which can then be 
more or less expressed and taigeted to the same location simultaneously (Jimenez, 
Mitchell, and Sgouros 2003, 4). This can maximize the effective concentration of the 
6 
A 
I interacting proteins through the "synchronous" manipulation of delicate mRNAs and 
I minimizing the damage of unassociated subunit(s) or protein(s) from oxidative stress or 
I intracellular degradation. Compartmentalization (Macchiarulo, Nobeli, and Thornton 
I 2004, 22) in eukaryotes is believed to enhance encounter rate and only fully-assembled 
I receptor could be found from the vesicles secreted from ER (Griffon et al. 1999,18). 
I TTie rate of reaction is formulated as the product of collision frequency (€；), fractions 
I of collisions with sufficient activation energy (fna) and proper orientation (f�). The same 
I fectors can be, though not exclusively, applied to describing protein-protein interaction. 
I While Stokes-Einstein-Smoluchowski equation indicates that the rate constant for 
I diffusion-controlled collisions between two types of hard spheres in solution is 
I kcoUuion = 8RT/3, 
I which gives the upper limit of magnitude of about 10 ,^ Northrup and Erickson's pioneer 
I work on Brownian dynamics computer simulations has set a typical order (Griffon, 
I Buttner, Nicke, Kuhse, Schmalzing, and Betz 1999，18;Northrup and Erickson 1992, 89) 
I of only lO^Nf^s'^  for the diffusion-controlled association rates of protein-protein 
I interaction under typical conditions. Janin attributed the reduction factor to fo but also 
aigued that favorable charge or dipole orientation can actually speed up the interaction 丨 
(Janin 1997’ 28). In fact, electrostatic interactions can also lower Ea by favorable enthalpy 
to compensate the unfevorable decrease in translational, rotational and side chain 
I conformational entropies. On the other hand, it also modulates fc by bringing the ； 
oppositely charged molecules closer to each other. Indeed, favorable chaige-chaige r 
interaction can accelerate the association process, which has been demonstrated by mutant 
studies and alteration of ionic strength in medium (Janin 2000;Selzer, Albeck, and 
Schreiber2000, 7). 
The stability of a protein complex under given conditions is usually represented by 
dissociation equilibrium constant, Kd, which is defined as: 
The lower the Kd the more stable complex is formed. 
It is interesting to note that, depending on the binding potential energy surface 
(Lewars 2003), kinetic and thermodynamic effects can affect the product of a reaction to 
7 
different extent. This is exemplified by a classical reaction of halogenation of a 
1,3-butadiene at different temperatures. The 1,4-addition needs higher activation energy 
for the less stable 1° allylic caibocation intermediate. Nevertheless, the internal alkene 
formed is more stable than its 1,2-adduct counterpart. Therefore, thermodynamic product 
favors the 1,4-adduct but the 1,2-adduct fornis faster as it needs lower activation energy 
for the reaction to proceed. 
H2C=CH-CH=CH2 + HBr — H3C-CHBr-CH=CH2 + H3C-CH=CH-CH2Br 
1,2-adciuct 1,4-adduct 
At low temperature 7 3 
At high temperature � 2 8 
The significance of the lesson of conjugated diene addition for studying 
protein-protein interaction is substantiated by the reports on kinetic and thermodynamic 
control of protein-protein interactions (Klein, Pawson, and Tyers 2003, 13;Machius et al. 
2003,278;Satulovsky, Carignano, and Szleifer 2000，97). 
Although Coulombic interaction is putatively fer-reaching and strong, a 
charge-charge attraction (or repulsion) can be weakened by a dielectric medium and 
coimterions (Isaelachvili 1992). Thermal fluctuation also plays a role in deteimining the 
strength (high temperature allows more thermodynamic product). Bjemim proposed that: 
4 肪o^A 
where 1B is called Bjerrum length, which represents a statistical upper limit of the distance 
of the interacting charges to be effective under the thermal fluctuation at temperature T 
(Tuszynski and Kurzynski 2003). 
In polar solvent such as water with Er set to 80 and pH of 7.0 and at physiological 
temperature of 310K, the following theoretical IB'S can be calculated. 
qi & q2 1B bamase Barstar 1B Reference 





In fact, chaige-charge interaction cannot be used as a sole parameter for recognition. 
It is only a thermodynamically favorable docking can bring about a stable complex. 
Hydrophobic effect remains important since water is always a major component of a cell 
to an organism, even be true for continuous water loss from aging (Timiras and Leaiy 
2003，3rd). Nevertheless, charge topology on a putative interacting protein is still 
informative enough to be considered as an identifier for recognizing PPI site. 
By considering energy landscape in PPI, even be there a conformational change, 
twisting does not occur at any amino acid residue ad lib as sufficient activation energy 
must be supplied to make the change happen. The more stable a current conformation is, 
the more reluctant it is to change. What we can exploit this knowledge is to identify stable 
regions - i.e. high energy barriers in an existing conformation - and recognize them as 
rigid regions. In other words, we can look for other pliable zones. The clue leads to taking 
secondaiy structures and disulfide bridge into consideration. Amino-acid composition has 
been selected as the last PPI site identifier. There are two reasons. First, primary structure 
has been proved to be an informative classifier as in the case of sequence alignment 
Second, amino-acid composition actually has already included some of the well-studied 




Chapter 2. Materials and Methods 
Protein Data Bank (PDB) (Berman, Henrick, and Nakamura 2003, 10) records are 
three-dimensional structure data of large molecules of proteins and nucleic acids. In this 
study, we are only interested in hetero-obligomer and hetero-complex (Ofran and Rost 
2003, 325). Among 20000 and more records under the category "Proteins, Peptides, and 
Viruses", we have isolated 9 of them which have documented association rate and 
dissociation equilibrium constants and of no significant homology for interface dissection. 
With analysis aided with kinetic and thermodynamic perspectives, properties learnt from 
this training set were directly 印plied to a testing set comprising 6 non-homologous 
complexes and 6 "difficult cases" (Chen, Mintseris, Janin, and Weng 2003, 52). 
Executable and test data are compressed into a single ZIP file and is available at 
http://www• ice.mbt.cuhk.eduM/PPI.zip. The executable is the file main.exe under the 
extracted folder "exe" and the test data are under "pdb". Users can put their own PDB files 
under the "pdb" directory for analysis. 
2.1 Amino acid composition representative power modeling 
2.1.1 Propensity level modeling 
We incorporated previous studies on interfece propensities and discretized the continuous 
spectra into three categories (1, 0，-1) which represent high, medium and low tendency of 
an amino acid residue to form an interface. The propensity level was assigned after 
clustering the interfece propensity numerical values by identifying abrupt change point as 
the boundary. 
Table 1. Propensity Level from Chakrabarti's group data (Chakrabarti and Janin 2002, 
47) 
Residue Interface Propensity 
Propensities Level 
Ly^ -0.396068376 
Gin -0.350133333 -1 
Ser -0.346037736 -1 
Ala -0.331794872 -1 
10 
Thr -0.31488 -1 
Pro -0.291578947 -1 
Glu -0.265757576 -1 
Asp -0.227164179 -1 
Asn -0.04779661 0 
Val 0.095666667 0 
Arg 0.119147287 0 
Gly 0.150925926 0 
Leu 0.2995 0 
lie 0.567916667 1 
Phe 0.6075 1 
His 0.630597015 1 
Cys 0.882647059 1 
Met 0.913 1 
Tyr 0.932 1 
Trp 1.121111111 1 
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By using results presented by Bogan and Thorn's observation (Bogan and Thorn 
1998，280), the ambiguous values of Asn (0.93) and He (1.79) may flaw the classification 
but they were just assigned as so and they would be taken care at a consensus derivation 
stage. 
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Table 2. Propensity Level derived from normalizing Bogan and Thorn's results (Bogan 
and TTiom 1998,280) 
„ . , Enrichment Propensity 
Residue . “ 本 , , 
in hot spots Level 
~ ^ 0 ^ 
Val 0 -1 
Leu 0.01 -1 
Ser 0.21 -1 
Thr 0.28 -1 
Gly 0.45 -1 
Met 0.54 -1 
Phe 0.56 -1 
Gin 0.58 -1 
Glu 0.68 -1 
Asn 0.93 -1 
Lys 1.17 0 
Pro 1.25 0 
His 1.49 0 
Asp 1.67 0 
lie 1.79 0 
Tyr 2.29 1 
Arg 2.47 1 
Trp ^ 1 
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For the data (Keskin et al. 2004, 13) from Keskin's team, again the clusters are not 
distinct and the boundary cases will be paid special attention to. 
Table 3. Propensity Level derived from Keskin's team data (Keskin, Tsai, Wolfson, and 
Nussinov 2004,13) 
Residue Interface Propensity 
Propensities Level 
^ 0.671 ^ 
Lys 0.732 -1 
Pro 0.735 -1 
Asp 0.826 -1 
Glu 0.866 -1 
Ala 0.9 -1 
Thr 0.942 0 
Gin 0.954 0 
Ser 0.955 0 
Val 0.986 0 
lie 1.068 1 
Trp 1.075 1 
His 1.076 1 
Met 1.083 1 
Asn 1.109 1 
Leu 1.127 1 
Arg 1. 14 1 
Phe 1.213 1 
Tyr 1.318 1 
Cys 1.427 1 
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Jones and Thronton's experiment (Jones and Thornton 2000) classification is as 
follows: low (0.5 - 0.85); medium (1.1 - 1.2) and high (1.8-2.6) sets of propensity level. 
Table 4. Propensity Level estimated from Jones and Thronton's data (Jones and Thornton 
2000) 
„ . , estimated Propensity 
Residue . , ^ 
values Level 
Pro 0.5 -1 
Ala 0.6 -1 
Asp 0.6 -1 
Lys 0.6 -1 
Glu 0.7 -1 
Ser 0.75 -1 
Thr 0.75 -1 
Gin 0.8 -1 
Gly 0.85 -1 
Arg 1. 1 0 
Asn 1. 1 0 
Leu 1. 1 0 
lie 1.2 0 
Val 1.2 0 
Met 1.8 1 
Cys 1.85 1 
His 2 1 
Phe 2 1 
Tyr 2.2 1 
Trp 2.6 1 
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Ofran and Rost's work (Ofran and Rost 2003,325) classification is: low (0.5 - 0.85); 
medium (1.1 - 1.2) and high (1.8-2.6) sets of propensity level. 
Table 5. Propensity Level estimated from Ofran and Rost's data (Ofran and Rost 2003, 325) 
„ . , estimated Propensity 
Residue , , i 
values Level 
“ A H ^ ^ 
Lys -0.35 -1 
Ser -0.3 -1 
Asp -0.2 -1 
Glu -0.2 -1 
Gly -0.1 -1 
lie -0.1 -1 
Leu -0. 1 -1 
Val -0.1 -1 
Gin 0 0 
Pro 0 0 
Thr 0 0 
Asn 0. 15 1 
Cys 0.2 1 
Met 0.2 1 
His 0.3 1 
Phe 0.35 1 
Arg 0.4 1 
Tyr 0.75 1 
Trp 1. 1 1 
S-0.2 A y G P T A C.M H P A啼 Ijj 
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Table 6. Numerical value range for classification of propensity level 
Assigned p f ^二d (Jones and ( P f ^ T — (Bogan and Thorn (Chakrabarti and 
^ T e T e T ' n T 彻 mt�n2(X)0) ^ » o o t l 3 ) 灘 ， 2 8 0 ) Janin 纖，47) 
Meaass i ii = BSBsassBsssssssasss ESSSSS^^B^^^BSS: KSSSS^ ^^ S^SSS^ ^^ BSSS B=saa saas^ ^^ s^! 
-1 -0 .5 to -0 .1 0.5 to 0.85 0.671 to 0.9 0 to 0.93 -0. 396 to -0.227 
0 0 to 0 1.1 to 1.2 0.942 to 0.986 1.17 to 1.79 -0.048 to 0.300 
1 0.15 to 1.1 1.8 to 2. 6 1. 068 to 1. 427 2. 29 to 3. 91 0. 568 to 1.121 
We then assigned green and white tone blended with the color of unchaiged atoms of 
a particular chain to represent a particular residue to be of high and medium propensity 
level; and coloring without blending to represent low propensity level. 
2.1.2 Polar atoms visualization 
Within the 20 standard amino acids, there is a significant number of members is 
hydrophilic or polar (including the chaiged ones) and can form intennolecular 
hydrogen-bonds, of typical hydrogen bond length found in protein to be SA (Copeland 
2000, 2). From interface study (Xu, Tsai, and Nussinov 1997，10), hydrogen bonding is 
able and not biased to any nitrogen or oxygen on a protein. Therefore, we used a green 
tone color to represent these two polar atoms (regardless of belonging to main chain or 
side chain) to distinguish them from other atoms excluded from those reserved to 
represent charged positions.. 
2J2 Rigid structure representative power modeling 
To represent the rigid framework of a protein, secondary structure and disulphide 
bond visualization was substantiated. We adopted Kabsch and Sander's convention and 
visualize the secondary structure (Kabsch and Sander 1983,22). 
2 3 Electrostatic potential modeling 
2.3.1 Charge residence 
The charge of a protein comes mainly from, ionization of its ionisable amino acid 
residues. By Hendersson-Hasselbach Equation, pH = pKj. + log [皿pm她巧d fon^] � 6 [protonatedfoim] 
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and assuming a physiological pH of 7，we can plug in some statistical figures and estimate 
the ratio of ionized and unionized amino acid residues. 
Table 7. Ionization ratio calculation of selected amino acids 
Amino acid *PKr 
improtonate protonate 
Histidine 6.45 N/A 0.281838 
"Aspartate T o T " 1122.01845 N/A 
Glutamate 354.813389 N/A 
"^terminus ~ 1 6 ~ 2511.88643 N/A 
—Lysine ~ l o T " N / A 1 5 8 4 . 8 9 3 
Arginine ~ 1 1 5 ~ N / A 3 1 6 2 2 7 . 8 
N-terminus 7.45 N / A ~ 2.818383 
ty ros ine ~ ^ ~ 0.00158489 N/A 
Cysteine ~ ^ ~ 0.03162278 N/A 
Serine ~ 1 3 ~ 0.000001 N/A 
"riieionine 13 0.000001 N/A “ 
*PKr values adapted from (Hamaguchi 1992) 
Under physiological pH (~7) condition, only arginyl, lysyl, and histidyl residues and 
N-terminus are considered positively charged; glutamyl, aspartyl and C-temiinus residues 
are considered negatively charged. The sp^-hybridized carbon (CZ, CEl, CG, CD) in the 
side chain was settled as having the highest probability to detect (carry a major portion of) 
negative or positive chaise. For N-terminus, the positively chaige was assigned on the 
nitrogen atom directly while the C-terminus was again to have sp^-hybridized carbon 
assigned the negative charge. The other atoms in amino acid (residues) were considered 
unchaiged Figure 2. 
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Figure 2. Atom attributes modeling. (Starting from left) Aiginyl, histidyl, lysyl, 
glutamyl and aspartyl. The spheres and labels represent positively and negatively 
chaige atoms assigned. Figure is drawn by using insightll amino acid templates 
2.3.2 Minimum Ribbon (MR) 
Previous studies of TroponinC-Troponinl (TnC-Tnl) demonstrate that the 
interactions are localized in clusters and yield "a knob into a hole" phenomenon (Baldwin 
and Rose 1999，24;Ngai and Hodges 2001, 83;Ngai and Hodges 1992, 267;Ngai, 
Sonnichsen, and Hodges 1993,269). The TnC protein contains an interacting groove with 
chiefly amino acid residue composition - surrounding parallel negatively charged Asp's 
and Glu's; and hydrophobic residues residing at the centre - of the "hole" structure; 
whereas its interacting partner, Tnl protein adopts a configuration with positive chaises 
Lys's and Arg's and a structured hydrophobic "knob", complementary to the defined 
configuration of the hole. It seems reasonable that an intermediate structure may be 
formed in advance of the protein complex. This inspires us to test the existence of such a 
structure by highlighting the hydrophobic core and the charge rim. Rather than tackling 
the problem by coping with overwhelming field lines, we have focused on locating a 
charge ribbon. By considering the ribbon as an irregular polygon which can be broken into 
triangles, the location process is transformed into triangle identification process. The 
procedure of derivation is detailed as follows. Use a defined seed ion to locate its nearest 
neighbor. Their mid-point acts as a reference to obtain another nearest neighbor. As a 
result, the first triangle vertices have been defined. The centroid of the triangle will be 
employed to find its nearest neighbour, which is used to form another triangle with the 
two nearest neighbours from the very previously formed triangle. Triangles are then 
added up in a similar manner. The aforementioned concepts are formulated by the 
following definitions. 
Atom attributes 
Let P, N and U represent three sets of atoms having the properties of positively 
；！ charged, negatively charged and unchaiged respectively. Then we can define: 
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A = {ai I ai is an atom} 
N = {ni I Hi e A, "C" at C-teiminus, "CG" and "CD" Figure 2} 
P = {PI I Pi e A, ''N" at N-temiinus, "CZ", "CEl and "NZ" Figure 2} 
C = { C I | V C I 6 N O R V C I 6 P } 
Each ai carries the information of Cartesian coordinates by which ai.x, aj.y and ai.z 
represent. Hence ai can be treated as a vector. All Ci's additionally carry their own tags and 
positions in tiie protein backbone to fecilitate CR computation. 
Displacement vector and surface 
Define D(ai,巧)as a displacement vector from aitoaj. A surfece S is defined as S = (Ci, 
Cj, Ck} where i ^^k & (ci, cj, Ck} [ C. Geometrically, S represents a triangle with area 
S A . 
Charge ribbon (CR) 
A patch R is an irregular seamed surface. R = {Si, S2, ，Sn} is an ordered set of 
surfeces where the number subscript of the surface represents the order of formation. ci 
denotes a "seed" from which location is employed to find its nearest neighbor C2. The 
mid-point of ci and Ca is then used as a reference to locate the nearest neighbor C3 
excluding Ci and C2. All used Ci's will not be the target in subsequent location process. 
Then, the centroid of Si = {ci, C2, C3}becomes the reference and its nearest neighbor C4 is 
located. C4 is used to form S2 with two elements ai and a2 of Si such that |D(c4, as)] > |D(c4, 
aOI and |D(c4, as)! > |D(c4, a2)|. The centroid of S2 will become a new reference and the 
search process continues until all the elements of a given C have been exhausted. CR is 
obtained by the exhaustive search on given number of Ci to be used i n C . The procedure is 
the same for both global and local CR search except the seed is fixed in the latter one. One 
can study the pseudocodes Figure 3 for further reference. 
i 
global variable: num, 
function RIBBON (no, user selection) returns Minimum Ribbon 
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local variables: Ca, j, area 
num ~no 
area ~ 0 
repeat 
repeat 
cj.tag ~ '\mmarked" 
j ~ j + 1 
untilj =num 
Ca, no ~ PICK-SEED (user_selection, Ca, no) 
if Ca = NULL 
area ~ 0 
return 
ca.tag ~ ''marked'' 
obtain D(ca, Ca') such that ID(ca, ca')1 ~ ID(ca, en)1 where en.tag = ')mmarked" 
ca·.tag ~ "marked" 
locate mid-point Xa,a' 
obtain D(Xa,a', Ca") such that ID(Xa,a', ca")1 < ID(Xa,a', en)l, where en.tag = 
'\mmarked" 
Can.tag ~ "marked" 
/* lD(ca, ca')I, ID(ca, ca")1 and ID(ca·, ca")1 fonn the perimeter of the first 
surface */ 
area ~ area + 0.5 * ID(ca, Ca') X D(ca, ca")1 
repeat 
locate centroid Xa,a·.a" 
obtain D(Xa,a',a", caj) such that I D(Xa,a',a", cj)1 ~ ID(ca, en) I where en.tag = 
'\mmarked" 
c/tag ~ "marked" 
sort ID(ca, cj)l, ID(ca·, caj)1 and ID(ca", cj)1 
with out loss of generality, take |D(ca", CaOl as maximum of three 
area area + 0.5 • |D(Ca^  Ca) x D(ca^ Ca’)| 
until j = num 
until no = 0 
return area 
function PICK-SEED (user—selection, Ca, no) returns number of searches left， 
seed 
local variables: j 
if user—selection = from一screen 
seed MAP-MOUSE-COORDINATES-TO-LOCATE 
no<-0 




if Cj .position = ftombackbone 
seed Cj 
return no, seed 
j ^ j + 1 
until j = num 
seed <r NULL 
else 
seed Cno 
no ^ no - 1 
return no, seed 
Figure 3. pseudocodes for finding a minimum ribbon 
.... • I i ! r • :”. • 
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2.4 Examination of interface 
Any atom-pair, formed by two atoms from different protein chains, which are within 
6人印art, was assigned to be a member of interface. Six angstroms was chosen to be the 
default value by the virtue of beta sheet inclusion (Ofran and Rost 2003, 325). 
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2.5 Identification procedures of a binding site 
1. First uncheck "show object" checkbox, this makes sure the added PDBs except 
the first one are not displayed. This identification process can then be performed 
without bias. 
2. Check "add PDB" to tell the system to add but not replace the existing model 
3. Add the co-crystallized PDB files 
4. After all are added, click "Label", now the interfece atoms are memorized 
5. Check "randomize" to tell the system to add new model with perturbing its 
coordinates so they will not display in a near-native orientation 
6. Add the unbound PDB files 
7. Export an interface list from one of the co-crystallized partner 
8. Import the inter&ce list from the corresponding unbound partner 
9. Repeat the above 2 procedures for the remaining partner(s). 
10. Uncheck "show surface" before displaying the bound objects 
11. Use available information (propensity, rigid structure, charge) for prediction of 
binding site 
2.6 System requirements 
Our program was written mainly by OpenGL and runs under Microsoft Windows 
2000/XP Professional environment. Minimum hardware requirements embrace Pentium 
IV 1.4GHz CPU, 256M RAM and GeForce Display Card with 64M RAM or performance 
can be comprised. 
Chapter 3. Results and Discussions 
It was not plain sailing to obtain satisfactory results to end of this project. Our 
program has been modified for several times in order to improve the limitations of 
previous versions. Here we are first to show the results which are not satisfactory enough 
with explanations for the reasons to be. 
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3.1 Polar atoms 
The representative power of polar atoms for identifying the interfece is limited as 
only motley balls (Figure 4 and Figure 5 ) can be seen. Polar groups may not be a strong 
indicator for binding site recognition (Dill 1990，29). Hydrogen bonding has been 
observed to exist between one another not only in side-chain, but so be for main-chain and 
water (Xu, Tsai, and Nussinov 1997,10). Furthermore, an acetamide experiment suggests 
that carbonyl and amide groups tend to form hydrogen bond with water instead of each 
other (Tanford 1970，24:1-95.) but it has also been reported that the preference for 
intra-protein and water-protein hydrogen bonding is similar (Cao and Chen 2001,58). The 
multiplicity and ambiguity makes utilizing the polar groups for a priori identification 
difficult 
Figure 4. Bamase and barstar (PDB code: IBRS) 
-XVFI^TIFE . • Ji- 'Sa-i • ‘ 
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3.2 Minimum Ribbon (MR) 
Local MR obtained at C-domain infonnation of Troponin C (TnC) (PDB ID: 1TN4) 
can be found in Table 8 and Table 9. There were total of 17 negatively charged atoms 
employed in forming an MR. Amino acids in spatial proximity are likely to generate the 
same MR. The big variety of configuration is in favour of entropy, thereby makes the 
C-domain a strong MR to interact with Troponin I (Tnl). Similar pattern can be obtained 
when using other PDB's in Table 9. Locating an MR is a lengthy process. Candidate 
residues for the generation of an MR for IMWN include Glu46, Glu49, Glu51, Glu21, 
Glu34, Asp23, Glu39, Glu31, Asp54, Glu58, Glu45, Glu67，Asp61, Asp63, Asp65, Glu67, 
Asp69，Glu72, Glu62. 
Table 8. Local MR at 1TN4 C-domain Table 9. Experimental data information 
Seed CR Area (in A^ 
~ g | u 1 2 9 PDB I D S u p e r f a m i l y TITLE/COMPOUND 
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Figure 6. Six configurations of MR surrounding a hydrophobic patch. Yellow 
triangular prisms: uncharged atoms. Red triangular prisms: negatively charged atoms. 
Green triangular prisms represent the seed and the bottom right legend indicates the 
seed identity. Seed Aspl43 is concealed by a CR. 
By visualizing the MR obtained by using different carbon atoms (Ca and Cp in all 
charged amino acids in addition to Cy and Cs for lysine and arginine) along the R 
groups of the charged residues, we have demonstrated the rigidity of the 
corresponding side chain along the R groups. The inherent nature of the 3.5° structure 
has also been reflected. In Figure 6，the N-terminal and C-terminal globular domains 
are linked by a central a helix. It can be seen that the N domain MR is linked up with 
‘j 
the C domain MR instead of enlisting a self-cluster| A mesmeric part readily has 
\ •； I-
...”丨 •}； Mq attracted our attention. We wondered l ^ y Ae N domain is linked up with the C ；ft i ；, 
, 命 • ：). domain instead of enlisting a self-clustCT TnC domain has a regulatory role on muscle 
巡 ： f l ： -i-s contraction (Tripet et al. 2002,323). When Ca^^ ions —e available, the conformational 
• rt 
••• ' • i j). 
、 ： 2 8 - . 
; I 
change of N-domain exposes the hydrophobic pocket, which in turn increases the 
affinity of the Tnl to bind with the N-domain. When Tnl no longer locks the 
actin-tropomyosin thin filament, binding of thick and thin filaments is disinhibited, 
which results in muscle contraction. Therefore, the linkage actually represents a 
communication between N- and C-domains. The "potential difference" between 
N-domain and the overall positively charged Tnl makes a fast switching feasible. This 
example demonstrates a global MR as a candidate of the signature of a protein. 
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Figure 7. Global MR search on 1TN4. Blue triangular prisms: positively charged 
atoms. A hydrophobic pocket surrounded by negatively charged atoms is indicated by 
a curly bracket. There are three MR's shown in this figure. The deep, lighter and 
lightest red MR's are obtained by using atoms defined in Figure 2, Cp and Ca 
* t respectively. Note the dangly strip indicated by^the arrow. 
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Although global MR works well for Cal-binding protein family’ it cannot be 
{ generalized. Figure 8 shows an buimple of necessity of devising an alternative. 
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Figure 8. Global MR search on IPJP. Blue triangular planes pass through the inner 
core of the serine protease. 
33 Charge complementarity, propensity level and rigid structure orientation 
Using chaige complementarity，propensity level and rigid structure orientation, 
we summarized our findings in Table 10. 
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A correlation between the interface anatonty and association rate constant has 
been observed. In Table 11, the complexes with association rate > 8 manifest a 
more-readily recognized configuration. In a given complex, one of the proteins 
possesses a charge rim (Chakrabarti and Janin 2002，47) almost composed of charges 
with identical polarity at its binding site, whereas the other holds the opposite polarity. 
Such complementaiy starts to lose in the "adulteration" with presence of charges of 
opposite polarity or charges abutting on charges of its partner with identical polarity, 
which can be seen in Id苟 and Ijff. The configuration is hardly recognized in the cases 
of Ijtd and 2ptc. It is observed that repulsive charges are located at the interface in the 
former while the rim has not formed at all in the latter. The Kd's are generally 
negatively correlated with the ka's. For 2ptc, the small Kd can be attributed to a kind of 
deep burial interface so as seen in lku6. 
Table 11. Studied complexes information 
Protein complexes PDB codes ka Kd(M) Reference 
Beta-lactamase TEM-1 - (Albeck and Ijtd 5 -9# inhibitor BLIP Schreiber 1999, 38) 
(Vincent and 
trypsin-inhibitor 2ptc 6 -14 Lazdimski 1972, 
11) 
(Abeletal. 2002, 
Ribonuclease A-inhibitor 1明 7# -10 
306) 
(Caplow and Fee 
tubulin alpha-beta dimer Ijff 7# -11 
2002, 13) 
(Tripet, De, Grothe, 
TnC-Tnl lew7* 8 to 9 -14 O'Connor-McCourt, 
and Hodges 2002’ 
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(Schreiber and bamase-barstar Ibrs* 8 -14# 
Fersht 1993，32) 
(Darling et al. 2002, 
Erythropoietin-Epo receptor leer 8 -12# 
(Radic et al. 1997, AChE-fasciculin 2 lku6 9 -12# 272) 
(Walker etal. 2003, Colicin E3 RNase-Im3 le44 10 -15# 42) 
ka and Kd are presented in order of magnitude 
*: one of the complexes employed 
#: calculated by Kd = kd / k. 
卞：overal dissociation constant Kd obtained by Kd = Ki*K2, where Ki and K2 are and 
2nd (dissociation equilibrium constants respectively 
Charges pi砂 a major role in the biased-diffusion stage (kinetic effect) while the 
hydrophobic core, hydrogen bonds as well as the salt bridges are important for the 
"binding" stage (Camacho and Vajda 2001, 98;Ofran and Rost 2003’ 325). If a charge 
network is formed by few charged residues scattering over the protein surface, it 
should be imaginable that the resultant electrostatic field will be diffuse, weak 
(Hamaguchi 1992) and may attract a variety of molecules which do not form a 
complex with the protein. Thus, a line-up of the charged residues patterning in a local 
region can effect a fast and specific association. From another point of view, the 
network is conducive to increasing fc, fna and f � . Nearby ionizable sites need not be 
ionized simultaneously. Nevertheless, higher charge stability enhances the probability 
of ionization on a particular surface of a protein. This still in turn makes ionic 
interaction a more favorable process. 
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On the other hand, propensity level shows high classification power in the 
training data set. Favorable energy reduction of hot spot(s) association (Bogan and 
Thorn 1998，280)，point mutations leading to Sickle cell anemia, Prion Disease or 
Amyloidosis and the inequality of contribution of amino acid residues to antigenicity 
(Prager 1996，75:261-76.) support the idea that some residues have larger tendency 
than the others to comprise an interface. This turns out to be a useful indicator to 
predict the interacting site. 
Rigid structure orientation is the only identifier which gives no false negatives in 
the training set. In fact, when propensity and charge complementarity fail to classify in 
case of Ijtd, rigid structure orientation still picks this up and demonstrates vigorous 
differentiating power. 
We will use the three identifiers: Charge complementarity, propensity level and 
rigid structure orientation for the identification of interacting site. Which one to be 
used first depends on the unambiguousness of the representation and the mutual 
information from the putative partner. 
3.4 Identification of interacting site 
Case study： bamase-barstar interaction (PDB code: Ibrs) 
1. Chains A and B is positively and negatively charged respectively 
2. High-propensity continuous patch identified for chain A (left) and chain B 
(right). The right one has another candidate patch but it has fewer positive 
charges on it. 
二 I H i: 
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3. Charge complementarity fits with potential conformational change while 
interacting to adapt the putative lowest energy structure 
4. Orthogonal to the surface with hooks at the interface with a rigid structure 
backing it. Chains A (left) and B (right) 
5. Comparison with putative interacting atoms. Chains A (left) and B (right) 
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Case study: Camelid Vhh Domains In Complex With Porcine Pancreatic K 
-Amylase (PDB code: Ikxv) 
1. Chains A and C is negatively and positively charged respectively 
This patch has abundant negative charges (front view) 
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Corresponding rigid structure, a deep groove (stereo view) 
Corresponding candidate of "spindle" for inserting the hole, (left) front view of the 
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another possible candidate 
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Corresponding candidate of a flat surface for interaction 
•42 
6. Compare with putative interacting atoms. Chains A (top) and C (bottom) 
Chain C putative interacting surface has more negative charges than we predicted 
(putative interface "shifts" slightly upward). If we are careful enough, it is sensible as 































































































































































































































With all the knowledge from training and testing sets so far, we tested the 
identification for difficult cases proposed by Chen and coworkers were then , 
investigated (Chen，Mintseris, Janin, and Weng 2003, 52). 
Case study： CDK2 cvclin-dependant kinase 2 and Cvclin (PDB code: Ifin) 
1. Chain B has no net charge and chain A is largely positively charged. 
2. 
a) A candidate patch concentrating negative charges with high propensity 
residues nearby for chain B (left). The corresponding rigid structure, a 
helical bundle faces toward the same direction (right). 
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Case study： CDK2-KAP (PDB code: Ifal) 
1. Chain F is less positively charged than chain A. 
2. Start with the smaller one, chain F, to locate high propensity patch with 
possibly steering negative charges 
a) Candidate patch 1 
B m 
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Case study： Transducin Gt-a Gi-a chimera and Gt-(3-y (PDB code: leot) 
1. The three chains have similar charges. 
2. For chains A and E, it is merely a rigid body docking with sufficient clues: 
overall shape and charge complementarity and helix-to-helix alignment. 
Since the beta-barrel of chain A is far more structural (and hence easier to 
predict) than the rigid structure of IGOTjr, the prediction should start with 
that first. From the training set, the barrel probably interacts by its opening 
(center in the following figure) or its longitudinal side(s) (north, east and west 
portions in the following figure). 
i M l 
• B B ^ H B B B B I i 
3. Continue with 1 GOT—r. Three large high propensity patches identified. 
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4. Validation after "importing" the interface from co-crystallized complex 
shows that while the "opening" of chain A does interact with IGOT r, only 
one of the longitudinal sides participates in the interaction, with the helix 
which does not exist (possibly failure to obtain a reliable ciystal structure in 
year 1994) in the unbound structure. Among the 3 candidate patches, only the 
first one and half of it does involve in the interaction. Since the absent helix 
has good charge and shape complementarity to chain A, it remains a question 
to the docking coworkers to test whether that is a key for successful 
recognition process. 
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Case study： HPr kinase and Phosphocarrier protein Hpr (PDB code: Ikkl) 
A heterodimer of phosphocarrier protein Hpr kinase prepares an overall 
negatively-charged surface (top) to interact with the overall positively-charged surface 
of its substrate Hpr (bottom). 
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The opening of the alpha-beta barrel is interacting with the helix of chain C while | 
its longitudinal side is interacting with the opening of the pipe of chain A. Using |j 
"export interface list" and "import interface list", we validated that IKKL do not have ij 
much conformational change at the interface, which differs from what have been ' i 
,1 
reported (Chen，Mintseris, Janin，and Weng 2003，52). 
h 
I I I 
( 
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Case study： E.coli Ef-Tu and Efts (PDB code: lefii) 
1. They have comparable charges 
2. The proteins are large and contain multiple domains 
3. Propensity indicators are fragmented and scattered, not to be used like 
previous identification but will act as validation index for other parameters 
chosen. 
4. They are likely to interact with multiple patches and so a global rather than 
local search is necessary 
a) Disable all the "balls-and-sticks" except the charge connection 
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In fact, the prediction matches quite well except the dangling helix of chain B ) 
cannot be inferred from the identification process to involve in the interface. | 
；! I： 
I•丨丨 
Case study: Human growth hormone and Receptor (PDB code: 3hhr) 丨 
I' 
11 The identification process is similar to one used in dissection of protein complex 1； 
j丨‘ 




The identification of difficult cases was performed manually and the process is j 
tedious, yet systematic. To summarize the procedures briefly: Avail oneself of all 
information and always utilize the most unambiguous one. Make intelligent guess and 
list out candidates. Cross-validate the matching partners with selection criteria and 
evaluate the guess. Difficult cases are difficult in the sense that there is usually more 
than one suitable candidate according to our defined three criteria. In addition, the 
order of using which identifier first very depends on a particular case. What is more, 
potential conformational change makes the high propensity residues and complement 
chaises scattered; from which rigid structure plays a significant role as a beacon to 
62 
guide the imaginative association process to form (an) interface patch(es). 
The significance of studying the difficult cases is to explore how we can utilize the 
available information so as to allow an informed search for probable/feasible 
conformational changes on the interacting partners in order to create a favorable 
interacting interface. This in turn helps prediction of protein-protein interaction site(s). 
The urgent affairs would be how to translate the procedures into mathematics language 
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Chapter 4. Conclusions 
In this study, a program capable of protein-protein interaction study has been 
developed. With elegant Graphical User Interface, as well as meticulous coloring and 
geometry selection to represent physical and chemical properties, the program 
provides a convenient platform for users to study protein-protein interaction. Certainly, 
it is also a very good educational program for basic protein structure study. 
Non-homologous complexes have been scrutinized and patterns conducive to 
recognition have been identified and anatomized for their relation to the interaction 
process from structural, kinetic and thermodynamic perspectives. More training and 
testing data can be used to validate our hypothesis and evaluate the robustness of the 
program. A routine way is to apply artificial intelligence such as neural network to 
help automate the training, validation and testing routines. Incorporation of precise 
energy calculation for a given conformation will certainly be a plus, especially when a 
user wants to see the outcome of rotating a particular helix or changing some other 
torsion angles. All in all, in this supercomputing era, automation is a must to facilitate 
the identification process. 
.i 
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User Manual 
This program is dedicated to structural perspectives of protein-protein interaction (PPI) 
study. It provides a handy interface for manipulating molecular objects (protein 
chains), with an unambiguous and stereo representation to distinguish among chains or 
even atoms. The program has been trained with nine non-homologous protein 
complexes with PDB records (under folder training) and tested with other proteins 
(under folder testing). It can also tackle the difficult cases (under folder difficultcase) 
r, mentioned in (Chen, Mintseris, Janin, and Weng 2003，52). f Ii Executable and test data are compressed into a single ZIP file and is available i: 
from http://www.ice.mbt.cuhk.edu.hk/PPI.zip. The executable is the file main.exe j , f 
It 
under the extracted folder "exe" and the test data are under "pdb". Users can place 
their PDB files under the "pdb" directory for their own analyses. 
System requirements 
Our program was written mainly by OpenGL and runs under Microsoft Windows 
2000/XP Professional environment. Minimum hardware requirements embrace 
Pentium IV 1.4GHz CPU, 256M RAM and GeForce Display Card with 64M RAM or 
performance can be comprised. 
Basic operation 丨 
1. Display screen .ji j 
All atoms will be shown on this screen with black color background. 
2. File Control panel 
•65 
r,. 
Load PDB - Load the protein structure from the PDB files with Add PDB 
checkbox available 
After a PDB file is loaded, "Chain Control" and "General Control" panels will 
appear. To manipulate chains specifically, the following checkboxes in "Chain 
Control" panel can be utilized: whether display, rotate and focus is enabled or not. 
While user can also adjust the radius to create overlapping of atoms' electron cloud, 
propensity, charge and rigidity effects on protein-protein interaction can be 
i； 
experienced through checking/imchecking the options in the "General Control" panel. | 
User can use mouse left button to translate the object and mouse right button to rotate 
it. 丨 
Color code: ！ i 
Each chain has its default color 
Red: negatively charged atom 
Blue: positively charged atom 
Green: high propensity residue 
Limitation 
This program is not capable to handle protein requiring chaperone, altered 
solvent conditions including pH, ionic and temperature. 
't i：' 
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