We consider the transmission of QCIF resolution (176 144 pixels) video signals over wireless channels at transmission rates of 64 kbit/s and below. The bursty nature of the errors on the wireless channel requires careful control of transmission performance without unduly increasing the overhead for error protection. A dual-rate source coder is presented that adaptively selects a coding rate according to the current channel conditions. An ARQ (Automatic Repeat reQuest) error control technique is employed to retransmit erroneous data-frames. The source coding rate is selected based on the occupancy level of the ARQ transmission bu er. Error detection followed by retransmission results in less overhead than forward error correction for the same quality. Simulation results are provided for the statistics of the frame-error bursts of the proposed system over CDMA channels with average bit error rates of 10 ?3 to 10 ?4 .
Introduction
This paper presents an approach to providing robust and e cient transmission of low-rate video over personal communications networks employing wireless access. Video transmission rates of 64 kbit/s and below are considered. Our purpose is to provide good video quality most of the time and limit the degradation incurred under heavy fading conditions.
To achieve high system capacity in the wireless access of personal communications systems, low values of signal to noise ratio (SNR) are necessary, possibly resulting in a high bit error rate (BER) for short intervals. For example, for voice transmission a grade of service of P r(BER < 10 ?3 ) > 0:99 has been suggested. Transmission errors typically occur during short fade intervals. Since the transmission of the information bits is frame-based, a high BER results in high data-frame 1 error rates (FER) and hence the use of error control techniques is necessary. Real-time services such as video transmission also require that the data-frames be received within a xed time-window. Therefore, open loop error control techniques, such as Forward Error Correction (FEC), are often used for mobile channels 1, 2]. For microcellular channels characterized by slow fading, FEC alone is ine cient. Closed-loop error control techniques based on ARQ (Automatic Repeat reQuest) protocols are more e cient in terms of the overall throughput, but they introduce delay. ARQ protocols 3] use feedback information from the receiver to retransmit data-frames which have been received erroneously. In this paper, we use an ARQ-based system to maximize the data throughput while keeping the ARQ delay at an acceptable level and the picture loss rate su ciently small. Without ARQ, the bursty nature of the channel errors requires an extensive amount of FEC overhead to lower the FER adequately, resulting in very low throughput. Reduced throughput, in turn, results in lower video quality. The source coder is made to adapt to the current channel conditions by adjusting its rate according to the occupancy level of the ARQ bu er.
We simulate the proposed video transmission over a Code Division Multiple Access (CDMA) system for both the uplink (mobile-to-base) and the downlink (base-to-mobile) channels. Block diagrams of the uplink and downlink transmitters and receivers are shown in Figures 1 -4 . Microcellular applications at a carrier frequency of 2 GHz are of interest in this paper. Therefore, we consider slowly fading channels with Doppler frequency of 2 Hz, which corresponds approximately to portable speed of 1 km/h. The results reported in this paper may be used as a reference to evaluate the suitability of other radio transmission systems to transmit low bit-rate video. For the video transmission algorithm, we choose the generic H:261 (p 64) coder used for video-conferencing applications. The modi cations necessary to make the source codec more robust to channel transmission errors are discussed.
Our work is pertinent both to video applications on multiple-access systems where the transmission requirements in the two directions are equal, as well as to situations where video transmission is primarily unidirectional. In the bi-directional case, the acknowledgment information is piggy-backed on the video information headed in the opposite direction. In the unidirectional case, only a low-rate return channel is needed to indicate the transmission status. Bandwidth management systems will be required to allocate the channel capacity in the two directions as required. The work presented bears on the organization of the video signal and the transmission protocol to achieve good-quality signal reconstruction in the presence of fading.
This paper is organized as follows. In Section 2, we give a brief overview of di erent error control techniques. Section 3 outlines the proposed ARQ-based system and discusses the relevant source coding issues. In Section 4, we present the uplink and downlink channel simulation models as well as statistics on the duration and frequency of the frame-error bursts. Section 5 compares the e ectiveness of FEC, pure ARQ and hybrid ARQ for both the downlink and uplink channels. In the same section we also present simulation results for our proposed scheme and demonstrate that by dynamically changing the source encoder rate, considerable improvement in the overall throughput can be achieved.
Error Control Techniques
The applicable error control techniques can be categorized into source coding and channel coding. Channel coding techniques considered are FEC, ARQ or a combination of the two (hybrid ARQ) 3]. Source coding techniques, such as layer coding, are designed to restrict the damage caused by transmission errors 6].
With FEC only schemes, where ARQ is not used, a constant number of overhead bits is added to the bit stream to provide error correcting capability. In typical fading channels bit errors occur in bursts. The bit error rate in an erroneous data-frame is much higher than the time-averaged channel BER. Therefore, for low overhead FEC to be e ective, the length of the data-frames must be chosen to be many times longer than the fade duration. This can be readily achieved for short fade durations (high Doppler frequency) with reasonable data-frame sizes. For long fades (low Doppler frequency), successful correction of erroneous data-frames requires either the use of extensive amount of error protection and/or long data-frames. Using ARQ one needs to retransmit only the lost data-frames, which allows the throughput to be higher than with systems using only FEC. The penalty associated with the use of ARQ is the added delay due to the retransmissions. In the next section, we propose a scheme that contains the delay within an acceptable limit. Hybrids of FEC and ARQ schemes are also possible. Two such techniques are type I and type II hybrid ARQ schemes 3]. In type I hybrid ARQ, some FEC is added to every data-frame. In contrast, in type II hybrid ARQ, only the FEC of the erroneously received data-frames is transmitted. Type II hybrid ARQ is of course more e cient but at the same time is more complex than type I system. In slow fading environment, where the BER of an erroneously received frame is high, a powerful channel coding (such as rate 1/2 code) is required. But in this case, it might be more e cient to retransmit the information itself rather than to transmit the required overhead and is also much less complex. Therefore, we did not further consider type II hybrid systems in this paper and henceforth we refer to type I hybrid ARQ as hybrid ARQ.
Source coding techniques mitigate the e ects of channel errors by restricting their e ects spatially or temporally. In one technique, the receiver alerts the channel encoder that some of the previously sent information is lost (received erroneously). The channel encoder then relays this information to the source encoder. The source encoder, by intelligently coding the subsequent information, tries to minimize the e ect of these errors 7] . This method can cause excessive delay both at the encoder as well as the decoder and also result in complex source coding and decoding algorithms. Another approach is the design of a source coder which is inherently robust to the transmission errors. For example, use of leaky predictors can ensure that the e ects of errors introduced during transmission eventually disappear. Alternatively, by using layer coding, the source coder can anticipate congestion due to retransmission requirements and achieve improved robustness by discarding low priority information. In layer coding, the source information is separated into several streams. Each stream is transmitted with a di erent degree of error protection corresponding to its importance during the reconstruction phase at the receiver. In fact, layer coding tries to distribute the errors among the less important data while protecting more signi cant information. Layer coding can be e ective and should be used if the extra delay and complexity introduced at the source coder are tolerable.
Video Transmission System
We consider an ARQ-based system which is robust to channel impairments and makes e cient use of the available bandwidth, Figure 5 . Operation of the ARQ protocol requires a bu er (ARQ bu er), which contains the data-frames which have been transmitted but not yet acknowledged as well as those data-frames which have not yet been transmitted. The output of the ARQ bu er is the input to the uplink or the downlink transmitter which are explained in details in Section 4. After the frames are transmitted through the channel, they rst pass through the uplink or the downlink receiver and the output of this receiver is then passed to the ARQ protocol where the acknowledgment (ACK) or negative acknowledgement (NACK) are sent back to the transmitter to inform it of the status of the received data-frame. Because we are considering interactive application, this ACK/NACK information can be piggy-backed over the data-frames sent on the opposite direction. For the ARQ protocol to be stable, the input rate of the bu er (source encoder rate) should be smaller than its output rate. Therefore, the source rate should be chosen such that the occupancy level of the bu er never exceeds a threshold commensurate with the allowed delay. Interactive video transmission, like any real time service, imposes constraints on the amount of tolerable delay. If xed-rate source coding is used, then the rate of the source encoder must match the worst error rate, which can result in a considerable loss of throughput. To avoid this, the source encoder should adapt its rate dynamically according to channel conditions, which maybe monitored through occupancy of the ARQ bu er. Using this approach, the overall throughput is maximized while the delay is kept at an acceptable level. One possible implementation is for the source encoder to select its output rate from a pre-speci ed set of rates. The source rate selected is determined by the current bu er occupancy, indicated by the dashed line in Figure 5 . When the channel is in fade, the ARQ bu er starts to build up. When the bu er reaches a threshold, the source encoder lowers its bit rate upon feedback from ARQ bu er and thereby tries to keep the end-to-end delay of data-frames delay below a certain threshold. In other words, the coder trades o some throughput (video quality) for reduced delay. When the channel recovers, the bu er occupancy is reduced and the source encoder generates information at a higher rate.
An alternative approach to implementing a multi-rate source encoder is through layer coding where di erent layers are packetized separately. To achieve the lower source rate, the low-priority data-frames are simply dropped during the fades where the ARQ bu er exceeds a threshold, as shown by the solid line from the ARQ bu er to the packet dropping box in Figure 5 . the advantage of layer coding layer coding is that real-time channel information need not be transmitted to the source encoder. By using layer coding, we eliminate the need for transcoding at any other possible intermediate nodes. Note that in the previous approach, where the source rate is changed directly, transcoding is required any time the transmission rate is reduced.
If the end-to-end delay of a data-frame exceeds the acceptable limit, then the pictureframe to which the data-frame belongs is considered lost. Since we are using ARQ, a pictureframe is lost only when some of its data frames arrive late. Assuming that the failure rate of the error-detection code is negligible, the picture-frame loss rate (PLR) is determined by picture-frames which arrive late. As will be discussed in the subsequent sections, the parameters of our system were selected to keep the PLR very low while achieving high throughput (video source coding rate).
The threshold on the ARQ bu er and the value of the low-rate are used to control the end-to-end delay and to ensure that the PLR remains below an acceptable value. To lower the end-to-end delay or the PLR, the bu er threshold and/or the low-rate should be reduced. As will be mentioned in subsequent sections, we transmit 10 picture frames per second. We, therefore, set the total end-to-end delay to less than 100 msec. In Section 5.2, where we discuss simulation results, the values of the bu er threshold and low-rate used in our simulations are given.
As described previously, the main motivation for adopting layer coding is to be able to adapt the transmission rate to the radio channel conditions of the wireless access link. However, the intermediate links of the wireline network may also experience congestion from time to time. Layer coding will help to ease the congestion control in the network through dropping low priority packets. In fact, layer coding is compatible with the proposed two priority levels for ATM networks. The notion of organizing video packets into multiple priority classes has been previously explored to mitigate e ects of congestion on ATM networks 8]. Here, we apply it to mitigate congestion due to the temporary reduction of channel capacity due to fading on the wireless link.
Source Coding Considerations
Error control techniques serve to minimize FER as much as possible. Some loss of dataframes, however, cannot be avoided and counter-measures should be taken to minimize its e ects on the reconstructed video sequence. Our work is based on the generic H:261 (p 64) source codec standard recommended for teleconferencing applications. The input pictureframes are of QCIF (176 144 pixels) format and 10 picture-frames are transmitted in every second. The picture-frame is divided into blocks of 8 8 pixels. Each block is rst motion compensated and the resulting error signal is then transformed using the Discrete Cosine Transform (DCT). The DCT coe cients are rst quantized and then encoded using a variable length code. Four neighboring blocks and their corresponding chrominance blocks constitute a Macro Block (MB) and a Group Of Blocks (GOB) is de ned as 33 consecutive MBs. Each picture contains 3 GOB. Synchronization is checked at the end of each GOB.
A bi-modal source encoder is desirable in order to be able to switch between the two modes at any point along the transmission path. The source coder is not generally located right at the wireless interface point. By marking part of the video information as nonessential, the bit rate can be reduced at the wireless interface point without the delay that would be incurred in transmitting the channel information back to the source. Also, the decoder operation with either the baseline or the higher quality video stream should be equally simple. The main di culty arises from the fact that the compression achieved by low-bit rate encoders such as H:261 is mostly due to the removal of temporal redundancy through motion compensation. Therefore, it is necessary for the encoder to emulate the decoder at the transmitter. If the information available to this decoder and the decoder used at the receiver are not the same, then the quality of the reconstructed picture-frame can degrade considerably. Also, temporal mitigation of these reconstruction errors can a ect the quality of the subsequently reconstructed picture-frames. If the reconstructed signal is degraded due to some channel errors, subsequent reconstruction of error-free transmissions may also be incorrect. E ects of errors must not propagate far beyond the temporal interval of the channel errors. Therefore, as mentioned in Section 3, we choose the parameters of our system to keep the picture-frame loss rate very low and focus our attention on restricting the degradation due to rate changes.
One approach to mitigate the e ects of channel errors is to use a leaky predictor 9], where the forgetting factor (leak parameter) of the encoder asymptotically removes any discrepancy between the available information at the receiver and the transmitter. If the leak parameter is close to 1, then too long a period of time may be required for the discrepancy to vanish. On the other hand, too small a value for the leak parameter results in poor prediction and can degrade the overall quality of the picture-frames considerably.
A better approach is to carry out the prediction operation at the local decoder (used at the source encoder) at the low rate all the time. In other words, the local decoder operates at the rate that is guaranteed to arrive correctly at the receiver. This allows one to switch to the low-rate mode at an intermediate point along the transmission path without any di culty. The penalty paid for doing the prediction operation at the lower rate is some reduction in the quality of the high-rate picture-frames. We will show that this degradation of the picture quality is not signi cant. This is the approach used in the video transmission system discussed below. Figure 6 shows the schematic of the proposed layered source encoder which is a modi cation of the H:261 standard.
Associated with each MB is a quantization parameter. By varying this parameter, the step size of the quantizer can be changed. A dual-rate source encoder can be constructed through embedded quantization, where a coarser quantizer is used in the prediction loop of the encoder 10]. This can be simply implemented through dropping some of the less signi cant bits corresponding to each quantization level, which translates into combining the multiple quantization intervals which would otherwise be di erentiated by these less signi cant bits. Figure 7 shows the SNR (not PSNR) performance for 3 second (30 picture-frames) of the \Miss America" sequence. The codec used is based on p 64 coding algorithm, where the high and the low rates are set at 65:6 and 54:4 Kbits/s, respectively. The lower rate is achieved by re-quantizing the transmitted information using a larger quantizer step size. Note that picture-frames number 23 and 24 are reconstructed based on the low-bit rate information only. The average SNR di erence between the bi-modal source encoder, whose predictor always operates in the low-rate, and the single rate (high-rate) encoder with predictor always operating in the high-rate is seen to be about 1 dB. Also note considerable image degradation and temporal mitigation of the channel errors for the standard p 64 codec. Other layering strategies such as spatial or spectral separation of high priority and low priority information, have also been explored 11].
Simulation Model
To compare the performance of the di erent error control techniques, we used bit error and frame error statistics of a particular multiple access technique. We simulated the uplink and downlink transceivers of a system patterned after the CDMA system proposed in 12]. The general conclusions of the paper, however, should hold for other access techniques as well.
Uplink and Downlink Transceiver Simulation Models
Here, we provide a brief description of the simulation model of the uplink transceiver that is used to obtain the required error statistics. More complete description of the simulation model may be found in 13, 14, 16] . Figure 1 shows the block diagram of the uplink transmitter at baseband. On the uplink, the user data is rst spread using a rate 1=3 convolutional code. The resulting coded symbols are then further spread by mapping groups of six symbols onto 64-ary orthogonal signals. This is followed by symbol interleaving and QPSK PN spreading.
A baseband block diagram of the uplink receiver that was simulated is shown in Figure 2 . The simulated receiver employs antenna and multipath diversity. A number of correlators are assigned to each receive antenna. Each correlator is used to capture a di erent multipath component. The output of all correlators are combined using a square-law combiner. This is followed by de-interleaving and soft decision Viterbi decoding. A fast closed-loop power control algorithm was also simulated as follows. The output of the combiner is used to make an estimate of the received signal power. This estimate is compared against a threshold and a power control command bit is generated to request an increase or a decrease in the transmit power from the mobile depending on the result of the comparison. The power control bits are generated at the rate of 1000 b/s. The mobile adjusts its transmit power by a xed step size of 1 dB depending on the received power control bit. The impact of possible channel errors on the performance of the power control scheme was simulated by introducing 10% error rate into the power control bits. The uplink transceiver just described is that speci ed in the IS95 standard 4], except for the interleaving method. It has been observed 16] that the symbol-based interleaving scheme described above has improved performance over the bit-based interleaver discussed in 4].
On the downlink, user information is rst spread using a rate 1=2 convolutional code. The coded symbols are further QPSK spread and transmitted using BPSK, as shown in Figure 3 . A more detailed description of the downlink transceiver simulation model is provided in 14] . A number of transmit antennas are employed with a delay of at least one chip duration inserted between the antennas. The di erent transmit antennas are used to generate arti cial multipath diversity in environments where adequate multipath is not available for diversity combining. In particular, for in-building environments, arti cial multipath diversity is needed because the channel dispersion may not result in su cient multipath diversity. The delay inserted between the transmit antennas ensures that the transmitted signals are resolvable at the portable. Figure 4 shows the baseband block diagram of the receiver that was simulated. Both the downlink transmitter and receiver are closely modeled after the system proposed in 4]. A number of correlators are assigned to capture the di erent multipath components. It is assumed that the base station continuously transmits a pilot signal which is used by the portable receiver to make an estimate of the channel impulse response. The simulator estimates the channel impulse response from the simulated pilot signal and uses this estimate to implement maximal ratio combining of the di erent multipath components. The combiner is followed by de-interleaver and soft decision Viterbi decoder.
Data Rate, FEC, and Data-Frame Format
A CDMA system described above is considered with processing gain of 128 and chip rate of 9:83 Mchips/sec. This results in a data rate of of 76:8 Kbit/s. We consider dataframes of 5 msec duration. The total number of bits in a data-frame is 384, of which 8 bits are used as the tail bits of the convolutional code used for spreading. Therefore, the number of bits available in a 5 msec data-frame is 376, equal to 47 octets.
The FEC code investigated is Reed-Solomon (RS) with 8 bit symbols. If only FEC is used, then the control eld of the data-frame consists of only one octet, which indicates the number of user information octets in the data-frame. If ARQ is employed, then 2 additional octets are added to the control eld. Note that if pure ARQ (no FEC) is used, then the RS parity eld of the data-frame is absent. When comparing the relative throughput performance of di erent error control techniques, only the number of octets in the user information eld is used.
Transceiver Simulation Results
The uplink transceiver is simulated assuming two receive antennas at the base. The channel is modeled by a single Rayleigh fading path, i.e. we assume a narrow-band channel. The downlink receiver is simulated assuming three independent Rayleigh fading paths with equal average powers -multipath diversity of order 3. Since the impulse response of the channel is assumed to consist of a single impulse, the 3 equal average power paths must be generated at the base station using three transmit antennas separated by at least half a wavelength. Jakes' model 17] is used to generate a sequence of time-varying Rayleigh random variables. For the simulation results that are presented in the rest of the paper we simulated 720000 frames which for 5 msec frame length is equivalent to 60 minutes of real time transmission. Table 1 shows the required SNR for di erent channel BER values. For the downlink, a pilot signal SNR of 9 dB was used in the simulations. The channel BER values in the range of 10 ?3 to 10 ?4 are of interest to us. In Table 1 we also show simulation results for the downlink with arti cial multipath diversity of order of 2. Note that a gain of about 5 dB can be achieved by using 3 path instead of 2 path diversity. 3 path diversity is indeed used in practical applications, e.g. 5] suggests use of at least 3 correlators in the mobile unit. Moreover, by including fast power control in the downlink, a substantial gain can be achieved in the required SNR and hence in the overall capacity of the system. The last row of Table 1 corresponds to the fast power control scheme described in 14]. Fast power control in the downlink is not employed in any currently proposed mobile system. Therefore, the simulation results that we present in the remainder of this paper do not incorporate downlink fast power control. However, fast power control on the downlink is being investigated for third generation CDMA systems, 14], 15]. Also, for the remainder of the paper, 3-path diversity is assumed at the portable.
For the same channel BER, the statistics of the data-frame errors are quite di erent for the uplink and downlink directions. Figure 8 shows the frame-error burst statistics for these two directions at BER of 10 ?3 . The combination of two antenna diversity and the power control scheme described above is quite e ective to mitigate the Rayleigh fading on the uplink. As a result, the uplink frame-error burst durations are generally shorter than 5 data-frames. On the downlink, however, the frame-error bursts are much longer, but they occur less frequently. This can be attributed to the lack of fast power control on the downlink transceiver. The downlink burst statistics corresponds to 3-path diversity.
Simulation Results
In this section, we rst compare the e ectiveness of FEC and ARQ error control techniques in reducing the data-frame error rate (FER) for the uplink and downlink channels of a CDMA system. The ARQ scheme used in this simulation is a hybrid of the so-called selective repeat and Go-back-N protocols, protocol SR2 of 18]. We then present error rate and throughput statistics for our proposed system, as well as results on picture-frame loss rate (PLR). As described in Section 3, a picture-frame is considered lost if one or more of the data-frames that are needed in its decoding arrive late. Our objective is to keep the PLR as low as one picture-frame loss every 20 minutes while maximizing the throughput (source coding rate) of the system. Figures 9 and 10 show the FER results for the downlink and uplink channels for ReedSolomon codes that allow a data-frame with maximum of t bytes of error to be corrected.
Comparison of FEC, Pure ARQ and Hybrid ARQ
Two additional bytes of overhead are required for each extra byte of error correcting capability. As the source rate increases from 40:0 to 68:8 kbit/s, t reduces from 9 to 0. Note that t = 0 corresponds to a channel FER where only the spreading FEC is used. From the tables it is clear that for any speci ed channel BER, the data-frame error rate of the uplink channel is much higher than that of the downlink. In other words, the BER for the erroneous data-frames is much higher in the downlink than the uplink channel. As a result, it is much more di cult to correct the erroneous data-frames in the downlink channel. For example, for channel BER = 10 ?4 , adding 18 bytes of overhead (t = 9) can only reduce the FER from 1:02 10 ?3 to 5:74 10 ?4 . We conclude that the use of FEC on the downlink channel is ine ective to combat channel errors. Figure 11 shows the performance of ARQ and hybrid ARQ for the downlink channel. We assume that the receiver cannot tolerate an ARQ data-frame delay of more than 100 msec (transmission time of 20 data-frames). If a data-frame does not arrive within this time window, it is considered lost. Since we are transmitting ten picture-frames every second, the transmission time of one picture-frame is 100 msec. The FER in Figure 11 corresponds to the fraction of data-frames not received correctly within 100 msec. The source rate corresponds to the rate at which the source generates information. For the purpose of comparing FEC and ARQ, we consider a source encoder that generates data at only one rate. In the case of hybrid ARQ, two extra overhead bytes are added to achieve one byte error correction capability. the results lead to the following observations: the added throughput resulting from using hybrid ARQ is not signi cant and does not justify the extra complexity due to the use of FEC; as the channel BER decreases, the use of ARQ becomes more advantageous. For example, at BER=10 ?4 , ARQ and hybrid ARQ are always superior to FEC.
Note that if the source rate is chosen dynamically, the achievable throughput can be increased considerably. We will address this issue in the next section. Figure 12 shows the performance of ARQ and hybrid ARQ for the uplink channel. Comparing these results to those of Figure 11 , we conclude that for low channel BER, the channel performance is limited by the downlink channel. Even though the FER is higher for the uplink channel, the frame-error bursts are typically shorter. Therefore, the probability of consecutive data-frame errors is smaller for the uplink channel. As the channel BER decreases, the frame-error bursts are su ciently separated from each other to keep the backlog small. This can be attributed to the existence of the fast power control in the uplink transceiver.
In summary, for slow fading channels considered here (slow fading since the speed of the mobile is about 1 Km/h) the errors tend to be bursty. Also the error bursts tend to be long. For this kind of channel, the BER of the erroneous data-frames is few order of magnitude larger than the average BER. Therefore, FEC is ine cient since large overhead is necessary to correct the erroneously received frames. On the other hand, retransmission based system such as ARQ perform the best since the number of required retransmission is minimal. ARQ-based systems, however, introduce delay which may be over the limit for interactive applications such as video conferencing. It is therefore necessary to have a hard threshold on the tolerable delay and to consider data-frames experiencing excessive delay as lost. Simulation results presented in this section demonstrated that for the range of the BER (< 10 ?4 ) ARQ based system can outperform those that are based on FEC.
As was mentioned at the beginning of Section 5, our objective is to achieve a PLR as low as one picture-frame loss every 20 minutes. In the next sub-section we provide results on the ARQ-based system with dual-rate dynamic source encoder. We also compare the performance of the di erent error control techniques in terms of the PLR.
ARQ with dynamic dual-rate source encoding
In this section we present simulation results on the performance of the ARQ-based video transmission system described in Section 3. The proposed source coder operates in two modes 2 , which we call low-rate and high-rate modes based on the encoder output rate, and can switch from one mode to the other. With layer coding, this can be achieved by not transmitting some of the lower priority layers. Another method, as described in Section 3.1, is to use coarser quantizers to achieve the low-rate mode. Depending on the occupancy level of this bu er, the source encoder operates in the low or high-rate mode. Note that the threshold used to switch to the low-rate mode should be reasonably small to be able to react to the current channel condition in a reasonably short time to control the end-to-end delay and ensure that the PLR remains below an acceptable level. We choose the value of this threshold to be slightly greater than the size of a data-frame. Another parameter is the source rate at the low-rate mode where by varying it, one can maximize the achievable throughput while keeping the delay below a certain threshold. Table 2 and Figure 13 show the throughput and the FER for di erent low-rate modes, respectively, where the bit-rate of the high-rate mode is kept constant at 65:6 kbit/s. By comparing Figure 13 and Table 2 to Figure 11 , we observe that the throughput has increased considerably while the FER has remained almost unchanged.
Note that as we decrease the rate of the low-rate mode, the ARQ bu er backlog clears in a faster rate while operating at this mode and it will take smaller amount of time to return to the high-rate mode of operation. As a result, even though it may seem that lowering the rate of the low-rate mode should decrease the throughput, because the fraction of the time spend at the high-rate mode (T) increases, the overall throughput does not change much. This observation was veri ed by our simulations and we also observed that the throughput is mainly a function of the channel BER. Figure 14 shows the value of T as a function of the channel BER and the rate of the low-rate mode. Clearly, as we reduce this rate, T increases, which means that the overall throughput is not a ected much as the low-rate is varied. But as the low-rate is reduced, the picture quality at the low-rate mode degrades. Ideally, one would want to have T as high as possible and limit the number of transitions between the two modes while maintaining good quality of the reconstructed pictures at the low-rate mode.
Next, we compare the performance of the di erent error control schemes in terms of their PLR. The results so far indicate that the performance of the system is limited by the downlink channel. To achieve small PLR (i.e less than one picture-frame loss every 60 minutes), a channel BER of less than 10 ?4 is required. Transmission of 720000 data-frames, equivalent to 60 minutes of real-time video transmission, was simulated. With the FEConly scheme, 98 picture-frames were lost in 60 minutes when 18 octets of RS parity symbols (error correction capability of 9 symbol errors) were used. This corresponds to a throughput of 41:6 kbit/s. Note that with the FEC-only scheme a picture-frame is considered lost if one or more of its data-frames is received in error. Figure 15 shows the PLR for di erent BERs with the bi-modal ARQ system. At a BER of 10 ?4 and source rates of 65:6 kbit/s (highrate) and 54:4 kbit/sec (low-rate), the average throughput of 65:54 kbit/s was achieved with only 1 picture-frame lost in 60 minutes. The fraction of time spent in the high-rate is above 99:2%. This clearly demonstrates the advantage of using ARQ and the dual-rate dynamic source encoder. We also simulated a hybrid ARQ scheme as described in the previous section. With an RS code having 1 byte error correction capability, the PLR remained the same as that of the pure ARQ, but throughput was reduced to 62:4 kbit/s. Therefore, type I hybrid ARQ does not provide any advantage. Figure 16 shows the occupancy of the ARQ bu er in response to fades of 3 and 11 data-frames (15 and 55 msec. respectively) durations. The rate of the low-rate mode is set to 54:4 kbit/s. Note that the bu er occupancy is a good indication of the current status of the channel and by switching to the lower rate the source encoder provides the ARQ bu er the oppurtunity to clear the backlog caused by the fading in the channel. In general, the duration of the low-rate opearation is linearly proportional to the duration of the fade causing the change in the mode of the operation. This factor is given by R H =(R H ? R L )
where R H and R L are the rates corresponding to the high and the low-rate opearion modes. In the case where R H = 65:6 and R L = 54:4 kbit/s, this factor is about 5:86. This is veri ed by Figure 16 where a fade of 15 msec duration causes the low-rate operaion of about 90 msec whereas longer fade of 55 msec results in low-mode operation of about 330 msec.
To reduce the duration of the low-rate operation, one has to reduce R L . This is shown in Figure 17 where the occupancy of the bu er in response to a fade duration of 55 msec for R L of 54:4 and 51:2 are shown. Note that the duration of the low-rate operation mode is reduced from 300 to 225 msec. This has achieved at the expense of lower video quality during the low-rate mode of operation.
Conclusions
Our study of the transmission of low bit-rate video signals over fading wireless channels allows us to draw conclusions related to both the signal organization, i.e. the source coder, as well as the transmission protocol or the channel coder. Amongst the di erent error control techniques explored, the one employing ARQ is found to be the most e cient. To achieve the same throughput using only FEC, an extensive amount of overhead would be required. We also compared the performance of pure and hybrid ARQ systems. Even though hybrid ARQ techniques can result in lower data-frame error rate (FER), the improvement is not signi cant enough for microcellular applications to justify the added complexity and loss of throughput.
To maintain a su ciently low picture-frame loss rate (PLR), a channel BER of 10 ?4 is suggested. Simulation results are provided for a dual-mode source coder, where the source rate is chosen according to the ARQ bu er occupancy. The proposed system results in a higher overall throughput than the other techniques investigated. The bi-modal codec operating near 64 kbit/s under good signal transmission conditions and near 54 kbit/sec when poor channel conditions are experienced can provide good reconstructed video quality most of the time. Layered coding of the information allows discarding the non-essential information at the wireless interface without tight source-channel interaction. The dualmode codec is seen to operate in the high-rate mode practically all the time, reverting to the low-rate mode only occasionally to reduce the likelihood that entire picture-frames will be lost. 
