In this paper, we deal with the existence and multiplicity of solutions for perturbed Schrödinger equation with electromagnetic fields and critical nonlinearity in
Introduction
In this paper, we are concerned with the existence of nontrivial solutions to the following perturbed Schrödinger equation with electromagnetic fields and critical nonlinearity in By using the linking theorem twice to the corresponding functional, they established the existence results. Chabrowski and Szulkin [] considered problem (.) under assumption that V (x) changes sign; by using a min-max type argument based on a topological linking, they obtained a solution in the Sobolev space which was defined in the paper. Assume K(x) ≡ , Han [] studied problem (.) and established the existence of nontrivial solutions in the critical case by means of variational method. For more results, we refer the reader to [, -] and the references therein.
In the present paper, we consider the existence of solutions for problem (.) under the condition inf x∈R N V (x) =  and critical nonlinearity. It seems that Byeon and Wang [] were the first to study energy level and the asymptotic behavior of positive solutions to Schrödinger equations under the condition inf x∈R N V (x) = . In [], Cao and Tang extended the results of Byeon and Wang [] . However, to the best knowledge, it seems that there are few works on the existence of solutions to be the problems on R N involving critical nonlinearities with electromagnetic fields. We mainly follow the idea of [, ]. Let us point out that although the idea was used before for other problems, the adaptation of the procedure to our problem is not trivial at all. Because of the appearance of electromagnetic potential A(x), we must consider our problem for complex-valued functions, and so we need more delicate estimates. Furthermore, we use Lions' second concentration compactness principle and concentration compactness principle at infinity to prove that the (PS) c condition holds, which is different from methods used in [, ].
Main results
Let λ = ε - . Equation (.) reads then as
We make the following assumptions on A(x), V (x) and h throughout this paper:
and there is b >  such that the set
is the Hilbert space under the scalar product
the norm induced by the product (·, ·) is
which is a Hilbert space equipped with the norm
Remark . We have the following diamagnetic inequality (see [] for example):
Indeed, since A is real-valued,
Remark . The spaces H  A (R N ) and the spaces H  (R N ) are not comparable; more pre- 
and
with the norms
Thus, it is easy to see that the norm · E is equivalent to the one
Consider the functional
Under the assumptions [], J λ ∈ C  (E λ , R) and its critical points are solutions of (.).
Theorem . Let (V), (A) and (H) be satisfied. Thus:
() For any σ > , there is σ >  such that problem (.) has at least one solution u λ for each λ ≥ σ satisfying  < J λ (u λ ) ≤ σ λ -N  .
() Assume additionally that h(x, t) is odd in t; for any m ∈ N and σ > , there is
Remark . We should point out that Theorem . is different from the previous results of [, ] in three main directions:
There exist many functions h(x, t) satisfying condition (H), for example, h(x, t) = P(x)|t| p- t, where P(x) is a positive and bounded function.
(ii) Other potentials V (x) guaranteeing compactness of the embedding from E λ → L p (R N ) can also be used in this paper. For example, () V (x) ∈ C(R N , R) and 
(PS) c Condition
Recall that we say that a sequence (u n ) is a (PS) sequence at level c Proof Let {u n } be a sequence in E such that
By (.) and (.) we have
On the other hand, condition (h  ) implies that
Thus, it follows from (.) that
hence for n large enough, we have
Thus u n λ is bounded as n → ∞. Taking the limit in (.) shows that c ≥ . This completes the proof of Lemma ..
The main result in this section is the following compactness result.
Lemma . Suppose that (V), (A) and (H) hold. For any
. Then, for some subsequence, there
In order to prove this claim, we suppose that 
for all i ∈ I, where δ x i are Dirac measures at x i and σ i , ν i are constants. Now, let x i be a singular point of the measures σ and ν. We define a function φ(
Since {u n φ} is bounded in H  A (R N ) and φ takes values in R, a direct calculation shows that
Therefore,
By Hölder's inequality, it is not difficult to prove that
In this way, it follows that
Consequently, using the fact that u n → u in L s loc (R N ),  ≤ s <  * and φ has compact support, we can let n → ∞ in the last inequality to obtain
Letting ε → , we obtain σ i ≤ λν i . Combining this with (.), we obtain
To obtain the possible concentration of mass at infinity, we will use the concentration compactness principle at infinity [] . Similarly, we define a cut-off function φ R ∈ http://www.boundaryvalueproblems.com/content/2014/1/240
and φ takes values in R. A direct calculation shows that
It is easy to prove that
∞ . This result implies that
Next, we claim that (II) and (IV) cannot occur. If case (IV) holds for some i ∈ I, then by condition (H) we have
. This is impossible. Consequently, ν i =  for all i ∈ I. Similarly, if case (II) holds for some i ∈ I, then by condition (H) we have
which leads to a contradiction. Thus, we must have that (II) cannot occur for each i. Thus limit (.) holds. http://www.boundaryvalueproblems.com/content/2014/1/240
Thus, from the Brezis-Lieb lemma [], we have
here we use J λ (u) = . Thus we prove that {u n } strongly converges to u in H  A (R N ). This completes the proof of Lemma ..
Proof of Theorem 2.1
In the following, we always consider λ ≥ . By assumptions (V), (A) and (H), one can see that J λ (u) has mountain pass geometry.
Lemma . Assume that (V), (A) and (H) hold. There exist
So, from (A) and (V) it follows that
By (.) and  * > , we know that the conclusion of Lemma . holds. This completes the proof of Lemma ..
Lemma . Under the assumption of Lemma
Proof Using conditions (A), (V) and (H), we can get
for all u ∈ E since all norms in a finite-dimensional space are equivalent and p > . This completes the proof of Lemma ..
Since J λ (u) does not satisfy the (PS) c condition for all c > , in the following we will find a special finite-dimensional subspace by which we construct sufficiently small minimax levels. http://www.boundaryvalueproblems.com/content/2014/1/240
The assumption (V) implies that there is
Without loss of generality we assume from now on that x  = . Observe that by (h  )
Define the function I λ ∈ C  (E λ , R) by
Then J λ (u) ≤ I λ (u) for all u ∈ E, and it suffices to construct small minimax levels for I λ . Note that
For any δ > , one can choose φ δ ∈ C ∞  (R N ) with |φ δ |  =  and supp φ δ ⊂ B r δ () so that
Thus, for t ≥ , we have
where
Obviously,
On the one hand, since V () =  and note that supp φ δ ⊂ B r δ (), there is δ  >  such that
for all |x| ≤ r δ and λ ≥ δ  . http://www.boundaryvalueproblems.com/content/2014/1/240
On the other hand, by Hölder's inequality, we have
for all |x| ≤ r δ and λ ≥ δ  .
(  .  )
Without loss of generality, we take δ := { δ  , δ  }. So, by (.) and (.) we can get
(  .  )
Thus we have the following lemma.
Lemma . Under the assumption of Lemma
and let f λ ∈ E be the function defined by (.). Taking σ = δ . Lett λ >  be such that t λ f λ λ > ρ λ and J λ (tf λ ) ≤  for all t ≥t λ . By (.), letf λ =t λ f λ ; we know that the conclusion of Lemma . holds.
For any m * ∈ N , one can choose m 
