Quantifier elimination is used in the automatic parallelization of loop programs to simplify affine inequalities whose coefficients may be unevaluated symbolic constants. The values of these socalled structure parameters are determined at run time and reflect the size if the iteration space of the loop nest. The purpose of our presentation is to make the research community of quantifier elimination aware of the application domain of loop parallelization and to highlight the rôle of quantifier elimination, as opposed to alternative techniques, in this domain.
Loop Parallelization
Loop parallelization is a problem which occurs predominantly in high-performance computing. It is applied to highly iterative, compute-intensive matrix algorithms in the fields of linear algebra, numerical computation, image, signal and text processing, computational physics, chemistry and biology, etc. The algorithms are written as sequential programs and parallelism is a device to speed up the computation dramatically, possibly using hundreds or thousands of processors.
The polytope model [Len93, Fea96] is a powerful geometric model for the parallelization of nested loop programs. Since its inception, it has been extended from polytopes to polyhedra, and is often also called the polyhedron model.
The parallelization takes place in three steps:
Then, we illustrate how the application of the quantifier elimination method by Weispfenning [Wei88, LW93, Wei94, Wei97] can help to overcome this limitation.
The Polyhedron Model and its Methods

Modelling:
The steps of a loop nest, iterating over an array structure, are laid out in a multi-dimensional integer coordinate system, with one dimension per loop. The set of points which result is called the index space. The borders of the index space are given by the bounds of the loops. Thus, the index space is described by a set of affine inequalities -a standard description of a polyhedron. Directed edges between the points in the index space represent the dependences between the loop iterations. There is a vibrant research area concerned with the technology for generating these dependences automatically from the source program [Fea91, CG99, Ami04].
Parallelization:
With techniques of linear algebra and linear programming, an automatic, optimizing search yields the best mapping of the loop steps to time and space (processors) with respect to some objective function like the number of parallel execution steps (the most popular choice), the number of communications, a balanced processor load or combinations of these or others. When applied to the source index space, this so-called space-time mapping specifies another polyhedral space, the so-called target index space.
Code generation:
The result of the code generation is a loop nest whose loops are sequential or parallel depending on whether the corresponding axis in the target coordinate system represents time or space. While the axes of the target coordinate system are unordered, the loops in the target loop nest must be ordered. Different orders can be chosen; however, the bound expressions of every loop may only contain iteration variables of the outer loops. To enforce this in the code generation, one must use a process of variable elimination, which is in essence a quantifier elimination problem. Care must be taken that the system resulting from the variable elimination has a syntactic form suitable for code generation. In simple cases, e.g., for loop nests with only one statement, Fourier-Motzkin elimination can be used, but the general case requires more advanced techniques [QRW00, Bas04] .
Methods based on the polyhedron model are elegant and work well. However, as presented so far, the resulting parallelism is usually too fine-grained to be efficient. An extension to the model-based parallelization phase called tiling solves this granularity problem [ABRY01, GFL04] . It partitions the index space by covering it with equally shaped and sized polyhedra, mostly parallelepipeds. Every coordinate of a point in the index space is divided into two components: the coordinate of the tile, and the coordinate of the local offset within the tile.
There is one limitation of the descriptive power of the current polyhedron model, which is hindering the applicability of the tiling technique. If the target program is not to be compiled for a fixed number of processors (which also fixes the size of the tiles), but for an unknown, i.e., parameteric, number of processors, the size of the tiles depends on parameters. Such a tiling can only be described by an inequality system in which the respective parameters appear as coefficients of variables. Unfortunately, the tools available for solving the linear algebra and linear optimization problems do not handle this case; they require coefficients which are numeric constants.
The Use of Quantifier Elimination
We have developed techniques for handling parametric coefficients in the polyhedron model. The significant difference to the current model is that the most basic operation on equations and inequalities, namely solving for a variable, can, in general, not be performed uniformly for all parameter values, but a case distinction on the sign of the coefficient must be made, which can depend on the parameters. Therefore, algorithms which return a single answer in the current model (e.g., Fourier-Motzkin elimination) need to return a case distinction (with conditions on the parameters) and a separate solution for every case as result.
In our talk, we look at two approaches of obtaining algorithms for the generalized model; we review both approaches in our talk and refer the reader to our previous publications [GGL04, Grö03] for the details.
Transforming an existing alogrithm:
We can transform an existing algorithm into an algorithm for the generalized model. This requires the case distinctions in the (original) algorithm's code to be represented in the resulting data structure as a decision tree. Since these decision trees become very big, it is essential to eliminate all the contradictory cases. This is achieved by using quantifier elimination, e.g., by using a tool implementing Weispfenning's elimination-by-virtual-substitution method [Wei88, LW93, Wei94, Wei97] . This approach of transforming algorithms ensures the partial correctness of the obtained algorithms, but their termination has to be proved separately. We have implemented a generalized Fourier-Motzkin elimination and the Simplex algorithm using this approach and proved their termination.
Using quantifier elimination directly:
We can try to use a quantifier elimination tool to solve some problems directly. One example of such a problem is computing the lexicographic minimum of a polyhedron. It can be expressed as a first-order logical formula and quantifier elimination is able to compute a solution, i.e., values for the existentially quantified variables which represent the lexicographic minimum.
Conclusions
Automatic, model-based parallelization requires powerful mathematical tools. The traditional frontiers in that field are linear expressions, but this limitation is too restrictive even for problems which are quite simple but relevant in practice.
The basis for the solution presented here is a powerful and, at the same time, efficiently implemented mathematical tool. Quantifier elimination, e.g., the method by Weispfenning, provides us with the necessary functionality. We discovered that generalizing an existing algorithm (like the Simplex algorithm or Fourier-Motzkin elimination) using quantifier elimination to simplify the resulting decision trees usually performs better than expressing the problem as a logical formula and using quantifier elimination alone to solve it. Combining quantifier elimination with existing algorithms enables a much desired feature, namely nonlinear parameters. This way, quantifier elimination is making a significant contribution to bringing parallelization in the polyhedron model closer to the realm of practice. Armin Größlinger is in the second year of his doctoral study. His dissertation topic is the dynamic, context-sensitive optimization of program components for applications like the Grid. This work is part of the EU network of excellence CoreGrid. Quantifier elimination for loop parallelization has been the topic of Armin's diploma thesis. A collaboration with the ENS Lyon on this issue has been funded by the BFHZ-CCFUB.
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