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Abstract
In this paper, we prove the local well-posedness of the water-wave problem with surface tension in the case of finite depth by
working in the Eulerian setting. For the flat bottom, as surface tension tends to zero, the solution of the water-wave problem with
surface tension converges to the solution of the water-wave problem without surface tension.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article nous démontrons qu’en coordonnées eulériennes le problème des ondes avec la tension de surface pour le cas
de profondeur finie est localement bien posé. Si le fond est plat et avec une tension à la surface tendant vers zéro la solution de ce
problème converge vers la solution du problème sans la tension de surface.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
1.1. Presentation of the problem
In this paper, we are concerned with the motion of an ideal, incompressible, irrotational gravity fluid influenced
by surface tension on its surface in the case of finite depth. We restrict our attention to the case when the surface is
a graph parameterized by a function ζ(t,X) where t denotes the time variable, and X = (X1, . . . ,Xd) denotes the
horizontal spacial variables. The bottom of fluid is parameterized by a function b(X). We denote the fluid domain at
time t by Ωt . The motion of the fluid in Ωt is described by the incompressible Euler equation:
∂tV + V · ∇X,yV = −ged+1 − ∇X,yP in Ωt, t  0, (1.1)
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field (Vd+1 is the vertical component). The incompressibility of the fluid is expressed by:
divV = 0 in Ωt, t  0, (1.2)
and the irrotationality means that
curlV = 0 in Ωt, t  0. (1.3)
Assume that no fluid particles are transported across the surface. At the bottom, this is given by:
Vn|y=b(X) := n− · V |y=b(X) = 0 for t > 0, X ∈Rd, (1.4)
where n− := 1√1+|∇Xb|2 (∇Xb,−1)
T denotes the outward normal vector to the lower boundary of Ωt . At the free
surface, the boundary condition is kinematic and is given by:
∂t ζ −
√
1 + |∇Xζ |2Vn|y=ζ(X) = 0 for t > 0, X ∈ Rd, (1.5)
where Vn = n+ ·V |y=ζ(X), with n+ := 1√1+|∇Xζ |2 (−∇Xζ,1)
T denoting the outward normal vector to the free surface.
With surface tension, the pressure at the surface is given by:
P |y=ζ(t,X) = −κ∇X ·
( ∇Xζ√
1 + |∇Xζ |2
)
for t  0, X ∈ Rd, (1.6)
where κ > 0 is the surface tension coefficient.
The above problem is known as the water-wave problem. Concerning 2-D water-wave problem, when surface
tension is neglected and the motion of free surface is a small perturbation of still water, one could check Nalimov
[15], Yosihara [19] and W. Craig [9]. In general, the local well-posedness of the water-wave problem without surface
tension was solved by S. Wu [17,18] in the case of infinite depth and see also Ambrose and Masmoudi [4,5] for a
different proof. More recently, D. Lannes [12] considered the water-wave problem without surface tension in the case
of finite depth by working in the Eulerian setting. We should mention some recent results concerning the rotational
water-wave problem [14,8,16,21].
The purpose of this paper is to study the water-wave problem with surface tension and zero surface tension limit in
the case of finite depth. Although it seems possible to adapt the method of Ambrose and Masmoudi [4,5] to the case
of finite depth, we choose to work in the Eulerian setting as in [12], since it is the easiest to handle, especially when
the asymptotic properties of the solutions are concerned [2,6]. On the other hand, the water-wave problem can be
reformulated as a Hamiltonian system in the Eulerian coordinates [20]. To exploit the theory (for example, canonical
transformation theory) in the Hamiltonian mechanics, it is natural to use the coordinates in which the water-wave
problem has a Hamiltonian structure.
1.2. Presentation of the result
As in [12], we use an alternative formulation of the water-wave system (1.1)–(1.6). From (1.2) and (1.3), there
exists a potential flow function φ such that V = ∇X,yφ, and
X,yφ = 0 in Ωt, t  0. (1.7)
The boundary conditions (1.4) and (1.5) can be expressed in terms of φ,
∂n−φ|y=b(X) = 0, for t > 0, X ∈ Rd, (1.8)
and
∂t ζ −
√
1 + |∇Xζ |2∂n+φ|y=ζ(X) = 0, for t > 0, X ∈Rd , (1.9)
where we denote ∂n− := n− · ∇X,y and ∂n+ := n+ · ∇X,y . The Euler’s equation (1.1) can be put into Bernoulli’s form:
∂tφ + 1 |∇X,yφ|2 + gy = −P in Ωt, t  0. (1.10)2
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For this purpose, we introduce the trace of the velocity potential φ at the free surface,
ψ(t,X) := φ(t,X, ζ(t,X)),
and the (rescaled) Dirichlet–Neumann operator G(ζ, b) (or simply G(ζ)):
G(ζ)ψ :=
√
1 + |∇Xζ |2∂n+φ|y=ζ(t,X).
Taking the trace of (1.10) on the free surface, the system (1.7)–(1.10) is equivalent to the system:{
∂t ζ −G(ζ)ψ = 0,
∂tψ + gζ + 12 |∇Xψ |2 − (G(ζ )ψ+∇Xζ ·∇Xψ)
2
2(1+|∇Xζ |2) = κ∇X · (
∇Xζ√
1+|∇Xζ |2
),
(1.11)
which is an evolution equation for the height of the free surface ζ(t,X) and the trace of the velocity potential on the
free surface ψ(t,X). Our results in this paper will be given for this system.
We will essentially follow the framework of [12]. It is well known that Taylor’s sign condition is a necessary
condition for well-posedness of the water-wave system without surface tension [10,11]. It is unnecessary for the
system with surface tension due to the “smoothing effect” of surface tension. Due to the derivative loss in the system
(1.11), we will use Nash–Moser iteration to solve (1.11). The key step is to obtain the well-posedness and the tame
estimates of the solution to the linearized equations of (1.11):{
∂tV1 + ∇X · (vV1)−GV2 = H1,
∂tV2 + (a −A)V1 + v · ∇XV2 = H2, (1.12)
where a, v are smooth functions, the source terms (H1,H2) ∈ Hk+1 ×Hk+ 12 ,G = G(ζ), and
A = κ∇X ·
[ ∇X√
1 + |∇Xζ |2
− ∇Xζ(∇Xζ · ∇X)
(1 + |∇Xζ |2) 32
]
.
As usual (find a change of unknowns which symmetrizes the system (1.12)), if we try to use the energy functional,
Ek(V ) =
(
ΛkV1,−AΛkV1
)+ (ΛkV2,GΛkV2), Λ = (1 + |D|2) 12 ,
we have to deal with some singular terms like:(
ΛkV2, [G,−A]ΛkV1
)
.
Note that V1 ∈ Hk+1 and V2 ∈ Hk+ 12 . It seems impossible to control this term by |V1|Hk+1 |V2|
H
k+ 12
, since the
commutator [G,−A] is an operator of order 2. Fortunately, we find an important fact that the main part of the
Dirichlet–Neumann operator G is similar to that of the operator A. Formally, if the main part of G is the same as
that of the operator A, we expect that [G,−A] becomes an operator of order 1. In order to use this fact, we need to
introduce a more complicated energy functional:
Ek(V ) :=
(
Λ˜kσV1, σ
−1(a −A)σ−1Λ˜k σV1
)+ (Λ˜kσ−1V2, σGσΛ˜kσ−1V2),
where
Λ˜ = |D|2 − ∂iζ ∂j ζ
1 + |∇Xζ |2 DiDj , σ =
(
1 + |∇Xζ |2
)− 14 .
On the other hand, to obtain the tame estimates of the solution, we rely heavily on some sharp pseudo-differential
operator estimates obtained in [13].
Now we state our results as follows:
Theorem 1.1. Let b ∈ C∞b (Rd). There exists P > D > 0 such that for all ζ0 ∈ Hs+P (Rd) and ψ0 be such that
∇Xψ0 ∈ Hs+P (Rd)d , with s >M (M depends on d only). Assume moreover that
min{ζ0 − b,−b} 2h0 on Rd for some h0  0.
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and such that (ζ,ψ −ψ0) ∈ C1([0, T ],H s+D(Rd)×Hs+D(Rd)).
For the flat bottom, we also obtain the zero surface tension limit.
Theorem 1.2. Let b = −1 and (ζ0,ψ0) satisfy the same assumptions as Theorem 1.1. Assume that the surface tension
coefficient κ is sufficiently small. Then there exist T > 0 independent of κ and a unique solution (ζ κ ,ψκ) to (1.11)
with κ > 0 such that (ζ κ ,ψκ −ψ0) ∈ C1([0, T ], H s+D(Rd)×Hs+D(Rd)). Moreover, as κ tends to zero, the solution
(ζ κ ,ψκ) converges to the solution (ζ,ψ) of (1.11) with κ = 0.
Remark 1.3. In [12], D. Lannes proved the well-posedness of the water-wave problem without surface tension under
the following condition on the bottom,
Πb(V0|y=b(x),V0|y=b(x)) g√
1 + |∇Xb|2
, (1.13)
where Πb is the second fundamental form of Γb , and V0 is the velocity field associated to ψ0. In the case of nonzero
surface tension, we do not need this extra condition (1.13).
Remark 1.4. Under the condition (1.13), D. Lannes proved the Lévy condition in the case of zero surface tension.
However, we do not know whether the Lévy condition still holds for small surface tension under (1.13). This is the
reason why we restrict Theorem 1.2 to the case of the flat bottom.
Organization of the paper. In Section 2, we present a tame elliptic estimate on a strip. In Section 3, we review some
sharp pseudo-differential operator estimates, and then introduce an important elliptic operator and study its properties.
Section 4 is devoted to the study of the Dirichlet–Neumann operator. In Section 5, we prove the well-posedness of
the linearized water-wave equations and the tame energy estimates of the solution. In Section 6, we solve the fully
nonlinear equations by using Nash–Moser iteration and study zero surface tension limit.
1.3. Notation
We list some notations we will use throughout this paper:
– C denotes some numerical constant which may change from one line to another. If the constant C depends on
λ1, λ2, . . . , we simply denote it by C(λ1, λ2, . . .).
– We denote by m0 the first integer strictly larger then d+12 .
– We write |α| = α1 + · · · + αd+1 with α = (α1, . . . , αd+1).
– We denote ∂i = ∂Xi , for i = 1, . . . , d , ∂d+1 = ∂y , and for α ∈ Nd+1, ∂α = ∂1α1 . . . ∂d+1αd+1 .
– We denote by Ckb(Rd) the set of bounded and continuous on Rd functions together with their derivatives of order
less than or equal to k. We also denote C∞b =
⋂
k C
k
b .
– We denote by (·,·) the usual real scalar product on L2(Rd).
– We denote by Λ = Λ(D) the Fourier multiplier with the symbol Λ(ξ) = (1 + |ξ |2) 12 .
– We denote by Hs(Rd) the Sobolev space with norm |f |Hs := (
∫
Λ(ξ)2s |fˆ (ξ)|2 dξ) 12 .
– We denote |f |HsT = supt∈[0,T ] |f (t)|Hs , when f ∈ C([0, T ],H s).
– We denote |F |B = |f1|B + · · · + |fn|B , where F = (f1, . . . , fn), B is a Banach space, and F ∈ Bn.
– For an open set U ⊂ Rd+1 we denote by ‖· :U‖p , ‖· :U‖k,∞, and ‖· :U‖k,2 the norms of Lp(U), Wk,∞(U) and
Hk(U) respectively. When no confusion can be made we omit U .
2. Elliptic boundary value problem on a strip
Assume that Ω = {(X,y) ∈Rd+1, b(X) < y < a(X)}, where a(X) and b(X) satisfy:
∃h0 > 0, s.t. on Rd, min
{−b(X), a(X)− b(X)} h0. (2.1)
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u|y=a(X) = f, ∂n−u|y=b(X) = g,
where h is a function defined on Ω , f,g are functions defined on Rd , and ∂n−u|y=b(X) denotes the normal derivative
of u at the boundary y = b(X).
We denote by S = Rd × (−1,0) a flat strip. We denote by S a diffeomorphism from S to Ω , which is of the form:
S :
S →Ω
(X˜, y˜) → (X˜, s(X˜, y˜)),
where s(X˜, y˜) = −b(X˜)y˜ + (1 + y˜)a(X˜).
Using the diffeomorphism S, the elliptic equation −X,yu = 0 on Ω can be equivalently formulated as a variable
coefficients equation P˜u˜ = 0 on S . More precisely:
Lemma 2.1. The elliptic equation −X,yu = h holds in D′(Ω) if and only if the equation P˜u˜ = (a − b)h˜ holds in
D′(S), where u˜ = u ◦ S and h˜ = h ◦ S, and P˜ := −∇X,y · P˜∇X,y , with
P˜ = 1
a − b
(
(a − b)2Id×d (b − a)∇X˜s
(b − a)∇X˜sT 1 + |∇X˜s|2
)
, ∇X˜s = −∇X˜by˜ + (1 + y˜)∇X˜a.
Moreover, one has for all Θ ∈ Rd+1,
P˜Θ ·Θ  p˜|Θ|2, with p˜ = C h
2
0
‖a − b‖∞(1 + ‖(∇X˜a,∇X˜b)‖2∞)
.
The following tame estimate of the coefficient matrix P˜ will be frequently used in the subsequence: for any k ∈ N,
‖P˜ ‖k,2  C
(
h0, |b|Wk+1,∞ , |a|Hm0+1
)|a|Hk+1, (2.2)
which can be deduced by using Hölder inequality and interpolation argument (see also Appendix A in [12]).
We next present the tame elliptic estimate of the following variable coefficients elliptic equation:{
P˜u := −∇X,y · P˜∇X,yu = h on S,
u|y=0 = f, ∂P˜n u|y=−1 = g,
(2.3)
where ∂P˜n denotes the conormal derivative associated to P˜ ,
∂P˜n u|y=−1 = ed+1 · P˜∇X,yu|y=−1.
Proposition 2.2. Let k ∈ N. Let f ∈ Hk+ 32 (Rd), g ∈ Hk+ 12 (Rd) and h ∈ Hk(S). If b ∈ Wk+2,∞(Rd) and
a ∈ Hk+2 ∩H 2m0+2(Rd), there exists a unique solution u ∈ Hk+2(S) to (2.3). Moreover,
‖u‖k+2,2  Ck
(‖h‖k,2 + |f |
H
k+ 32
+ |g|
H
k+ 12
)+Ck(‖h‖m0−1,2 + |f |
H
m0+ 12
+ |g|
H
m0− 12
)|a|Hk+2,
where Ck = C(p˜, |b|Wk+2,∞ , |a|H 2m0+2).
Proof. This is a direct corollary of (2.2) and Theorem 2.9 in [12]. 
3. Sharp pseudo-differential operator estimates
Let us firstly recall some tame pseudo-differential operator estimates from [13] which play an important role in the
energy estimates.
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(1) Σ |Rp×{|ξ |1} ∈ C∞(Rp;L∞(|ξ | 1));
(2) for any α ∈Np , β ∈ Nd , there exists a nondecreasing function Cα,β(·) such that
sup
|ξ | 14
(
1 + |ξ |2)(|β|−m)/2∣∣∂αv ∂βξ Σ(v, ξ)∣∣ Cα,β(|v|).
We say that Σ ∈ C∞(Rp,Mm) is k-regular at the origin if Σ |Rp×{|ξ |1} ∈ C∞(Rp;Wk,∞({|ξ | 1})).
We have the following tame pseudo-differential operator estimates:
Proposition 3.2. Let m ∈ R, p ∈ N and d/2 < t0  s0. Assume that σ(x, ξ) = Σ(v(x), ξ) with Σ ∈ C∞(Rp,Mm)
and v ∈ Hs0(Rd)p . Then there hold for all s ∈R such that max{−t0,−t0 −m1} < s  s0 + 1∣∣σ(x,D)u∣∣
Hs
< CΣ
(|v|∞)|v|Ht0 |u|Hs+m, ∀−t0 < s < t0,∣∣σ(x,D)u∣∣
Hs
< CΣ
(|v|∞)(|v|Hs |u|Hm+t0 + |u|Hs+m), ∀t0  s  s0.
For n ∈ N, we define σ1nσ2 as
σ1nσ2(x, ξ) =
∑
|α|n
(−i)|α|
α! ∂
α
ξ σ1(x, ξ)∂
α
x σ2(x, ξ),
and the Poisson bracket {σ1, σ2}n as
{σ1, σ2}n = σ1nσ2(x, ξ)− σ2nσ1(x, ξ).
We have the following tame composition and commutator estimates:
Proposition 3.3. Let m1, m2 ∈ R, m := m1 ∧ m2, and d/2 < t0  s0. Let σ j (x, ξ) = Σj(vj (x), ξ) with pj ∈ N,
Σj ∈ C∞(Rpj ,Mmj ) and vj ∈ Hs0+m∧n+1(Rd)pj (j = 1,2). Assume moreover that Σ1 and Σ2 are n-regular
at the origin. Then for all s ∈ R such that min{−t0,−t0 − m1,−t0 − m2}  s  s0 + 1 the following holds
(writing v := (v1, v2)):∣∣Op(σ 1) ◦ Op(σ 2)u− Op(σ 1#nσ 2)u∣∣Hs
 C
(|v|Wn+1,∞)[|u|Hs+m1+m2−n−1 + (∣∣v1∣∣Ht0+1 ∣∣v2∣∣Hs++m∧n + ∣∣v2∣∣Ht0+1 ∣∣v1∣∣Hs++m∧n)|u|Hm+t0 ].
In particular, one has:∣∣[Op(σ 1),Op(σ 2)]u− Op({σ 1, σ 2}
n
)
u
∣∣
Hs
 C
(|v|Wn+1,∞)[|u|Hs+m1+m2−n−1 + (∣∣v1∣∣Ht0+1 ∣∣v2∣∣Hs++m∧n + ∣∣v2∣∣Ht0+1 ∣∣v1∣∣Hs++m∧n)|u|Hm+t0 ].
Here s+ := max{s,0}, m∧ n := max{m,n}.
Remark 3.4. If the symbol σ = Σ(v(X,y), ξ) and u = u(X,y) for (X,y) ∈ S, ξ ∈Rd , Propositions 3.2 and 3.3 with
Hk(Rd) norm replaced by Hk(S) norm still remain true. We only need to notice the following two facts: Firstly, since
S is a flat strip, there exists a linear extension operator E :Hk(S) → Hk(Rd+1) such that (see [1])
Eu(X,y) = u(X,y), a.e. (X,y) ∈ S, and
‖Eu‖Hk(Rd+1)  C‖u‖Hk(S).
Secondly,
σ˜ (X,y,D)(Eu)(X,y) = σ(X,y,D)u(X,y), a.e. (X,y) ∈ S,
where σ˜ (X,y, ξ) = Σ((Ev)(X,y), ξ).
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Λa = |D|2 − ∂ia∂j a1 + |∇Xa|2 DiDj , Dj =
∂j
i
, a ∈ H∞(Rd),
which will appear in the energy functional. Later, we will find that the operator Λa is similar to the main part of the
Dirichlet–Neumann operator G(a,b). Here the repeated index denotes the summation. In what follows, we denote by
Ck(s) a constant depending on k and |a|Hs .
Lemma 3.5. Let k ∈N, s  0, f ∈ H 2k+s ∩Hm0(Rd). Then there holds:∣∣Λkaf ∣∣Hs  Ck(m0 + 1)(|f |H 2k+s + |f |Hm0 |∇Xa|H 2k+s ).
Proof. Since lemma can be easily proved by using Hölder inequality and interpolation argument (see Appendix A
in [12]), we omit its proof here. 
Lemma 3.6. Let k ∈N, s ∈ [0,1], f ∈ H 2k+s ∩Hm0(Rd). Then there holds:∣∣Λkaf ∣∣Hs  Ck(m0 + 2)−1|f |H 2k+s −Ck(m0 + 2)(1 + |∇Xa|H 2k+s )|f |Hm0 .
Proof. We use an inductive argument on k. Let us firstly prove the case of k = 1. We can rewrite Λa as
Λa =
[
δij −
(
1 + |∇Xa|2
)−1
∂ia∂ja
]
DiDj
 gij (∇Xa)DiDj .
Then we have:
(Λaf,f ) = −
(
gij (∇Xa)∂i∂jf,f
)
= (gij (∇Xa)∂if, ∂jf )+ (∂jgij (∇Xa)∂if, f )
 C(m0 + 1)−1|∇f |2L2 −C(m0 + 2)|f |L2 |∇f |L2
 C(m0 + 1)−1|f |2H 1 −C(m0 + 2)|f |2L2 . (3.1)
Note that ∣∣(Λa∇Xf,∇Xf )∣∣ ∣∣(∇XΛaf,∇Xf )∣∣+ ∣∣((∇Xgij )DiDjf,∇Xf )∣∣

(|Λaf |L2 +C(m0 + 2)|f |H 1)|∇Xf |H 1,
which together with (3.1) gives:
C(m0 + 1)−1|∇Xf |2H 1  (Λa∇Xf,∇Xf )+C(m0 + 2)|∇Xf |2L2
 C(m0 + 1)
−1
2
|∇Xf |2H 1 +C(m0 + 2)|Λaf |2L2 +C(m0 + 2)|f |2L2 .
That is,
|Λaf |L2  C(m0 + 2)−1|f |H 2 −C(m0 + 2)|f |L2 , (3.2)
from which and Kato–Ponce commutator estimate, it follows that
|Λaf |Hs 
∣∣ΛaΛsf ∣∣L2 − ∣∣[Λs,gij ]DiDjf ∣∣L2
 C(m0 + 2)−1|f |H 2+s −C(m0 + 2)|f |Hs −C(m0 + 2)
(|∇Xa|H 2+s |f |Hm0 + |f |H 2).
Again, by (3.2) we get:
|Λaf |Hs  C(m0 + 2)−1|f |H 2+s −C(m0 + 2)
(
1 + |∇Xa|H 2+s
)|f |Hm0 . (3.3)
Now let us inductively assume that for 1 l  k − 1,
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Then we get by the induction assumption that∣∣Λkaf ∣∣Hs = ∣∣Λk−1a Λaf ∣∣Hs
 Ck(m0 + 2)−1|Λaf |H 2(k−1)+s −Ck(m0 + 2)
(
1 + |∇Xa|H 2(k−1)+s
)|Λaf |Hm0 . (3.5)
While by (3.3) and Kato–Ponce commutator estimate, we have that for any |α| = 2(k − 1),∣∣∂αΛaf ∣∣Hs  ∣∣Λa∂αf ∣∣Hs − ∣∣[∂α, gij ]DiDjf ∣∣Hs
 C(m0 + 2)−1|f |H 2k+s −C(m0 + 2)|f |H 2(k−1)
−Ck(m0 + 2)
(|∇Xa|H 2k+s |f |Hm0 + |f |H 2k−1+s ),
and by interpolation,
Ck(m0 + 2)|f |H 2k−1+s 
1
2
C(m0 + 2)−1|f |H 2k+s + C˜k(m0 + 2)|f |Hm0 ,
which together with (3.4) and (3.5) imply the lemma. 
Similarly, we can also obtain:
Lemma 3.7. Let k ∈N, s ∈ [0,1], f ∈ H 2k+s ∩Hm0(Rd). Then there holds∣∣σaΛka σ−1a f ∣∣Hs  Ck(m0 + 2)−1|f |H 2k+s −Ck(m0 + 2)(1 + |∇Xa|H 2k+s )|f |Hm0 .
A similar estimate also holds for |σ−1a Λkaσaf |Hs . Here σa = (1 + |∇Xa|2)−
1
4
.
In the energy estimates, we need to deal with the following commutator[Pa,Λka]= PaΛka −ΛkaPa,
where the operator Pa is defined by:
Pa =
(
σa∇X σ−1a ·
)2 −(∇Xa · ∇Xσ−1a ·
(1 + |∇Xa|2) 34
)2
.
By a simple calculation, we find that the operator Pa can be written as
Paf = −Λaf + h1
(∇Xa,∇2Xa)∇Xf + h2(∇Xa,∇2Xa,∇3Xa)f, (3.6)
for some two smooth functions h1, h2.
So, we arrive at
Lemma 3.8. Let k ∈N, s ∈ [0,1], f ∈ H 2k+s ∩Hm0(Rd). Then there holds:∣∣[Pa,Λka]f ∣∣Hs  Ck(m0 + 4)(|f |H 2k+s + |∇Xa|H 2(k+1)+s |f |Hm0 ).
Proof. By (3.6), we have: [Pa,Λka]f = [h1∇X,Λka]f + [h2,Λka]f.
Firstly, we get by Lemma 3.5 that∣∣[h2,Λka]f ∣∣Hs  ∣∣h2Λkaf ∣∣Hs + ∣∣Λka(h2f )∣∣Hs
 Ck(m0 + 4)
(|f |H 2k+s + |∇Xa|H 2(k+1)+s |f |Hm0 ). (3.7)
While,
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h1∇X,Λka
]
f = (h1∇XΛkaf − h1Λka∇Xf )+ (h1Λka∇Xf −Λkah1∇Xf )
= h1
∑
∑k
l=1 |αl |+|β|=2k+1|β|2k
Cα,β
k∏
l=1
Dαlgiljl (∇Xa)Dβf
+
∑
∑k
l=1 |αl |+|β|=2k
C′α,β
k∏
l=1
Dαlgiljl (∇Xa)
[ ∑
β1+β2=β|β2|<|β|
Cβ1,β2D
β1h1D
β2∇Xf
]
,
from which, we get by using Hölder inequality and interpolation argument that∣∣[h1∇X,Λka]f ∣∣Hs  Ck(m0 + 2)(|f |H 2k+s + |∇Xa|H 2(k+1)+s |f |Hm0 ). (3.8)
Summing up (3.7) and (3.8), we conclude the lemma. 
4. The Dirichlet–Neumann operator
Assume that the fluid domain Ω is of the form,
Ω = {(X,y) ∈Rd+1, b(X) < y < a(X)},
where a(X) and b(X) satisfy (2.1). We consider the boundary value problem:{−u = 0 on Ω,
u|y=a(X) = f, ∂n−u|y=b(X) = 0.
(4.1)
Definition 4.1. Let k ∈N, and a, b ∈ W 2,∞(Rd) satisfy the condition (2.1). We define the Dirichlet–Neumann operator
to be the operator G(a,b) given by:
G(a,b) :
Hk+ 32
(
R
d
)→Hk+ 12 (Rd),
f →√1 + |∇Xa|2∂n+u|y=a(X),
where u is the solution of (4.1).
As in Section 2, we can associate the elliptic problem (4.1) on Ω to a problem on a strip S :{
P˜u˜ = 0 on S,
u˜|y˜=0 = f, ∂P˜n u˜|y˜=−1 = 0.
(4.2)
We denote by f b the solution of (4.2). Then we have:
G(a,b)f = −∂P˜n f b|y˜=0, ∀f ∈ H
3
2
(
R
d
)
.
In what follows, we firstly recall some properties of the Dirichlet–Neumann operator from [12]. Let us introduce
some notations. When a bottom parameterization b ∈ Wk,∞(Rd) is given, we write B = |b|Wk,∞ . For all r, s ∈ R, we
denote by M(s) (respectively Mr(s)) constants which depend on B and |a|Hs (respectively r,B and |a|Hs ).
Proposition 4.2. Assume that a, b satisfy (2.1). Then there hold:
(i) For all k ∈N, if a, b ∈ Wk+2,∞(Rd), then for all f such that ∇Xf ∈ Hk+ 12 (Rd)2, one has:∣∣G(a,b)f ∣∣
H
k+ 12
 C
(|a|Wk+2,∞, |b|Wk+2,∞)|∇Xf |
H
k+ 12
.
(ii) For all k ∈N, if a ∈ H 2m0+ 12 ∩Hk+ 32 (Rd) and if b ∈ Wk+2(Rd), then∣∣G(a,b)f ∣∣
H
k+ 12
Mk
(
2m0 + 12
)(|∇Xf |
H
k+ 12
+ |a|
H
k+ 32
|∇Xf |
H
m0+ 12
)
,
for all f such that ∇Xf ∈ Hk+ 12 ∩Hm0+ 12 (Rd).
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(i) The operator G is self-adjoint: (
G(a,b)f, g
)= (f,G(a, b)g), ∀f,g ∈ S(Rd);
(ii) The operator is positive: (
G(a,b)f,f
)
 0, ∀f ∈ S(Rd);
(iii) We have the estimates for f,g ∈ S(Rd):∣∣(G(a,b)f, g)∣∣M(m0 + 12
)
|f |
H
1
2
|g|
H
1
2
;∣∣([G(a,b)+μ]f,f )∣∣ Cp˜|f |
H
1
2
,
for all μ 2p˜3 , where p˜ is given in Lemma 2.1.
Define the operator:
Ra = G(a,b)− ga(X,D),
where ga(X,D) is a pseudo-differential operator with the symbol,
ga(X, ξ) =
√(
1 + |∇Xa|2
)|ξ |2 − (ξ · ∇Xa)2.
We have the following tame estimate for Ra :
Proposition 4.4. Let k ∈N, f ∈ Hk+ 12 ∩Hm0+1(Rd). Then there holds:
|Raf |
H
k+ 12
Mk(2m0 + 2)
(|f |
H
k+ 12
+ |f |Hm0+1 |a|Hk+3
)
.
Remark 4.5. The case when k = 0,−1 was proved in [12]. To obtain the tame estimate for general k, we need to use
the approximate solution of (4.2) constructed in [12] and the tame pseudo-differential operator estimates from [13].
Proposition 4.4 also tells us that ga(X,D) is the main part of the Dirichlet–Neumann operator G(a,b).
Let us firstly recall the approximate solution of (4.2) constructed in [12]. Write P˜ given by Lemma 2.1 as
P˜ =
(
P˜1 p˜
p˜T p˜d+1
)
,
i.e.,
P˜ = −p˜d+1∂2y˜ −
(
2p˜ · ∇X + (∂y˜ p˜d+1 + ∇X · p˜)
)
∂y˜ − P1X −
(
(∇X · P1)+ ∂y˜ p˜
) · ∇X.
Let
P˜app = −p˜d+1
(
∂y˜ − η−(X, y˜,D)
)(
∂y˜ − η+(X, y˜,D)
)
,
where η±(X, y˜,D) are pseudo-differential operators with symbols:
η±(X, y˜, ξ) = 1
p˜d+1
(−ip˜ · ξ ±√p˜d+1ξ · P˜1ξ − (p˜ · ξ)2 ), y˜ ∈ [−1,0].
Moreover, η+ satisfies
‖P˜ ‖∞
p˜
|ξ | Re(η+(X, y˜, ξ)) C+|ξ |,
where C+ is a positive constant depending on h0,p, |b|1,∞ and |∇Xa|Hm0 . Therefore, there exist functions
Σ±(v, ξ) ∈ C∞(R(d+1)2 ,M1) 1-regular at the origin such that η±(X, y˜, ξ) = Σ±(P˜ (X, y˜), ξ).
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f bapp(X, y˜) = σapp(X, y˜,D)f, (4.3)
where σapp(X, y˜, ξ) = exp(−
∫ 0
y˜
η+(X,y′, ξ) dy′). We know from [12] that
ga(X,D)f = −∂P˜n f bapp|y˜=0. (4.4)
Proof of Proposition 4.4. By the definition of G(a,b) and (4.4), we have:
Raf = −∂P˜n
(
f b − f bapp
)∣∣
y˜=0−∂P˜n f br
∣∣
y˜=0,
where f br = f b − f bapp. We use the trace theorem and (2.2) to get:
|Raf |
H
k+ 12
= ∣∣ed+1 · P˜∇X,y˜f br ∣∣y˜=0∣∣Hk+ 12  Ck∥∥P˜∇X,y˜f br ∥∥Hk,2
Mk(m0 + 1)
(∥∥f br ∥∥k+2,2 + |a|Hk+2∥∥f br ∥∥m0+1,2).
We next turn to the tame estimate of ‖f br ‖k+2,2. From the proof of Lemma 3.14 in [12], we find that
P˜f br = −(˜P − P˜app)f bapp − P˜appf bapp := h1app + h2app,
together with the boundary condition,
f br |y˜=0 = 0, ∂P˜n f br |y˜=−1 = −∂P˜n f bapp|y˜=−1.
From Proposition 2.2, it follows that∥∥f br ∥∥k+2,2 Mk(2m0 + 2)(∥∥h1app∥∥k,2 + ∥∥h2app∥∥k,2 + ∣∣∂P˜n f bapp|y˜=−1∣∣Hk+ 12 )
+Mk(2m0 + 2)
(∥∥h1app∥∥m0−1,2 + ∥∥h2app∥∥m0−1,2 + ∣∣∂P˜n f bapp|y˜=−1∣∣Hm0− 12 )|a|Hk+2 .
Now it remains to estimate the right-hand side of the above inequality.
Step 1. Estimate of h1app.
We set:
τ1(X, y˜,D) = η−(X, y˜,D) ◦ η+(X, y˜,D)− (η−η+)(X, y˜,D),
τ2(X, y˜,D) = (∂y˜η+)(X, y˜,D).
Then we find that
P˜ − P˜app − p˜d+1τ1 + p˜d+1τ2 = (∂y˜ p˜d+1 + ∇X · p˜)∂y˜ − (∇X · P˜1 + ∂y˜ p˜) · ∇X.
Therefore, we obtain:∥∥(˜P − P˜app)u∥∥k,2  ∥∥[(∂y˜ p˜d+1 + ∇X · p˜)∂y˜ − (∇X · P˜1 + ∂y˜ p˜) · ∇X]u∥∥k,2
+ ∥∥p˜d+1τ1(X, y˜,D)u∥∥k,2 + ∥∥p˜d+1τ2(X, y˜,D)u∥∥k,2.
By (2.2), the first term of the right-hand side is bounded by:
Mk(m0 + 2)
(‖u‖k+1,2 + |a|Hk+2‖u‖m0+1,2).
By Propositions 3.2–3.3 and (2.2), the other two terms are bounded by:
Mk(m0 + 2)
(‖u‖k+1,2 + |a|Hk+2‖u‖m0+1,2).
So we get: ∥∥(˜P − P˜app)u∥∥ Mk(m0 + 2)(‖u‖k+1,2 + |a|Hk+2‖u‖m0+1,2),k,2
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)
f
∥∥∥∥
k,2
Mk(m0 + 2)
∥∥∥∥σ˜app(X, y˜,D) exp(C+2 y˜|D|
)
f
∥∥∥∥
k+1,2
+Mk(m0 + 2)
∥∥∥∥σ˜app(X, y˜,D) exp(C+2 y˜|D|
)
f
∥∥∥∥
m0+1,2
|a|Hk+2, (4.5)
where σ˜app(X, y˜,D) = σapp(X, y˜,D) exp(−C+2 y˜|D|) is a pseudo-differential operator of order 0. By Proposition 3.2,
we get:
‖σ˜appu‖k+1,2 Mk(m0 + 1)
(‖u‖k+1,2 + ‖u‖m0,2|a|Hk+2),
which together with (4.5) gives:∥∥h1app∥∥k,2 Mk(m0 + 2)(|f |Hk+ 12 + |f |Hm0+ 12 |a|Hk+2), (4.6)
where we used the fact that ∥∥∥∥exp(C+2 y˜|D|
)
f
∥∥∥∥
k+1,2
 Ck|f |
H
k+ 12
. (4.7)
Step 2. Estimate of h2app. By the definition, we have:∥∥h2app∥∥k,2 = ∥∥∥∥p˜d+1(∂y˜ − η−(X, y˜,D))τ3(X, y˜,D) exp(C+2 y˜|D|
)
f
∥∥∥∥
k,2
,
where
τ3(X, y˜,D) = (η+σ˜app)(X, y˜,D)− η+ ◦ σ˜app(X, y˜,D).
We get by Proposition 3.2 and (2.2) that∥∥(∂y˜ − η−(X, y˜,D))u∥∥k,2 Mk(m0 + 1)(‖u‖k+1,2 + ‖u‖m0+1|a|Hk+1),
and by Proposition 3.3 and (2.2)∥∥τ3(X, y˜,D)u∥∥k+1,2 Mk(m0 + 2)(‖u‖k+1,2 + ‖u‖m0+1|a|Hk+3),
from which and (4.7), it follows that∥∥h2app∥∥k,2 Mk(m0 + 2)(|f |Hk+ 12 + |f |Hm0+ 12 |a|Hk+3). (4.8)
Step 3. Estimate of ∂P˜n f bapp|y˜=−1. We rewrite it as
∂P˜n f
b
app|y˜=−1 = ed+1 · P˜ |y˜=−1B(X,D)f + ed+1 · P˜ |y˜=−1
(
τ4(X,−1,D)
0
)
f,
where
τ4(X, y˜,D) = ∇Xσapp(X, y˜,D)− (iξσapp)(X, y˜,D),
B(X,D) =
[(
iξ
η+(X,−1, ξ)
)
σapp(X,−1, ξ)
]
(X,−1,D).
Note that the symbol σapp(X,−1, ξ) is a smooth symbol, we get by Proposition 3.2 and (2.2) that∣∣ed+1 · P˜ |y˜=−1B(X,D)f ∣∣ k+ 1 + ∣∣τ4(X,−1,D)f ∣∣ k+ 1 Mk(m0 + 2)|a| k+ 5 |f |L2 ,
H 2 H 2 H 2
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H
k+ 12
Mk(m0 + 2)|a|
H
k+ 52
|f |L2 . (4.9)
Summing up (4.6), (4.8) and (4.9), we obtain:∥∥f br ∥∥k+2,2 Mk(2m0 + 2)(|f |Hk+ 12 + |f |Hm0+1 |a|Hk+3). (4.10)
The proof of Proposition 4.4 is finished. 
We next prove a tame commutator estimate which plays a key role in the energy estimate. It should be pointed out
that we do not need this kind of estimates in the case of zero surface tension.
Theorem 4.6. Let k ∈ N, f ∈ H 2k+ 12 ∩Hm0+2(Rd). Then there holds:∣∣[σaG(a, b)σa,Λka]f ∣∣
H
3
2
Mk(2m0 + 2)
(|f |
H
2k+ 12
+ |f |Hm0+2 |a|H 2k+4
)
,
where σa = (1 + |∇Xa|2)− 14 .
Remark 4.7. The above result seems surprising, since [σaG(a, b)σa,Λka] should be an operator of order 2k. However,
thanks to special form of the operator Λa , the main part of σaG(a, b)σa is the same as that of Λa so that it becomes
an operator of order 2k − 1, which is a key point of this paper.
The proof of Theorem 4.6 is very technical and will be divided into two parts. In the first part, we deal with the
commutator estimate between the main part of G(a,b) and Λa which can be obtained by using pseudo-differential
operators calculus. In the second part, we deal with the commutator estimate between the remainder of G(a,b) and
Λa which relies on the construction of the approximate solution of the variable coefficients elliptic equation on a flat
strip.
Lemma 4.8. Let k ∈N, f ∈ Hk+ 32 ∩Hm0+2(Rd). Then there holds:∣∣[σaga(X,D)σa,Λa]f ∣∣
H
k+ 12
Mk(m0 + 3)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|
H
k+ 92
)
.
Proof. We write:[
σaga(X,D)σa,Λa
]
= σaga(X,D)[σa,Λa] +
[
σaga(X,D),Λa
]
σa
= σaga(X,D) ◦
([σa,Λa] − Op{σa,Λa}1)+ σaga(X,D) ◦ Op{σa,Λa}1
+ ([σaga(X,D),Λa]− Op{σaga(X, ξ),Λa}1)σa + Op{σaga(X, ξ),Λa}1σa
 σag(X,D) ◦ τ1(X,D)+ σaga(X,D) ◦ Op{σa,Λa}1 + τ2(X,D)σa + Op
{
σaga(X, ξ),Λa
}
1σa.
Furthermore, we find that
σaga(X,D) ◦ Op{σa,Λa}1 + Op
{
σaga(X, ξ),Λa
}
1σa
= [σaga(X,D) ◦ Op{σa,Λa}1 − Op(σaga(X, ξ){σa,Λa}1)]
+ [Op{σaga(X, ξ),Λa}1σa − Op({σaga(X, ξ),Λa}1σa)]
+ Op(σaga(X, ξ){σa,Λa}1)+ Op({σaga(X, ξ),Λa}1 σa)
 τ3(X,D)+ τ4(X,D)+ Op
({
σaga(X, ξ)σa,Λa
}
1
)
.
Note that
Op
({
σaga(X, ξ)σa,Λa
} )= 0.1
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σaga(X,D)σa,Λa
]= σag(X,D) ◦ τ1(X,D)+ τ2(X,D)σa + τ3(X,D)+ τ4(X,D).
With this identity, the lemma can be deduced from Propositions 3.2–3.3. 
Lemma 4.9. Let k ∈N, f ∈ Hk+ 32 ∩Hm0+ 32 (Rd). Then there holds:∥∥[˜P − P˜app,Λa]f bapp∥∥k,2 Mk(m0 + 3)(|f |Hk+ 32 + |f |Hm0+ 32 |a|Hk+4).
Proof. Let τ1, τ2 be as in Proposition 4.4. We write:
[˜P − P˜app,Λa]f bapp =
[˜
P − P˜app + p˜d+1τ2(X, y˜,D)− p˜d+1τ1(X, y˜,D),Λa
]
f bapp
+ [p˜d+1τ1(X, y˜,D),Λa]f bapp − [p˜d+1τ2(X, y˜,D),Λa]f bapp
 I1 + I2 + I3.
From the proof of Proposition 4.4, we find that
I1 =
[
(∂y˜ p˜d+1 + ∇X · p˜)∂y˜ − (∇X · P˜1 + ∂y˜ p˜) · ∇X,Λa
]
f bapp.
So we get by Proposition 3.3 and (2.2) that
‖I1‖k,2 Mk(m0 + 3)
(|f |
H
k+ 32
+ |f |
H
m0+ 32
|a|Hk+4
)
,
where we used the fact that (see also (4.6))∥∥f bapp∥∥k+2,2 Mk(m0 + 1)(|f |Hk+ 32 + |f |Hm0+ 12 |a|Hk+3).
Similarly, we have:
‖I2‖k,2 + ‖I3‖k,2 Mk(m0 + 2)
(|f |
H
k+ 32
+ |f |
H
m0+ 32
|a|Hk+3
)
.
This completes the proof of Lemma 4.9. 
Lemma 4.10. Let k ∈ N, f ∈ Hk+ 32 ∩Hm0+2(Rd). Then there holds:∣∣[Ra,Λa]f ∣∣
H
k+ 12
Mk(2m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+5
)
.
Proof. Note that
Raf = −∂P˜n
(
f b − f bapp
)∣∣
y˜=0 −∂P˜n f br |y˜=0,
so we have:
[Ra,Λa]f = ed+1 · P˜∇X,y˜
(
(Λaf )
b
r −Λaf br
)∣∣
y˜=0 + ed+1 · [P˜∇X,y˜ ,Λa]f br |y˜=0.
Firstly, we get by Proposition 3.3, (2.2) and (4.10) that∣∣[P˜∇X,y˜ ,Λa]f br |y˜=0∣∣
H
k+ 12
Mk(2m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+1 |a|Hk+4
)
. (4.11)
We now estimate the term |ed+1 · P˜∇X,y˜((Λaf )br − Λaf br )|y˜=0|
H
k+ 12
. By the trace theorem, it suffices to estimate
‖(Λaf )br −Λaf br ‖k+2,2. By the definition,
P˜f br = −(˜P − P˜app)f bapp − P˜appf bapp,
P˜(Λaf )br = −(˜P − P˜app)(Λaf )bapp − P˜app(Λaf )bapp,
which lead to:
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(
(Λaf )
b
r −Λaf br
)= −[˜P − P˜app,Λa]f bapp + (˜P − P˜app)(Λaf bapp − (Λaf )bapp)− [˜P,Λa]f br
− P˜app(Λaf )bapp +ΛaP˜appf bapp  h,
together with the following boundary conditions
(Λaf )
b
r −Λaf br |y˜=0 = 0, and
− ∂P˜n
(
(Λaf )
b
r −Λaf br
)∣∣
y˜=−1
= (ed+1 · P˜∇X,y˜(Λaf )bapp − ed+1 ·ΛaP˜∇X,y˜f bapp + ed+1 · [P˜∇X,y˜ ,Λa]f br )∣∣y˜=−1.
We get by Proposition 2.2 that∥∥(Λaf )br −Λaf br ∥∥k+2,2
Mk(2m0 + 2)
(‖h‖k,2 + ∣∣∂P˜n ((Λaf )br −Λaf br )∣∣y˜=−1∣∣Hk+ 12 )
+Mk(2m0 + 2)
(‖h‖m0−1,2 + ∣∣∂P˜n ((Λaf )br −Λaf br )∣∣y˜=−1∣∣Hm0− 12 )|a|Hk+2 .
Following the proof of Step 3 in Proposition 4.4 and (4.11), we find that∣∣∂P˜n ((Λaf )br −Λaf br )∣∣y˜=−1∣∣Hk+ 12 Mk(2m0 + 2)(|f |Hk+ 32 + |f |Hm0+1 |a|Hk+4).
By the definition of h, we have:
‖h‖k,2 
∥∥[˜P − P˜app,Λa]f bapp∥∥k,2 + ∥∥(˜P − P˜app)(Λaf bapp − (Λaf )bapp)∥∥k,2
+ ∥∥[˜P,Λa]f br ∥∥k,2 + ∥∥ΛaP˜appf bapp − P˜app(Λaf )bapp∥∥k,2
 I + II + III + IV.
We get by Lemma 4.9 that
I Mk(m0 + 3)
(|f |
H
k+ 32
+ |f |
H
m0+ 32
|a|Hk+4
)
, (4.12)
and by the proof of Proposition 4.4,
III Mk(2m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+1 |a|Hk+3
)
, (4.13)
and
II Mk(m0 + 2)
(∥∥Λaf bapp − (Λaf )bapp∥∥k+1,2 + ∥∥Λ2f bapp − (Λaf )bapp∥∥m0+1,2|a|Hk+2).
Note that ∥∥Λaf bapp − (Λaf )bapp∥∥k+1,2

∥∥∥∥[Λa, σ˜app] exp(C+2 y˜|D|
)
f
∥∥∥∥
k+1,2
+
∥∥∥∥σ˜app[Λa, exp(C+2 y˜|D|
)]
f
∥∥∥∥
k+1,2
.
By Proposition 3.3, (2.2) and (4.7), the first term above is bounded by:
Mk(m0 + 2)
(|f |
H
k+ 32
+ |f |
H
m0+ 32
|a|Hk+4
)
.
By the definition of σ˜app in Proposition 4.4, we rewrite it as
σ˜app(X, y˜,D) = σapp(X, y˜,D) exp
(
−3C+
4
y˜|D|
)
exp
(
C+
4
y˜|D|
)
.
Note that σapp(X, y˜,D) exp(− 3C+4 y˜|D|) is still a pseudo-differential operator of order 0, we thus get by
Proposition 3.2, (2.2) and (4.7) that∥∥σ˜appu(·, y˜)∥∥k+1 Mk(m0 + 1) sup (∣∣u(·, y˜)∣∣Hk+ 12 + ∣∣u(·, y˜)∣∣Hm0 |a|Hk+2). (4.14)y˜∈[−1,0]
444 M. Ming, Z. Zhang / J. Math. Pures Appl. 92 (2009) 429–455On the other hand, we can show by using Bony’s paraproduct decomposition [7] that for any y˜ ∈ [−1,0],∣∣∣∣[Λa, exp(C+2 y˜|D|
)]
f
∣∣∣∣
H
k+ 12
Mk(m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+4
)
,
which together with (4.14) gives:∥∥∥∥σ˜app[Λa, exp(C+2 y˜|D|
)]
f
∥∥∥∥
k+1,2
Mk(m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+4
)
. (4.15)
So, we get:
II Mk(m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+4
)
. (4.16)
For IV , we have:
IV = ∥∥[Λa, P˜app ◦ σapp]f ∥∥k,2,
where
P˜ ◦ σapp = −p˜d+1
(
∂y˜ − η−(X, y˜,D)
)
τ(X, y˜,D) exp
(
C+
2
y˜|D|
)
,
τ (X, y˜,D) = (η+σ˜app)(X, y˜,D)− η+ ◦ σ˜app(X, y˜,D).
So, we get:
[Λa, P˜app ◦ σapp] = p˜d+1(∂y˜ − η−)[τ,Λa] exp
(
C+
2
y˜|D|
)
+ [p˜d+1(∂y˜ − η−),Λa]τ exp(C+2 y˜|D|
)
+ p˜d+1(∂y˜ − η−)τ
[
exp
(
C+
2
y˜|D|
)
,Λa
]
,
from which, we get by Propositions 3.2–3.3, (2.2) and (4.7) (for the last term, we need to use a similar argument
leading to (4.15)) that
IV Mk(m0 + 3)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+5
)
. (4.17)
Summing up (4.12)–(4.13) and (4.16)–(4.17), we obtain:
‖h‖k,2 Mk(2m0 + 2)
(|f |
H
k+ 32
+ |f |Hm0+2 |a|Hk+5
)
.
Thus, we have: ∥∥(Λaf )br −Λaf br ∥∥k+2,2 Mk(2m0 + 2)(|f |Hk+ 32 + |f |Hm0+2 |a|Hk+5),
from which and (4.11), we conclude the lemma. 
Now we are in a position to prove Theorem 4.6.
Proof of Theorem 4.6. By the definition of G(a,b),
[
σaG(a, b)σa,Λ
k
a
]
f =
k−1∑
i=0
Λia
[
σaga(X,D)σa,Λa
]
Λk−i−1a f +
k−1∑
i=0
Λia[σaRaσa,Λa]Λk−i−1a f  I + II.
Using Lemmas 3.5 and 4.8, we get by the interpolation argument that
|I |
H
3
2
Mk(m0 + 3)
(|f |
H
2k+ 12
+ |f |Hm0+2 |a|H 2k+ 72
)
.
And by Lemma 3.5, Propositions 4.4, 3.3 and Lemma 4.10, we have
|II|
H
3
2
Mk(2m0 + 2)
(|f |
H
2k+ 12
+ |f |Hm0+2 |a|H 2k+4
)
.
This completes the proof of Theorem 4.6. 
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5.1. The linearized system
We rewrite the water-wave equations (1.11) as
∂tU + F(U) = 0, (5.1)
where U = (ζ,ψ)T and F(U) = (F1(U),F2(U)T with
F1(U) = −G(ζ)ψ,
(5.2)
F2(U) = gζ + 12 |∇Xψ |
2 − (G(ζ )ψ + ∇Xζ · ∇Xψ)
2
2(1 + |∇Xζ |2) − κ∇X ·
( ∇Xζ√
1 + |∇Xζ |2
)
.
We will linearize the system (5.1) around an admissible reference state in the following sense:
Definition 5.1. Let T > 0. We say that U = (ζ ,ψ)T is an admissible reference state if (ζ ,ψ − ψ |t=0)T ∈ C([0, T ];
H∞(Rd)2) and ∇Xψ |t=0 ∈ H∞(Rd)d , and if moreover,
∃h0 > 0 such that min{−b, ζ − b} h0 on [0, T ] ×Rd,
where y = b(X) is a parameterization of the bottom.
The linearized operator L associated to (5.1) is given by:
L := ∂t + dUF ,
where
dUF =
( −dζG(·)ψ −G(ζ)
g −ZdζG(·)ψ −Zv · ∇X −A −ZG(ζ)+ v · ∇X
)
,
with Z = Z(U), A = A(U) and v = v(U), and for all U = (ζ,ψ)T smooth enough,
Z(U) := 1
1 + |∇Xζ |2
(
G(ζ)ψ + ∇Xζ · ∇Xψ
)
,
A(U) := κ∇X ·
[ ∇X√
1 + |∇Xζ |2
− ∇Xζ(∇Xζ · ∇X)
(1 + |∇Xζ |2) 32
]
,
v(U) := ∇Xψ −Z(U)∇Xζ.
According to Theorem 3.20 in [12], we have:
dζG(·)ψ · ζ = −G(ζ)(Zζ )− ∇X · (ζv),
so that L becomes
L = ∂t +
(
G(ζ)(Z·)+ ∇X · (·v) −G(ζ)
ZG(ζ )(Z·)+ (g +Z∇X · v)−A −ZG(ζ)+ v · ∇X
)
.
Taking V = (ζ,ψ −Zζ)T as a new unknown, the linearized equation LU = G is equivalent to,
MV = H on [0, T ] ×Rd , (5.3)
where
H :=
(
G1
G2 −ZG1
)
and M := ∂t +
(∇X · (·v) −G(ζ)
a −A v · ∇X
)
,
with a := g + ∂tZ + v · ∇XZ.
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We consider the linearized system:{MV = H,
V |t=0 = V0, with M = ∂t +
(∇X · (·v) −G(ζ)
a −A v · ∇X
)
. (5.4)
We obtain the following well-posedness and tame energy estimates of (5.4).
Proposition 5.2. Let T > 0 and U be an admissible reference state. Assume that H ∈ C([0, T ] × H∞(Rd)2) and
V0 ∈ H∞(Rd)2. Then there is a unique solution V ∈ C1([0, T ],H∞(Rd)2) to (5.4) and for all k ∈ N, there exists a
constant Ck such that∣∣V (t)∣∣
H 2k+1×H 2k+ 12
 CkeCkt
[|V0|
H 2k+1×H 2k+ 12 + |V0|H 2m0+1×H 2m0+ 12
(
1 + |ζ |H 2k+2
)]
+Ck
t∫
0
eCk(t−τ)
[|H |
H 2k+1×H 2k+ 12 + |H |H 2m0+1×H 2m0+ 12
(
1 + |ζ |H 2k+2
)]
dτ
+Ck|V0|
H 2m0+1×H 2m0+ 12
t∫
0
eCk(t−τ)
(
1 + |ζ |H 2k+4 + |v|H 2k+2 + |a − g|
H
2k+ 12
+ |∂t ζ |H 2k+2
)
dτ,
where Ck = C(k, κ,B, |ζ |Hq0 , |v|Hq0T , |a − g|Hq0T , |∂t ζ |Hq0 ), and q0 is a constant depending only on d . Moreover, ifM satisfies the Lévy condition:
∃c0 > 0 such that a(t,X) c0, ∀(t,X) ∈ [0, T ] ×Rd, (5.5)
there exists a constant C˜k independent of κ such that∣∣√κV1(t)∣∣H 2k+1 + ∣∣V (t)∣∣H 2k×H 2k+ 12
 CkeCkt
[|√κV01|H 2k+1 + |V0|
H 2k×H 2k+ 12 + |V0|H 2m0×H 2m0+ 12
(
1 + |ζ |H 2k+2
)]
+Ck
t∫
0
eCk(t−τ)
[|H |
H 2k+1×H 2k+ 12 + |H |H 2m0×H 2m0+ 12
(
1 + |ζ |H 2k+2
)]
dτ
+Ck|V0|
H 2m0×H 2m0+ 12
t∫
0
eCk(t−τ)
(
1 + |ζ |H 2k+4 + |v|H 2k+2 + |a − g|
H
2k+ 12
+ |∂t ζ |H 2k+2
)
dτ,
where C˜k = C(k, c0,B, |ζ |Hq0 , |v|Hq0T , |a − g|Hq0T , |∂t ζ |Hq0 ).
Proof. As the existence of solutions to (5.4) follows from the a priori estimates for the approximate solutions (which
can be constructed by a parabolic regularization as in [12]), here we only present the a priori tame estimate to smooth
enough solutions of (5.4).
We rewrite the linear system (5.4) as⎧⎨⎩
∂tV1 + ∇X · (vV1)−GV2 = H1,
∂tV2 + (a −A)V1 + v · ∇XV2 = H2,
V |t=0 = V0,
(5.6)
where we write G for G(ζ). We introduce the following energy functional Ek(V ) defined by:
Ek(V ) :=
(
Λ˜kσV1, σ
−1(a −A)σ−1Λ˜kσV1
)+ (Λ˜kσ−1V2, σGσΛ˜kσ−1V2),
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Λ˜ = |D|2 − ∂iζ ∂j ζ
1 + |∇Xζ |2 DiDj , σ =
(
1 + |∇Xζ |2
)− 14 .
Fix a constant λ > 0 to be determined later. We have:
d
dt
e−2λtEk(V ) = e−2λt
[−2λEk(V )+ 2(Λ˜k∂t ( σV1), σ−1(a −A)σ−1Λ˜k σV1)
+ 2(Λ˜k∂t(σ−1V2), σGσΛ˜kσ−1V2)+ (Λ˜kσV1, [∂t , σ−1(a −A)σ−1]Λ˜kσV1)
+ (Λ˜kσ−1V2, [∂t , σGσ ]Λ˜kσ−1V2)+ 2([∂t , Λ˜k]σV1, σ−1(a −A)σ−1Λ˜kσV1)
+ 2([∂t , Λ˜k]σ−1V2, σGσΛ˜kσ−1V2)]
 e−2λt (I1 + · · · + I7).
Let us begin with the estimates of I1 − I7.
Estimates of I 2 + I 3.
I2 = 2
(
Λ˜k(∂t σ )V1, σ
−1(a −A)σ−1Λ˜kσV1
)+ 2(Λ˜kσ∂tV1, σ−1(a −A)σ−1Λ˜kσV1)
 I21 + I22.
By Lemma 3.5, we have:
|I21| Ck
[|V1|2H 2k + κ|V1|2H 2k+1 + |V1|2Hm0 (|ζ |2H 2k+2 + |∂t ζ |2H 2k+2)]. (5.7)
Using the first equation of (5.6), we rewrite I22 as
I22 = 2
(
Λ˜kσGV2, σ
−1(a −A)σ−1Λ˜kσV1
)− 2(Λ˜kσ∇vV1, σ−1(a −A)σ−1Λ˜kσV1)
− 2
(
Λ˜kσ
1
2
(∇X · v)V1, σ−1(a −A)σ−1Λ˜kσV1
)
+ 2(Λ˜kσH1, σ−1(a −A)σ−1Λ˜kσV1)
 I 122 + · · · + I 422.
Here the operator ∇v is defined by:
∇vf  12
(∇X · (f v)+ v · ∇Xf ).
Since ∇v is an anti-adjoint operator, we have:
I 222 = 2
([
Λ˜kσ,∇v
]
V1, σ
−1(a −A)σ−1Λ˜kσV1
)− (Λ˜kσV1, [σ−1(a −A)σ−1,∇v]Λ˜kσV1),
which together with Lemma 3.5 gives:∣∣I 222∣∣ Ck[|V1|2H 2k + κ|V1|2H 2k+1 + |V1|2Hm0 (|ζ |2H 2k+3 + |v|2H 2k+2)]. (5.8)
Again, we get by Lemma 3.5 that∣∣I 322∣∣ Ck[|V1|2H 2k + κ|V1|2H 2k+1 + |V1|2Hm0 (|ζ |2H 2k+2 + |v|2H 2k+2)], (5.9)
and ∣∣I 422∣∣ Ck[|H1|2H 2k+1 + |V1|2H 2k + κ|V1|2H 2k+1 + (|H1|2Hm0 + |V1|2Hm0 )|ζ |2H 2k+2]. (5.10)
The ter I 122 will be handled together with I3. We have:
I3 = 2
(
Λ˜k
(
∂tσ
−1)V2, σGσΛ˜kσ−1V2)+ 2(Λ˜kσ−1∂tV2, σGσΛ˜kσ−1V2)
 I31 + I32.
We get by Proposition 4.3 and Lemma 3.5 that
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(∣∣σΛ˜k∂t(σ−1)V2∣∣2
H
1
2
+ ∣∣σΛ˜kσ−1V2∣∣2
H
1
2
)
 Ck
[|V2|2
H
2k+ 12
+ |V2|2Hm0
(|ζ |2
H
2k+ 32
+ |∂t ζ |2
H
2k+ 32
)]
. (5.11)
From the second equation of (5.6), we get:
I32 = −2
(
Λ˜kσ−1(a −A)V1, σGσΛ˜kσ−1V2
)− 2(Λ˜kσ−1∇vV2, σGσΛ˜kσ−1V2)
+ 2
(
Λ˜kσ−1 1
2
(∇X · v)V2, σGσΛ˜kσ−1V2
)
+ 2(Λ˜kσ−1H2, σGσΛ˜kσ−1V2)
 I 132 + · · · + I 432.
Again, by the fact that ∇v is anti-adjoint, we have:
I 232 = −2
([
Λ˜kσ−1,∇v
]
V2, σGσΛ˜
kσ−1V2
)+ (Λ˜kσ−1V2, [σGσ,∇v]Λ˜kσ−1V2).
The first term above can be handled as in I31, and for the second one we need to use Proposition 3.18 in [12]. Then
we get by Lemma 3.5 that ∣∣I 232∣∣ Ck[|V2|2
H
2k+ 12
+ |V2|2Hm0
(|ζ |2
H
2k+ 52
+ |v|2
H
2k+ 32
)]
. (5.12)
Similarly, we have: ∣∣I 332∣∣ Ck[|V2|2
H
2k+ 12
+ |V2|2Hm0
(|ζ |2
H
2k+ 32
+ |v|2
H
2k+ 32
)]
, (5.13)∣∣I 432∣∣ Ck[|H2|2
H
2k+ 12
+ |V2|2
H
2k+ 12
+ (|H2|2Hm0 + |V |2Hm0 )|ζ |2
H
2k+ 32
]
. (5.14)
Now it remains to estimate I 122 + I 132. We have:
I 122 + I 132 = 2
(
Λ˜kσGV2, σ
−1(a −A)σ−1Λ˜kσV1
)− 2(Λ˜kσ−1(a −A)V1, σGσΛ˜kσ−1V2)
 2(II + III).
By the definition of A,
A = κ∇X ·
[ ∇X√
1 + |∇Xζ |2
− ∇Xζ(∇Xζ · ∇X)
(1 + |∇Xζ |2) 32
]
= κ∇X ·
[
σ 2∇X − σ 6∇Xζ(∇Xζ · ∇X)
]
,
so we get:
II = (Λ˜kσGV2, aσ−2Λ˜kσV1)− κ(Λ˜kσGV2, σ−1∇X · σ 2∇Xσ−1Λ˜kσV1)
+ κ(Λ˜kσGV2, σ−1∇X · σ 6∇Xζ (∇Xζ · ∇Xσ−1Λ˜kσV1))
 II1 + II2 + II3.
We rewrite II1 as
II1 =
(
σGσΛ˜kσ−1V2, Λ˜kaσ−1V1
)+ ([Λ˜k, σGσ ]σ−1V2, aσ−2Λ˜kσV1)+ (σGσΛ˜kσ−1V2, [aσ−2, Λ˜k]σV1)
 II11 + II12 + II13.
By Lemma 3.5, Proposition 4.2 and Theorem 4.6, we have:
|R1| |II12 + II13| Ck
[|V1|2H 2k + |V2|2
H
2k+ 12
+ |V |2
Hm0+2 |ζ |2H 2k+4
]
. (5.15)
Now, we decompose II2 as
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(
Λ˜kσGV2, σ
−1∇X · σ
[
σ∇Xσ−1, Λ˜k
]
σV1
)− κ(Λ˜k σGV2, σ−1∇X · σΛ˜kσ∇XV1)
= −κ(Λ˜kσGV2, σ−1(∇Xσ) · [σ∇Xσ−1, Λ˜k]σV1)− κ(Λ˜kσGV2, σ−1σ∇X · [σ∇Xσ−1, Λ˜k]σV1)
− κ(Λ˜kσGV2, σ−1(∇Xσ) · Λ˜kσ∇XV1)− κ(Λ˜kσGV2, σ−1σ∇X · Λ˜kσ∇XV1)
 II21 + II22 + II23 + II24.
We get by Lemma 3.5 and Proposition 4.2 that
|II21| Ck
[
κ|V1|2H 2k+1 + |V2|2
H
2k+ 12
+ |V |2Hm0 |ζ |2H 2k+3
]
. (5.16)
We write II22 as
II22 = −κ
(
Λ˜kσGV2,∇X ·
[
σ∇X σ−1, Λ˜k
]
σV1
)
= −κ(Λ˜kσGV2, σ∇X · σ−1[σ∇X σ−1, Λ˜k]σV1)+ κ(Λ˜kσGV2, σ (∇Xσ−1) · [σ∇X σ−1, Λ˜k]σV1)
 II122 + II222.
As in (5.16), we have: ∣∣II222∣∣ Ck[κ|V1|2H 2k+1 + |V2|2
H
2k+ 12
+ |V |2Hm0 |ζ |2H 2k+3
]
. (5.17)
We write II23 as
II23 = −κ
(
Λ˜kσGV2,
[
σ−1(∇Xσ), Λ˜k
] · σ∇XV1)− κ(Λ˜kσGV2, Λ˜kσ−1(∇Xσ) · σ∇XV1)
 II123 + II223.
As in (5.16), we have: ∣∣II123∣∣ Ck[κ|V1|2H 2k+1 + |V2|2H 2k + |V |2Hm0 |ζ |2H 2k+3]. (5.18)
We write II24 as
II24 = −κ
(
Λ˜kσGV2,∇X · Λ˜kσ∇XV1
)
= −κ(Λ˜kσGV2, σ∇X · σ−1Λ˜kσ∇XV1)+ κ(Λ˜kσGV2, σ (∇Xσ−1) · Λ˜kσ∇XV1)
= −κ(Λ˜kσGV2, [σ∇Xσ−1, Λ˜k] · σ∇XV1)− κ(Λ˜kσGV2, Λ˜kσ∇X · ∇XV1)
+ κ(Λ˜kσGV2, [σ (∇Xσ−1), Λ˜k] · σ∇XV1)+ κ(Λ˜kσGV2, Λ˜kσ (∇Xσ−1) · σ∇XV1)
 II124 + · · · + II424.
As in (5.16), we have: ∣∣II324∣∣ Ck[κ|V1|2H 2k+1 + |V2|2H 2k + |V |2Hm0 |ζ |2H 2k+3]. (5.19)
And from the above calculations, we find that
II223 + II224 + II424
= −κ(Λ˜kσGV2, Λ˜k[σ−1(∇Xσ) · σ∇XV1 + σ∇X · ∇XV1 − σ (∇Xσ−1) · σ∇XV1])
= −κ(Λ˜kσGV2, Λ˜k[σ−1(∇Xσ) · σ∇XV1 + σ−1σ∇X · σ∇XV1])
= −κ(Λ˜kσGV2, Λ˜kσ−1∇X · σ 2∇XV1),
and we also have:
II122 + II124 = −κ
(
Λ˜kσGV2, σ∇X · σ−1
[
σ∇Xσ−1, Λ˜k
]
σV1
)− κ(Λ˜kσGV2, [σ∇Xσ−1, Λ˜k] · σ∇XV1)
= −κ(Λ˜kσGV2, [(σ∇Xσ−1·)2, Λ˜k]σV1).
Summing up (5.16)–(5.19), we obtain:
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(
Λ˜kσGV2, Λ˜
kσ−1∇X ·
(
σ 2∇XV1
))− κ(Λ˜kσGV2, [(σ∇Xσ−1·)2, Λ˜k]σV1)+ R2,
where the remainder terms R2 satisfies:
R2  Ck
[∣∣(√κV1,V2)∣∣2
H 2k+1×H 2k+ 12 + |V |
2
Hm0 |ζ |2H 2k+3
]
. (5.20)
Similarly, II3 can be written as
II3 = κ
(
Λ˜kσGV2, Λ˜
kσ−1∇X · σ 6∇Xζ(∇Xζ · ∇XV1)
)
κ
(
Λ˜kσGV2,
[(
σ 3∇Xζ · ∇Xσ−1·
)2
, Λ˜k
]
σV1
)+ R3,
where R3 has the same estimate as R2. So, we arrive at
II = (σGσΛ˜kσ−1V2, Λ˜kaσ−1V1)− (Λ˜kσGV2, Λ˜kσ−1AV1)
− κ(Λ˜kσGV2, [(σ∇Xσ−1·)2 − (σ 3∇Xζ · ∇Xσ−1·)2, Λ˜k]σV1)+ R1 + R2 + R3. (5.21)
On the other hand,
III = −(Λ˜kσ−1aV1, σGσΛ˜kσ−1V2)+ (Λ˜kσ−1AV1, [σGσ, Λ˜k]σ−1V2)+ (Λ˜kσ−1AV1, Λ˜kσGV2),
which together with (5.21) gives:
I 122 + I 132 = −2κ
(
Λ˜kσGV2,
[(
σ∇Xσ−1·
)2 − (σ 3∇Xζ · ∇Xσ−1·)2, Λ˜k]σV1)
+ 2(Λ˜kσ−1AV1, [σGσ, Λ˜k]σ−1V2)+ R1 + R2 + R3
R4 + R5 + R1 + R2 + R3.
By Lemmas 3.5, 3.8 and Theorem 4.6, we have
R4  2κ
∣∣Λ˜kσGV2∣∣H−1 ∣∣[(σ∇Xσ−1·)2 − (σ 3∇Xζ · ∇Xσ−1·)2, Λ˜k]σV1∣∣H 1
 Ck
[∣∣(√κV1,V2)∣∣2
H 2k+1×H 2k+ 12 + |V |
2
Hm0×Hm0 |ζ |2H 2k+4
]
,
R5  2
∣∣Λ˜kσ−1AV1∣∣H−1 ∣∣[σGσ, Λ˜k]σ−1V2∣∣H 32
 Ck
[∣∣(√κV1,V2)∣∣2
H 2k+1×H 2k+ 12 + |V |
2
Hm0×Hm0+2 |ζ |2H 2k+4
]
,
which together with (5.7)–(5.14), (5.15) and (5.20) give:
|I2 + I3| Ck
(
κ|V1|2H 2k+1 + |V |2
H 2k×H 2k+ 12
)+Ck|V |2Hm0×Hm0+2(|ζ |2H 2k+4 + |v|2H 2k+2
+ |a − g|2
H
2k+ 12
+ |∂t ζ |2H 2k+2
)+Ck[|H |2
H 2k+1×H 2k+ 12
+ |H |2Hm0 |ζ |2H 2k+2
]
.
Estimates of I 4–I 7. Since the estimates are very similar as above but much simpler (by Lemma 3.5, and Proposi-
tion 3.19 in [12] for I4), we omit it here. We have
|I4 + · · · + I7| Ck
[
κ|V1|2H 2k+1 + |V |2
H 2k×H 2k+ 12
+ |V |2Hm0
(|ζ |2
H 2k+4 + |∂t ζ |2H 2k+2
)]
.
The total energy estimate. We finally obtain:
d
dt
e−2λtEk(V )−2λe−2λtEk(V )+ e−2λtCk
(
κ|V1|2H 2k+1 + |V |2
H 2k×H 2k+ 12
)
+ e−2λtCk|V |2Hm0×Hm0+2
(|ζ |2
H 2k+4 + |v|2H 2k+2 + |a − g|2
H
2k+ 12
+ |∂t ζ |2H 2k+2
)
+ e−2λtCk
[|H |2
H 2k+1×H 2k+ 12
+ |H |2Hm0 |ζ |2H 2k+2
]
. (5.22)
To complete the energy estimates, we still need the following lemma:
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inequalities hold:
Ek(V ) C−1m0
(∣∣(√κV1,V2)∣∣2
H 2k+1×H 2k+ 12 + inf(t,X)∈[0,T ]×Rd a(t,X)|V1|
2
H 2k
)
−Cm0 |V |2Hm0
(
1 + |∇Xζ |2H 2k+1
)
,
Ek(V ) Cm0
(∣∣(√κV1,V2)∣∣2
H 2k+1×H 2k+ 12 + |V1|
2
H 2k
)+Cm0 |V |2Hm0 (1 + |∇Xζ |2H 2k+1).
Proof of Lemma 5.3. We write:
Ek(V ) = Ek(V1)+Ek(V2),
where
Ek(V1) =
(
Λ˜kσV1, σ
−1(a −A)σ−1Λ˜kσV1
)
, Ek(V2) =
(
Λ˜kσ−1V2, σGσΛ˜kσ−1V2
)
.
Set f = σ−1Λ˜kσV1, we get:
Ek(V1) = (f, a −Af )
=
∫
Rd
a|f |2 dX + κ
∫
Rd
(1 + |∇Xζ |2)|∇Xf |2 − |∇Xζ · ∇Xf |2
(1 + |∇Xζ |2) 32
dX,
which implies that
C−1m0 κ|∇Xf |2L2 Ek(V1)−
∫
Rd
a|f |2dX  Cm0κ|∇Xf |2L2 .
On the other hand, by Lemmas 3.5–3.7 we have,
|f |2
L2  C
−1
m0 |V1|2H 2k −Cm0 |V1|2Hm0
(
1 + |∇Xζ |2H 2k
)
,
|f |2
L2  Cm0
[|V1|2H 2k + |V1|2Hm0 (1 + |∇Xζ |2H 2k )],
|∇Xf |2L2  C−1m0 |V1|2H 2k+1 −Cm0 |V1|2Hm0
(
1 + |∇Xζ |2H 2k+1
)
,
|∇Xf |2L2  Cm0
[|V1|2H 2k+1 + |V1|2Hm0 (1 + |∇Xζ |2H 2k+1)],
from which, we get:
Ek(V1)+Cm0 |V1|2Hm0
(
1 + |∇Xζ |2H 2k+1
)
 C−1m0
[
κ|V1|2H 2k+1 + infa|V1|2H 2k
]
,
Ek(V1) Cm0
[
κ|V1|2H 2k+1 + |V1|2H 2k + |V1|2Hm0
(
1 + |∇Xζ |2H 2k+1
)]
.
We now turn to Ek(V2). Set g = σΛ˜kσ−1V2, we have:
Ek(V2) =
(
Λ˜kσ−1V2, σGσΛ˜kσ−1V2
)
 (g,Gg),
which together with Lemmas 3.5, 3.7 and Proposition 4.3 gives:
Ek(V2) C|g|2
H
1
2
−μ|g|2
L2
= C∣∣Λ˜kσ−1V2∣∣2
H
1
2
−μ∣∣Λ˜kσ−1V2∣∣2L2
 C−1m0 |V2|2
H
2k+ 12
−Cm0 |V2|2Hm0
(
1 + |∇Xζ |2
H
2k+ 12
)−Cm0 |V2|2H 2k −Cm0 |V2|2Hm0 |∇Xζ |2H 2k
 C−1m0 |V2|2
H
2k+ 12
−Cm0 |V2|2Hm0
(
1 + |∇Xζ |2
H
2k+ 12
)
,
which leads to
Ek(V2)+Cm0 |V2|2Hm0
(
1 + |∇Xζ |2 2k+ 1
)
 C−1m0 |V2|2 2k+ 1 .H 2 H 2
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Ek(V2) Cm0 |V2|2
H
2k+ 12
+Cm0 |V2|2Hm0
(
1 + |∇Xζ |2
H
2k+ 12
)
.
This finishes the proof of Lemma 5.3. 
Now we are in a position to complete the proof of Proposition 5.2. By (5.22) and Lemma 5.3, we get:
d
dt
e−2λtEk(V )
 (−2λ+Ck)e−2λtEk(V )+ e−2λtCk|V |2Hm0×Hm0+2
(
1 + |ζ |2
H 2k+4 + |v|2H 2k+2
+ |a − g|2
H
2k+ 12
+ |∂t ζ |2H 2k+2
)+ e−2λtCk[|H |2
H 2k+1×H 2k+ 12
+ |H |2Hm0
(
1 + |ζ |2
H 2k+2
)]
. (5.23)
Taking λ such that −2λ + Ck  0, the first estimate of the proposition follows easily from Lemma 5.3. Note that the
constant Ck in (5.22) is independent of κ . So, if a satisfies (5.5), Ck in (5.23) is also independent of κ by Lemma 5.3.
This completes the proof of Proposition 5.2. 
5.3. The Lévy condition
Let us introduce the pressure P as
−P = ∂tφ + 12 |∇X,yφ|
2 + gy,
where φ is a solution of the elliptic equations:{−X,yφ = 0 on Ω(t),
φ|y=ζ (t,X) = −ψ(t, x), ∂n−φ|y=b(X) = 0.
If the admissible reference U solves the water-wave problem (5.1) at time t0, we find from the proof of Proposition 4.4
in [12] that
P |y=ζ (t0,X) = −κ∇X ·
( ∇Xζ(t0,X)√
1 + |∇Xζ(t0,X)|2
)
, (5.24)
−∂n+P |y=ζ (t0,X) = a(t0,X)− κ
∇Xζ(t0,X) · ∇X√
1 + |∇Xζ(t0,X)|2
∇X ·
( ∇Xζ(t0,X)√
1 + |∇Xζ(t0,X)|2
)
. (5.25)
So, the Lévy condition is equivalent to the Taylor sign condition for κ = 0.
In what follows, we show:
Proposition 5.4. Let b = −1. If U solves the water-wave problem (5.1) at time t0 and the surface tension coefficient
κ is sufficiently small, the Lévy condition still holds: there exists c0 > 0 such that
a(t0,X) c0 on Rd .
Proof. Note that −X,yP = ( 12 |∇X,yφ|2), and

(
1
2
|∇X,yφ|2
)
= ∣∣∇2X,yφ∣∣2, −∂n−(12 |∇X,yφ|2
)∣∣∣∣
y=−1
= 0,
we have: ⎧⎪⎨⎪⎩
−X,yP = |∇2X,yφ|2 on Ω(t),
P |y=ζ (t0,X) = −κ∇X ·
( ∇Xζ(t0,X)√
1+|∇Xζ(t0,X)|2
)
, ∂n−P |y=−1 = g.
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We will follow the argument of Lemma 4.1 in [18]. We denote by Γt the free surface, and by Γb the bottom. For any
h ∈ C10(Γt ), h 0, let w be a solution of the elliptic equation:
−w = 0, w|Γt = h,
∂w
∂n
∣∣∣∣
Γb
= 0.
Applying Green’s second identity to w and P + gy, we obtain:
−
∫
Γt
w
∂P
∂n
dS =
∫
Ω(t)
∣∣∇2X,yφ∣∣2wdV − ∫
Γt
P
∂w
∂n
dS + g
∫
Γt
(
w
∂y
∂n
− y ∂w
∂n
)
dS.
Applying Green’s second identity again to w and y, we get:∫
Γt
(
w
∂y
∂n
− y ∂w
∂n
)
dS =
∫
Γb
w dS.
Let G = G(η, ξ) be the Green’s function on Ω(t), i.e.
ξG(η, ξ) = δη(ξ), G(η, ξ)|Γt = 0,
∂G(η, ξ)
∂n(ξ)
∣∣∣∣
Γb
= 0.
Then we have Green’s representation formula:
w(η) =
∫
Γt
h(ξ)
∂G(η, ξ)
∂n(ξ)
dS(ξ), for η ∈ Ω(t).
Therefore, we obtain:
−
∫
Γt
h(ξ)
∂P
∂n
dS(ξ)
∫
Γt
h(ξ)
(∫
Γb
∂G(η, ξ)
∂n(ξ)
dS(η)
)
dS(ξ)
−
∫
Γt
h(ξ)
∂
∂n(ξ)
(∫
Γt
P (η)
∂G(η, ξ)
∂n(η)
dS(η)
)
dS(ξ). (5.26)
From the maximal principle, we know that there exists a constant c0 such that∫
Γb
∂G(η, ξ)
∂n(ξ)
dS(η) 3c0, for any ξ ∈ Γt .
Since h 0 is arbitrary, we get from (5.26) and (5.24) that
−∂n+P |y=ζ (t0,X)  2c0,
if κ is sufficiently small. 
6. The nonlinear equations and zero surface tension limit
6.1. The water-wave equations with surface tension
Assume that the surface tension coefficient κ > 0. Then we prove
Theorem 6.1. Let b ∈ C∞b (Rd). There exists P > D > 0 such that for all ζ0 ∈ Hs+P (Rd) and ψ0 be such that
∇Xψ0 ∈ Hs+P (Rd)d , with s >M (M depends on d only). Assume moreover that
min{ζ0 − b,−b} 2h0 on Rd for some h0  0.
Then there exist T > 0 and a unique solution (ζ,ψ) to the water-wave system (1.11) with the initial condition (ζ0,ψ0)
and such that (ζ,ψ −ψ0) ∈ C1([0, T ],H s+D(Rd)×Hs+D(Rd)).
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as
∂tU + F(U) = 0, U(0, x) = U0(x), (6.1)
where U = (ζ,ψ)T and F(U) = (F1(U),F2(U)T with F1(U) and F2(U) given by (5.2). In order to use Theorem 1
(with ε = 1, L = 0) in [3], we firstly verify the assumptions on the nonlinear operator F(·). Assume that U is an
admissible reference state. Note that U dose not necessarily belong to Sobolev space because ψ |t=0 is not necessarily
in a Sobolev space (though its gradient is). In what follows, we use |U |Ha to denote the quantity:
|U |Ha := |U −U |t=0|Ha + |∇XU |t=0|Ha−1 .
By Proposition 4.2, there holds for a  q0,∣∣F(U)∣∣
HaT
 C
(
a, |U |
H
q0
T
)|U |
Ha+2T
.
We know from the expression of dUF that
dUF ·U =
(−dζG(·)ψ · ζ −G(ζ)ψ
gζ −ZdζG(·)ψ · ζ −Zv · ∇Xζ +Aζ −ZG(ζ )ψ + v · ∇Xψ
)
,
from which and Proposition 3.25 in [12], it follows that for a  q0,
|dUF ·U |HaT  C
(
a, |U |
H
q0
T
, T
)[|U |
Ha+2T
+ |U |
H
q0
T
|U |
Ha+2T
]
.
We can compute d2UF from the expression of dUF , and then get by Proposition 3.25 in [12] that for a  q0,∣∣d2UF · (U,V )∣∣HaT  C(a,B, |U |Hq0T , T )[|U |Hq0T |V |Ha+2T + |U |Ha+2T |V |Hq0T
+ |U |
H
q0
T
|V |
H
q0
T
|U |
Ha+2T
]
.
To verify the assumptions on the linearized equations, we need to introduce two scales of Banach spaces Xa and
Fa as follows:
Xa =
1⋂
j=0
Cj
([0, T ];Ha−2j (Rd)2), |u|Xa = 1∑
j=0
∣∣∂jt u∣∣Ha−2jT ,
F a = C([0, T ];Ha(Rd)2)×Ha(Rd)2, ∣∣(f, g)∣∣
Fa
= |f |HaT + |g|Ha ,
and for (f, g) ∈ Fa and t ∈ [0, T ],
Ia(t, f, g) = |g|Ha +
t∫
0
sup
t ′′∈[0,t ′]
∣∣f (t ′′)∣∣
Ha
dt ′.
We consider the linearized system of (6.1):{MV = H,
V |t=0 = V0, with M = ∂t +
(∇X · (·v) −G(ζ)
a −A v · ∇X
)
. (6.2)
For any s  q0,U ∈ Xs+4, (H,V0) ∈ F s+1, from Proposition 5.2, there exists a unique solution V ∈ C([0, T ];Hs(Rd))
to (6.2) such that
|V |HsT  C
(
s, κ, |U |Xq0 , T
)(Is+1(t,H,V0)+ |U |Xs+4Iq0(t,H,V0)). (6.3)
Then Theorem 1 in [3] ensures that there exist T > 0 and a unique solution U to (6.1).
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For the flat bottom, we prove that
Theorem 6.2. Let b = −1 and (ζ0,ψ0) satisfy the same assumptions as Theorem 6.1. Assume that the surface tension
coefficient κ is sufficiently small. Then there exist T > 0 independent of κ and a unique solution (ζ κ ,ψκ) to (1.11)
with κ > 0 such that (ζ κ ,ψκ −ψ0) ∈ C1([0, T ],H s+D(Rd)×Hs+D(Rd)). Moreover, as κ tends to zero, the solution
(ζ κ ,ψκ) converges to the solution (ζ,ψ) of (1.11) with κ = 0.
Proof. If the surface tension coefficient κ is sufficiently small, the Lévy condition holds. Thus, the estimate (6.3) is
independent of κ by Proposition 5.2. By Theorem 1 in [3], there exist T > 0 independent of κ and a unique solution
Uκ of (6.1) which is bounded in C([0, T ];Hs+D(Rd)). Then there exists a subsequence of {Uκ}κ>0 which converges
weakly to some U . By a standard compactness argument, we can prove that U is a solution of (6.1) with κ = 0. 
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