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Abstract: We consider a class of jump-diffusion processes, constrained to a polyhedral cone
G ⊂ IRn, where the constraint vector field is constant on each face of the boundary. The
constraining mechanism corrects for “attempts” of the process to jump outside the domain.
Under Lipschitz continuity of the Skorohod map Γ, it is known that there is a cone C such
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1 Introduction
In this work we consider stability properties of a class of jump-diffusion processes that are
constrained to lie in a convex closed polyhedral cone. Let G be a cone in IRn, given as the
intersection ∩iGi of the half spaces
Gi = {x ∈ IRn : x · ni ≥ 0}, i = 1, . . . , N,
where ni, i = 1, . . . , N are given unit vectors. It is assumed that the origin is a proper vertex
of G, in the sense that there exists a closed half space G0 with G ∩ G0 = {0}. Equivalently,
there exists a unit vector a0 such that
{x ∈ G : x · a0 ≤ 1} (1.1)
is compact. Note that, in particular, N ≥ n. Let Fi = ∂G ∩ ∂Gi. With each face Fi we
associate a unit vector di (such that di ·ni > 0). This vector defines the direction of constraint
associated with the face Fi. The constraint vector field d(x) is defined for x ∈ ∂G as the set of
all unit vectors in the cone generated by {di, i ∈ In(x)}, where
In(x)
.
= {i ∈ {1, . . . , N} : x · ni = 0}.
Under further assumptions on (ni) and (di), one can define a Skorohod map Γ in the space of
right continuous paths with left limits, in a way which is consistent with the constraint vector
field d. Namely, Γ maps a path ψ to a path φ = ψ+η taking values in G, so that η is of bounded
variation, and, denoting the total variation of η on [0, s] by |η|(s), dη(·)/d|η|(·) ∈ d(φ(·)). The
precise definition of Γ and the conditions assumed are given in Section 2. The constrained
jump-diffusion studied in this paper is the second component Z of the pair (X,Z) of processes
satisfying
Xt = z0 +
∫ t
0
β(Zs)ds+
∫ t
0
a(Zs)dWs +
∫
[0,t]×E
h(δ(Zs−, z))[N(ds, dz) − q(ds, dz)]
+
∫
[0,t]×E
h′(δ(Zs−, z))N(ds, dz), (1.2)
Z = Γ(X). (1.3)
Here, W and N are the driving m-dimensional Brownian motion and Poisson random measure
on IR+ × E; β, a and δ are (state-dependent) coefficients and h is a truncation function (see
Section 2 for definitions and assumptions). For illustration, consider as a special case of (1.2),
(1.3), the case whereX is a Le´vy process with piecewise constant paths and finitely many jumps
over finite time intervals. Then Xt = x +
∑
s≤t∆Xs, where ∆Xs = Xs −Xs−. In this case,
Z is given as Zt = x +
∑
s≤t∆Zs, where ∆Zs can be defined recursively in a straightforward
way. Namely, if Zs− + ∆Xs ∈ G, then ∆Zs = ∆Xs. Otherwise, Zs = Zs− + ∆Xs + αd,
where α ∈ (0,∞), Zs ∈ ∂G, and d ∈ d(Zs). In general, this set of conditions may not have a
solution (α, d), or may have multiple solutions. However, the assumptions we put on the map
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Γ will ensure that this recursion is uniquely solvable, and as a result, that the process Z is well
defined.
A related model for which recurrence and transience properties have been studied exten-
sively is that of a semimartingale reflecting Brownian motion (SRBM) in polyhedral cones
[3, 8, 11, 12, 13]. Roughly speaking, a SRBM is a constrained version, using a “constraining
mechanism” as described above, of a Brownian motion with a drift. In a recent work [1],
sufficient conditions for positive recurrence of a constrained diffusion process with a state de-
pendent drift and (uniformly nondegenerate) diffusion coefficients were obtained. Under the
assumption of regularity of the map Γ (as in Condition 2.4 below), it was shown that if the drift
vector field takes values in the cone C generated by the vectors −di, i = 1, . . . , N , and stays
away, uniformly, from the boundary of the cone, then the corresponding constrained diffusion
process is positive recurrent and admits a unique invariant measure. The technique used there
critically relies on certain estimates on the exponential moments of the constrained process.
The current work aims at showing that C plays the role of a stability cone in a much more
general setting of constrained jump-diffusions for which only the first moment is assumed to be
finite. The natural definition of the drift vector field in the case of a jump-diffusion is β˜
.
= L id,
where L denotes the generator of a related “unconstrained” jump-diffusion (see (2.6)), and
id denotes the identity mapping on IRn. In the case of a Le´vy process with finite mean, the
drift is simply β˜(x) = ExX1 − x (which is independent of x). Our basic stability assumption
is that the range of β˜ is contained in ∪k∈IN kC1, where C1 is a compact subset of the interior
of C. Under this assumption, our main stability result states (Theorem 2.13): There exists a
compact set A such that for any compact C ⊂ G,
sup
x∈C
ExτA <∞, (1.4)
where τA is the first time Z hits A, and Ex denotes the expectation under which Z starts from
x. The proof of this result is based on the construction of a Lyapunov function, and on a careful
separate analysis of small and large jumps of the Markov process. As another consequence
of the existence of a Lyapunov function we show that Z is bounded in probability. From the
Feller property of the process it then follows that it admits at least one invariant measure.
Finally, under further suitable communicability conditions (see Conditions 2.18 and 2.20) it
follows that the Markov process is positive Harris recurrent and admits a unique invariant
measure.
The study of these processes is motivated by problems in stochastic network theory (see
[18] for a review). The assumptions we make on the Skorohod map are known to be satisfied
by a large class of applications, including single class open queueing networks (see [6], [10]).
For a sampling of stability results on constrained processes with jumps we list [4, 5, 15, 16,
19, 20]. We take an approach similar to that of [8], where the stability properties of SRBM in
an orthant are proved by means of constructing a Lyapunov function. At the cost of putting
conditions that guarantee strong existence and uniqueness of solutions to the SDE, we are
able to treat diffusions with jumps and state-dependent coefficients. One of the key properties
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of the Lyapunov function f constructed in [8], is that Df(x) · b ≤ −c < 0 for x ∈ G \ {0},
where b denotes the constant drift vector of the unconstrained driving Brownian motion. In
a state-dependent setting, an analogous condition must hold simultaneously for all b in the
range of β˜. The construction of the Lyapunov function is therefore much more involved. The
basic stability assumption referred to above plays a key role in this construction.
The paper is organized as follows. In Section 2 we present basic definitions, assumptions,
statements of main results and their corollaries. Section 3 is devoted to the proof of (1.4),
under the assumption that a suitable Lyapunov function exists. We also show in this section
that the Markov process is bounded in probability. In Section 4 we present the construction
of the Lyapunov function. Since many arguments are similar to those in [8], we have tried to
avoid repetition wherever possible. Finally, we have included certain standard arguments in
the appendix for the sake of completeness.
The following notation is used in this paper. The boundary relative to IRn of a set A ⊂ IRn
is denoted by ∂A. The convex hull of A is denoted by conv(A). The cone {∑i∈I αivi :
αi ≥ 0, i ∈ I} generated by (vi, i ∈ I), is denoted by cone{vi, i ∈ I}. The open ball of
radius r about x is denoted by B(x, r), and the unit sphere in IRn by Sn−1. D([0,∞) : IRn)
denotes the space of functions mapping [0,∞) to IRn that are right continuous and have
limits from the left. We endow D([0,∞) : IRn) with the usual Skorohod topology. We define
DA([0,∞) : IRn) .= {ψ ∈ D([0,∞) : IRn) : ψ(0) ∈ A}. For η ∈ D([0,∞) : IRn), |η|(T ) denotes
the total variation of η on [0, T ] with respect to the Euclidean norm on IRn. The Borel σ-field
on IRn is denoted by B(IRn) and the space of probability measures on (IRn,B(IRn)) by P(IRn).
Finally, α denotes a positive constant, whose value is unimportant and may change from line
to line.
2 Setting and results
Recall from Section 1 the assumptions on the set G and the definition of the vector field d,
d(x)
.
= cone{di, i ∈ In(x)} ∩ Sn−1.
For x ∈ ∂G, define the set n(x) of inward normals to G at x by
n(x)
.
= {ν : |ν| = 1, ν · (x− y) ≤ 0, ∀ y ∈ G}.
Let Λ be the collection of all the subsets of {1, 2, . . . , N}. We will make the following basic
assumption regarding the vectors (di, ni).
Condition 2.1 For each λ ∈ Λ, λ 6= ∅, there exists a vector dλ ∈ cone{di, i ∈ λ} with
dλ · ni > 0 for all i ∈ λ. (2.1)
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Remark 2.2 An important consequence (cf. [8]) of the above assumption is that for each
λ ∈ Λ,λ 6= ∅ there exists a vector nλ such that nλ ∈ n(x) for all x ∈ G satisfying In(x) = λ
and
nλ · di > 0 for all i ∈ λ. (2.2)
Definition 2.3 Let ψ ∈ DG([0,∞) : IRn) be given. Then (φ, η) ∈ D([0,∞) : IRn)×D([0,∞) :
IRn) solves the Skorohod problem (SP) for ψ with respect to G and d if and only if φ(0) =
ψ(0), and for all t ∈ [0,∞) (1) φ(t) = ψ(t) + η(t); (2) φ(t) ∈ G; (3) |η|(t) < ∞; (4)
|η|(t) =
∫
[0,t]
I{φ(s)∈∂G}d|η|(s); (5) There exists (Borel) measurable γ : [0,∞) → IRk such that
γ(t) ∈ d(φ(t)) (d|η|-almost everywhere) and η(t) = ∫[0,t] γ(s)d|η|(s).
On the domain D ⊂ DG([0,∞) : IRn) on which there is a unique solution to the SP we define
the Skorohod map (SM) Γ as Γ(ψ)
.
= φ, if (φ,ψ − φ) is the unique solution of the SP posed
by ψ. We will make the following assumption on the regularity of the SM defined by the data
{(di, ni); i = 1, 2, . . . , N}.
Condition 2.4 The SM is well defined on all of DG([0,∞) : IRn), i.e., D = DG([0,∞) : IRn)
and the SM is Lipschitz continuous in the following sense. There exists a constant ℓ <∞ such
that for all φ1, φ2 ∈ DG([0,∞) : IRn):
sup
0≤t<∞
|Γ(φ1)(t) − Γ(φ2)(t)| ≤ ℓ sup
0≤t<∞
|φ1(t)− φ2(t)|. (2.3)
We will assume without loss of generality that ℓ ≥ 1. We refer the reader to [6, 7, 10] for
sufficient conditions for this regularity property to hold.
We now introduce the constrained processes that will be studied in this paper.
Definition 2.5 Let (Xt) be a Le´vy process starting from zero (i.e. X0 = 0) , with the Le´vy
measure K on (IRn,B(IRn)). Define a “constrained Le´vy process”, starting from z0 ∈ G, by
the relation
Z
.
= Γ(z0 +X).
Recall that a Le´vy measure K is a measure that satisfies the condition
∫
IRn |y|2 ∧ 1K(dy) <∞
(see [2], Chapter 1). We will make one additional assumption on K, as follows.
Condition 2.6 The Le´vy measure K satisfies∫
IRn
|y|1|y|≥1K(dy) <∞.
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The above assumption holds if and only if the Le´vy process Xt has finite mean.
We now define the reflected jump-diffusions considered in this work. On a complete filtered
probability space (Ω,F , (Ft), P ), let an m-dimensional standard Brownian motion W and a
Poisson random measure N on IR+ × E, with intensity measure q(dt, dz) = dt ⊗ F (dz) be
given. Here, (E, E) is a Blackwell space and F is a positive σ-finite measure on (E, E). For all
practical purposes, (E, E) can be taken to be (IRn,B(IRn)) (see [14]). Let a truncation function
h : IRn → IRn be a continuous bounded function satisfying h(x) = x is a neighborhood of
the origin and with compact support. We fix such a function throughout, and denote also
h′(x)
.
= x− h(x). The reflected jump-diffusion process (Zt) is given as the strong solution to
the set of equations (1.2), (1.3). The following conditions will be assumed on the coefficients
and the intensity measure.
Condition 2.7 There exists θ ∈ (0,∞) and a measurable function ρ : E → [0,∞) such that∫
E
ρ2(z)F (dz) <∞,
and the following conditions hold.
(i) Lipschitz Condition: For all y, y′ ∈ IRn, z ∈ E,
|β(y)− β(y′)|+ |a(y)− a(y′)| ≤ θ|y − y′|,
|h(δ(y, z)) − h(δ(y′, z))| ≤ ρ(z)|y − y′|,
|h′(δ(y, z)) − h′(δ(y′, z))| ≤ ρ2(z)|y − y′|.
(ii) Growth Condition: For all y ∈ IRn, z ∈ E,
|β(y)|
1 + |y| + |a(y)| ≤ θ,
|h(δ(y, z))| ≤ ρ(z),
|h′(δ(y, z))| ≤ ρ2(z) ∧ ρ4(z).
Under the above conditions it can be shown that there is a unique strong solution to (1.2)
and (1.3) which is a strong Markov process. I.e., the following result holds.
Theorem 2.8 Suppose that Conditions 2.4 and 2.7 hold, and that on (Ω,F ,Ft, P ) we are
given processes (W,N) as above. Then, for all x ∈ G there exists, on the basis (Ω,F ,Ft, P ), a
unique pair of {Ft}-adapted processes (Zt, kt)t≥0 with paths in D([0,∞) : IRn), and a progres-
sively measurable process (γt)t≥0, such that the following hold:
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1. Zt ∈ G, for all t ≥ 0, a.s.
2. For all t ≥ 0,
Zt = x+
∫ t
0
β(Zs)ds+
∫ t
0
a(Zs)dWs +
∫
[0,t]×E
h(δ(Zs−, z))[N(ds, dz) − q(ds, dz)]
+
∫
[0,t]×E
h′(δ(Zs−, z))N(ds, dz) + kt, (2.4)
a.s.
3. For all T ∈ [0,∞)
|k|T <∞, a.s.
4.
|k|t =
∫ t
0
I{Zs∈∂G}d|k|s,
and kt =
∫ t
0 γsd|k|s with γs ∈ d(Zs) a.e. [d|k|].
Furthermore, the pair (Zt − kt, Zt) is the unique {Ft}-adapted pair of processes with cadlag
paths which satisfies equations (1.2, 1.3) for all t, a.s., with the given driving terms (W,N).
Finally, (Zt) is a strong Markov process on (Ω,F ,Ft, P ).
The proof of the theorem follows via the usual Picard iteration method on using the Lipschitz
property of the SM. We refer the reader to [6] where a similar argument for constrained diffusion
processes is presented.
Remark 2.9 Condition 2.7 is a version of the assumptions in [14], Chapter III, where strong
existence and uniqueness results for unconstrained jump-diffusion processes are considered.
The conditions assumed there are substantially weaker, and can be similarly weakened in the
current context as well, via similar arguments.
Remark 2.10 Taking a(z) ≡ a, β(z) ≡ β, (E, E) ≡ (IRn,B(IRn)), δ(y, z) .= z, ρ(z) .=
|z|1|z|≤1 +
√|z|1|z|≥1 and F (dz) ≡ K(dz), we see that a Le´vy process satisfying Condition
2.6 is a special case of the process {Zt} in Theorem 2.8.
Here are the main results of this paper. The first result gives sufficient conditions for tran-
sience and stability of a reflecting Le´vy process. The transience proof is a simple consequence
of the law of large numbers, while the stability is treated in a more general framework in the
context of a reflected jump-diffusion process. For a Borel set A ⊂ G, let τA denote the first
time Z hits A. Define
C .= cone{−di, i ∈ {1, . . . , N}}. (2.5)
7
Theorem 2.11 Let X and Z be as in Definition 2.5. Assume that Conditions 2.1, 2.4 and
2.6 hold.
1. If EX1 ∈ Cc, then there is a constant γ ∈ G \ {0} such that for all x ∈ G, Zt/t → γ as
t→∞, Px-a.s.
2. If EX1 ∈ Co, then there is a compact set A such that for all M ∈ (0,∞),
sup
z∈G,|z|≤M
EzτA <∞.
Next we consider reflected jump-diffusion processes. If in equation (1.2) X were replaced by Z,
and the coefficients a, β and δ were extended to all of IRn, then this equation alone would define
a diffusion process with jumps Z, the extended generator of which we denote by L (see [14],
Chapter IX, p. 514 for the form of the extended generator in this setting). Let id : IRn → IRn
denote the identity map, and define
β˜
.
= L id = β +
∫
E
h′(δ(·, z))F (dz). (2.6)
Note that in view of Condition 2.7, there is a constant α <∞ such that
sup
x∈IRn
∣∣∣∣
∫
E
h′(δ(x, z))F (dz)
∣∣∣∣ ≤ α. (2.7)
We use the generator of the “unconstrained” jump-diffusion process only as a motivation to
define the vector field β˜. Since we only deal with constrained diffusions, we will consider only
the restriction of β˜ to G, which, with an abuse of notation, we still denote by β˜. Of course,
β˜ can otherwise be defined by the right hand side of (2.6). Our main assumption on β˜ is the
following.
Condition 2.12 There exists a compact set C1 contained in the interior Co of C such that the
range of β˜ is contained in ∪k∈IN kC1.
Here is the main result on the stability of reflected jump-diffusions.
Theorem 2.13 Let (Zt) be as in Theorem 2.8. Suppose that Conditions 2.1, 2.4, 2.7 and 2.12
hold. Then there is a compact set A such that for any compact K ⊂ G, supz∈K EzτA <∞.
Remark 2.14 We will, in fact, obtain a more precise bound, namely EzτA ≤ α|z| + 1, for
some constant α independent of z ∈ G.
As an immediate corollary of the above theorem we have the following result.
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Corollary 2.15 Let p(t, x, dy) denote the transition probability function of the Markov process
{Zt}. Suppose that there is a closed set S ⊂ G such that p(t, x, S) = 1 for all x ∈ S and
t ∈ (0,∞). Let the compact set A be as in Theorem 2.13 and suppose that the assumptions of
that theorem hold. Then supz∈S,|z|≤M Ez(τA∩S) <∞ for all M ∈ (0,∞).
The following result on “boundedness in probability” of the process {Zt} is a consequence of
the existence of a suitable Lyapunov function and will be proved in Section 3.
Theorem 2.16 Let the assumptions of Theorem 2.13 hold. Then for every M ∈ (0,∞), the
family of probability measures, {Pz(Z(t) ∈ ·); t ∈ [0,∞), z ∈ G ∩B(0,M)} is tight.
From the above result we have, on using the Feller property of {Zt}, the following corollary.
Corollary 2.17 Suppose the assumptions of Theorem 2.13 hold. Then the Markov process
{Zt} admits at least one invariant measure.
We now impose the following communicability condition on the Markov process {Zt} relative
to a set S.
Condition 2.18 Let S be as in Corollary 2.15 and let ν be a σ-finite measure with support
S. Then for all r ∈ (0,∞) and C ∈ B(IRn) with ν(C) > 0, infx∈S,|x|≤r Px(Z1 ∈ C) > 0.
The above assumption is satisfied with S = G and ν as the Lebesgue measure, if the diffusion
coefficient a in (2.4) is uniformly non degenerate.
Now we can give the following result on positive Harris recurrence. The proof of the theorem
is similar to that of Theorem 2.2 of [1] and thus is omitted.
Theorem 2.19 Let the assumptions of Theorem 2.13 and Corollary 2.15 hold. Further sup-
pose that Condition 2.18 holds. Then for all closed sets C with ν(C) > 0, and all M > 0, we
have that supz∈S,|z|≤M IEz(τC) <∞.
Finally, we introduce one more condition which again is satisfied if the diffusion coefficient is
uniformly non degenerate and ν is the Lebesgue measure on G.
Condition 2.20 For some λ ∈ (0,∞), the probability measure θ on G defined as
θ(F )
.
= λ
∫ ∞
0
e−λtp(t, x, F )dt, F ∈ B(G)
is absolutely continuous with respect to ν.
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The following theorem is a direct consequence of Theorem 4.2.23, Chapter 1 of [21].
Theorem 2.21 Let the assumptions in Theorem 2.19 hold. Further suppose that Condition
2.20 holds. Then (Zt) has a unique invariant probability measure.
3 Proofs of the main results
We begin with the proof of Theorem 2.11.
Proof of Theorem 2.11: Since part 2 is a special case of Theorem 2.13 (note that Condition
2.7 implies, in the special case of a Le´vy process, Condition 2.6), we consider only part 1. Let
β = EX1 and let φ(t) = βt. Then by [3, Lemma 3.1 and Theorem 3.10(2)], Γ(φ)(t) = γt,
where γ 6= 0. By the Lipschitz continuity of Γ, Zt = Γ(φ)(t) + λt = γt+ λt, where
|λt| ≤ ℓ sup
s≤t
|z0 +Xs − sβ|.
From the strong law of large numbers t−1(Xt − tβ)→ 0 a.s. Combined with a.s. local bound-
edness of X, this implies that sups≤t |z0 +Xs − sβ| → 0 a.s. Thus t−1|λt| → 0 a.s., and this
proves the result.
In the rest of the paper we prove Theorem 2.13 and its consequences. Hence we will assume
throughout that Conditions 2.1, 2.4, 2.7 and 2.12 hold. The proof of Theorem 2.13 is based
on the existence of a suitable Lyapunov function which is defined as follows.
Definition 3.1 1. We say that a function f ∈ C2(G \ {0}) is a Lyapunov function for the
SP (G, d) with respect to the mean velocity r0, if the following conditions hold.
(a) For all N ∈ (0,∞), there exists M ∈ (0,∞) such that (x ∈ G, |x| ≥ M) implies
that f(x) ≥ N .
(b) For all ǫ > 0 there exists M ∈ (0,∞) such that (x ∈ G, |x| ≥ M) implies
‖D2f(x)‖ ≤ ǫ.
(c) There exists c ∈ (0,∞) such that Df(x) · r0 ≤ −c, x ∈ G \ {0}, and Df(x) · d ≤ −c,
d ∈ d(x), x ∈ ∂G \ {0}.
(d) There exists L ∈ (0,∞) such that supx∈G |Df(x)| ≤ L.
2. We say that a function f ∈ C2(G \ {0}) is a Lyapunov function for the SP (G, d) with
respect to the set (of mean velocities) R˜ ⊂ IRn, if it is a Lyapunov function for the SP
(G, d) with respect to the mean velocity r0, for any r0 ∈ R˜, and if in item (c) above, the
constant c does not depend on r0 ∈ R˜.
10
Remark 3.2 (a) If f is a Lyapunov function for the SP (G, r) with respect to a certain set R˜,
then Df is Lipschitz continuous on {x ∈ G : |x| ≥ M} with parameter ǫ, where ǫ > 0 can be
taken arbitrarily small by letting M be large. This implies a useful consequence of the second
part of item (c) in Definition 3.1 as follows: There exist M0 ∈ (0,∞), δ0 ∈ (0, 1) such that
Df(x) · d ≤ −c/2, whenever d ∈ d(y), |y − x| ≤ δ0, y ∈ ∂G, |x| ≥M0.
(b) If f is a Lyapunov function for (G, d) with respect to a set R˜, then it is automatically a
Lyapunov function for (G, d) with respect to ∪k∈IN kR˜.
We say that a function f is radially linear on G if f(sx) = sf(x) for all s ∈ (0,∞) and x ∈ G.
The following result is key to the proof of Theorem 2.13 and will be proved in Section 4.
Theorem 3.3 Let the assumptions of Theorem 2.13 hold. Then there exists a Lyapunov func-
tion f for the SP (G, d) with respect to the set C1, where C1 is as in Condition 2.12. Further-
more, f is radially linear on G.
We now turn to the proof of Theorem 2.13. Write (2.4) as
Zt = z0 +
∫ t
0
β˜(Zs)ds+
∫ t
0
a(Zs)dWs +M
(1)
t +M
(2)
t + kt,
where
M
(1)
t =
∫
[0,t]×E
h(δ(Zs−, z))[N(ds, dz) − q(ds, dz)],
M
(2)
t =
∫
[0,t]×E
h′(δ(Zs−, z))[N(ds, dz) − q(ds, dz)]
and β˜(·) is as in (2.6). Note that the term that has been subtracted and added is finite (e.g.,
by (2.7)). Let also
Ut =
∫ t
0
β˜(Zs)ds,
and
Mt =
∫ t
0
a(Zs)dWs +M
(1)
t +M
(2)
t .
Then
Zt = z0 + Ut +Mt + kt. (3.1)
Let f be as in Theorem 3.3. From Condition 2.12, it follows (see also Remark 3.2(b)) that
Df(x) · U˙t ≤ −c, x ∈ G \ {0}, t ≥ 0, (3.2)
where c is as in Definition 3.1. For any κ ∈ (0,∞) and compact set A ⊂ IRn, define the
sequences (σ˜n), (σn) of stopping times as σ˜0 = 0,
σ˜n = σ˜n(κ)
.
= inf{t > σ˜n−1 : |Xt −Xσ˜n−1 | ≥ κ},
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σn = σn(κ,A)
.
= σ˜n ∧ τA.
Let also
n˜(t) = inf{n : σ˜n ≥ t},
n¯(t) = n¯(t, A) = inf{n : σn ≥ τA ∧ t},
where the infimum over an empty set is ∞. Note that n˜(t ∧ τA) = n¯(t), a.s. The following are
the main lemmas used in the proof of Theorem 2.13.
Lemma 3.4 {M (1)t } and {
∫ t
0 a(Zs)dWs} are square integrable martingales and {M (2)t } is a
martingale.
Lemma 3.5 There exists a constant c1 = c1(κ) ∈ (1,∞) such that for any bounded stopping
time τ , En˜(τ) ≤ c1(Eτ + 1).
For s ∈ [0,∞), and a cadlag process {Yt}, we write Ys − Ys− as ∆Ys.
Lemma 3.6 There is a b0 ∈ (0,∞) and a function α¯ : [0,∞) 7→ [0,∞) with α¯(b) → 0 as
b→∞ such that for any bounded stopping time τ , and b > b0,
E
∑
s≤τ
|∆Xs|1|∆Xs|>b ≤ α¯(b)Eτ.
Proof of Theorem 2.13: Let f be as in Theorem 3.3 and let a0 be as in (1.1). For any M ,
the level set {x ∈ G : f(x) ≤ M} is compact. If M˜ = M˜(M) = max{|x| : f(x) ≤ M}, then
the set
A = A(M) = {x ∈ G : x · a0 ≤ M˜} (3.3)
contains the level set, and is compact. In addition, G \ A is convex. Definition 3.1.1(a),(b)
implies that there is a function ǫ0(M˜) such that ‖D2f(x)‖ ≤ ǫ0(M˜) for x ∈ G \ A(M), and
where M˜ = M˜(M) is as above, and ǫ0(M˜) → 0 as M˜ → ∞. The notation ǫ0(M˜ ) and M˜(M)
is used in what follows.
Write xn = Xσn , xn− = Xσn−, where {Xt} is as in (1.3). Define similarly kn, kn−, zn,
zn−, un, un−, mn, mn− for the processes k, Z,U and M , respectively. Let κ be so small that
2ℓκ ≤ δ0/2, where δ0 is as in Remark 3.2(a). κ will be fixed throughout. The proof will be
based on establishing a bound on Ef(zm) = f(z0) +
∑m
1 E[f(zn) − f(zn−1)]. According to
(3.1), one has
zn − zn−1 = xn − xn−1 + kn − kn−1
= un − un−1 +mn −mn−1 + kn − kn−1.
We consider two cases.
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Case 1: |xn − xn−1| ≤ 2κ.
Consider the linear interpolation zθ defined for θ ∈ [0, 1] as
zθ = zn−1 + θ(zn − zn−1).
Then
f(zn)− f(zn−1) =
∫ 1
0
Df(zθ)dθ · (zn − zn−1). (3.4)
By the Lipschitz continuity of the SM, zθ ∈ B2ℓκ(z0) ⊂ Bδ0/2(z0) for θ ∈ [0, 1]. Also note that
for s ∈ [σn−1, σn],
γs ∈
⋃
x∈B2ℓκ(z0)
d(x) ⊂
⋃
x∈Bδ0/2(z
0)
d(x), [d|k|] a.s. (3.5)
LetM be so large that M˜ ≥M0+1, whereM0 is as in Remark 3.2(a). Then any x ∈ A = A(M)
satisfies |x| ≥ M0 + 1. By convexity of A we therefore have for n ≤ n¯(∞) that |zθ| ≥ M˜ ≥
M0 + 1, and we get from (3.5) that for θ ∈ [0, 1],
Df(zθ) · [kn − kn−1] = Df(zθ)
∫ σn
σn−1
γsd|k|s
≤ − c
2
(|k|n − |k|n−1) ≤ 0. (3.6)
Now let ǫ
.
= ǫ0(M˜ − ℓb). By (3.2), Df(z0) · (un−un−1) ≤ −c(σn−σn−1). Therefore, from part
(b) of Definition 3.1, and (3.4), (3.6), we have
f(zn)− f(zn−1) ≤ Df(zn−1)(zn − zn−1) +
∫ 1
0
|Df(zθ)−Df(z0)|dθ |zn − zn−1|
≤ Df(zn−1)(zn − zn−1) + (ǫ)(2ℓκ)(2ℓκ)
≤ −c(σn − σn−1) +Df(zn−1)(mn −mn−1) + 4(ℓ)2ǫκ2. (3.7)
Case 2: |xn − xn−1| > 2κ.
The argument applied in Case 1 gives an analogue of (3.7) in the form
f(zn−)− f(zn−1) ≤ −c(σn − σn−1) +Df(zn−1)(mn− −mn−1) + 4ℓǫκ2. (3.8)
Next we provide a bound on f(zn)− f(zn−). Let
zˆθ = zn− + θ(zn − zn−), θ ∈ [0, 1].
Note that kn − kn− ∈ d(zn), by Definition 2.3, and therefore Df(zn) · (kn − kn−) ≤ 0. Also,
recall that |Df | ≤ L. Let b0 be as in Lemma 3.6 and b > b0 be arbitrary. Then if |xn−xn−| ≤ b,
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then for all θ ∈ [0, 1], |zˆθ − zˆ0| ≤ ℓb, and therefore the bound ‖D2f(zθ)‖ ≤ ǫ .= ǫ0(M˜(M)− ℓb)
holds. Thus
f(zn)− f(zn−) =
(∫ 1
0
Df(zˆθ)dθ
)
· [(xn − xn−) + (kn − kn−)]
= Df(zn−) · (xn − xn−) +
∫ 1
0
(Df(zˆθ)−Df(zn−))dθ · (xn − xn−)
+Df(zn) · (kn − kn−) +
∫ 1
0
(Df(zˆθ)−Df(zn))dθ · (kn − kn−)
≤ Df(zn−) · (xn − xn−) + 2ǫℓ2b2 + 4ℓL|xn − xn−|1|xn−xn−|>b
= Df(zn−) · (mn −mn−) + 2ǫℓ2b2 + 4ℓL|xn − xn−|1|xn−xn−|>b. (3.9)
Let Jq(t) denote the set {n ≤ n¯(t)∧ q : |xn−xn−1| > 2κ}. Combining (3.7), (3.8) and (3.9)
we get∑
n≤n¯(t)∧q
f(zn)− f(zn−1) ≤ −cσn(t)∧q +
∑
n≤n¯(t)∧q
Df(zn−1)(mn −mn−1) + 4ℓǫκ2n(t) ∧ q
+
∑
n∈Jq(t)
(Df(zn−)−Df(zn−1)) · (mn −mn−)
+
∑
n∈Jq(t)
(2ǫℓ2b2 + 4ℓL|xn − xn−|1|xn−xn−|>b).
Since mn −mn− = xn − xn−, the following inequality holds∑
Jq(t)
(Df(zn−)−Df(zn−1)) · (mn −mn−) ≤
∑
Jq(t)
(2ǫℓ2b2 + 4ℓL|xn − xn−|1|xn−xn−|>b).
Writing M˜t =
∑
n≤n¯(t)∧qDf(zn−1)(mn −mn−1), we get
f(zn(t)∧q)− f(z0) =
∑
n≤n¯(t)∧q
(f(zn)− f(zn−1))
≤ −c(σn(t)∧q) + M˜t + 4ℓǫκ2n¯(t)
+ 2ǫℓ2b2|Jq(t)|+
∑
n∈Jq(t)
4ℓL|xn − xn−|1|xn−xn−|>b. (3.10)
From Lemma 3.4, E(M˜t) = 0. Using Lemma 3.5
E(n¯(t)) = E(n˜(t ∧ τA) ≤ c1(E(t ∧ τA) + 1).
Observing that ∑
n∈Jq(t)
|xn − xn−|1|xn−xn−|>b ≤
∑
s≤t∧τA
|∆Xs|1|∆Xs|>b,
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we have from Lemma 3.6 that the expectation of the term on the left side above is bounded
by α¯(b)E(τA ∧ t). Combining these observations, we have that
Ef(zn(t)∧q)− f(z0) ≤ −cE(σn(t)∧q) + ǫ(4ℓκ2 + 2ℓ2b2)(c1(E(τA ∧ t) + 1)
+ 4ℓLα¯(b)E(τA ∧ t).
Let b be so large that 4ℓLα¯(b) ≤ c/3. Recalling the definition of ǫ, let M be so large, thus ǫ so
small, that ǫ(4ℓκ2 + 2ℓ2b2)c1 ≤ c/3. Then
−f(z0)− c/3 ≤ −cE(σn(t)∧q) +
2c
3
E(τA ∧ t),
Taking q →∞, and recalling that σn(t) ≥ τA ∧ t, we see that E(τA ∧ t) ≤ 3f(z0)/c+1. Finally,
taking t → ∞, we get for each z0, Ez0τA ≤ 3f(z0)/c + 1. Note that κ, c1, c, L do not depend
on z0, nor do the choices of M, ǫ(M), b, α¯(b). The result follows.
We now present the proof of Theorem 2.16.
Proof of Theorem 2.16. The proof is adapted from [17], pages 146-147. Since the Lyapunov
function f satisfies f(z)→∞ as |z| → ∞, it suffices to show that: For all δ > 0 and L0 ∈ (0,∞)
there exists an η such that
inf
x∈G,|x|≤L0
Px(f(Z(t)) ≤ η) ≥ 1− δ. (3.11)
Let A be as in the proof of Theorem 2.13. Fix λ > M˜ and define Aλ
.
= {x ∈ G : x · a0 ≥ λ}.
Let λ
.
= sup{|x| : x ∈ Acλ} and set ρ .= sup{f(x) : x ∈ G ∩ B(0, 1)}. Recalling the radial
property of the Lyapunov function we have that for all x 6= 0; f(x) ≤ ρ|x|.
Now we define a sequence of stopping times {τn} as follows. Set τ0 = 0. Define
τ2n+1
.
= inf{t > τ2n : Z(t) ∈ A}; n ∈ IN0
and
τ2n+2
.
= inf{t > τ2n+1 : Z(t) ∈ Aλ}; n ∈ IN0.
Without loss of generality, we assume that τn <∞ with probability 1 for all n. From Remark
2.14 we have that, for all n ∈ IN0,
E(τ2n+1 − τ2n | Fτ2n) ≤ c|Zτ2n |+ 1
≤ c(|∆Zτ2n |+ λ¯) + 1
≤ α|∆Zτ2n |+ α. (3.12)
Next observe that, for all η > λρ:
f(z(t)) ≤ η, t ∈ [τ2n+1, τ2n+2), n ∈ IN0. (3.13)
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Now we claim that there is a constant α such that for all η > 0 and x ∈ G
Px( sup
0≤t<τ1
f(Z(t)) ≥ η) ≤ αf(x) + 1
η
(3.14)
and for all n ∈ IN
P ( sup
τ2n≤t<τ2n+1
f(Z(t)) ≥ η | Fτ2n) ≤ α
|∆Zτ2n |+ 1
η
. (3.15)
We only show (3.15), since the proof of (3.14) is similar. By arguing as in the proof of Theorem
2.13 (see (3.10)), we have that
sup
τ2n≤t<τ2n+1
f(Z(t)) ≤ f(Zτ2n) + Lℓκ+ sup
1≤k≤n(τ2n+1)
∑
1≤j≤k
(f(zj)− f(zj−1)) (3.16)
where {σj} and n(·) are defined as in the displays below (3.2) with σ˜0 .= τ2n (rather than 0)
and τA replaced by τ2n+1. Given a stopping time τ , denote the conditional expectation and
conditional probability with respect to the σ-field Fτ by IEτ and IPτ respectively. Then, we
have via arguments as in Theorem 2.13 that
IEτ2n( sup
1≤k≤n(τ2n+1)
∑
1≤j≤k
(f(zj)− f(zj−1)))
≤ IEτ2n( sup
1≤k≤n(τ2n+1)
|
∑
1≤j≤k
Df(zj−1)(mj −mj−1)|)
+α(IEτ2n(τ2n+1 − τ2n) + 1).
Doob’s inequality yields that
IEτ2n( sup
1≤k≤n(τ2n+1)
|
∑
1≤j≤k
Df(zj−1)(mj −mj−1)|) ≤ α(IEτ2n(τ2n+1 − τ2n) + 1).
Combining the above observations with (3.12) we have that
IEτ2n( sup
1≤n≤n(τ2n+1)
∑
1≤j≤n
(f(zj)− f(zj−1))) ≤ α(|∆Zτ2n |+ 1).
Combining this with (3.16) we have (3.15).
Following [17] we can choose an integer kδ and, for each t, an integer valued random variable
j(t, δ) such that τj(t,δ) are stopping times and
P (τj(t,δ) ≤ t ≤ τj(t,δ)+kδ ) ≥ 1− δ/2.
Now define Ji
.
= [τj(t,δ)+i−1, τj(t,δ)+i) and fix η > λρ. Let τ
′ be the hitting time of the set Aλ
by Zt. Then
Px(f(Z(t)) ≥ η) ≤ δ
2
+
kδ∑
i=1
Px(sup
s∈Ji
f(Z(s)) ≥ η)
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≤ δ
2
+
kδ∑
i=1
Ex(IEτj(t,δ)(IPτj(t,δ)+i−1(sup
s∈Ji
f(Z(s)) ≥ η)))
+ Px( sup
0≤s≤τ1
f(X(s)) ≥ η)
≤ δ
2
+
α
η
kδ∑
i=1
Ex(IEτj(t,δ)(|∆Zτj(t,δ)+i−1 |+ 1))
+
α(f(x) + 1)
η
≤ δ
2
+
α(f(x) + 1 + kδ + bkδ)
η
+
α
η
Ex(IEτj(t,δ)(
kδ∑
i=1
|∆Zτj(t,δ)+i−1 |1|∆Zτj(t,δ)+i−1 |>b)), (3.17)
where the third inequality above is the consequence of (3.13), (3.15) and (3.14) and in the
fourth inequality b ∈ (1,∞) is arbitrary. Next note that
Ex(IEτj(t,δ)(
kδ∑
i=1
|∆Zτj(t,δ)+i−1 |1|∆Zτj(t,δ)+i−1 |>b))
≤ Ex(IEτj(t,δ)(
∑
s∈[τj(t,δ),τj(t,δ)+kδ+1)
|∆Zs|1|∆Zs|>b))
≤ Ex(IEτj(t,δ)(
∫
[τj(t,δ),τj(t,δ)+kδ+1)×E
h′(δ(Zs−, z))1|h′(δ(Zs−,z))|>bF (dz)ds))
≤ (kδ + 1)α¯(b),
where α¯(b)
.
=
∫
E ρ
2(z)1ρ2(z)>bF (dz).
Using the above observation in (3.17) we have that
Px(f(Z(t)) ≥ η) ≤ δ
2
+
α(f(x) + 1 + kδ + bkδ)
η
+
α
η
(kδ + 1)α¯(b).
The result now follows on taking η suitably large.
We now give the proofs of the lemmas.
Proof of Lemma 3.4: Since a(·) is a bounded function we have that ∫ t0 a(Zs)dWs is a square
integrable martingale. In order to show that M
(2)
t is a martingale, it suffices to show, in view
of Theorem II.1.8 of [14] that for all T ∈ [0,∞),∫
[0,T ]×E
E|h′(δ(Zs−, z))|q(ds, dz) <∞.
(The cited theorem states a local martingale property, however the proof there shows the
above stronger assertion.) The inequality follows on observing that from Condition 2.7 the
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above expression is bounded by T
∫
E ρ
2(z)F (dz) < ∞. Finally, in view of Theorem II.1.33 of
[14], to show that M
(1)
t is a square integrable martingale, it suffices to show that
sup
s∈[0,T ]
∫
E
E|h(δ(Zs−, z))|2F (dz) <∞.
The last inequality follows, once more from Condition 2.7.
Proof of Lemma 3.5: Recall that Xt = z0+
∫ t
0 β˜(Zs)ds+
∫ t
0 a(Zs)dWs+M
(1)
t +M
(2)
t , where
M
(i)
t are martingales. Since M
(1)
t is a square integrable martingale, by Doob’s inequality we
have
E sup
s≤ǫ
|M (1)s |2 ≤ 4E|M (1)ǫ |2
= 4E
∫
[0,ǫ]×E
|h(δ(Zs−, z))|2F (dz)ds
≤ 4ǫ
∫
E
ρ2(z)F (dz).
Also observe that
E|M (2)ǫ | ≤ E|
∫
[0,ǫ×E
h′(δ(Zs−, z))N(ds, dz)| + E|
∫
[0,ǫ]×E
h′(δ(Zs−, z))q(ds, dz)|
≤ 2E
∫
[0,ǫ]×E
|h′(δ(Zs−, z))|q(ds, dz)
≤ 2ǫ
∫
E
ρ2(z)F (dz),
where the second inequality is a consequence of Theorem II.1.8 of [14] and the last inequality
follows from Condition 2.7. Using the linear growth of β˜ and the Lipschitz property of Γ, the
above moment bounds show that
E sup
s≤ǫ
|Xs − z0| ≤ α
√
ǫ+ α
∫ ǫ
0
E sup
s≤θ
|Xs − z0|dθ.
Hence, by Gronwall’s inequality, for every δ > 0 there is ǫ > 0 such that E(sup0≤s≤ǫ |Xs−z0|) ≤
δ. By choosing ǫ ∈ (0, 1) small enough one can obtain
P (σ˜1 ≤ ǫ) = P (sup
s≤ǫ
|Xs −X0| ≥ κ) ≤ 1/2.
Let Fn = Fσ˜n . By the strong Markov property of Z on Ft, and by considering the
martingales M
(i)
σ˜n−1+ǫ
−M (i)σ˜n−1 in place of M
(i)
ǫ , one obtains that for any n, P (σ˜n − σ˜n−1 >
ǫ|Fn−1) > 1/2. Let τ be a bounded (Ft)-stopping time. An application of Chebychev’s
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inequality and the observation that since ǫ ∈ (0, 1) the sets {(σ˜i− σ˜i−1) > ǫ} and {(σ˜i− σ˜i−1)∧
1 > ǫ} are equal, we have that
ǫ
2
E[n˜(τ) ∧ k] ≤ E
n˜(τ)∧k∑
i=1
E[(σ˜i − σ˜i−1) ∧ 1|F i−1]. (3.18)
Define
Sj
.
=
j∑
i=1
(
(σ˜i − σ˜i−1) ∧ 1−E[(σ˜i − σ˜i−1) ∧ 1|F i−1]
)
Then (Sj,F j) is a zero mean martingale. Observing that n˜τ is a stopping time on the filtration
(Fn) we have that for all k ∈ IN , E(Sn˜(τ)∧k) = 0. Hence from (3.18) it follows that
ǫ
2
E[n˜(τ) ∧ k] ≤ E
n˜(τ)∧k∑
i=1
[(σ˜i − σ˜i−1) ∧ 1] ≤ E(σ˜n˜(τ)−1) + 1 ≤ Eτ + 1.
Taking k ↑ ∞, the result follows.
Proof of Lemma 3.6: Let b ∈ (0,∞) be large enough so that h(x) = 0 for |x| ≥ b2 and
supx∈IRn |h(x)| ≤ b2 . Now let ψ : IRn → [0,∞) be defined as ψ(z)
.
= |z|1b≤|z|≤b′ , where
b′ ∈ (b,∞). Clearly, for all x ∈ IRn, ψ(x) = ψ(h′(x)). Now from Theorem II.1.8 of [14]
E
∑
s≤τ
|∆Xs|1b≤|∆Xs|≤b′ = E
∫
[0,τ ]×E
|h′(δ(Zs−, z))|1b≤|h′(δ(Zs− ,z))|≤b′F (dz)ds
≤ E(τ)
∫
E
ρ2(z)1b≤ρ2(z)F (dz)
≤ α¯(b)E(τ),
where α¯(b)→ 0 as b→∞. The result now follows upon taking b′ →∞.
4 Construction of the Lyapunov function
This section is devoted to the proof of Theorem 3.3. We begin with a stability result on
constrained deterministic trajectories which was proved in [1].
Let C1 be as in Condition 2.12. Let δ > 0 be such that dist(x, ∂C) ≥ δ for all x ∈ C1. Define
V = {v ∈ B :
∫ t
0
|v(s)|ds <∞, v(t) ∈ C1, t ∈ (0,∞)},
where B is the set of measurable maps [0,∞)→ IRn. For x ∈ G let
Zx = {Γ(x+
∫ ·
0
v(s)ds) : v ∈ V }.
19
Proposition 4.1 [1] For any x ∈ G and z ∈ Zx, the following holds:
|z(t)| ≤ ℓ
2|x|2
ℓ|x|+ δt , t ∈ [0,∞),
where ℓ is the finite constant in (2.3).
Using the above result, the following was used in [1] as a Lyapunov function:
T (x)
.
= sup
z
inf{t ∈ [0,∞) : z(t) = 0}, (4.19)
where the supremum is taken over all trajectories z ∈ Zx. This function played a key role in
the proof of positive recurrence of certain constrained diffusion processes studied in [1]. The
proof in [1] uses crucially certain estimates on the exponential moments of the Markov process.
Since, in the setting of the current work the Markov process need not even have finite second
moment, the techniques of [1] do not apply. However, we will show that by using the ideas from
[8] and by suitable smoothing and modifying the hitting time function T (·), one can obtain
a Lyapunov function in the sense of Definition 3.1(2) with R˜ there replaced by C1. Since for
z ∈ Zx, z(s) = 0 implies z(t) = 0 for t > s, the function T (·) can be rewritten as
T (x)
.
= sup
Zx
∫ ∞
0
1(0,∞)(|z(s)|)ds.
Our first step in the construction is to replace the above indicator function by a smooth
function η defined as follows. Let η : IR → [0, 1] be in C∞(IR). Further assume that η(z) = 0
for all z ∈ (−∞, 1], η(z) = 1 for all z ∈ [2,∞) and η′(z) ≥ 0 for all z ∈ IR. The next step in
constructing a C2 Lyapunov function is an appropriate modification of this new T (·) function
near the boundary and a suitable extension of the function to a neighborhood of G.
For each λ ∈ Λ, λ 6= ∅, fix a vector dλ as in Condition 2.1. Define for β, x ∈ IRn
v(β, x) = β for x ∈ G
= dλ(x) for x 6∈ G,
where λ(x) = {i ∈ {1, . . . , N} : x · ni ≤ 0}. Now ρ ∈ C∞(IRn) be such that the support of ρ is
contained in {x : |x| ≤ 1} and ∫IRn ρ(x)dx = 1. Define for a > 0
va(β, x)
.
=
1
(a|x|)n
∫
IRn
ρ(
x− y
a|x| )v(β, y)dy, x 6= 0.
Now let g : IR→ [0, 1] be a smooth function such that g(z) = 1 for z ∈ [0, 12 ] and g(z) = 0 for
z ∈ [1,∞). Define for i = 1, . . . , N , x 6= 0 and β ∈ IRn
vai (β, x) = g(
dist(x, Fi)
a|x| )di +
[
1− g(dist(x, Fi)
a|x| )
]
va(β, x)
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and
va0(β, x) = g(
dist(x,G)
a|x| )β +
[
1− g(dist(x,G)
a|x| )
]
va(β, x).
Also set vai (β, 0) = v
a
0(β, 0) = 0, where 0
.
= (0, . . . , 0)′1×N . Let
Ka(β, x)
.
= conv{vai (β, x); i = 0, 1, . . . , N}.
Finally, define
Ka(x)
.
= ∪β∈C1Ka(β, x), x ∈ IRn.
Now we can define our second modification to the hitting time function. In this modified
form the supremum in (4.19) is taken, instead, over all solutions to the differential inclusion
φ˙(t) ∈ Ka(φ(t)); φ(0) = x. More precisely, for a given x ∈ IRn let φ(·) be an absolutely
continuous function on [0,∞) such that
φ˙(t) ∈ Ka(φ(t)); φ(0) = x; t ∈ [0,∞).
Denote the class of all such φ(·) (for a given x) by Ha(x). It will be shown in Lemma 4.4 that
Ha(x) is nonempty. Our modified form of the Lyapunov function (V a(·)) is defined as follows.
V a(x)
.
= sup
φ∈Ha(x)
∫ ∞
0
η(|φ(t)|)dt, x ∈ IRn.
The main step in the proof is the following result. Once this result is proven, parts (a), (b)
and (c) of Definition 3.1 used in the statement of Theorem 3.3 follow immediately via one final
modification, which consists of further smoothing, radial linearization, and restriction to G, in
exactly the form of [8](pages 696-697). Radial linearity of the function thus obtained holds by
construction. Finally, part (d) of Definition 3.1 follows immediately from radial linearity and
the fact that the function is C2 on G \ {0}.
Theorem 4.2 There exist a0 ∈ (0,∞) such that the following hold for all a ∈ (0, a0).
1. There exists r ∈ (0, 1), not depending on a such that V a(x) = 0 for all x ∈ B(0, r).
2. V a(·) is locally Lipschitz on IRn. In fact, for all R ∈ IRn there exists α(R) ∈ (0,∞) and
C(R) such that for all x, y ∈ IRn with |x| ≤ R and |x− y| ≤ C(R),
|V a(x)− V a(y)| ≤ α(R)|x − y|, ∀a ∈ (0, a0).
3. For a.e. x ∈ IRn; |x| ≥ 2,
max
u∈Ka(x)
DV a(x) · u ≤ −1.
4. There exists D ∈ (0,∞) such that for all x ∈ IRn with |x| ≥ 2, V a(x) ≥ |x|−2D .
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5. There exists M ∈ (0,∞) such that
ess infx∈IRn:|x|≥MDV
a(x) · x|x| > 0.
In the remaining part of this section we will prove the above theorem. The main idea in the
proof is that the stability properties of the trajectories introduced in Proposition 4.1 imply
similar properties for the solutions of the differential inclusion φ˙(t) ∈ Ka(φ(t)); φ(0) = x for
small enough value of a. More precisely, the following result will be shown.
Proposition 4.3 There exist a0, T ∈ (0,∞) such that the following hold.
1. Whenever g(·) is an absolutely continuous function such that for some a ∈ (0, a0),
g˙(t) ∈ Ka(g(t)) a.e. t ∈ [0,∞); |g(0)| ≤ 2m,
we have that g(t) = 0 for all t ≥ 2m+1T .
2. There exist r ∈ (0, 1) such that whenever φ(·) is an absolutely continuous function and
φ˙(t) ∈ Ka(φ(t)), a.e. t; |φ(0)| ≤ r; a ∈ (0, a0),
we have that sup0≤t<∞ |φ(t)| ≤ 1 .
We now give the proof of Theorem 4.2 assuming that Proposition 4.3 holds.
A straightforward calculation shows that for a fixed a ∈ (0,∞), and m,M positive finite
numbers, there exists a constant C(a,m,M) <∞ such that
max
i∈{0,...,N}
sup
β∈C1
sup
x,y:m≤|x|,|y|≤M
|vai (β, x) − vai (β, y)| ≤ C(a,m,M)|x − y|. (4.20)
Furthermore , it is easy to see that there exists D ∈ (0,∞) such that
max
i∈{0,...,N}
sup
β∈C1
sup
x∈IRn
sup
a∈(0,∞)
|vai (β, x)| ≤ D. (4.21)
Proof of Theorem 4.2. Let a0 and r be as in Proposition 4.3. The choice of r implies
that if |x| ≤ r and if φ(·) ∈ Ha(x) then φ(t) ∈ B(0, 1) for all t ∈ [0,∞). This implies that
η(|φ(t)|) = 0 for all t, thus for such x, V a(x) = 0. This proves part 1. Now we show the local
Lipschitz property in 2. Let x ∈ IRn be such that |x| ≤ R. Without loss of generality we can
assume that |x| ≥ r2 for else local Lipschitz property holds trivially. From Proposition 4.3(1)
it follows that we can choose T0 < ∞ such that for any φ ∈ Ha(y); |y| ≤ R + 1 we have that
φ(t) = 0 for all t ≥ T0. For an absolutely continuous trajectory φ : [0,∞) 7→ IRn, define
τ∗(φ)
.
= inf{t ∈ (0,∞) : φ(t) ∈ B(0, r/2)}.
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Now let φ ∈ Ha(x) and x ∈ B(0, R) be such that
V a(x) ≤
∫ τ∗(φ)
0
η(|φ(t)|)dt + ǫ.
Note that we could replace ∞ by τ∗(φ) in the upper limit of the integral on the right, because
of Proposition 4.3(2). Let y ∈ IRn be such that, |y| ≤ R+ 1.
It will be shown in Lemma 4.5 that there exist measurable functions qi : [0,∞) → [0, 1];
i = 0, . . . , N and β : [0,∞)→ C1 such that φ(·) solves
φ˙(t) =
N∑
i=0
qi(t)v
a
i (β(t), φ(t)), a.e. t ∈ [0,∞)
φ(0) = x.
Now let ψ(·) be an absolutely continuous function such that for a.e. t ∈ [0,∞)
ψ˙(t) =
N∑
i=0
qi(t)v
a
i (β(t), ψ(t)),
ψ(0) = y.
Existence of such a ψ(·) will be proved in Lemma 4.4. Since ψ ∈ Ha(y), we have that τ∗(ψ) ≤
T0. We now claim that if y is sufficiently close to x then both φ(τ
∗(φ) ∧ τ∗(ψ)) and ψ(τ∗(φ)∧
τ∗(ψ)) are in B(0, r). To see this note that as a consequence of (4.20) and (4.21), for t ∈
[0, τ∗(φ) ∧ τ∗(ψ)],
|φ(t) − ψ(t)| ≤ |y − x|+ C∗
∫ t
0
|φ(s)− ψ(s)|ds,
where C∗
.
= C(a, r2 , R+1+ T0D). By an application of Gronwall’s inequality we see now that
if |y − x| ≤ r2 exp(−C∗T0) ≡ C then
|φ(t)− ψ(t)| ≤ exp(C∗T0)|y − x| ≤ r
2
(4.22)
for all t ∈ [0, τ∗(φ) ∧ τ∗(ψ)].
This means that for such y both φ(·) and ψ(·) are in B(0, r) at time τ∗(φ)∧ τ∗(ψ). Hence-
forth we will only consider such y (i.e. |y − x| ≤ C). Note next that
V a(x)− V a(y) ≤
∫ τ∗(φ)∧τ∗(ψ)
0
(η(|φ(t)|) − η(|ψ(t)|)dt + ǫ.
≤ ηlipT0eC∗T0 |y − x|+ ǫ,
where ηlip is the Lipschitz constant for η(| · |). Sending ǫ → 0 and using the symmetry of the
above calculation we have that
|V a(x)− V a(y)| ≤ ηlipeC∗T0 |y − x| (4.23)
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for all |x| ≤ R and |y − x| ≤ C. Since R > 0 is arbitrary, this proves part 2.
To prove part 3, we will show that at all points x at which V a(·) is differentiable and |x| ≥ r
max
u∈Ka(x)
DV a(x) · u ≤ −η(|x|). (4.24)
Fix R ∈ [2,∞). Now let r ≤ |x| ≤ R − 1 and u ∈ Ka(x). Then there exist qi ∈ [0, 1];
i = 0, . . . , N satisfying
∑N
i=0 qi = 1 and β ∈ C1 such that u =
∑N
i=0 qiv
a
i (β, x). Define for y such
that |x − y| < r2 , u(y)
.
=
∑N
i=0 qiv
a
i (β, y). In view of (4.20) there exists C˜ ≡ C(a, r/2, R + 1)
such that
|u(x)− u(y)| ≤ C˜|x− y|.
Now for a given y such that |y| ≥ r2 and |x − y| < r/2. define φy(·) to be the absolutely
continuous function which satisfies
φ˙y(t) ∈ Ka(φy(t)), φy(0) = y
for t ∈ [0,∞) and is ǫ-optimal, i.e.
V a(y) ≤
∫ ∞
0
η(|φy(s)|)ds + ǫ.
Let φ(·) be an absolutely continuous function such that φ(·) solves:
φ˙(t) = u(φ(t)); φ(0) = x,
t ∈ [0,∞). The existence of such a φ is again assured from Lemma 4.4. Now let τ0 > 0 be
such that for all t ∈ [0, τ0], |φ(t)− x| < C2 and τ0|u| < C2 . Now set y ≡ φ(τ0). Note that since
C < r, we have that |x − y| ≤ r2 and |y| ≥ r/2. Consider the following modification of the
trajectory φ(·).
φ˜(t) = φ(t); t ∈ [0, τ0]
φ˜(t) = φy(t− τ0); t ≥ τ0
Note that by construction φ˜(·) solves the differential inclusion:
˙˜
φ(t) ∈ Ka(φ˜(t)); ∀t ∈ [0,∞).
Now an argument, exactly as on pages 694-695 of [8] shows that
V a(x+ τ0u)− V a(x)
τ0
≤ −η(|x|) +O(τ0)− 1
τ0
∫ τ0
0
(η(|φ˜(s)|)− η(|x|))ds.
Taking limit as τ0 → 0 we have part 3.
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Now we consider part 4. Let φ ∈ Ha(x) and let τ˜ .= inf{t : φ(t) ∈ B(0, 2)}. Then we have
that
2 ≥ |φ(0)| − |
∫ τ˜
0
φ˙(s)ds|
≥ |x| − τ˜D.
Thus τ˜ ≥ |x|−2D . Since η(|x|) = 1 for |x| ≥ 2 we have that
V a(x) ≥
∫ τ˜
0
η(|φ(s)|)ds ≥ |x| − 2
D
. (4.25)
This proves part 4.
Finally, we consider part 5. We will show that there exists α ∈ (0,∞) such that for all
x ∈ IRn for which V a(x) is differentiable, we have that
DV a(x) · x|x| ≥
1
α
(1− 2|x|).
This will clearly yield part 5. Without loss of generality assume that |x| ≥ r2 since otherwise
the inequality holds trivially. In order to show the inequality it suffices to show, in view of
part 4, that
DV a(x) · x|x| ≥
V a(x)
|x| . (4.26)
Now the proof of (4.26) is identical to the proof of Proposition 3.7 of [8] on observing that if
φ ∈ Ha(x) then for c ∈ (0,∞), the trajectory θc(·), defined as θc(t) .= (1 + c)φ( t1+c ), t > 0, is
in Ha((1 + c)x). We omit the details.
The proof of Theorem 4.2 used in addition to Proposition 4.3, the following two lemmas.
The first lemma is a classical existence and uniqueness result, a sketch of whose proof is
provided in the appendix, while the second is a result on measurable selections.
Lemma 4.4 Let a0 be as in Proposition 4.3 and a ∈ (0, a0) be fixed. Let qi(·); i = 0, . . . , N be
measurable functions from [0,∞) → [0, 1] such that ∑Ni=0 qi(t) = 1 for all t ∈ [0,∞) and β(·)
be a measurable function from [0,∞) → C1. Let y ∈ IRn be arbitrary. Then there exists an
absolutely continuous function φ(·) on [0,∞) such that
φ˙(t) =
N∑
i=0
qi(t)v
a
i (β(t), φ(t)); a.e. t ∈ [0,∞)
φ(0) = y. (4.27)
Furthermore if ψ(·) is another absolutely continuous function solving (4.27), then φ = ψ.
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Lemma 4.5 Let a > 0 be fixed and φ(t) be an absolutely continuous function on [0, T ] such
that
φ˙(t) ∈ Ka(φ(t)), a.e. t ∈ [0, T ].
Then there exist measurable functions qi : [0, T ]→ [0, 1]; i = 0, . . . , N and β : [0, T ]→ C1 such
that
∑
i qi(t) = 1 and
φ˙(t) =
N∑
i=0
qi(t)v
a
i (β(t), φ(t)), a.e. t ∈ [0, T ]. (4.28)
Proof: Let B be the subset of IRn × IRn \ {0} defined as
{(u, x) ∈ IRn × IRn \ {0} : u =
N∑
i=0
qiv
a
i (β, x); qi ∈ [0, 1]; i = 0, . . . , N, β ∈ C1,
N∑
i=0
qi = 1}.
Let BN be the Borel σ-field on [0, 1]N+1 × C1. Define F : B 7→ BN as
F (u, x) = {(q, β) : q ∈ [0, 1]N+1;β ∈ C1;
N∑
i=0
qiv
a
i (β, x) = u;
N∑
i=0
qi = 1}.
Note that the map (x, β)→ vai (β, x) is continuous on IRn \{0}×C1 for all i = 0, 1, . . . , N . This
implies that if we have a sequence (qk, βk, uk, xk)→ (q, β, u, x) ∈ [0, 1]N+1×C1×IRn×IRn\{0}
and (qk, βk) ∈ F (uk, xk) for all k then (q, β) ∈ F (u, x). Thus in view of Corollary 10.3,
Appendix of [9] there exists a measurable selection for F , i.e. there exists a measurable map:
f : B → [0, 1]N+1 × C1
such that f(u, x) ∈ F (u, x) for all (u, x) ∈ B. Choose an arbitrary element (qˆ, βˆ) ∈ [0, 1]N+1×
C1 such that ∑Ni=0 qi = 1 and extend f to Bˆ .= B∪ (0, 0) by setting f(0, 0) .= (qˆ, βˆ). Now write
f(·) as ({fi(·)}Ni=0, f∗(·)), i.e. we denote the first N +1 coordinates of the vector function f by
fi; i = 0, . . . , N , and we denote the N + 2’th coordinate by f∗. Define
qi(t)
.
= fi(φ˙(t), φ(t)); i = 0, 1, . . . , N ; a.e. t ∈ [0,∞)
β(t)
.
= f∗(φ˙(t), φ(t)); a.e. t ∈ [0,∞).
Clearly q(·) and β(·) are measurable functions and by construction (4.28) holds.
Now we turn to the proof of Proposition 4.3. The key idea is to relate the solutions of the
differential inclusion φ˙(t) ∈ Ka(φ(t)); φ(0) = x, for small enough value of a, with the solutions
of the SP for trajectories with velocity in C1. The following two results are central in that
respect. Define for x ∈ IRn
K(x)
.
= {v ∈ IRn : there exists a sequence (ak, xk, vk)k≥1 ⊂ (0, 1] × IRn × IRn
s.t. ak → 0; xk → x; vk → v; and vk ∈ Kak(xk)}.
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We will denote the closure of the convex hull of K(x) by K(x). The first result shows that as
a approaches 0 the solutions of the differential inclusion converge to a trajectory which also
solves a differential inclusion given in terms of K. The proof is quite similar to the proof of
Proposition 3.3 of [8]. We provide a sketch in the appendix.
Lemma 4.6 Consider the sequence (xk, ak, φk(·))k≥1 ⊂ IRn × (0, 1] × C([0,∞); IRn) such that
xk → x; ak → 0, and φk(·) → φ(·) (uniformly on compacts). Suppose further that each φk is
absolutely continuous and solves the differential inclusion:
φ˙k(t) ∈ Kak(φk(t)); a.e. t ∈ [0,∞); φk(0) = xk.
Then φ(·) is Lipschitz continuous (and thus absolutely continuous) and it solves the differential
inclusion:
φ˙(t) ∈ K(φ(t)); a.e. t ∈ [0,∞); φ(0) = x.
The proposition below provides the connection between the solutions of the differential inclu-
sion φ˙(t) ∈ K(φ(t)); φ(0) = x and certain solutions to the SP. Define
δ0
.
= inf
(λ,i):λ∈Λ, i∈λ
dλ · ni. (4.29)
By Condition 2.1, δ0 > 0.
Proposition 4.7 Let φ : [0,∞) → IRn be an absolutely continuous function which solves the
differential inclusion:
φ˙(t) ∈ K(φ(t)), a.e. t ∈ [0,∞).
Then there exists a τ ∈ [0, |φ(0)|/δ0), a strictly increasing, onto function α : [0,∞) → [0,∞)
and a measurable function β : [0,∞)→ C1 such that
ψ(t)
.
= φ(τ + α(t)) = Γ
(
φ(τ) +
∫ ·
0
β(u)du
)
(t), t ∈ (0,∞).
Before presenting the proof of this proposition, we show how the proof of Proposition 4.3
follows. For an absolutely continuous trajectory θ : [0,∞) 7→ IRn, define
τ(θ)
.
= inf{t ∈ (0,∞) : θ(t) = 0}. (4.30)
Proof of Proposition 4.3. First we show that there exist a˜0, T ∈ (0,∞) such that for all
a ∈ (0, a˜0) and absolutely continuous φ(·) on [0,∞) satisfying
φ˙(t) ∈ Ka(φ); |φ(0)| ≤ 1; a.e. t ∈ [0,∞),
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we have that
inf
0≤t<T
|φ(t)| ≤ 1/2. (4.31)
We argue by contradiction. Suppose that there exists a sequences {Tk}k≥1 increasing to ∞,
{ak}k≥1 decreasing to 0 and {φk(·)}k≥1 such that for all k, φk(·) is absolutely continuous, for
a.e. t ∈ [0,∞),
φ˙k(t) ∈ Kak(φk(t)); |φk(0)| ≤ 1
and inf0≤t<Tk |φk(t)| > 1/2. As in Proposition 3.3(i) of [8] we have that {φk; k ≥ 1} is
precompact in C([0,∞); IRn). Assume without loss of generality that φk(·) converges to φ(·)
uniformly on compacts. Clearly |φ(0)| ≤ 1 and
|φ(t)| ≥ 1/2, for all t ∈ [0,∞). (4.32)
From Lemma 4.6 we have that φ(·) is absolutely continuous and solves the differential inclusion:
˙φ(t) ∈ K(φ(t)) a.e. t ∈ [0,∞).
Therefore from Proposition 4.7 we have that there exists τ ∈ [0, δ0−1], a strictly increasing,
onto function α : [0,∞) → [0,∞) and a measurable function β : [0,∞) → C1 such that for all
t ≥ 0
φ(τ + α(t)) = Γ
(
φ(τ) +
∫ ·
0
β(u)du
)
(t).
Now applying Proposition 4.1 we have that limt→∞ φ(τ +α(t)) = 0. This is a contradiction to
(4.32). Hence (4.31) is proven.
Now let ψ be an absolutely continuous function on [0,∞) satisfying
ψ˙(t) ∈ Ka(ψ); |ψ(0)| ≤ 2k; a.e. t ∈ [0,∞).
Assume without loss of generality that ψ(0) 6= 0 and define φ(t) .= 2−kψ(2kt). Since Ka(x) =
Ka(αx) for all α > 0 we have that
φ˙(t) ∈ Ka(φ); |φ(0)| ≤ 1; a.e. t ∈ [0,∞).
Thus
inf
0≤t≤T2k
|ψ(t)| = inf
0≤t≤T2k
2k|φ(t2−k)|
= 2k inf
0≤t≤T
|φ(t)|
≤ 2k/2.
Now let g(·) be as in the proposition. Then letting k = m, (m − 1), . . . , 0,−1, . . . we have
that inf0≤t<2m+1T |g(t)| = 0 Since Ka(0) = 0, we have part 1.
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Now we consider part 2. Let (a˜0, T ) be as above. We will show that there exists a0 ≤ a˜0
and r ∈ (0, 1) such that the statement 2 in the proposition holds. We will once more argue by
contradiction. Suppose that there exist sequences (ak, rk, φ
k(·)) such that
φ˙k(t) ∈ Kak(φk(t)); a.e. t ∈ [0,∞),
|φk(0)| ≤ rk, rk → 0, ak → 0 and
|φk(tk)| > c for some tk ∈ [0,∞). (4.33)
Assume without loss of generality that rk ≤ 1 and ak ≤ a0 for all k ≥ 1. From 1 we know that
τ(φk) ≤ 2T for all k ≥ 1. Also note that from the uniform Lipschitz property of (φk(·)) and
noting that φk(0) → 0 as k → ∞ we have that T ∗ .= infk τ(φk) > 0, since otherwise φk(tk)
converges to 0 along some subsequence, which contradicts (4.33). So now assume without loss
of generality that τ(φk)→ T ∗, tk → t∗ and φk(·)→ φ(·) uniformly on [0, T ∗] as k →∞. From
Lemma 4.6 we have that φ(·) is absolutely continuous on [0, T ∗] and solves the differential
inclusion φ˙(t) ∈ K(φ(t)), a.e. t ∈ [0, T ∗], φ(0) = 0. From Proposition 4.7 and Proposition 4.1
we then have that φ(t) = 0 for all t ∈ [0, T ∗]. But on the other hand, since φk(tk) > c, we have
that φ(t∗) ≥ c, which is a contradiction. This proves part 2 and hence the proposition.
We now prove Proposition 4.7. We will need the following three lemmas. The first lemma
characterizes the set K(x) and its proof is similar to the proof of Proposition 3.2 of [8] (and
is thus omitted). The second lemma says that a solution of the differential inclusion φ˙(t) ∈
K(φ(t)), enters G after some finite time, and then stays within G. The third lemma gives a
representation for a solution to the above differential inclusion.
Lemma 4.8 For x ∈ IRn \ {0}.
K(x) ⊂ conv{C1 ∪ {di : i ∈ In(x)}, if x ∈ ∂G
⊂ C1, if x ∈ G0
⊂ conv{dλ : λ ⊃ {i : x · ni < 0}} if x ∈ Gc.
(4.34)
Lemma 4.9 Let φ : [0,∞) → IRn be an absolutely continuous function which solves the dif-
ferential inclusion:
φ˙(t) ∈ K(φ(t)), a.e. t ∈ [0,∞).
Then the following hold.
1. Let t ∈ [0,∞) be so that φ(·) is differentiable at t and φ(t) 6∈ G, then
d
dt
[
min
i∈{1,...,N}
φ(t) · ei
]
≥ δ0.
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2. If φ(0) ∈ G then φ(t) ∈ G for all t ∈ [0,∞).
3. If φ(0) 6∈ G then there exists τ ≤ |φ(0)|δ0 such that φ(t) ∈ G for all t ≥ τ .
Proof: Parts 2 and 3 follow immediately once 1 is proven. We now present the proof of (1).
Fix y ∈ Gc. Define λ1(y) .= {i : y ·ni < 0}. Note that whenever λ ⊃ λ1(y), we have from (4.29)
that dλ · ni ≥ δ0, ∀i ∈ λ1(y). This yields the implication:
v ∈ conv{dλ : λ ⊃ λ1(y)} ⇒ v · ni ≥ δ0, ∀i ∈ λ1(y). (4.35)
Define
λ(y)
.
= {i ∈ λ1(y) : y · ni = min
i
{y · ni}}.
Now let t ∈ [0,∞) be such that φ(·) is differentiable at t and φ(t) ∈ Gc. Then by continuity of
φ(·) we can choose ǫ > 0 such that for all 0 ≤ h < ǫ:
min
i∈{1,...,N}
φ(t+ h) · ni = min
i∈λ(φ(t))
φ(t+ h) · ni.
and
λ1(φ(t+ h)) ⊃ λ1(φ(t)). (4.36)
Next observe that
d
dt
[
min
i∈{1,...,N}
φ(t) · ni
]
= lim
h→0
1
h
(
min
i∈{1,...,N}
φ(t+ h) · ni − min
i∈{1,...,N}
φ(t) · ni
)
= lim
h→0
1
h
min
i∈λ(φ(t))
(φ(t+ h) · ni − φ(t) · ni)
= lim
h→0
min
i∈λ(φ(t))
1
h
∫ h
0
φ˙(t+ s) · nids
≥ δ0,
where the last step follows from (4.35) on observing that in view of Lemma 4.8 and (4.36) for
a.e. s ∈ [0, h]
φ˙(t+ s) ∈ K(φ(t+ s))
⊂ conv{dλ : λ ⊃ λ1(φ(t+ s))}
⊂ conv{dλ : λ ⊃ λ1(φ(t))}.
This proves the lemma.
The following lemma once more uses a result on measurable selections. The proof is quite
similar to Lemma 4.5, and a sketch is given in the appendix.
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Lemma 4.10 Let φ : [0,∞) → IRn be an absolutely continuous function such that φ(0) ∈ G
and φ solves the differential inclusion:
φ˙(t) ∈ K(φ(t)); a.e. t.
Then there exist measurable functions qi : [0,∞)→ [0, 1]; i = 0, 1, . . . , N , satisfying the equality∑N
i=0 qi(t) = 1, and measurable map β0 : [0,∞)→ C1 such that for a.e. t ∈ [0,∞)
φ˙(t) =
∑
i∈In(φ(t))
qi(t)di + q0(t)β0(t).
Proof of Proposition 4.7: From Lemma 4.9 we know that φ(t) ∈ G for a.e. t > τ . From
Lemma 4.10 it follows that there exist measurable functions qi : [0,∞)→ [0, 1]; i = 0, 1, . . . , N
and β0 : [0,∞)→ C1 such that for a.e. t ≥ τ
φ˙(t) =
∑
i∈In(φ(t))
qi(t)di + q0(t)β0(t).
Let {nλ}λ∈Λ be as in Remark 2.2. Define δ∗ .= infλ∈Λ;i∈λ nλ · di. Also let γ .= supβ∈C1 |β|. We
now claim that for a.e. t ∈ [τ,∞)
q0(t) ≥ δ∗
δ∗ + γ
. (4.37)
Let λ ∈ Λ \ {0} be arbitrary. Define
F λ
.
= {x ∈ IRn : In(x) ⊃ λ}.
Since φ(·) is absolutely continuous and F λ is a linear subspace of IRn we have that for a.e. t
whenever φ(t) ∈ F λ we have that φ˙(t) ∈ F λ. Thus for a.e. t, I{φ(t)∈Fλ}φ˙(t) · nλ = 0. Now
observe that for a.e t ≥ τ such that φ(t) ∈ F λ:
0 = nλ · φ˙(t)
= nλ · (φ˙(t)− q0(t)β0(t)) + nλ · q0(t)β0(t)
= nλ ·
∑
i∈λ
qi(t)di + q0(t)n
λ · β0(t)
≥ δ∗
∑
i∈λ
qi(t)− γq0(t).
This proves (4.37) for a.e. t ≥ τ such that φ(t) ∈ F λ. Also the claim holds trivially if φ(t) ∈ G0
since then q0(t) ≡ 1. Now letting λ run over all the subsets of Λ we have the claim. Next
define the strictly increasing function a : [0,∞)→ [0,∞) as
a(t)
.
=
∫ t
0
q0(τ + s)ds; t ∈ [0,∞).
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Also set α(t)
.
= a−1(t). Finally we show that ψ(·) .= φ(τ + α(·)) solves the SP for
x(·) .= x(0) +
∫ ·
0
β(s)ds,
where x(0) = φ(τ) and β(t)
.
= β0(τ + α(t)), t ∈ [0,∞). To see this we only need to observe
that for a.e. t ≥ 0
ψ˙(t) =
φ˙(τ + α(t))
q0(τ + α(t))
= β0(τ + α(t)) +
∑
i∈In(ψ(t))
qi(τ + α(t))
q0(τ + α(t))
di.
This proves the lemma.
5 Appendix
Proof of Lemma 4.4: The proof is via Picard iteration method. Define φ(0)(·) ≡ y on [0, T ].
For k ≥ 1, define for t ∈ [0, T ]
φ(k)(t)
.
= y +
N∑
i=0
∫ t
0
qi(s)v
a
i (β(s), φ
(k−1)(s))ds.
Note that the boundedness of qi(·) and vai (β(·), ·) assures that φ(k)(·) is an equicontinuous
family (in fact uniformly Lipschitz continuous) which is pointwise bounded on [0, T ] for all
T < ∞. Thus there exists a subsequential (uniform) limit φ(·). Clearly φ(·) is Lipschitz
continuous and thus absolutely continuous. Note that the map (x, β)→ vai (β, x) is continuous
on IRn \ {0} × C1. Therefore we have that as k → ∞, vai (β(t), φ(k−1)(t)) → vai (β(t), φ(t)) for
all t ∈ [0, τ(φ)), where τ(φ) is as defined in (4.30). Now a straightforward application of the
dominated convergence theorem shows that φ(·) solves (4.27) on [0, τ(φ)) and hence, since
vai (·, 0) = 0, on [0,∞). Now let φ(·) and ψ(·) be two solutions to (4.27). We will show that
φ(t) = ψ(t),∀ t ∈ [0, τ(φ) ∧ τ(ψ)). (5.38)
Fix ǫ > 0. Then there exists m > 0 such that min(|φ(t)|, |ψ(t)|) > m on [0, τ(φ) ∧ τ(ψ) − ǫ).
Also let M
.
= sup0≤t≤τ(φ)max{|φ(t)|, |ψ(t)|}. Then from (4.20) we have that
|φ(t)− ψ(t)| ≤ C(a,m,M)
∫ t
0
|φ(s)− ψ(s)|ds,
for all t ∈ [0, τ(φ) ∧ τ(ψ) − ǫ). An application of Gronwall’s inequality shows that φ and ψ
are equal on [0, τ(φ) ∧ τ(ψ) − ǫ). Since ǫ > 0 is arbitrary, we have (5.38). This also implies
32
that τ(φ) = τ(ψ) and since both trajectories stay at 0 once they hit 0, we have the desired
uniqueness on [0,∞).
Proof of Lemma 4.6. The Lipschitz continuity of φ follows immediately on observing that
for 0 ≤ s ≤ t <∞ and k ≥ 1 |φk(t) − φk(s)| ≤ D|t− s|. We will show that for all T ∈ [0,∞),
φ˙(t) ∈ K(φ(t)); a.e. t ∈ [0, T ]. Fix T ∈ [0,∞). Define a sequence of probability measures on
Ω0
.
= IRn × IRn × [0, T ] as follows. For f ∈ Cb(IRn × IRn × [0, T ]) define
∫
Ω0
f(x, y, t)dµk(x, y, t)
.
=
1
T
∫ T
0
f(φk(s), φ˙k(s), s)ds.
Since
sup
k≥1,s∈[0,T ]
|φk(s)| ≤ sup
k≥1
|xk|+DT .= C <∞ (5.39)
and |φ˙k(s)| ≤ D a.e. s, we have that {µk}k≥1 is a tight family of probability measures. Without
loss of generality assume that µk converges weakly to µ. The sequence {µk} gives the following
useful representation for {φk}:
φk(t) = xk +
∫ t
0
∫
IRn×IRn
ydµk(x, y, s).
Taking limits in the above equality we have
φ(t) = x+
∫ t
0
∫
IRn×IRn
ydµ(x, y, s). (5.40)
Next note that the marginal distribution of µk in the time variable is the normalized Lebesgue
measure on [0, T ] for every k and thus µ also has the same marginal distribution. Therefore
there exists µ˜(s, ·), a regular conditional probability distribution, such that for f ∈ Cb(IRn ×
IRn × [0, T ])
∫
Ω0
f(x, y, t)dµ(x, y, t) =
1
T
∫ T
0
(∫
IRn×IRn
f(x, y, t)µ˜(t, dx, dy)
)
dt. (5.41)
Thus from (5.40) we have that
φ(t) = x+
∫ t
0
(∫
IRn×IRn
yµ˜(s, dx, dy)
)
ds.
This shows that for a.e. t ∈ [0, T ],
φ˙(t) =
∫
IRn×IRn
yµ˜(t, dx, dy). (5.42)
Using the upper-semi continuity of the set K(x), it follows as in [8] (see pages 687-689) that
the support of µ˜(t, dx, dy) is contained in {φ(t)} × K(φ(t)). Thus we have from (5.42), on
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noting that K(x) ⊂ K(x) and K(x) is a closed convex set, that φ˙(t) ∈ K(φ(t)). This proves
the lemma.
Proof of Lemma 4.10. For λ ∈ Λ define
Bλ
.
= {u ∈ IRn : u =
∑
i∈λ
qidi + q0β;
∑
i∈λ
qi + q0 = 1; qi ≥ 0; β ∈ C1}.
Denote the class of Borel subsets of [0, 1]|λ|+1 × C1 by B|λ|. Define the set-valued map F λ :
Bλ → B|λ| as follows. For u ∈ Bλ
F λ(u)
.
= {(q, β) : q ≡ (qi)i∈λ∪{0} ∈ [0, 1]|λ|+1;β ∈ C1;
∑
i∈λ
qi + q0 = 1; and
∑
i∈λ
qidi + q0β = u}.
We would like to show that there exists a measurable selection for F λ, i.e. there exists a
measurable map:
fλ : Bλ → [0, 1]|λ|+1 × C1
such that for all u ∈ Bλ, fλ(u) ∈ F λ(u). In order to show this it will suffice to show (in
view of Corollary 10.3, Appendix, [9]) that if (qk, βk) ∈ F λ(uk) and uk → u then the sequence
(qk, βk)k≥1 has a limit point in F
λ(u). But this is an immediate consequence of the compactness
of [0, 1]|λ|+1 × C1. Now fix such a measurable selection for every λ ∈ Λ. Set
fλ(·) ≡ ((fλi (·))i∈λ∪{0}, fλvel),
where fλi : B
λ → [0, 1] for i ∈ λ ∪ {0} and fλvel : Bλ → C1 are the coordinate maps defined
in the obvious way. Let φ(·) be as in the statement of the theorem. Define for all t for which
In(φ(t)) = λ and φ˙(t) ∈ K(φ(t)),
q0(t)
.
= fλ0 (φ˙(t)); qi(t)
.
= fλi (φ˙(t)); i ∈ λ; qi(t) .= 0; i 6∈ λ and β0(t) .= fλvel(φ˙(t)) .
Thus letting λ vary over all the subsets of Λ we have a.e. defined measurable functions
(qi(·))i=0,1,...,N , β(·) as required in the statement of the lemma.
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