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Gabriel R. Barrenechea1; 2, Patrick Le Tallec3 and Frederic Valentin4
Abstract. Dierent eective boundary conditions or wall laws for unsteady incompressible Navier-
Stokes equations over rough domains are derived in the laminar setting. First and second order unsteady
wall laws are proposed using two scale asymptotic expansion techniques. The roughness elements are
supposed to be periodic and the influence of the rough boundary is incorporated through constitutive
constants. These constants are obtained by solving steady Stokes problems and so they are calculated
only once. Numerical tests are presented to validate and compare the proposed boundary conditions.
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1. Introduction
Numerical simulation of flows over rough interfaces is a critical problem in CFD because of many situations
involving rapidly varying micro structures near the wall. The direct solution of the Navier-Stokes equations in
real 3D domains (with thousands of roughness elements in the computational domain) becomes a dicult task,
specially when the interest is to simulate unsteady viscous flows. There are many practical problems where
unsteady flows over rough boundaries are relevant such as:
 In aerodynamics, space shuttles are covered with tiles and its walls have an array of periodic gaps between
the tiles. Similarly, in the drag control of an airplane wing, small injection jets are introduced over the
wing in order to decrease the drag [4].
 In weather forecast the eects of hills, trees and buildings must be taken into account. In many climate
applications, water waves should be included to properly simulate ocean-atmosphere interactions (see [15]
and [12]).
 In optimal shape design, particularly in active control, the shapes are time dependent. In several cases
it is possible to replace active shape control by a boundary control using wall laws or transpiration
conditions [4].
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 In hemodynamics, the cell surfaces of the endothelial has the property to modify the wall shear stress
produced by the flow eld [22]. Therefore, wall laws could be useful in order to simulate in an accurate
way the cell geometry influence on the blood flow.
The problem of fluid flow simulation over rough boundaries has already been studied mathematically in [9]
where a domain decomposition method was proposed to construct wall laws for flows over periodic rough
interfaces. This approach was extended to turbulent flows in [5] where some geometric dependent cases were
considered. Their argument was analyzed in [1] for the Laplace equation and in [2] for the Stokes problem where
the authors developed a theoretical framework coupled with a convergence analysis showing good performance
of the boundary conditions.
Recently (cf. [3]), eective boundary conditions (wall laws) for the steady-state incompressible Navier-Stokes
equations on a rough domain with periodic roughness elements were derived within the framework of two-scale
asymptotic expansion techniques (for a survey on such techniques, see [7] and [18]). The two-scale analysis of
wall laws was pursued by considering steady laminar flow dominated by viscous eects in the roughness elements.
Under this assumption, the flow near the wall tended to be Stokes-like with corrections due to convection. This
choice led to the obtention of accurate numerical results as was pointed out in [3] and [21].
On the other hand, wall laws have been used for unsteady flows giving satisfactory numerical results (cf. [17]
and [16]). However, the same wall laws have been used for both steady and unsteady flows without any
mathematical justication. The purpose of this work is then to derive accurate, mathematically justied wall
laws for time-dependent flows, assuming that the flow varies slowly, which implies that we have only one time
scale to deal with. This choice has proven to be the right one, at least for the laminar flows we consider in this
work. We introduce rst and second order wall laws for unsteady flows. We observe that, for the rst order
approximation (and for the rst order only) the same wall law is obtained for both steady [3] and unsteady
flows, which gives a possible justication of the fact that the same wall laws are commonly used for both
steady-state and unsteady flows. This is not the case for the second order approximation which gives us more
accurate numerical results than the rst order one as we shall show in the numerical results, where we validate
the specic unsteady wall laws by several numerical simulations and we verify the approximation improvement
produced by the second order wall law.
The outline of the paper is the following: Section 2 contains the description of the problem. First order
approximation and the rst order eective boundary condition are introduced in Section 3. Second order
approximation and boundary conditions are derived in Section 4. Section 5 contains a brief description of the
time discretization of our problem and the implementation of wall laws, and the validation is performed by
numerical experiments in Section 6. Finally, some conclusions and perspectives of future work are given in
Section 7.
2. Definition of the problem
We begin by describing a domain that is partially rough with periodic roughness elements. Let (e1; e2) be an
orthonormal basis of R2, and let Y  R2 be a semi-innite domain in the e2 direction, such that the boundary
of Y is decomposed into three parts (Fig. 1):
@Y = @Y1 [ @Y2 [ @Y3;
where
@Y1 = f0g  [0;1[ ; @Y2 = f2g  [0;1[;
and @Y3 is a connected Lipschitz bounded curve such that
@Y1 \ @Y3 = f(0; 0)g; @Y2 \ @Y3 = f(2; 0)g 
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Let " be a small positive real number, and let Y " be the image of Y by a dilatation of ratio " and center (0,0).
Further, let " be the semi-innite domain of R2 obtained by merging together all the images of Y " by the
translations by 2k"e1 where k takes all the integer values. The innite domain " is contained in the half
plane x2  0. Let Ω be a bounded domain of R2 intersecting the half plane fx2  0g. For simplicity, we
suppose that this intersection is connected. Thus, for " small enough, " \ Ω has a fast oscillating rough
boundary, with wavelength of order " (Fig. 2). The amplitude of the roughness elements is also of order ".
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Figure 1. The cell Y .
We denote Ω" = " \ Ω and Γ" the rough part of @Ω". We also denote by Ω = fx 2 Ω : x2 > 0g and
Γ = @Ω \ fx2 = 0g. When " ! 0, Ω" converges to Ω in the sense of Hausdor. As usual, we use notation
(x1; x2) and y := (y1; y2) =
x1
"
;
x2
"

for the macroscopic and microscopic variables, respectively. We consider
a unique time scale t 2 (0; T ], where T 2 R+ is the nal time of the process.
Let us introduce the space L2per(Y ) of functions in Y , 2-periodic in the y1 variable, and square integrable
in Y , and the subspace H1per(Y )  L2per(Y ) of the functions whose rst derivatives belong to L2per(Y ). We also
introduce the following space
Sper(Y ) := ff 2 L2per(Y )= limy2!1 f(y)e
y2 = 0 for some  > 0g 
Without loss of generality we have chosen to work in two dimensions. Nonetheless, all that follows can be
generalized to the three dimensional case.
We consider an unsteady fluid flow over a rough interface modeled by the usual unsteady incompressible
Navier-Stokes equations
@u"
@t
+ u"ru" − u" +rp" = f in Ω"  (0; T ] ;
r  u" = 0 in Ω"  (0; T ] ;
u" = 0 on Γ"  (0; T ] ;
u" = w in Ω" at t = 0 ;
(2.1)
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Figure 2. The domains Ω", Ω and Ω.
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and for simplicity, we assume that the support of the source term f does not intersect Γ". Of course, it is possible
to assume other boundary conditions, typically, inflow-outflow boundary conditions, but they introduce only
technical diculties, and hence the present setting is sucient for our derivation purposes. The initial velocity
w is given and dened in Ω.
The coecient  is the viscosity. When  is small, the flow exhibits boundary layers near the walls. Thus,
the problem has three characteristic lengths, namely, the macroscopic scale (linked to Ω" and f), the Prandtl’s
boundary layer scale (of order
p
 for laminar flows), and the roughness element scale ". We are interested in
the case where these scales are well separated, specially when
p
  ". Under this assumption, it is reasonable
to expect a viscous sublayer of size O(") due to the roughness elements inside the Prandtl’s boundary layer.
Thus, we set  = ", with  being a real constant. This choice is convenient and permit to cover several
practical applications, as numerically proved in [21]. Of course, other regimes with other asymptotic expansions
are possible, but one has to keep in mind that asymptotic expansions are rather articial since for practical
applications, the viscosity and the geometry are both given and xed. Therefore, adding this scaling law the
problem can be rewritten as
@u"
@t
+ u"ru" − "u" +rp" = f in Ω"  (0; T ] ;
r  u" = 0 in Ω"  (0; T ] ;
u" = 0 on Γ"  (0; T ] ;
u" = w in Ω" at t = 0 :
(2.2)
We shall assume enough regularity on the data such that all the Navier-Stokes problems introduced below have
isolated branches of solutions corresponding to laminar regimes [20].
In the following, we shall denote L" the partial dierential operator
L"(u; p) = @u
@t
+ uru− "u +rp;
and make the important assumption that the mean flow is not strongly aected by the roughness elements, i.e.,
the solution of (2.2) is a perturbation of the solution of the following problem:
@u
@t
+ uru − "u +rp = f in Ω  (0; T ] ;
r  u = 0 in Ω  (0; T ] ;
u = 0 on Γ  (0; T ] ;
u = w in Ω at t = 0 :
(2.3)
In the case of the linear steady state Stokes equations, the above assumption can in fact be rigorously proved
(see [2]). We also assume that the solution of the above system describes a laminar flow, in such a way that we
have the following Prandtl’s length scales on Γ:
@u1
@x2
= O

−1=2

;
@2u1
@x22
= O
(
−1

;
@2u1
@x1@x2
= O

−1=2

;
@u1
@t
= O (1) ;
@2u1
@x2@t
= O
(
−1

: (2.4)
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We nally recall some derivation rules. For a function (x) = ~(x;y) we have
r = 1
"
ry ~ + r~ ;
r   = 1
"
ry  ~ + r  ~ ;
 =
1
"2
y ~ +
2
"
xy ~ + ~ ;
where xy ~ := i
@
@xi
 
@ ~
@yi
!
, and the absence of subindexes denotes derivation with respect to x.
As we shall see in the numerical tests, zeroth order approximation (2.3) fails to correctly predict the velocity
and pressure inside the boundary layer, as these variables are influenced by the roughness elements. There-
fore, we are interested in constructing higher order approximation problems based on asymptotic expansion
techniques.
3. First order approximation
3.1. The ansatz
At the rst stage of the calculation, we want to correct the error generated by the fact that we have replaced
u" by u in (2.2). Since Ω"  Ω, the error arises from the fact that u does not satisfy the no-slip boundary
conditions on Γ". However, since u vanishes on Γ and since Γ" is close to Γ, the error is small and given by
the following Taylor expansion in the x2 variable:
u(x; t) = −" @u

@n
(x1; 0; t)
x2
"
+ "2
@2u
@n2
(x1; 0; t)

(x)
x2
"
2
;
for all (x; t) 2 Γ" (0; T ] and where 0 <  < 1. Here, the assumption that (2.2) describes a laminar flow implies
that, at leading order,
u(x; t)  −" @u

@n
(x1; 0; t)
x2
"

Now, since u1 = 0 on Γ
  (0; T ], we have @u

1
@s
= 0 on Γ  (0; T ], and using a Taylor series, Prandtl’s scales
and the incompressibility condition we arrive at
@u1
@s
= −@u

2
@n
= O(
p
") ; (3.1)
inside the boundary layer. Thus, using (3.1), we arrive at the following expression for the error
u(x; t) = −" @u

1
@n
(x1; 0; t)
x2
"
e1 8(x; t) 2 Γ"  (0; T ] : (3.2)
Now, we observe that from the Prandtl scales we have that the error is of O(
p
") magnitude. Hence, we propose
the following ansatz
u" (x; t)  u (x; t) +p"u1BL(x;y; t) ;
p" (x; t)  p (x; t) +p" p1BL(x;y; t) ; (3.3)
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where the terms u1BL(x;y; t) and p
1
BL(x;y; t) are called boundary layer correctors because they correct at rst
order the fast oscillating error when replacing u" by u in (2.2), and they are of O(1) magnitude. The influence
of the correctors is mainly restricted to the boundary layer. The term (3.2) is the error at leading order which is
expressed in terms of the product between a function of the macroscopic variable and a fast oscillating periodic
term. Therefore, a natural way to look for correctors is
u1BL(x;y; t) =
p
"
@u1
@n
(x1; 0; t)

1(y) − 1

;
p1BL(x;y; t) =
p
"
@u1
@n
(x1; 0; t)1(y) ; (3.4)
where 1 (resp. 1) is a function with values in R2, (resp. R), periodic in the y1 direction, and 1 2 R2 such
that 1 − 1 and 1 decay exponentially fast to zero as y2 tends to innity (see Th. 3.1 below). We may note
that, even if the correction depends on x and t, the one time scale assumption leads us to the fact that the
dependence on t is only present in the slow variable; this will have a direct impact in the calculation of the
homogenization constant below.
Now, the leading order of L" (u +p"u1BL; p +p" p1BL− f is
L" (u +p"u1BL; p +p"p1BL− f  @u1@n (x1; 0; t) (−y1 +ry1 : (3.5)
At a rst glance, the convective term
@u1
@n
(x1; 0; t)u ry1 looks like of the same order, but since ry1 decays
to zero exponentially fast as y2 goes to innity and u vanishes on Γ, this term is actually smaller. Likewise,
r  (u +p"u1BL) 
@u1
@n
(x1; 0; t)ry  1 + " @
2u1
@n@x1
(x1; 0; t)11
 @u

1
@n
(x1; 0; t)ry  1: (3.6)
Therefore, in order to correct these errors, correctors 1; 1 and the constant vector 1 should satisfy:
−y1 +ry1 = 0 in Y ;
ry  1 = 0 in Y ;
1 − 1 = y2e1 on @Y3 ;
1 − 1 2 Sper(Y )2 ; 1 2 Sper(Y ) :
Now, it is not dicult to realize that, in general, this corrector problem does not have a solution. Indeed, it
suces to take @Y3 = fy2 = 1g, and in that case, the solution 1 − 1 = (1; 0) does not tend to zero. That is
why we relax the denition of this problem, and we only ask the triplet (1; 1; 1) to satisfy
−y1 +ry1 = 0 in Y ;
ry  1 = 0 in Y ;
1 = y2e1 on @Y3 ;
1 − 1 2 Sper(Y )2 ; 1 2 Sper(Y ) :
(3.7)
This cell problem is well posed, as stated in the following result, whose proof can be found in [3].
Theorem 3.1. There exists a unique pair of functions (1; 1) and a unique vector 1 2 R2 such that 1−1 2
H1per(Y )2\Sper(Y )2, 1 2 L2per(Y )\Sper(Y ), and (3.7) is satised in a weak sense. Moreover, 1 is an horizontal
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vector, i.e., 1 = 11e1, and the constant 
1
1 is bounded as follows
0  11  Hmax := maxfy2 : (y1; y2) 2 @Y3g 
Remark 3.1. We observe that even for an unsteady problem one has to solve just a steady Stokes problem in
the cell Y , and hence the homogenization constant 1 is calculated only once at the beginning of the calculation.
On the other hand, even for periodic roughness elements, here we allow general non-periodic assumption for the
correctors. In other words, we do not impose the periodicity in the macroscopic scales, which was a common
fact in the rst works concerning wall laws (cf. [9]). 
Now, from the denition of the correctors (3.4) we have that
u +
p
"u1BL = −"1
@u1
@n
(x1; 0; t) on Γ"  (0; T ];
which shows that adding
p
"u1BL to u
 does not improve the error since it remains of the same order. However,
a closer inspection shows that now, the error is no longer fast oscillating. Therefore, it can be corrected by
modifying the ansatz in the following way:
u"(x; t)  u1(x; t) + p"u1BL(x;y; t) ;
p"(x; t)  p1(x; t) + p" p1BL(x;y; t) ; (3.8)
where the pair (u1; p1) is a solution of the following macroscopic problem: nd (u1; p1) such that
@u1
@t
+ u1  ru1 − "u1 +rp1 = f in Ω  (0; T ] ;
r  u1 = 0 in Ω  (0; T ] ;
u1 = 0 on @ΩnΓ  (0; T ] ;
u11 = "11
@u1
@n
on Γ  (0; T ] ;
u12 = 0 on Γ
  (0; T ] ;
u1 = w in Ω at t = 0 :
(3.9)
3.2. The related eective boundary condition
In practice, the computation of (u; p) and (u1; p1) require to solve two Navier-Stokes problems in Ω.
Alternatively one may notice that near Γ, u1  u, which shows that the boundary condition on Γ  (0; T ]
can be replaced by the Navier boundary condition
u11 = "11
@u11
@n
on Γ  (0; T ]: (3.10)
Using the same argument, we modify the denition of u1BL and p
1
BL using u
1 instead of u. We remark that (3.1)
is still valid for u1, using now rst order wall law (3.10) instead of the no-slip condition on Γ (0; T ]. However,
(3.9) may be ill-posed since the constant 11 is positive (cf. Th. 3.1) and the variational formulation contains
the term
− 
11
Z
Γ
u11v1:
To avoid this diculty, we introduce the domain Ω (see Fig. 2):
Ω = Ω \ fx2 > "g;
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and the (ctitious) boundary Γ = @Ω \ fx2 = "g, and we shall solve (3.9) in Ω rather than in Ω.
The following Taylor expansion on u11
u11(x1; 0; t) = u
1
1(x1; "; t) + "
@u11
@n
(x1; "; t) +
2"2
2
@2u11
@n2
(x1; "; t) ;
@u11
@n
(x1; 0; t) =
@u11
@n
(x1; "; t) + "
@2u11
@n2
(x1; 0"; t) ; (3.11)
with 0 < ; 0 < 1, gives the rst order eective boundary conditions
"
@u11
@n
− 
11 − 
u11 = 0 ; (3.12)
u12 = 0 ; (3.13)
on Γ  (0; T ].
Remark 3.2. Despite considering the problem to be unsteady, rst order wall law (3.12) is exactly the same
as the one obtained for the steady problem [3,21]. This provides a good explanation for the fact that classical
steady wall laws have being used for unsteady flows with reasonable success [17]. We shall see that this is not
the case for second order wall laws. 
Remark 3.3. It is easily seen that the eective rst order condition is equivalent (at this order of approxima-
tion) to a no-slip condition on a flat wall at an average height, computed by the asymptotic expansion, which
is known in fluid mechanics as the mean eective height (see [10]). This shall not be the case in general for the
second order eective condition. 
4. The second order approximation
4.1. The ansatz
In order to improve the approximation of u" and p", we propose the ansatz
u"  u1 +p"u1BL(x;y; t) + "u2BL(x;y; t) ;
p"  p1 +p"p1BL(x;y; t) + " p2BL(x;y; t) ; (4.1)
where the rst order boundary layer terms have already been computed. Let us evaluate the error made when
we substitute (u1 +
p
"u1BL; p
1 +
p
"p1BL) in (2.2). This error is, at the leading order, given by
L"(u1 +p"u1BL; p1 +
p
"p1BL)− f =
1p
"
u1ryu1BL +
p
"u1BLru1 + u1BLryu1BL +
p
"
@u1BL
@t

Now, to simplify the calculations, we give a more explicit expression for each term above. To do this, we use
the denition of u1BL, (3.1), the rst order wall law, 1 = 
1
1e1, and Taylor series and we get:
 1p
"
u1  ryu1BL  "

@u11
@n
2
(x1; 0; t) (1 − y2e1)  ry1 ;
 p" (u1BL  r)u1  −"

@u11
@n
2
(x1; 0; t)12e1 ;
 (u1BL  ry)u1BL  "ry1  (1 − 1)

@u11
@n
2
(x1; 0; t) ;
 p" @u
1
BL
@t
= " (1 − 1) @
2u11
@n@t

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Therefore, the leading order term of L"(u1 +p"u1BL; p1 +
p
"p1BL)− f is
L"(u1 +p"u1BL; p1 +
p
"p1BL)− f  "
(
(1(y)− y2e1)  ry1(y) − 12(y)e1
 @u11
@n
2
(x1; 0; t)
+ "

1(y) − 1
 @2u11
@n@t
(x1; 0; t); (4.2)
which is of O(1) order of magnitude.
On the other hand, the error on the divergence is
r  (u1 +p" u1BL  " @2u11@n@x1 (x1; 0; t)

1 − 1

 e1;
but, since
" @2u11@n@x1 (x1; 0; t)
 = O (p"), this error does not need to be corrected at leading order.
The error on the boundary condition is:
(
u1 +
p
"u1BL
  x22
2"2
@2u11
@n2
(x1; 0; t)"2e1 on Γ"  (0; T ]:
As in Section 3, we notice that the errors are given by products of fast oscillating periodic terms by slowly vary-
ing functions, involving three dominating terms, namely
@2u11
@n2
(x1; 0; t),
@2u11
@n@t
(x1; 0; t), and

@u11
@n
2
(x1; 0; t).
Therefore, to both have correctors of O(1) magnitude and correct this error, it is natural to look for correctors
of the form:
u2BL(x;y; t) = "

2(y)− 2
@u11
@n
2
(x1; 0; t) + "

3(y)− 3
 @2u11
@n2
(x1; 0; t)
+"

4(y) − 4
 @2u11
@n@t
(x1; 0; t) ;
p2BL(x;y; t) = " 
2(y)

@u11
@n
2
(x1; 0; t) + " 3 (y)
@2u11
@n2
(x1; 0; t)
+" 4 (y)
@2u11
@n@t
(x1; 0; t) ; (4.3)
where again 2, 3, 4 (resp. 2, 3, 4) are functions taking values in R2, (resp. R) and periodic in the
y1 direction, 2; 3; 4 2 R2 and we assume that 2 − 2, 3 − 3, 4 − 4, 2, 3 and 4 decay to zero
exponentially fast as y2 goes to innity. To correct the error, from (4.2), the triplet (2; 2; 2) must satisfy:
−y2 +ry2 = −
((
1 − y2e1
  ry1 − 12e1 in Y ;
ry  2 = 0 in Y ; (4.4)
2 = 0 on @Y3 ;
2 − 2 2 Sper(Y )2 ; 2 2 Sper(Y ) ;
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whereas the triplet (3; 3; 3) satises
−y3 + ry3 = 0 in Y ;
ry3 = 0 in Y ;
3 = −y
2
2
2
e1 on @Y3 ;
3 − 3 2 Sper(Y )2 ; 3 2 Sper(Y ) ;
(4.5)
and the triplet (4; 4; 4) satises
−y4 + ry4 = −

1 − 1

in Y ;
ry  4 = 0 in Y ;
4 = 0 on @Y3 ;
4 − 4 2 Sper(Y )2 ; 4 2 Sper(Y ) :
(4.6)
Remark 4.1. These local (cell) problems were derived by doing the same considerations made in Section 3
regarding the boundary conditions on @Y3. On the other hand, the new corrector (4; 4), and the homoge-
nization constant 4, are associated with the time derivative term and therefore they were not present in the
steady second order approximation [3]. 
Theorem 4.1. There exist unique pairs (2; 2), (3; 3) and (4; 4) and unique constant vectors 2, 3 and
4 such that i − i 2 H1(Y )2 \ Sper(Y )2, i 2 Sper(Y ); i = 2; 3; 4, weak solutions of (4.4), (4.5) and (4.6),
respectively.
Proof. The proof of the result for Problem (4.5) is completely analogous to the proof of Theorem 3.1 (see [3]
for the details). The existence result for Problems (4.4) and (4.6) is detailed in Appendix A. 
Remark 4.2. For the new cell problems introduced to treat the second order, we also note that by integrating
by parts the divergence free conditions on 2, 3 and 4, we obtain that
22 = 0 ; 
3
2 = 0 ; 
4
2 = 0 : 
At this stage we observe once again that, with the denition (4.3) of the correctors, the error on the boundary
condition is not corrected, but it is not dependent on the fast variable neither. Hence, as we did in previous
section, we redene our ansatz as
u"  u2 + p"u1BL(x;y; t) + "u2BL(x;y; t) ;
p"  p2 + p" p1BL(x;y; t) + " p2BL(x;y; t) ;
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where we look for second order macroscopic approximations of (u"; p") which are solutions of the following
boundary value problem: nd (u2; p2) such that
@u2
@t
+ u2ru2 − "u2 +rp2 = f in Ω  (0; T ] ;
r  u2 = 0 in Ω  (0; T ] ;
u2 = 0 on @ΩnΓ  (0; T ] ;
u21 = "11
@u11
@n
+ "2

21
@u11
@n
2
+ 31
@2u11
@n2
+41
@2u11
@n@t

on Γ  (0; T ] ;
u22 = 0 on Γ
  (0; T ] ; (4.7)
u2 = w in Ω at t = 0 :
4.2. The related eective boundary condition
As in Section 3.2, it is more convenient to compute (u2; p2) by changing the boundary conditions on Γ
slightly. Indeed, if 11 6= 0 one may use the second order eective boundary conditions
"
@u21
@n
− 
11
u21 +

11
"2
 
21

@u21
@n
2
+ 31
@2u21
@n2
+ 41
@2u21
@n@t
!
= 0 ;
u22 = 0 ; (4.8)
on Γ  (0; T ].
As for the rst order approximation, the boundary value problem in Ω may be ill-posed. However, it is
possible to construct a (possibly) well-posed problem in Ω. Using a Taylor series for every term above, and
neglecting all terms of O(") we obtain the following wall laws in Γ  (0; T ]:
"
@u21
@n
− 
11 − 
u21 + "
2 
11 − 

11 −
2
2
+ 31

@2u21
@n2
+ 21
@u21
@n
2
+ 41
@2u21
@n@t

= 0 ; (4.9)
u22 = 0 ;
on Γ  (0; T ].
Now, these boundary conditions are rather complicated to implement due to the presence of second derivatives
and squares of derivatives. That is why we transform them into boundary conditions which involve only rst
derivatives, and which also include pressure gradients and convective eects near the boundary (which have
been shown to be important (cf. [17])). First, by using the rst order approximation of
@u21
@n
given by (3.12)
we get
"2

(11 − )
21

@u21
@n
2
 
2
1
(11 − )3
(
u21
2
; (4.10)
and
"2

(11 − )
41
@2u21
@n@t
 " 
(11 − )2
41
@u21
@t
 (4.11)
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Further, the Navier-Stokes equations restricted to the boundary Γ indicate that at leading order we have
"
@2u21
@n2
(x1; "; t)  @p
2
@x1
(x1; "; t) +
@u21
@t
(x1; "; t): (4.12)
Therefore, from above considerations we obtain the following set of boundary conditions on Γ:
"
@u21
@n
− 
11 − 
u21 +
1
11 − 

"

11 −
2
2
+ 31

@p2
@x1
+"
 
11 −
2
2
+ 31 + 
41
(11 − )
!
@u21
@t
+ 
21
(11 − )2
(u21)
2
!
= 0 ; (4.13)
u22 = 0 ;
on Γ  (0; T ].
Remark 4.3. The wall law (4.13) is dierent to (4.9), but the approximation error associated with each bound-
ary law is smaller than the actual leading error. 
4.3. Summary: The proposed eective problems
The rst order initial boundary value problem in Ω  (0; T ] is the following:
@u1
@t
+ u1:ru1 − "u1 +rp1 = f in Ω  (0; T ] ;
r  u1 = 0 in Ω  (0; T ] ;
u1 = 0 on @ΩnΓ  (0; T ] ;
"
@u11
@n
− 
11 − 
u11 = 0 on Γ
  (0; T ] ; (4.14)
u12 = 0 on Γ
  (0; T ] ;
u1 = w in Ω at t = 0 ;
where 11 is calculated from (3.7).
The second order initial boundary value problem in Ω  (0; T ] is:
@u2
@t
+ u2:ru2 − "u2 +rp2 = f in Ω  (0; T ] ;
r  u2 = 0 in Ω  (0; T ] ;
u2 = 0 on@ΩnΓ  (0; T ] ;
"
@u21
@n
+ C1u21 + C
"
2
@p2
@x1
+ C"3
@u21
@t
+ C4(u21)
2 = 0 on Γ  (0; T ] ; (4.15)
u22 = 0 on Γ
  (0; T ] ;
u2 = w at t = 0 ;
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where
C1 = − 
11 − 
;
C"2 =
"
11 − 

11 −
2
2
+ 31

;
C"3 =
"
11 − 
 
11 −
2
2
+ 31 + 
41
(11 − )
!
; (4.16)
C4 = 
21
(11 − )3
;
and where 2, 3 and 4 are calculated from (4.4), (4.5) and (4.6) respectively.
For  large enough, (4.14) and (4.15) may have a solution. We shall not discuss that subject in this paper,
but we shall solve (4.14) and (4.15) numerically in Section 6, and compare its solution with the original flow.
5. Numerical and implementational aspects
The numerical validation of the procedure proposed herein is performed using a 2D unsteady incompressible
Navier-Stokes code implementing the Operator Sppliting scheme originally proposed in [11], in a linear version
proposed in [19], also known as the fractional step -scheme. In order to describe the method, let t be a given
time step, let us denote tn = nt and fn := f(x; tn). The precise formulation of the method is as follows:
Let  2 (0; 13 ); ;  2 (0; 1), such that  +  = 1, hence, if u0 is given and divergence free in Ω, compute
u1;u2; :::: via
un+ − un
t
− un+ +rpn+ =  fn+ +  fn + un − un  run in Ω ;
r  un+ = 0 in Ω ; (5.1)
un+ = 0 on @Ω nΓ ;
un+1− − un+
(1− 2)t −  u
n+1− + u  run+1− =  fn+1− +  fn+ +  un+ −rpn+ in Ω ;
(5.2)
un+1− = 0 on @Ω nΓ ;
un+1 − un+1−
t
−  un+1 +rpn+1 =  fn+1 +  fn+1− + un+1− − u  run+1− in Ω;
r  un+1 = 0 in Ω ; (5.3)
un+1 = 0 on @Ω nΓ ;
where
 = 1− 1p
2
;
 =
1− 2
1−  ;  =

1−  ;
u =
2 − 1

un +
1− 

un+ :
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Now, we describe the implementation of our wall laws in the framework of this method. First order wall law
reads
u1 = C1
@u1
@n
;
u2 = 0 ;
on Γ(0; T ], where C1 is a negative constant. Inspiring us in [11], this law is implemented in the following way:

@un+1
@n
− 
C1
un+1 = −
@un1
@n
+

C1
un1 ; (5.4)
and un+2 = 0 on Γ
, for the rst Stokes-like problem (5.1),

@un+1−1
@n
− 
C1
un+1−1 = −
@un+1
@n
+

C1
un+1 ; (5.5)
and un+1−2 = 0 on Γ
, for the advection-diusion-reaction problem (5.2), and

@un+11
@n
− 
C1
un+11 = −
@un+1−1
@n
+

C1
un+1−1 ; (5.6)
and un+12 = 0 on Γ
, for the second Stokes-like problem (5.3). This implementation has been proved to be
second order accurate in time (see [6]).
In an analogous way, second order wall law imposes also u2 = 0 on Γ  (0; T ], which allows us to forget this
variable and concentrate us only on u1. Denoting u1 simply by u, second order wall law reads
C1
@u
@t
+
@u
@n
+ C2
@p
@s
+ C3 u2 − C4 u = 0; (5.7)
on Γ  (0; T ], where C1; C2; C3; C4 are real constants.
We remark now that since second order wall law is a nonlinear boundary condition which also contains
pressure gradients, we have to propose a linearization and an operator sppliting inside this boundary conditions.
Combining [11] and [19] we propose the following implementation of this law
C1
un+ − un
t
+ 
@un+
@n
+ C2
@pn+
@s
− C4 un+ = − @u
n
@n
− C3 (un)2 + C4 un; (5.8)
on Γ, for the rst Stokes-like subproblem
C1
un+1− − un+
(1− 2)t + 
@un+1−
@n
+ C3 u  un+1− − C4 un+1− = − @u
n+
@n
− C2 @p
n+
@s
+ C4 un+;
(5.9)
where u denotes the rst component of u, on Γ, for the advection-diusion-reaction subproblem, and
C1
un+1 − un+1−
t
+ 
@un+1
@n
+ C2
@pn+1
@s
− C4 un+1 = − @u
n+1−
@n
− C3 u  un+1− + C4 un+1−;
(5.10)
for the second Stokes-like subproblem. This implementation has also being proved to be consistent with the
wall law (see [6]).
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TIME CORRECTOR AT Y1=2
0 2.5 5 7.5 10
-0.006
0.004
0.015
0.026
0.038
Figure 3. Isovalues and vertical cross section of the tangential velocity.
Finally, we remark that the spatial discretization is performed within stable P2=P1 elements (see [8, 14]) for
the Stokes-like subproblems, and a stabilized nite element method presented in [13] for the advection-diusion-
reaction subproblem.
6. Numerical experiments
In this section we report three dierent sets of numerical experiments to validate our wall laws. The direct
computation of (2.2) is done with high accuracy, with a large number of elements close to the rough wall. We
investigate the rst order (4.14) and second order (4.15) wall laws which allows to use a coarser mesh.
6.1. Rough channel with a steady state limit
The domain is the channel [0; 1]  [0; 0:5] with the bottom boundary divided in two parts. First, a flat
plate [0; 0:18], followed by a rough boundary [0:18; 0:98] constituted of 20 periodic sinusoidal roughness elements
of period 0:04 and amplitude 0:01. A no-slip condition is imposed in the bottom and top boundaries, while a
parabolic prole is imposed on inflow boundary and a free exit is imposed on exit. For this case, we choose the
magnitude of the viscosity to be 10−2, with  = 1 and " = 0:01. The direct computation is performed with
11500 elements, and with a time step t = 0:002.
Before employing the wall laws, we must solve the cell Stokes problems (3.7), (4.4), (4.5) and (4.6). Since the
solution decays fast to a constant as y2 grows, the cell is truncated in the y2−direction where a homogeneous
Neumann condition is imposed for the rst component and a homogeneous Dirichlet condition for the second
one. This decay of the solutions allows to use coarser nite element meshes. We only explicit the new cell
problem (4.6), the others have been already reported in [3, 21]. The horizontal size is 4 and it is truncated at
y2 = 10. The calculation has been made using 2500 isoparametric stabilized Q1=Q1 elements. Figure 3 depicts
the contour lines of the fourth corrector 4, where we can observe the fast convergence to a constant.
The values of the computed constants for the roughness element are
11 = 0:74723; 
2
1 = −7:5 10−4; 31 = −0:313; 41 = 0:0219:
For the rst and second order eective boundary value problems, the wall laws are imposed on the line x2 =
" = 0:01. The number of elements used is 2500.
192 G.R. BARRENECHEA ET AL.
At t=0.01 and x2=0.01
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.25 0.5 0.75 1
-0.062
0.059
0.182
0.304
0.427 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 4. Cross section of the horizontal velocity.
At t=0.1 and x2=0.025
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.25 0.5 0.75 1
0.159
0.212
0.265
0.318
0.371 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 5. Cross section of the horizontal velocity.
In Figures 4 and 5 we show an horizontal cross section of the tangential velocity at t = 0:01 and t = 0:1,
respectively. We can observe the improvement obtained by the use of high order approximations, even if, at this
stage, the improvement given by the second order is not very clear, due to the fact that, since roughness are
small, rst order wall law gives an accurate description of the mean flow. Moreover, we can see that, for this
example, the improvement provided by the second order is restricted to an interval of time in the beginning of
the calculation. This shall not be the case for the subsequent examples.
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At t=0.06
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.25 0.5 0.75 1
-0.059
-0.018
0.023
0.064
ORDER ZERO
FIRST ORDER
SECOND ORDER
Figure 6. Cross section of the horizontal velocity.
6.2. Unsteady rough channel
For this case, the viscosity, geometry, meshes and time step are the same than for the previous one, but now,
instead of imposing a xed parabolic prole at entry, we impose the following oscillating function at entry:
u1(0; x2; t) = 16 x2  (0:5− x2) (1 + 0:5 sin(2t=0:1)) ; (6.1)
u2(0; x2; t) = 0 :
To validate our wall laws, we perform horizontal cross sections of the horizontal velocity at dierent times. In
Figures 6{8, cross sections are presented at t = 0:06; 0:08; 0:1, and at the horizontal line x2 = 0:015. We may
observe that the second order wall law captures the unsteadiness of the flow, while the rst order wall law fails
to follow the changes. In particular, in Figure 6 we see that above the roughness elements there is a recirculation
zone that only the second order wall law captures completely.
6.3. Unsteady channel with two types of roughness
For this case we consider the channel [0; 0:9] [0; 0:5] in which the bottom boundary is constituted of a flat
plate on the interval [0; 0:1], followed by a rough boundary in which the interval [0:1; 0:7] is made up of 12
periodic roughness of semi-circunferencial form with radius equal to 0:015, separated by straight lines in such a
way that the whole roughness element is of an amplitude of 0:05, and the interval [0:7; 0:9] has 4 non symmetric
roughness of height 0:01 and amplitude 0:05 (see Fig. 9 below). In the top and bottom boundaries a no-slip
condition is considered, we take the periodic in time parabolic prole from (6.1) at inflow, and impose a free
exit on outflow. The viscosity is taken as  = 0:003, with  = 0:2 and " = 0:015. Both rst and second order
wall laws are imposed at the line x2 = " = 0:015. The direct computation has been made using 16500P2=P1
elements, specially concentrated in the region close to the rough boundary, while the computations using wall
laws have been performed using 3000 elements.
The cell problems have been solved using 2900 stabilized Q1=Q1 elements. In Figures 10{13 we report the
isovalues and a vertical cross section of the tangential velocity for the rst order cell problem (3.7) and for the
new corrector problem (4.6), for both geometries, and we observe the fast convergence to a constant in the cell
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At t=0.08
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.25 0.5 0.75 1
-0.038
-0.009
0.019
0.048
0.077 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 7. Cross section of the horizontal velocity.
At t=0.1
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.25 0.5 0.75 1
0.077
0.145
0.213
0.281
ORDER ZERO
FIRST ORDER
SECOND ORDER
Figure 8. Cross section of the horizontal velocity.
.......
Ωε
0.1 0.7
0.015
0.05
0.025
0.01
0.05
Figure 9. Geometry of the problem.
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FIRST CORECTOR :  FIRST CELL
At Y1=1.6
1 3.25 5.5 7.75 10
0.769
0.836
0.903
0.971
1.038
Figure 10. Isovalues and vertical cross section of the tangential velocity.
FIRST CORRECTOR :  SECOND CELL
At Y1=1.6
0.333 2.75 5.166 7.583 10
0.311
0.349
0.387
0.425
0.463
Figure 11. Isovalues and vertical cross section of the tangential velocity.
solutions. The obtained values for the two kind of roughness are
11 = 0:84535; 
2
1 = −1:31 10−3; 31 = −0:3673; 41 = 0:052;
for the semi-circunferencial roughness, and
11 = 0:43968; 
2
1 = 2:5 10−4; 31 = −0:1171; 41 = 0:053;
for the non symmetric one.
We rst present the isovalues of the tangential velocity in Figure 14, where we see the improvement provided
by the use of higher order wall laws.
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TIME CORRECTOR :  FIRST CELL
At Y1=1.6
1 3.25 5.5 7.75 10
-0.017
0.010
0.038
0.067
0.095
Figure 12. Isovalues and vertical cross section of the tangential velocity.
TIME CORRECTOR :  SECOND CELL
At Y1=1.6
0.333 2.75 5.166 7.583 10
-0.012
0.009
0.030
0.051
0.073
Figure 13. Isovalues and vertical cross section of the tangential velocity.
In Figures 15{17 we plot horizontal cross sections of the horizontal velocity at dierent heights and at
t = 0:04; 0:07; 0:08. We observe the improvement provided by the second order wall law, which is specially
notorious in the transition zones between dierent kind of roughness, which leads to a notorious dierence
between both approximations in the zone above the second type of roughness. There is also a dierence from
the point of view of the following of the changes in time of the flow, as was pointed out in last section. We
stress the fact that second order wall law provides a very good approximation of the mean flow. We remark
once again the presence of a recirculation zone above the roughness elements (cf. Fig. 17) that is captured
only by second order wall law. Finally, in Figure 18 we present the evolution of tangential velocity at the point
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DIRECT COMPUTATION ORDER ZERO
FIRST ORDER SECOND ORDER
Figure 14. Isovalues and vertical cross section of the tangential velocity.
At t=0.04
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.225 0.45 0.675 0.9
0.081
0.269
0.457
0.645
0.833 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 15. Cross section of the horizontal velocity.
(x1; x2) = (0:9; 0:02) along the rst period of in time. We can observe that higher order wall laws improve
drastically the approximation, and that second order wall law is more ecient. The time derivative term is
the responsible for this behavior. Indeed, if we retire this term from the formulation and use the same steady
wall law from [3], the approximation degradates since in that case the approximation is no longer second order
accurate.
7. Conclusion
In contrast to the rst order unsteady wall law which is the same as adopted for steady flow, second order
wall law takes explicitly into account the unsteady nature of the flow through a new term in the law and a
new corrector problem, which play an important role in the numerical results as it has been shown in last
section, specially for the case in which the flow was unsteady. We stress the fact that the derivation of the wall
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At t=0.07
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2)
(3)
(4)
0 0.225 0.45 0.675 0.9
-0.059
0.034
0.128
0.222
0.315 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 16. Cross section of the horizontal velocity.
At t=0.08
DIRECT COMPUTATION (1)
(2)(3)(4)
(1)
(2) (3)
(4)
0 0.2 0.4 0.6 0.8
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1 ORDER ZEROFIRST ORDER
SECOND ORDER
Figure 17. Cross section of the horizontal velocity.
laws lies in the laminar flow setting. One possibility to construct wall laws when the flow is almost turbulent
is to consider a higher order asymptotic expansion. In this case, the next laws may present non-zero second
component of velocity which improves the numerical results, as in has been shown in [21] for the steady case.
Another possibility to treat higher Reynolds number flow is to change the viscosity scale assumption ( = ")
and to perform a dierent asymptotic expansion. These matters, as well as theoretical issues as existence of
solutions and energy conservation will be the subject of future research.
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0
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0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.02 0.04 0.06 0.08 0.1
’DIRECT COMPUTATION’
’ORDER ZERO’
’FIRST ORDER’
’SECOND ORDER’
Figure 18. Horizontal velocity.
Appendix A: Existence and uniqueness results for the cell problems
We now give an existence result which applies to both cell problems (4.6) and (4.4).
Theorem A.1. Let g := (g1; g2) 2 Sper(Y )2 \ H−1(Y )2 be a function such that, for y2 > H (with H > 0
suciently large), g admits the following Fourier expansion
gγ(y) =
+1X
k=−1
pγk(y2 −H)e−jkj(y2−H)eiky1 γ = 1; 2 ;
where, for each k 2 Z, p1k(t) =
Pp
l=0 
k
l t
l and p2k(t) =
Pp
l=0 
k
l t
l are polynomes of degree p, and p10 = p20 = 0.
Then, there exists a unique pair of functions (; ) and a unique vector  2 R2 such that  −  2 H 1per(Y )2 \
Sper(Y )2,  2 L2per (Y ) \ Sper(Y ), weak solution of
−y+ry = g in Y ;
ry   = 0 in Y ;
 = 0 on @Y3 ; (A.1)
−  2 Sper(Y )2 ;  2 Sper(Y ) :
Proof. The proof consists in studying an equivalent boundary value problem obtained by truncating the cell
Y in the y2 direction. For the sake of simplicity we suppose that  = 1, and we denote  by hi. Let
YH := Y \ fy2  Hg and H := @Y \ fy2 = Hg. Assume that problem (A.1) has one solution; then, for
y2  H, these functions can be expressed by means of the following Fourier expansion in the y1 variable:
1(y) =
+1X
k=−1
1;k(y2)eiky1 ; 2(y) =
+1X
k=−1
2;k(y2)eiky1 ; (y) =
+1X
k=−1
k(y2)eiky1 : (A.2)
Hence, from the Stokes equations we see that the Fourier coecients must satisfy the following system outside YH
−001;k + k21;k + ikk = p1k(y2 −H) e−jkj(y2−H) ;
−002;k + k22;k + 0k = p2k(y2 −H) e−jkj(y2−H) ; (A.3)
ik1;k + 02;k = 0 ;
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together with the boundary conditions
 i;k(H) given, for i = 1; 2 (H1 continuity of the velocity on H),
 limy2!1 i;k(y2) = 0; i = 1; 2; for k 6= 0,
 limy2!1 i;0(y2) = constant; i = 1; 2;
 limy2!1 k(y2) = 0 for k 2 Z,
the limit being reached exponentially fast.
The solution of this system may be calculated for k 6= 0 (see [6] for the details in the case of Problem (4.6)).
Indeed, we can check that the solution of (A.3) is given by
1;k(y2) =
h
1;k(H) +
n
k(−sgn(k)1;k(H)− i2;k(H))
+
pX
l=0
(sgn(k))l l!
(2k)l+1
−sgn(k)(l − 1)kl + (l + 1)ikl
2
)
(y2 −H)
+
(
1
8
(−k0 − sgn(k)ik0 ) +
pX
l=1
(sgn(k))l−1 l!
4(2k)l
−sgn(k)(l − 3)kl + (l − 1)ikl
2
)
(y2 −H)2
+
(
1
24
(−k1 − sgn(k)ik1 ) +
pX
l=2
(sgn(k))l l!
12(2k)l−1
−sgn(k)(l − 4)kl + (l − 2)ikl
2
)
(y2 −H)3
+
pX
l=2
l+1X
j=4
(sgn(k))l+1−j l!
2j!(2k)l+2−j
−sgn(k)(l − (j + 1))kl + (l − (j − 1))ikl
2

(y2 −H)j
+
pX
l=2
1
4(l+ 1)(l + 2)
(y2 −H)l+2
i
e−jkj(y2−H) ;
2;k(y2) = e−jkj(y2−H)
h
2;k(H) + k(−i1;k(H) + sgn(k)2;k(H)) (y2 −H)
+
pX
l=0
(sgn(k))l l!
4(2k)l

sgn(k)(l − 1)ikl + (l + 1)kl
2

(y2 −H)2
+
pX
l=1
(sgn(k))l−1 l!
12(2k)l−1

sgn(k)(l − 2)ikl + lkl
2

(y2 −H)3
+
pX
l=2
l+2X
j=4
(sgn(k))l−j l!
2j!(2k)l+2−j

sgn(k)(l − (j − 1))ikl + (l − (j − 3))kl
2

(y2 −H)j
i
;
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k(y2) =
h
2k(−i1;k(H) + sgn(k)2;k(H))
+
pX
l=0
(sgn(k))l l!
(2k)l+1
−(l + 1)ikl − sgn(k)(l + 3)kl
2
+
 
1
2
(−sgn(k)ik0 + k0 ) +
pX
l=1
(sgn(k))l−1 l!
2(2k)l
(−ikl − sgn(k)kl )
!
(y2 −H)
+
 
1
4
(−sgn(k)ik1 + k1 ) +
pX
l=2
(sgn(k))l l!
4(2k)l−1
(−ikl − sgn(k)kl )
!
(y2 −H)2
+
pX
l=2
lX
j=3
(sgn(k))l−j l!
2j!(2k)l+1−j
(−ikl − sgn(k)kl ) (y2 −H)j
+
pX
l=2
1
2(l + 1)
(−sgn(k)ikl + kl ) (y2 −H)l+1
i
e−jkj(y2−H) :
In other words, the coecients i;k; i = 1; 2 and k are polynomials of degree p + 2 and p + 1 in (y2 − H),
respectively, within the multiplicative coecient e−jkj(y2−H).
For k = 0, 1;0 and 2;0 do not depend on y2, and hence the constant hi is given by hi = (1;0; 2;0). To
see this, we write the system for k = 0, yielding
001;0 = p
1
0 = 0 (by assumption);
00 = p
2
0 = 0 (by assumption);
02;0 = 0 ;
and from the boundary conditions at innity we get 0 = 0, 1;0 = h1i and 2;0 = h2i.
Now, to build an equivalent boundary condition on H we calculate:
−@1;k
@y2
= −k(−2sgn(k)1;k(H)− i2;k(H))−
pX
l=0
(sgn(k))l l!
(2k)l+1
−sgn(k)(l − 1)kl + (l + 1)ikl
2

;
−@2;k
@y2
+  = k(−i1;k(H) + 2sgn(k)2;k(H)) +
pX
l=0
(sgn(k))l l!
(2k)l+1
−(l+ 1)ikl − sgn(k)(l + 3)kl
2


Hence, after solving the equation outside YH and substitution, we obtain the following equivalent boundary
condition
− @
@y2
+ e2 = T  + Hg on H ; (A.4)
where T  and Hg are given by
T  =
0@ P+1k=−1 k(2sgn(k)1;k(H) + i2;k(H)) eiky1P+1
k=−1 k(−i1;k(H) + 2sgn(k)2;k(H)) eiky1
1A ; (A.5)
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and
Hg =
0BBBB@
P
k 6=0
Pp
l=0
(sgn(k))l l!
(2k)l+1
sgn(k)(l − 1)kl − (l + 1)ikl
2
eiky1
P
k 6=0
Pp
l=0
(sgn(k))l l!
(2k)l+1
−(l + 1)ikl − sgn(k)(l + 3)kl
2
eiky1
1CCCCA : (A.6)
The proof is then reduced to show that there exists a unique solution to the problem: Find (; ) 2 (H1per(YH))2
L2per(YH) such that
−y + ry = g in YH ;
ry   = 0 in YH ;
 = 0 on @Y3 ;
− @
@y2
+  = T  + Hg on H ;
(A.7)
and then to extend it to the whole cell Y via (A.2). Let V be the space dened by
V := f 2 (H1per(YH))2=ry = 0 in YHg ;
and
V0 := f 2 V= = 0 on @Y3g 
The variational formulation of (A.7) reads: Find  2 V0 such thatZ
YH
r : r + hT ; i = −
Z
YH
g  − hHg; i 8  2 V0 : (A.8)
First, we note that the right hand side of this formulation is well dened since in Hg there is a division by at
least one power of k, and since g was originally H−1 in y1, after division by k, Hg is L2 in y1. Now, to prove
our result we have to show that the sesquilinear form in the left hand side of (A.8) is coercive in V0, and then
apply Lax-Milgram Lemma. The positivity comes from Poincare’s inequality, and the fact that T is positive
semi-denite. In fact, using the orthogonality of feiky1g+1k=−1 in L2(H) it is not dicult to see that that
hT ; i 
+1X
k=−1
42 jkj(j1;k(H)j2 + j2;k(H)j2)  0 :
We then apply Lax-Milgram Lemma to conclude that the problem has a unique solution, which can be extended
to the whole cell Y via (A.2). We have hence, since both problems (A.1) and (A.8) are equivalent, that (A.1)
has a unique solution. To see that this solution is real, we remark that the real part of it satises (A.1) itself
(because the right hand size of (A.1) is real), and then, by uniqueness we conclude that we have a real solution.

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