o. Introduction
Consider the following model. We have a bidrectional asynchronous anonymous ring of n processors ( [1] , [5] ). There is no leader among the processors. All processors run the same program, which may depend on the size of the ring. All processors compute the same function f : En -+ {O, I}, where E is an arbitrary finite alphabet. The input of each processor is a letter of E, and the processors compute f( x), where x is the concatenation of the n inputs beginning with any processor on the ring. \Ve assume that for every input x E En and for any possible pattern of communication delays (or scheduling of the messages sent) all the processors eventually stop. Upon termination all processors are in one of two states: either they all accept (which corresponds to f( x) = 1) or they all reject (which corresponds to f(x) = 0).
In [1] Attiya, Snir and \Varmuth considered the following function: f(x) = 1 if x is a cyclic shift of a string in 0(01)* and is a otherwise. They showed that if n, the size of the ring, is assumed to be odd, then the function can be computed in O( n) messages. Similar non-constant functions computable in O( n) messages can be defined if the size of the ring is assumed to have any fixed constant non-divisor. They left as an open problem whether a similar result can be obtained without restrictions on the size of the ring. In [5] Moran and \Varmuth defined a non-constant function and proved that its message complexity is at most O( n log· n). Our main result answers the open problem in [1] in the negative and shows that the upper bound in [5] is best possible: Theorem 1. Let n = m!, m > 1. If f : ~n -+ {a, 1} is a non-constant function, then any asynchronous algorithm for computing f on a bidirectional ring of n anonymous processors requires at least n( n log· n) messages in the worst case.
In [5] , 1Ioran and \Varmuth showed that any non-constant function requires Q( n log n) bits on an anonymous ring of size n, while it is easy to construct non-constant functions with O(n log n) bit complexity on such a ring. They refer to this phenomenon as a gap in complexity between constant and non-constant functions. ("When the function is constant the bit complexity is 0.) They also left open the question whether a gap exists when we consider the message complexity. Their lower bound techniques were not sufficient for establishing the gap which Theorem 1 exhibits. Theorem 1 deals with the more general setting that allows general messages. Moreover the result in [5] did not exclude the possibility of O( n) message complexity of non-constant functions. For example, the algorithm of [1] mentioned above has O(n) message complexity but 8(nlogn) bit complexity.
In Section 1 we prove Theorem 1. Our arguments consider the speed of propagation of certain messages as well as crossing sequences (i.e. cut and paste) and specific choices of communication delays to fool the algorithm and derive a contradiction.
Our second main result concerns the problem of maximum-finding on a ring of proces-sors, which is one of the basic problems in distributed computation. Its solutions are used as building blocks in other more complicated algorithms. It has been studied quite extensively. vVe consider a ring of n processors PI, 1>2, ..• , Pn, and let L = {81' 82, ... , 8 m } be a set of labels (distinct integers). Assume that for i = 1, ... ,n, Pi is labeled by rj ELand every two processors are labeled by distinct labels. \Ve consider asynchronous messagedriven algorithms in which all processors start simultaneously, the communication channels are first-in first-out, and all processors eventually stop after computing the maximum label (see [6] ).
There are two different versions of the problem, depending on whether or not n IS known to the processors. Also, one can consider the worst-case message complexity or the average message complexity. In the latter case we average the message complexity over all possible distinct label assignments to the n processors. For each such assignment we consider the worst pattern of communication delays. Consequently, we have four cases to consider. There is yet another distinction between unidirectional and bidirectional rings, but similar results were obtained for both subcases: usually lower bounds are proved in the bidirectional case and upper bounds for the unidirectional case. This distinction is only important for determining the best constants in the bounds.
O(n log n} upper bounds for all four cases have been known for some time (see for example [4] , [7] ). Burns [3] and Pachl, Korach and Rotem [6] proved S1( n log n) 100ver bounds in all cases but one. Their techniques did not suffice for determining the average message complexity in case n is known, and no nontrivial (nonlinear) lower bound was known. Bodlaender [2] proved an S1( n log n) lower bound for unidirectional algorithms which use only comparisons between labels. Our second result completes the picture: Theorem 2. If the label set L is sufficiently large, then any maximum-finding algorithm for a bidirectional ring of size n labeled by L in which the processors know n has average message complexity at least S1( n log n).
In Section 2 we prove Theorem 2. \Ve choose two types of specific communication delays: the first lead to contradiction by forcing the algorithm to terminate without the correct answer, and the second force the algori thm to send many messages needed for the desired lower bound. The proofs also use arguments that consider the speed of propagation of certain messages, as well as a special way of counting the messages in different parts of the ring. In the proof we use the notion of a "segment" of the ring R and the notion of a "crossing sequence" at a link of R. Proof. Vie use the method of [1] or [5] . Consider the computation of A. on input 0". The input is completely symmetric. All processors run the same algorithm and thus are in the same state of the algorithm at any given time. At least one message is sent by each processor at each time until some time T at which no message is sent. From now on the processor cannot change any more due to new messages. Thus all the processors terminate at time T after sending at least nT messages altogether. If T ~ n/4, then the message complexity is at least n 2 /4, which is much more than we need. So asswne o
The next lemma requires the following definitions:
(1)
Let k be the integer such that Proof. By (1) where Do = H21 and for j = 1,2, ... 
