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Abstract     
La conferenza internazionale HPCG 2008 ha trattato numerose novità nel mondo del Calcolo ad Alte Prestazioni, 
con particolare attenzione a due temi: l’evoluzione dal Grid al Cloud Computing e la nuova sfida tecnologica per 
raggiungere l’ExaFLOPS. 
 
The International Conference HPGC 2008 concerned about two important news from HPC world: the evolution from 
Grids to Cluod Services and the new challenges to create Exascale computing environments. 
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Due importanti novità 
Dal 30 giugno al 4 luglio scorso si è tenuta una 
nuova edizione della conferenza internazionale 
HPCG 2008 (High Performance Computing and 
Grids) [1] che ha cadenza biennale ed ha riunito 
i massimi esponenti mondiali del calcolo ad alte 
prestazioni. 
Nella splendida cornice di Cetraro, in Calabria, 
si sono dati appuntamento un centinaio di 
esperti provenienti da una trentina di nazioni 
diverse, riuniti per discutere ed analizzare le 
notevoli innovazioni che stanno caratterizzando 
l’attuale fase storica del mondo del supercalcolo. 
Su tutti, due argomenti hanno richiamato 
enorme interesse:  
· il superamento della barriera del PetaFLOPS 
per quanto riguarda le prestazioni dei super-
calcolatori e il conseguente nuovo obiettivo 
che ci si pone: raggiungere quella che oggi 
appare la lontanissima soglia dell’ExaFLOPS, 
un miliardo di miliardi di operazioni in virgola 
mobile al secondo;  
· l’avvento della tecnologia denominata Cloud 
Computing che affianca e si contrappone al 
Grid per quanto concerne la possibilità di uti-
lizzare in modo del tutto trasparente e condi-
viso una quantità in teoria infinita di risorse di 
calcolo distribuite. 
Per presentare, commentare e discutere di 
queste nuove frontiere scientifiche e tecnologi-
che sono stati invitati Jack Dongarra e Ian Fo-
ster, oltre ad importantissimi esperti del settore 
che si sono alternati come speaker, suscitando 
interesse e dibattiti sul futuro del supercalcolo. 
 
Fig. 1 –  Il logo della conferenza HPCG 2008 
Jack Dongarra sale in cattedra 
Ad aprire le danze non poteva che essere 
l’ospite d’onore per eccellenza: il creatore della 
classifica TOP500 [2], Jack Dongarra, 
dell’Università del Tennessee, accolto con 
grande attenzione dal folto pubblico presente. 
La sua analisi della situazione è stata come 
sempre molto chiara e precisa: partendo da al-
cune statistiche relative alla classifica TOP500, 
pubblicata a giugno durante l’ISC 2008 [3] svol-
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tosi a Dresda, in cui il nuovo calcolatore del 
CILEA “lagrange.cilea.it” [4] appariva al 135° 
posto, Dongarra ha tracciato un perfetto quadro 
dello stato dell’arte nel mondo HPC. Il rag-
giungimento del PetaFLOPS [5] è  ora una re-
altà, grazie al supercalcolatore dell’IBM deno-
minato RoadRunner e a quello della Cray 
chiamato Jaguar. Ma quali sfide si aprono ora? 
Come sfruttare al meglio questa potentissima 
tecnologia e allo stesso tempo puntare a miglio-
rarla ulteriormente? 
L’analisi di Dongarra parte dalla constatazione 
che la TOP500 è ormai dominata da sistemi con 
processori MultiCores, che costituiscono il 98% 
delle macchine presenti in classifica. Un’altra 
considerazione riguarda la necessità di 
riformulare la legge di Moore proprio in 
funzione dell’avvento dei MultiCores: nella ver-
sione classica, tale legge afferma che le presta-
zioni dei processori raddoppiano ogni 18/24 
mesi, aumentandone la frequenza; tuttavia la 
tendenza attuale e problemi tecnici di difficile 
risoluzione hanno spinto i produttori ad au-
mentare le potenzialità di calcolo di un proces-
sore incrementandone il numero di cores invece 
della frequenza. Ciò comporta che la legge di 
Moore potrebbe ora essere interpretata come il 
raddoppio del numero dei cores in un processore 
ogni 18/24 mesi, rispettando così l’incremento di 
potenzialità previsto grazie ad un diverso 
approccio. 
 
Fig. 2 –  Il logo della classifica TOP500 
Dongarra si sofferma in seguito sul problema 
di sfruttare al massimo queste potenzialità: ab-
biamo calcolatori potentissimi, abbiamo posto 
enorme attenzione all’hardware e alla tecnolo-
gia per ottenere le migliori prestazioni possibili 
ma abbiamo perso di vista il software, l’altra 
anima del supercalcolo! Se l’hardware ha 
un’evoluzione rapida e valutabile in anni, lo 
sviluppo del software è invece misurabile in de-
cenni e ora siamo proprio sulla soglia di un 
punto di svolta: i paradigmi di calcolo sino ad 
ora utilizzati, le librerie numeriche, le soluzioni 
di programmazioni scelte con successo negli 
anni passati non sono più sufficienti per garan-
tire la massima efficienza dei supercalcolatori di 
nuova generazione. Occorre allora ripensare il 
software, che dovrà avere maggiore elasticità, 
essere adattivo e asincrono, possedere la capa-
cità di considerare variabili numeriche di preci-
sioni diverse tra loro nell’ambito di una stessa 
operazione. Pertanto è necessario ripensare le 
librerie numeriche in funzione di tutto ciò, per 
continuare il cammino tracciato dalle librerie 
vettoriali Linpack degli anni ’70, passando per 
quelle a memoria condivisa Lapack degli anni 
’80 e a memoria distribuita ScaLapack degli 
anni ’90 per giungere finalmente alla nuova 
generazione ideata per sistemi multicore e de-
nominata Plasma. 
In questa ottica, anche l’approccio alla memo-
rizzazione e gestione dei dati deve cambiare, per 
ottimizzarne l’utilizzo nei confronti dei nuovi 
paradigmi di programmazione implementati. 
L’ampia e completa panoramica di Dongarra 
ha trovato conferma e supporto anche dai suc-
cessivi speaker, nell’arco dell’intera conferenza. 
Senza dubbio ci troviamo a un punto di svolta 
nella storia del supercalcolo e questo crea negli 
esperti del settore un certo entusiasmo 
nell’affrontare nuove sfide, stimolando discus-
sioni e confronti che generano spesso brillanti 
idee per avanzare nella ricerca e nella cono-
scenza. Ne sono testimoni le ampie sessioni 
della conferenza dedicate in modo specifico alla 
ricerca del nuovo “santo Graal” del calcolo, 
l’ExaFLOPS, e alla nuova frontiera dell’utilizzo 
di risorse distribuite, il Cloud Computing. 
Dal PetaFLOPS all’ExaFLOPS 
Partiamo con l’argomento ExaFLOPS, ripor-
tando le parole di Alan Gara dell’IBM [6]: 
l’esperto della casa americana ha posto l’accento 
sul prossimo traguardo, dimostrando tutto il 
pragmatismo e la voglia di migliorare tipico di 
chi persegue con passione i proprio obiettivi. 
Gara non si è soffermato su RoadRunner, il 
nuovo supercalcolatore IBM che ha conquistato 
il primo posto della TOP500, ma ha gettato uno 
sguardo attento e pratico al futuro. Anch’egli, 
come Dongarra, è partito dall’analisi dei dati 
storici della TOP500, da cui si estrapola una 
previsione sull’anno in cui si raggiungerà 
l’ExaFLOPS: i numeri dicono che l’anno atteso 
sarà il 2018 e di solito la statistica aiuta in 
queste previsioni, dato che nel 1990 fu possibile 
prevedere che quest’anno, come effettivamente 
è accaduto, si sarebbe raggiunta la soglia del 
PetaFLOPS. 
Tuttavia, vista la complessità della sfida tec-
nologica, Gara è andato in profondità, toccando 
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tutti gli aspetti hardware che dovranno essere 
ripensati, migliorati o sviluppati per raggiun-
gere il nuovo obiettivo. Da subito le cose non 
appaiono così scontate e semplici: infatti, non 
solo sarà necessario migliorare in generale i 
processori coinvolti nel calcolo, ma anche la loro 
cache, la connessione tra le cache di diversi 
livelli, la gestione delle operazioni in virgola 
mobile, la gestione della memoria, la connetti-
vità tra i nodi di calcolo, l’accesso alla memoria 
fisica del sistema. In pratica, andranno rivisti 
quasi completamente ogni aspetto hardware e 
software, una sfida che di sicuro verrà vinta ma 
a costo di duro lavoro e anni di intense ricerche. 
La previsione di raggiungere il traguardo nel 
2018 potrebbe essere poco realistica poiché, pur 
se estrapolata come si è detto dalla serie storica 
dell’evoluzione delle prestazioni di calcolo, 
occorre fare una simile analisi per ogni aspetto 
tecnologico coinvolto nel problema. Questo 
mette in risalto il fatto che alcune necessarie 
tecnologie potrebbero non essere suffi-
cientemente sviluppate e mature nel fatidico 
2018, impedendo, di fatto, la realizzazione della 
nuova generazione di supercalcolatori. 
Anche dal punto di vista del software, con-
fermando quanto anticipato da Dongarra, è stato 
evidenziato che l’attuale approccio non sarà più 
sufficiente. Frank Baetke della HP [7] ha posto 
l’accento su questo aspetto, citando anche il 
fatto che i programmatori del futuro dovranno 
necessariamente avere maggiori conoscenze di 
scrittura di codici paralleli per sfruttare al 
massimo le potenzialità delle macchine su cui 
andranno ad operare. Quindi occorre preparare 
meglio i programmatori, a cui verranno forniti 
calcolatori con prestazioni incredibili; senza una 
revisione dei paradigmi di calcolo e senza 
l’adeguato addestramento dei programmatori 
del futuro, si tratterebbe di potenza sprecata. Al 
momento, non sono molti coloro che sanno 
davvero come ottimizzare al massimo i loro 
codici, ma in futuro ciò sarà condizione 
necessaria e imprescindibile. Occorre pertanto 
pianificare anche l’aspetto formativo del 
personale impegnato nello sviluppo dei codici, 
contemporaneamente allo sviluppo software e 
hardware. 
Un altro problema non secondario riguarda la 
gestione della potenza necessaria che occorrerà 
per alimentare simili calcolatori: vi sono previ-
sioni di arrivare a 2/3 GWatt, un quantitativo 
enorme che si auspica di ridurre con un ap-
proccio attento all’ambiente e al risparmio 
energetico, preservando prestazioni e stabilità 
del sistema. 
Infine, l’integrazione dei nodi di calcolo in un 
unico sistema e il ruolo dei compilatori nel pre-
disporre il software alla nuove tecnologie sono 
punti che giocheranno un ruolo chiave nello 
sviluppo del settore, in quanto, anche in questo 
caso, è impensabile utilizzare le attuali soluzioni 
per i supercalcolatori del futuro. 
 
Fig. 3 –  Una canzone per il Cloud Computing 
Dal Grid al Cloud Computing 
Per quanto riguarda la sfida dello sfruttamento 
di risorse distribuite geograficamente, la nuova 
frontiera si chiama Cloud Computing. Questo è 
stato l’altro argomento che, al pari della ricerca 
dell’ExaFLOPS, ha occupato un’intera giornata 
di lavoro con una tavola rotonda finale.  
Il Cloud va ad affiancare, senza sostituirla, la 
tecnologia Grid, con cui ha in comune molti 
concetti di base, benché con presupposti ed 
obiettivi significativamente diversi. Ne hanno 
parlato, tra gli altri, Dan Reed della Microsoft 
[8] e Frank Baetke della HP. 
Reed ne ha illustrato le potenzialità e i limiti: 
per prima cosa, a differenza di Grid, orientato al 
mondo accademico e della ricerca, Cloud ha un 
approccio commerciale e punta a rendere 
fruibile in modo semplice e diretto le risorse di 
calcolo a coloro che, pagando una sorta di bol-
letta commisurata all’utilizzo, ne faranno ri-
chiesta. Cloud si basa sui concetti di virtualiz-
zazione delle risorse di calcolo, con la caratteri-
stica di poterle scalare in teoria in modo infinito 
venendo incontro alle effettive richieste, e 
sull’integrazione dei software e del parallelismo 
al fine di presentare il tutto come un servizio 
all’utilizzatore finale. Tale servizio potrà essere 
usato senza necessariamente conoscerne le ca-
ratteristiche informatiche ma permettendo di 
concentrarsi sugli aspetti maggiormente legati 
al proprio campo applicativo: l’utente non dovrà 
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reinventarsi informatico ma userà un servizio 
preparato e personalizzato per le sue esigenze 
da esperti HPC. Ognuno tornerà a fare il pro-
prio lavoro, ottimizzando non solo le risorse 
umane e di calcolo, ma anche i tempi di rag-
giungimento degli obiettivi preposti, condizione 
fondamentale nel mondo commerciale. 
Tuttavia, anche Cloud necessita ancora dello 
sviluppo di nuove tecnologie hardware e sof-
tware: tutto sembra a portata di mano ma sus-
sistono alcune limitazioni. La connettività non 
può ancora fare affidamento su reti superveloci, 
i dati non sono strutturati nel modo ottimale, la 
gestione energetica necessita un’ampia revi-
sione a favore della sostenibilità dei sistemi di 
calcolo. Per fare tutto questo serve ancora tanto 
lavoro ma anche finanziamenti adeguati: per 
tale motivo, recentemente, Intel e Microsoft si 
sono alleate con alcune università americane al 
fine di garantire il raggiungimento degli obiet-
tivi preposti in tempi ragionevoli. 
Cloud vuole essere la nuova frontiera delle in-
frastrutture di calcolo, permettendo agli utiliz-
zatori di affittare le risorse di cui necessitano, 
focalizzandosi sulle loro ricerche e senza pen-
sare alla gestione del sistema, superando alcune 
delle limitazioni che caratterizzano Grid. 
Al momento, tra i maggiori utilizzatori di 
Cloud si annoverano il New York Times [9] e il 
Google Apps Engine [10], per fare alcuni esempi 
tra i già molti produttori orientati su questa 
nuova tecnologia. 
Le prossime tappe 
Durante il convegno, sono anche stati toccati 
altri aspetti dell’attualità inerente al supercal-
colo: sono stati illustrati, per esempio, i nume-
rosi progetti nazionali ed internazionali in am-
bito Grid; le innovazioni tecnologiche dei mag-
giori produttori mondiali di hardware, in cui è 
emersa una costante attenzione alle problema-
tiche di rispetto dell’ambiente; le nuove sfide in 
diversi ambiti applicativi ed i nuovi strumenti 
proposti per la gestione delle risorse a disposi-
zione. 
L’appuntamento con HPCG sarà di nuovo a 
Cetraro nel 2010 per verificare se il fermento e 
l’entusiasmo nel mondo del supercalcolo 
avranno generato nuovi successi e stimolato 
nuove sfide tecnologiche e computazionali. 
 
Fig. 4 –  Panorama di Cetraro (Calabria) 
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