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I. INTRODUCTION
The problem of data clustering is quite extensively encountered in image processing. Important applications include image segmentation [1] , pattern recognition [2] , and image compression using vector quantization [3] . Recently, Rose et al. proposed a novel clustering method, in which the annealing process with its phase transitions leads to a natural hierarchical clustering [4] - [8] . One does not need to know the total number of clusters in advance. Rather, one has a natural way of deciding on the final number of clusters. Unlike traditional clustering methods [9] - [15] , which are basically descent algorithms, the hierarchical deterministic annealing (HDA) clustering algorithm is insensitive to the choice of the initial configuration.
In this brief, we extend the HDA method to include two important additional features.
1) In [6] , the Hessian corresponding to a cluster is computed by considering only the points which belong to that cluster, and hence, a split in the cluster is governed by only those points. In our method, the intercluster dependencies are also accounted for by considering the entire data distribution (and not just individual clusters) to compute the Hessian. As will be shown, the utility of considering intercluster dependency becomes significant when data points belonging to different clusters overlap.
2) The distortion function for which we analyze the phase transitions is quite general. In most clustering algorithms, a square error or weighted-square-error distortion measure is usually used. In effect, this amounts to assuming the underlying distribution of the data to be Gaussian [2] . But in practical applications, the distribution could be arbitrary. We propose a general distortion measure based on the higher order statistics (HOS) of the data. Positive definiteness of the Hessian is used as a criterion for splitting the clusters. This criterion was chosen over the perturbation variant of the HDA method [8] , because knowing to predict the next critical temperature allows acceleration of the annealing process between transitions, while being more careful during the transition. It may also be mentioned here that the idea of using the entire data distribution appears in [8] , in the context of rate-distortion theory. While we express the condition for bifurcation as a general condition on the Hessian, the result in [8] solves for the explicit critical temperature assuming squared error distortion.
II. INTERCLUSTER DEPENDENCY AND PHASE TRANSITIONS
In accordance with [4] - [7] , let y j be the centroid of the cluster Yj; and d(x; yj) be the distortion function for representing data vector x by y j . Let P (x 2 Y j ) be the probability that x belongs to the cluster Y j . Then, the expected distortion is given by hDi = x j P (x 2 Yj)d(x; yj). As no a priori knowledge of the data distribution is assumed, of all possible distributions that yield a given value of hDi; we choose the one that maximizes the entropy x j P (x 2 Yj) log P (x 2 Yj). It turns out [6] that the resultant distribution is the Gibbs distribution and is given by P (x 2 Y j ) = (1=(Zx)) exp(0d(x; yj)); where Zx = k exp(0d(x; y k )) is the partition function and is the Lagrange multiplier which is determined by the value of hDi.
When the set of cluster representatives yj is not fixed and it is desired to estimate the most probable set of cluster parameters, the effective cost to be minimized turns out to be the free energy (a well-known concept in statistical mechanics [4] ), which is given by
(1)
In physical analogy of annealing, is inversely proportional to the temperature. The set of vectors fyjg that minimize F can be obtained by solving we obtain
Here, 8 j and C jk are square symmetric matrices whose (i; l)th entries are given by
Remark: It may be noted here that our expressions for Hjj and H jk are slightly different from the ones given in [6] . This is because, unlike in [6] where only data points belonging to individual clusters were considered to compute the Hessian, we consider the entire data distribution at every phase transition.
Though each H jk may not be positive semi-definite, the following lemma holds.
Lemma 1:
The Hessian H of the complete data set is positive definite if the matrix P j = x P (x 2 y j )(8 j 0 C jj ) is positive definite 8j.
Proof: Let m be the total number of natural clusters at a given instant, and n be the dimension of the data vector. Then, H is an mn2mn matrix constructed from n2n sub-matrices. We decompose the Hessian of the complete data set as H = H 1 + H 2 ; where
A careful observation shows that each matrix Q jk can be expressed as
where the vector u T j =
[(@d(x; y j ))=(@y j (1))1 11(@d(x; y j ))=(@y j (n))]. We now show that H1 is semi-positive definite. Let vector v be a concatenation of the n-tuples a 1 111 a m . Then Thus, from Lemma 1, cluster Y j splits when P j ceases to be positive definite. The above is a generalization of [5] - [6] , in the sense that one examines the Hessian derived using the entire data set (and not just the individual clusters) for deciding the splitting of clusters. This is the proposed modified condition for analyzing the phase transitions.
III. HOS FOR CLUSTERING
In clustering schemes, a simple distortion measure such as the Mahalanobis or the squared error distance is usually used. This is a reasonable measure, as long as the underlying distribution of the data is Gaussian. However, for non-Gaussian distributions, a distortion measure based on just the first-and second-order statistics is unlikely to be satisfactory and it would be desirable to use a distortion measure that also takes the HOS of the data into account while clustering.
In practice, the probability density function f(x j y j ) is seldom known. Nevertheless, it may be possible to estimate various joint moments of the random vector X from the given data. In [16] , the density function is expressed as a series expansion in terms of the higher order moments by using the orthogonality relations between the Hermite polynomial and the Gaussian function. As explained in [16] , if the mean of the random vector X is y j and the covariance matrix is R; then one can express f(x) as f(x) = N(y j ; R) In pattern classification, a general decision criterion is defined in terms of the probability density functions as 0 log f(x) [2] . In light of the above expansion for f(x); we define the HOS-based distortion When f(x j y j ) is Gaussian, (3) reduces to the Mahalanobis metric [16] . We propose to use the HOS-based distortion measure given in (3) for clustering in the HDA algorithm. It is expected to perform better than the traditional Euclidean or Mahalanobis distances, as it uses the HOS of the data for clustering purposes. Of course, this improvement is at the expense of increased computational complexity. However, it must be noted that no inversion is required in the proposed series expansion for the HOS (3) . Hence, the increase in computational complexity is only moderate with the use of HOS. As a compromise between accuracy and computational complexity, we consider terms only up to n = 3 in (3) in our experimental studies. For a sound estimation of the statistics of the data, the data set must be sufficiently large.
IV. EXPERIMENTAL RESULTS
We first demonstrate the effectiveness of HOS for clustering by using it for performing color segmentation of a real image sequence of a moving hand. Circular color markers were attached on different fingertips and the task was to correctly identify these red color markers on the fingertips. The Euclidean, the Mahalanobis, and the HOS-based distortion measures were each used independently in the k-means algorithm for classification. Figs. 1 and 2 show representative frames of the image sequence and the corresponding segmentation results. From the figures, it is quite clear that the proposed HOS-based clustering scheme has superior color segmenting capability. The Euclidean and Mahalanobis distortion measure based k-means algorithms tend to merge the segment of the color markers with that of the fingers. On the other hand, the HOS distortion measure resolves the color blobs on the fingertips quite successfully.
In the experiment on HDA, five clusters were generated, such that there was a significant overlap among the data points of these clusters [see Fig. 3(a) ]. The HDA algorithm proposed in [4]- [7] was then used to perform clustering, and the results are shown in Fig. 3(a) . The true centroid positions are indicated by solid diamonds, while the estimated values are denoted by open squares. We observe that the estimates of the centroids are not satisfactory. In fact, there are three centroids at almost the same point. The HDA algorithm was next used with intercluster dependency incorporated. The entire data set was used to compute the Hessian at every phase transition. The clustering results for this method are shown in Fig. 3(b) . Clearly, the performance now improves significantly. All the centroids have been identified quite accurately. Thus, if the approximate critical temperature is used to accelerate the process of [4]- [7] , then the performance would be inferior to that of the proposed method (and [8] ). When the clusters are quite apart, then the improvement due to intercluster dependency is only marginal. In the above simulations, the squared error distortion measure (with mass constraints [7] ) was used for both cases.
Finally, we demonstrate the utility of the HOS-based distortion measure for clustering in the HDA method. We generated three clusters each governed by the gamma distribution. Each individual cluster is shown in Fig. 4 . A difficult clustering example was deliberately chosen. The DA clustering algorithm was used with: 1) the square distortion and 2) the HOS-based distortion measure. The clustering results for these cases are shown in Figs. 5 and 6. Each cluster has been shown separately for better visual depiction. The number of correct and false matches are given in Table I . We note that in the case of square distortion, many points have been wrongly classified. The HOS-based distortion case, on the other hand, has comparatively fewer false matches. Also, the number of correct matches are significantly more for the HOS case (76 more data points are correctly classified using HOS as compared to the square distortion measure). It must, however, be noted that the HOSbased HDA algorithm tends to misclassify some far away points in the first cluster.
V. CONCLUSION
In this brief, we have demonstrated the advantages of incorporating intercluster dependencies in the HDA clustering algorithm and equipping the algorithm with a general distortion measure that makes use of the HOS of the given data points. We show that, at the cost of moderate extra computation, it is possible to achieve good clustering performance even when the clusters overlap significantly. 
I. INTRODUCTION
Two fundamental operations in one-dimensional (1-D) digital signal processing (DSP) are decimation and interpolation by a factor of two. These operations introduce undesirable artifacts into the spectrum of the signal under consideration. To suppress these artifacts, anti-aliasing and anti-imaging filters are required. Finiteimpulse response (FIR) filters having the half-band characteristic are natural choices in these applications. An FIR half-band filter has the important property that half of its coefficient values are trivial. Consequently, using a half-band filter in filtering operations yields a significant advantage in terms of computational complexity.
The conversion between signals sampled using the rectangular sampling lattice and the quincunx sampling lattice is an example of sampling rate alteration by a factor of two in the two-dimensional (2-D) case. In such a situation, the associated anti-aliasing and antiimaging filter is the 2-D diamond-shaped (DS) filter. As in the 1-D case, the 2-D half-band DS filter is particularly attractive for such an application, since it has the desirable property that half of its coefficient values are trivial [4] . For this reason, we find that this filter is used in many video and image processing applications. For example, it can be used in the conversion between progressive and interlaced scanning motion pictures [5] - [7] .
The frequency-response masking (FRM) technique [8] , [9] is an efficient method for realizing sharp 1-D filters. In [1] - [3] , it has been demonstrated that sharp 2-D DS filters may also be synthesized using the FRM technique. However, the partitioning scheme previously presented does not allow the synthesis of 2-D half-band DS filters. Furthermore, the realization of half-band filters would have required additional constraints on the sub-filters. In this paper, we introduce a new approach for the synthesis of sharp 2-D half-band DS filters and discuss the additional constraints required to realize half-band filters. In addition, we further reduce the complexity of the bandedge shaping and masking filters used in the FRM technique by taking advantage of the properties of half-band filters. A very efficient implementation structure of 2-D half-band filters is obtained.
The organization of this paper is as follows. In Section II, a description of the polyphase decomposition of 2-D filters is given. This
