In this paper, we present a symbolic algorithm for a mixed interpolation of the form where k > 0 is a given parameter and the coefficients a, b, and c 0 , … , c s−2 are determined by a given set of independent integral conditions at arbitrary nodes. Implementation of the proposed algorithm in Maple is described and sample computations are provided. This algorithm will help to implement the manual calculations in commercial packages such as Mathematica, Matlab, Singular, Scilab, etc.
Introduction
The interpolation problem naturally arises in many applications, for example, the orbit problems, quantum mechanical problems, etc. The general form of a mixed interpolation problem is as follows (Coleman, 1998; Lorentz, 2000; Sauer, 1997) : suppose we have a normed linear space , a finite linearly independent set Θ ⊂  of bounded functionals and an associated values Σ = { : ∈ Θ} ⊂ ℝ. 
f s (x) = a cos kx + b sin kx +
Θ(f s ) = Σ, i.e. f s = , ∈ Θ.
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PUBLIC INTEREST STATEMENT
We often come across a number of data points (obtained by sampling or experimentation) which represent the values of a function for a limited number of values of the independent variable, and the need to estimate the value of the function at other point of the independent variable. This may be achieved by interpolation. The interpolation problem naturally arises in many applications of science and engineering, for example, the orbit problems, solving differential and integral equations, quantum mechanical problems, etc. where we consider the mixed interpolation instead of the polynomial interpolation.
Here s is called the order of the interpolating function f s (x). One can observe that, the interpolation problem given in Equations (1), (2) may have many solutions if there is no restriction on the dimension of the space. But our interest is to find the single interpolating function that must match with a finite number of conditions. Hence for a unique solution of the problem, one must have finite dimensional subspace Θ of  having dimension equal to the number of functionals.
The mixed interpolation problem, its formulation, and error estimation have been studied by several engineers and scientists with general nodes at uniformly spaced and arbitrary points on a chosen interval (see e.g. de Meyer, Vanthournout, & Vanden Berghe, 1990; de Meyer, Vanthournout, Vanden Berghe, & Vanderbauwhede, 1990; Chakrabarti & Hamsapriye, 1996; Coleman, 1998) . In literature survey, we observe that there is no mixed interpolation algorithm available with integral conditions at arbitrary points on a chosen interval. Therefore, in this paper, we present a symbolic algorithm for the mixed interpolation with integral conditions using the algorithm presented by the authors in Thota and Kumar (2015) . Indeed, we discuss a symbolic algorithm for mixed interpolation with a linearly independent set of the integral functionals/conditions at arbitrary nodes on a chosen interval. This is the first symbolic algorithm which deals with integral conditions. The rest of paper is organized as follows: Section 1.1 gives some definitions and basic concepts of the mixed interpolation, which are required to justify our proposed algorithm. Symbolic algorithm for the mixed interpolation with a finite linearly independent set of integral conditions is discussed in Section 2, the proposed algorithm for mixed interpolation is presented in Section 2.1 and some numerical examples are given in Section 2.2. Maple implementation of the proposed algorithm is presented in Section 3 with sample computations.
Preliminaries
In this section, we present some definitions and basic concepts of the mixed interpolation, which are required to justify our proposed algorithm. If Σ = Θ , for ∈ , then the interpolation problem (M, Θ, Σ) can be stated in a different way equivalently: Let Ω = span{ : ∈ Θ}. Then Ω ⊆  * and the interpolation problem is to find a f s (x) such that Ωf s = Ω for given ∈ . There is a connection between the regularity in terms of algebraic geometry and linear algebra as given in the following proposition.
Proposition 1 Let M = {m 0 , … , m t } be a basis for , a finite dimensional subspace of , and Θ = { 0 , … , s } be a finite linearly independent subset of  * . Then the following statements are equivalent:
(i) The mixed interpolation problem is regular for  with respected to Θ.
(ii) t = s, and the matrix, so-called evaluation matrix, is regular. Denote the evaluation matrix ΘM by  for simplicity.
If we denote the integral condition by a symbol/operator x defined by
f (x) dx, for a fixed p ∈ ℝ, then the set of integral conditions is where x 0 , … , x s are arbitrary nodes. Now, the symbolic representation of the mixed interpolation problem (1), (2) is to find a function of the form (1) such that
Symbolic algorithm for mixed interpolation
Consider the mixed interpolation problem defined in Section 1 for (M, Θ, Σ), where M ⊆  ⊂ , and Θ = { 0 , … , s } a finite set of integral conditions of the form (4). From Proposition (3), the mixed interpolation problem is regular with respect to linearly independent set Θ if and only if there exists a finite linearly independent set M of  such that the evaluation matrix  in (3) is regular.
Proposed symbolic algorithm
The mixed interpolation problem
isfy Θf s = Σ, can be expressed as a linear system
T and  is the evaluation matrix of Θ and M given by
Remark If p = 0, then  in Equation (7) is given by Uniqueness of the solution is possible if and only if the evaluation matrix (7) is regular (non-singular). The simple form of the determinant of  is given by
This simple form is obtained by performing the following steps:
I. Dividing i-th row by x i in the determinant of  in Equation (7), we get
, where x i ∈ Θ.
(6) u = ,
II. Subtract first row from the other (i + 1)-th row, for i = 1, 2, … s, and divide (i + 1)-th row by
This reduces to a determinant of a matrix of order s similar to (9).
III. Repeating the step II finite number of times, we arrive at the simple form of det  as in (8).
From the procedure given for simplification of the determinant of , we can construct the interpolating function f s (x) for (M, Θ, Σ) in terms of evaluation matrix. The following theorem presents an algorithm to construct f s (x). Denote  = det() for simplicity. 
Examples
Now to verify the proposed algorithm in Theorem 4, we present some examples. We use Maple, the computer algebra software, for numerical computations in the following examples.
Example 2.1 Consider the integral conditions
, where k i is constant, for i = 1, 2, 3, 4, 5. Now we construct f 4 (x) = a cos kx + b sin kx + c 0 + c 1 x + c 2 x 2 such that f 4 (x) satisfies the given conditions. For simplicity, take k = 1. Here, Θ = { 0.1 , 0.3 , 0.5 , 0.8 , 1.0 }, M = {cosx, sin x, 1, x, x 2 }, and
Following Theorem 4, we have the evaluation matrix [.3].
[.5].
[.8]. 
