INTRODUCTION
Due to the finite precision nature of computer arithmetic, the output roundoff noise of a fixedpoint IIR digital filter usually arises. This noise is critically dependent on the internal structure of an IIR digital filter [1], [2] . Error feedback (EF) is known as an effective technique for reducing the output roundoff noise in an IIR digital filter [3]- [5] . Williamson [6] has reduced the output roundoff noise more effectively by choosing the filter structure and applying EF to the filter. Lu and Hinamoto [7] have developed a jointly optimized technique of EF and realization to minimize the effects of roundoff noise at the filter output subject to l 2 -norm dynamicrange scaling constraints. Li and Gevers [8] have analyzed the output roundoff noise of the closed-loop system with a state-estimate feedback controller, and presented an algorithm for realizing the state-estimate feedback controller with minimum output roundoff noise under l 2 -norm dynamic-range scaling constraints. Hinamoto and Yamamoto [9] have proposed a method for applying EF to a given closed-loop system with a state-estimate feedback controller. This paper investigates the problem of jointly optimizing EF and realization for the closedloop system with a state-estimate feedback controller so as to minimize the output roundoff noise subject to l 2 -norm dynamic-range scaling constraints. To this end, the problem at hand is converted into an unconstrained optimization problem by using linear-algebraic techniques, and then an iterative technique which relies on a quasi-Newton algorithm [10] is developed. With a closed-form formula for gradient evaluation and an efficient quasi-Newton solver, the unconstrained optimization problem can be solved efficiently. Our computer simulation results demonstrate the validity and effectiveness of the proposed technique. Throughout the paper, I n stands for the identity matrix of dimension n × n, the transpose (conjugate transpose) of a matrix A is indicated by A T (A * ), and the trace and ith diagonal element of a square matrix A are denoted by tr [A] and (A) ii , respectively.
ROUNDOFF NOISE ANALYSIS
Consider a stable, controllable and observable linear discrete-time system described by
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www.intechopen.com where x(k) is an n × 1 state-variable vector, u(k) is a scalar input, y(k) is a scalar output, and A o , b o and c o are n × n, n × 1 and 1 × n real constant matrices, respectively. The transfer function of the linear system in (1) is given by
If a regulator is designed by using the full-order state observer, we obtain a state-estimate feedback controller asx 
The closed-loop control system consisting of the linear system in (1) and the state-estimate feedback controller in (3) is illustrated in Fig. 1 . Fig. 1 . The closed-loop control system with a state-estimate feedback controller.
When performing quantization before matrix-vector multiplication, we can express the finiteword-length (FWL) implementation of (3) with error feedback aŝ
where
is an n × 1 roundoff error vector and D is an n × n error feedback matrix. All coefficient matrices R, b, g and k are assumed to have an exact fractional B c bit representation. The FWL 
It is noted that if the ith element of the roundoff error vector e(k) is indicated by e i (k) for i = 1, 2, · · · , n then the variable e i (k) can be approximated by a white noise sequence uniformly distributed with the following probability density function: The closed-loop system consisting of the linear system in (1) and the state-estimate feedback controller with error feedback in (4) is shown in Fig. 2 , and is described by
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From (5), the transfer function from the roundoff error vector e(k) to the output y(k) is given by
The output noise gain J(D) = σ 2 out /σ 2 is then computed as
with
where σ 2 out stands for the noise variance at the output. For tractability, we evaluate J(D) in (7) by replacing R, b, g and k by R o , b o , g o and k o , respectively. Defining
the transfer function in (6) can be expressed as
It is noted that the stability of the closed-loop control system is determined by the eigenvalues of matrix A in (5), or equivalently, those of matrix Φ in (10). This means that neither of the roundoff error vector e(k) and the error-feedback matrix D affects the stability. Substituting (10) into matrix W D in (8) gives
Since W is positive semidefinite, it can be shown that there exists an n × n matrix P such that W 3 = W 4 P. In addition, (11) can be written by virtue of W 2 = W T 3 as
Alternatively, applying z-transform to the first equation in (5) under the assumption that e(k) = 0, we obtain X(z)
where X(z),X(z) and R(z) represent the z-transforms of x(k),x(k) and r(k), respectively. Replacing R, b, k and g by R o , b o , k o and g o , respectively, and then using
The controllability Gramian K defined by
can be obtained by solving the following Lyapunov equation:
ROUNDOFF NOISE MINIMIZATION
Consider the system in (4) with D = 0 and denote it by (R, b, g, k) n . By applying a coordinate transformationx ′ (k) = T −1x (k) to the above system (R, b, g, k) n , we obtain a new realization characterized by (R,b,g,k) n wherẽ
For the system described by (17), the counterparts of W i for i = 1, 2, 3, 4 are given bỹ
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whereW D can be obtained referring to (11) as
In addition, (15) can be written as
As a result, the output roundoff noise minimization problem amounts to obtaining matrices D and T which jointly minimize J(D, T) in (19) subject to the l 2 -norm dynamic-range scaling constraints specified by
To deal with (21), we defineT
Then the l 2 -norm dynamic-range scaling constraints in (21) can be written as
These constraints are always satisfied ifT −1 assumes the form
Substituting (22) into (19), we obtain
. From the foregoing arguments, the problem of obtaining matrices D and T that minimize (19) subject to the scaling constraints in (21) is now converted into an unconstrained optimization problem of obtaining D andT that jointly minimize J(D,T) in (25).
Let x be the column vector that collects the variables in matrix D and matrix [t 1 , t 2 , · · · , t n ]. Then J(D,T) is a function of x, denoted by J(x). The proposed algorithm starts with an initial point x 0 obtained from an initial assignment D =T = I n . In the kth iteration, a quasi-Newton algorithm updates the most recent point x k to point x k+1 as [10]
Here, ∇J(x) is the gradient of J(x) with respect to x, and S k is a positive-definite approximation of the inverse Hessian matrix of J(x k ). This iteration process continues until
is satisfied where ε > 0 is a prescribed tolerance.
In what follows, we derive closed-form expressions of ∇J(x) for the cases where D assumes the form of a general, diagonal, or scalar matrix. 1) Case 1: D Is a General Matrix: From (25), the optimal choice of D is given by
which leads to
In this case, the number of elements in vector x consisting ofT is equal to n 2 and the gradient of J(x) is found to be
whereT ij is the matrix obtained fromT with a perturbed (i, j)th component, which is given byT
1 − ∆e T jT g ij and g ij is computed using
2) Case 2: D Is a Diagonal Matrix: Here, matrix D assumes the form
In this case, (25) becomes
3) Case 3: D Is a Scalar Matrix: It is assumed here that D = αI n with a scalar α. The gradient of J(x) can then be calculated as
A NUMERICAL EXAMPLE
In this section we illustrate the proposed method by considering a linear discrete-time system specified by
Suppose that the poles of the observer and regulator in the system are required to be located at z = 0.1532, 0.2861, 0.1137, and z = 0.5067, 0.6023, 0.4331, respectively. This can be achieved by choosing k o = 0.471552 −0.367158 3.062267
Performing the l 2 -norm dynamic-range scaling to the state-estimate feedback controller, we obtain J(0) = 686.4121 in (7) where D = 0. Next, the controller is transformed into the optimal realization that minimizes J(0) in (7) under the l 2 -norm dynamic-range scaling constraints. This leads to J min (0) = 28.6187. Finally, EF and state-variable coordinate transformation are applied to the above optimal realization so as to jointly minimize the output roundoff noise. The profiles of J(x) during the first 20 iteration for the cases of D being a general, diagonal, and scalar matrix are depicted in Fig. 3 . Table 1 . For comparison purpose, their counterparts obtained using the method in [9] are also included in the table, where the minimization of the roundoff noise was carried out using EF and statevariable coordinate transformation, but in a separate manner. From the table, it is observed that the proposed joint optimization offers improved reduction in roundoff noise gain for the cases of a scalar EF matrix and a diagonal EF matrix when compared with those obtained by using separate optimization. However, in the case of a general EF matrix, the optimal solution with infinite precision appears to be quite sensitive to the parameter perturbations. More reduction of the noise gain might be possible by re-designing the coordinate transformation matrix T for the optimally quantized D.
CONCLUSION
The joint optimization problem of EF and realization to minimize the effects of roundoff noise of the closed-loop system with a state-estimate feedback controller subject to l 2 -norm dynamic-range scaling constraints has been investigated. The probelm at hand has been converted into an unconstrained optimization problem by using linear algebraic techniques. An efficient quasi-Newton algorithm has been employed to solve the unconstrained optimization problem. The proposed technique has been applied to the cases where EF matrix is a general, diagonal, or scalar matrix. The effectiveness for the cases of a scalar EF matrix and a diagonal EF matrix compared with the existing method [9] has been illustrated by a numerical example.
