Abstract. We construct the maximum likelihood estimator (MLE) of the unknown drift parameter θ ∈ R in the linear model
Introduction. The elements of stochastic calculus for fBm
Consider the continuous-time linear model X(t) = θt + σB
where B H 1 and B H 2 are two independent fractional Brownian motions with Hurst indices 1 2 < H 1 < H 2 < 1, σ > 0. Given the sample path of X on [0, T ] it is required to estimate the unknown drift parameter θ ∈ R. In the case when H 1 = 1 2 the problem was solved in [4] where the authors develop the basic tools for analysis of the mixed fBm based on the filtering theory of Gaussian processes. They considered the linear regression setting and demonstrated how the maximum likelihood estimator can be constructed and studied in the large sample asymptotic regime.
As the preliminaries, we give some basic facts about stochastic calculus for fractional Brownian motion (for more details see [2] , [5] , [7] , [8] , [10] ). Parameter estimation for different models with long memory was studied, among others, in [1] , [3] , [6] , [11] . Let (Ω, F, P ) be a complete probability space supporting all stochastic processes considered in what follows. Introduce B H (t), t ≥ 0 , an adapted fractional Brownian motion with Hurst parameter H ∈ (1/2, 1), i.e. a centered Gaussian process with the covariance function 
where α H = H(2H − 1). (It is worth to mention that this completion contains not only classical functions, but also some distributions.) For a step function of the form
; the last equality is due to (1.1).
The paper is organized as follows. In Section 2 we reduce the main problem to the solution of the integral equation with the weak polar kernel and establish the existence-uniqueness result for this equation. Section 3 contains an auxiliary result concerning the existence and uniqueness of the solution of the corresponding integral equation of the 1st kind. We prove this fact directly, by constructing the unique solution.
Main problem
whence the proof follows.
As it was mentioned, process Y is more convenient to deal with since it involves martingale with a drift. Furthermore, it follows from the next result that processes Z and Y are observed simultaneously, so, we can reduce the original problem to the equivalent problem of the construction of maximum likelihood estimator of θ ∈ R basing on the linear transformation Y . Proof. Taking into account (2.1), it is enough to present Z via Y . But it follows from (2.1), from Fubini theorem for integrals w.r.t fBm (Theorem 2.6.5 [8] ), and
Also, denote X 1 (t) = M H 1 (t). Our main problem is the construction of maximum likelihood estimator for θ ∈ R by the observations of the process
Note that under measure P θ the process
is a Wiener process with drift. Denote δ
. By Girsanov's theorem and independence of X 1 and X 2 ,
For technical simplicity, we put σ = 1 in what follows. Note that, similarly to the linear combination of Wiener process and fBm, considered in [4] , this derivative is not the likelihood for the problem at hand, because it is not measurable with respect to the observed σ-algebra
We shall proceed as in [4] : let µ θ be the probability measure induced by Y on the space of continuous functions with the supremum topology under probability P θ .
Then for any measurable set
The latter means that µ θ ≪ µ 0 for any θ ∈ R. Taking into account that X 1 = X 1 under P 0 and the fact that the vector process (X 1 , X) is Gaussian, we get that the corresponding likelihood function is given by (2.2)
where
. Thus, we arrive at the following problem: to find the projection
We recall from Section 1 that
are standard Wiener processes, which are obviously independent. Also from Section 1 we have
Then, using (1.1), we can write
The projection of X 1 (T ) onto {X(t), t ∈ [0, T ]} is a centered X-measurable Gaussian random variable, therefore, it has a form
Using (2.6) together with independency of X 1 and X 2 , we arrive at (2.7)
This kernel can be written alternatively as r H 1 ,H 2 (t, s) = ∂ t R H 1 ,H 2 (t, s), where
Differentiating (2.8) with respect to u, we arrive to
. Then there exists a sequence T n → ∞ such that integral equation (2.9) has unique solution h Tn on any interval [0,
Proof. We denote C H 1 ,H 2 constants which values are not so important; their values can change from line to line. At first, we can apply the changing of variables u = s + (t − s)z to (2.4) and transform the kernel K H 1 ,H 2 (t, s) from (2.4) to the following form: (2.11)
Then we can differentiate (2.11) and after inverse changing of variables we get that (2.12)
Further, we have the following bound for kernel
and it follows from (2.12) and (2.13) that (2.14)
Now we can substitute the bound from (2.14) into (2.10) and get that (2.15)
Let, for example, s < u. Note that
Then it follows from (2.15) that
In order to bound the integral in the right-hand side of (2.16), we apply the first statement from lemma 2.2 [9] , according to which for µ, ν > 0, c > 1
Therefore, with µ = 2 − 2H 2 , ν = H 2 − H 1 and c = u s (2.17)
and it follows from (2.16) and (2.17) that for s < u
Evidently, for u < s
Now we rewrite equation (2.9) in the equivalent form
where k 1 (s, u) = s
−H 1 and it follows from (2.18) and (2.19) that for s < u
Therefore, taking into account that for
we have that
2 -norm of the kernel:
It means that the integral operator
and Fredholm alternative can be applied to equation (2.21). To avoid the question concerning eigenvalues and eigenfunctions, we produce the following trick.
It is very easy to see that for any a > 0
Therefore we can put in equation (2.21) s = s ′ T, u = u ′ T and h T (z) = h T (T z), and equation (2.21) will be reduced to the equivalent form (we omit superscripts) (2.24)
as it was mentioned above, it has no more than countable number of eigenvalues any of them are real numbers, and with only one possible condensation point 0. Taking the sequence T n → ∞ in such a way that
will be not an eigenvalue, we get that equation (2.24) with T n as upper bound of integration has unique solution whence the proof follows. Now we establish the form of maximum likelihood estimate. . Then the likelihood function has a form
and maximum likelihood estimate has a form
,
be a unique solution to (2.9) and
Proof. We start with (2.2). Consider Gaussian process N(t) = E 0 (X 1 (t)|F X t ). Since X 1 (t) is F t -martingale and F X t ⊂ F t , the process N is a F X t -martingale with respect to probability measure P 0 . Furthermore, we can present V (t) as
is F t -martingale. Therefore, (2.27)
and this means that the quadratic variation of the martingale N equals N (t) = t 2−2H − V (t), and the likelihood ratio is reduced to
so, we get (2.25) and (2.26). Now, taking (2.9) into account, we get that
In what follows, saying "T → ∞" we have in mind that the corresponding property holds for any sequence T n → ∞ that has only finite common points with the sequence of eigenvalues of operator K 1 . Proof of the following result repeats the proof of the corresponding statements from [4] so is omitted.
Theorem 2.5. The estimator θ T is unbiased and the corresponding estimation error is normal
Now we establish the asymptotic behavior of the estimator. . Estimator θ T is strongly consistent and
Proof. We can present equation (3.1) in equivalent form
Now, taking into account the transition from equation (2.8) to (2.9) with the help of differentiation, we can perform the inverse operation and get from (3.2) the following equivalent equation (3.3)
The right-hand side of equation (3.3) can be rewritten as . Furthermore, comparing (3.4) and (3.5), we get that (· 1/2−H 2 q))(z),
