I Some Gastronomy
Imagine a kitchen, containing a supply of ingredients, an array of baking utensils, an oven, and a (human) baker. Baking a delicious raisin cake is a process that is carried out from the ingredients, by the baker, with the aid of the oven, and, most significantly, according to the recipe. The ingredients are the inputs to the process, the cake is its output, and the recipe is the algorithm. In other words, the algorithm prescribes the activities that constitute the process. The recipes, or algorithms, relevant to a set of processes under discussion are generally called software, whereas utensils and oven represent what is generally known as hardware. The baker, in this case, can be considered a part of the hardware (see Figure 1 .2).
As in the case of bit operations, the baker/oven/utensils constellation has very limited direct abilities. This cake-baking hardware can pour, mix, spread, drip, light the oven, open the oven door, measure time, or measure quantities but cannot directly bake cakes. It is the recipes-those magical prescriptions that convert the limited abilities of kitchen hardware into cakes-and not ovens or bakers, that are the subject of this book. Recipes, as just mentioned, are called algorithms here, while the area of human study, knowledge, and expertise that concerns algorithms will be termed algorithmics in this book. The analogy drawn here has been made as exact as possible: the recipe, which is in a sense an abstract entity, is the algorithm; the formal written version of the recipe, such as the one found in a cookbook, is analogous to a computer program. Software actually refers more to programs-precise representations of algorithms written in special computer-readable languages-than to the algorithms themselves. However, until we discuss programming languages in Chapter 3, this distinction is quite immaterial.
We confront algorithms wherever we go. Many everyday processes are governed by algorithms: changing a flat tire, constructing a do-it-yourself cabinet, knitting a sweater, dividing numbers, looking up a telephone number, updating a list of expenses, or filling out an income tax form. Some of these (division, for example) might be more immediately related in our minds to computers, than others (cabinet construction, for example), but this is of less concern to us here. Although computers are fundamental to the topic of this book, we shall not concentrate on their physical aspects at all, except implicitly in parts of Chapters 3 and 9. It is with their spirit that we are concerned; with the recipes that make them tick-with their algorithms.
I Algorithmics vs. Computer Science
Algorithmics is more than a branch of computer science. It is the core of computer science, and, in all fairness, can be said to be relevant to most of science, business, and technology. The very nature of algorithmics renders it particularly applicable to those disciplines that benefit from the use of computers, and these are fast becoming an overwhelming majority.
People have been known to ask: "What really is computer science? Why don't we have submarine science, dishwasher science, or telephone science?" Telephones and dishwashers, it might be argued, are as important to modern life as computers are; perhaps more so. A slightly more focussed question is whether computer science is subsumed by such classical disciplines as mathematics, physics, neuro-science, electrical engineering, linguistics, logic, and philosophy.
This book does not attempt to answer these questions. It is hoped, however, that the book will implicitly convey something of the uniqueness and universality of algorithmics, and hence something of the importance of computer science as an autonomous-albeit, young-field of study. Since computers could conceivably restrict the generality of algorithmics, some people view the unavoidable link between the two as unfortunate. In fact, terming the field "computer science," someone once said, is like referring to surgery as "knife science." Be that as it may, it is clear that algorithmics would never have developed the way it has without that link. However, it is generally agreed that the term "computer science" is misleading, and that something like "information science," "process science," or "the science of the discrete" might be better. Again, we only claim that our subject matter, algorithmics, forms the underpinnings of computer science, not that it replaces it.
Some of the topics we discuss in the sequel, such as the existence of problems that computers cannot solve, have philosophical implications, not only on the limits of the wonderful machines we are able to build, but also on our own limits as mortals with finite mass and a finite life span. The profound nature of such implications notwithstanding, the emphasis in this book is on the more pragmatic goal of acquiring a deep understanding of the fundamentals of machine-executable processes, and the recipes, or algorithms, that govern them.
I I I Some History
Let us now review several important milestones in the development of computers and computer science, mainly to illustrate that as an orderly scientific discipline the field is extremely young.
Somewhere between 400 and 300 B.C., the great Greek mathematician Euclid invented an algorithm for finding the greatest common divisor (gcd) of two positive integers. The gcd of X and Y is the largest integer that exactly divides both X and Y . For example, the gcd of 80 and 32 is 16. The details of the algorithm itself are of no concern here, but the Euclidian algorithm, as it is called, is considered to be the first non-trivial algorithm ever devised.
The word algorithm is derived from the name of the Persian mathematician Mohammed al-Khowârizmî, who lived during the ninth century, and who is credited with providing the step-by-step rules for adding, subtracting, multiplying, and dividing ordinary decimal numbers. When written in Latin, the name became Algorismus, from which algorithm is but a small step. Clearly, Euclid and al-Khowârizmî were algorithmicians par excellence.
Turning from software to hardware, one of the earliest machines to carry out a process controlled by what might be called an algorithm was a weaving loom invented in 1801 by a Frenchman, Joseph Jacquard. The pattern woven was determined by cards with holes punched at various locations. These holes, which were sensed by a special mechanism, controlled the selection of threads and other actions of the machine. It is interesting that Jacquard's loom had nothing to do with the narrow numerical connotation of the term "computation."
One of the most important and colorful figures in the history of computer science was Charles Babbage. This English mathematician, after having partially built a machine in 1833, called "the difference engine," for evaluating certain mathematical formulas, conceived and planned a remarkable machine that he called "the analytical engine." In contrast to the difference engine, which was designed to carry out a specific task, the analytical engine was to have been capable of executing algorithms, or programs, encoded by the user as holes punched in cards. Had the analytical engine been built, it would have been the mathematical analogue of Jacquard's loom, which was in fact its inspiration. Needless to say, Babbage's machine was mechanical in nature, based on levers, cogs, and gears, rather than on electronics and silicon. Nevertheless, the ideas present in his design of the analytical engine form the basis of the internal structure and workings of today's computers. Babbage is generally considered to have lived well ahead of his time, and his ideas were not really appreciated until much later.
Ada Byron, Countess of Lovelace, was Babbage's programmer. She is one of the most interesting figures in the history of computing, and is credited with laying the foundations for programming, more than a hundred years before the first working computer was available.
An American engineer by the name of Herman Hollerith invented a machine, also based on punched cards, that was used by the American Census Bureau to help tabulate the 1890 national census. However, the first general-purpose computers were built only in the 1940s, partly as a response to the computational needs of physicists and astronomers, and partly as a natural outgrowth of the availability of the appropriate electromechanical and electronic devices. Ironically, the Second World War, with its bomb-building and code-cracking activities, also helped. Some of the key figures in this crucial and exciting period were the Englishman Alan Turing, the Americans Howard Aiken, John Mauchly, J. Presper Eckert, and Herman Goldstine, and the famous German/American mathematician John von Neumann.
Returning to software and algorithmics, the mid-1930s witnessed some of the most fundamental work on the theory of algorithms, yielding results that concern the capabilities and limitations of machine-executable algorithms. It is remarkable that this work, parts of which will be described later in the book, predated the actual materialization of the computer. Nevertheless, it is of universal and lasting importance. Some of the key figures here, all mathematicians, are, again, Alan Turing, the German Kurt Gödel, the Russian Andreȋ A. Markov, and the Americans Alonzo Church, Emil Post, and Stephen Kleene.
The 1950s and 1960s witnessed far-reaching and rapid technological advancements in computer design and construction. This can be attributed to the arrival of the era of nuclear research and space exploration on the one hand, and to the boom in large businesses and banks, and diverse government activity on the other. Precise prediction of various nuclear phenomena required very heavy computing power, as did the planning and simulation of space missions. Space exploration also required advances in computer-supported communication, facilitating reliable analysis and filtering, and even improvement of data that was communicated to and from satellites and spaceships. Business, banking, and government activity required computers to help in the storage, manipulation, and retrieval of information concerning very large numbers of people, inventory items, fiscal details, and so on.
Interesting evidence of the importance of the technological machine-oriented developments during that period can be found in the names of the world's largest computer company, IBM, and one of the world's largest computer-related professional organizations, the ACM. The former name was coined around 1920 and the latter around the late 1940s. In both cases the "M" comes from the word "machine": International Business Machines, and the Association for Computing Machinery.
(IBM evolved from a company formed in 1896 by the aforementioned Herman Hollerith to produce his tabulating machines.)
The recognition of computer science as an independent academic discipline occurred around the mid-1960s, when several universities formed computer science departments. In 1968, the ACM published a widely acclaimed recommendation for a curriculum of courses in computer science, which forms the basis of most current computer science programs of study at the undergraduate level. This curriculum is revised periodically. Today, almost every academic institution has a department of computer science, or a computer science group within its mathematics or electrical engineering departments. The 1960s showed a renewed interest in the 1930s work on algorithmics, and the field has been the subject of extensive and far-reaching research ever since.
We shall not dwell any further on the present technological situation: computers are simply everywhere. We use them to surf the internet, which means that we use them to receive and deliver information, to read, to hear, and to see, and, of course, to browse and buy. There are desktop, laptop, and palm-sized computers, so we need never be without one, and the fast-closing gap between cellular phones and computers is heralding the age of wearable computers. Almost every modern appliance is controlled by a computer, and a single modern car, for example, contains dozens of them. Children request, and get, personal computers for their birthdays; students of computer science in most universities are required to have their own computers for homework assignments; and there is no industrial, scientific, or commercial activity that is not crucially assisted by computers.
I A Strange Dichotomy
Despite all of this (or possibly as a result of it) the general public is strangely divided when it comes to computer literacy. There are still those who know absolutely nothing about computers, and then there are the members of the ever-growing class of computer literates. Starting with the 10-year-old owners of personal computers, this expanding group of people who use computers on a day-to-day basis includes managers, engineers, bankers, technicians, and, of course, professional programmers, system analysts, and members of the computer industry itself.
Why is this strange? Well, here is a science about which some people know nothing, but about which a rapidly increasing number of people apparently know everything! As it happens, however, the really unusual phenomenon is that large and important parts of the science of computing are not sufficiently known, not only to members of the first group, but to members of the second group as well.
It is one of the purposes of this book to try to illuminate an important facet of the computer revolution by presenting some of the fundamental concepts, results, and trends underlying the science of computation. It is aimed at both the novice and the expert. A reader with no knowledge of computers will (it is hoped) learn about their "spirit" here, and the kind of thinking that goes into making them work while seeking elsewhere material concerning their "flesh." The computer-knowledgeable reader, who might find the first couple of chapters rather slow going, will (it is hoped) be able to learn much from the later ones.
I Some Limitations of Computers
Before embarking on our tour, let us contrast the opening paragraph of this chapter with some feats that current computers are as yet incapable of performing. We shall return to these contrasts in the final chapter of the book, which deals with the relationship between computers and human intelligence.
Currently, computers are capable of on-the-spot analysis of an enormous quantity of data resulting from many X-ray pictures of a human patient's brain, taken from gradually increasing angles. The analyzed data is then used by the computer to generate a cross-cut picture of the brain, providing information about the brain's tissue structure, thus enabling precise location of such irregularities as tumors or excess fluids. In striking contrast, no currently available computer can analyze a single, ordinary picture of the very same patient's face and determine the patient's age with an error margin of, say, five years. However, most 12-year-old kids can! Even more striking is the ability of a one-year-old baby to recognize its mother's face in a photograph it has never before seen, a feat computers are nowhere near imitating (and this is not merely because they have no mothers . . .).
Computers are capable of controlling, in the most precise and efficient way imaginable, extremely sophisticated industrial robots used to construct complex pieces of machinery consisting of hundreds of components. In contrast, today's most advanced computers are incapable of directing a robot to construct a bird's nest from a pile of twigs, a feat any 12-month-old bird can perform! Today's computers can play chess on the level of an international grand-master, and hence can beat the vast majority of human players. However, on changing the rules of the game very slightly (for example, by allowing a knight two moves at a time, or by limiting the queen's moves to five squares), the best of these computers will not be able to adapt without being reprogrammed or reconstructed by humans. In contrast, a 12-year-old amateur chess player will be able to play a reasonably good game with the new rules in a very short time, and will become better and better with experience.
As mentioned, these dissimilarities are related to the difference between human and computerized intelligence. We shall be in a better position to discuss these matters further in Chapter 15, after having learnt more about algorithms and their properties. This is the "software" relevant to the preparation of the mousse; this is the algorithm that controls the process of producing mousse from the ingredients. The process itself is carried out by the "hardware," in this case the person preparing the mousse, together with the various utensils: the double boiler, the heating apparatus, beater, spoons, timer, and so on.
I I
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I Levels of Detail
Let us take a closer look at the most elementary instructions present in this recipe. Consider the instruction "stir in powdered sugar." Why does the recipe not say "take a little powdered sugar, pour it into the melted chocolate, stir it in, take a little more, pour, stir, . . .?" Even more specifically, why does it not say "take 2365 grains of powdered sugar, pour them into the melted chocolate, pick up a spoon and use circular movements to stir it in, . . .?" Or, to be even more precise, why not "move your arm towards the ingredients at an angle of 14
• , at an approximate velocity of 18 inches per second, . . .?" The answer, of course, is obvious. The hardware knows how to stir powdered sugar into melted chocolate, and does not need further details. Well, how about turning things around and asking whether it is possible that the hardware knows how to prepare sugared and buttered chocolate mixture? In such a case, the entire first part of the recipe could be replaced by the simple instruction "prepare chocolate mixture." Taking this to the extreme, maybe the hardware knows how to prepare chocolate mousse. This would make it possible to replace the entire recipe by "prepare chocolate mousse." Given such a level of hardware expertise, a single line of instruction is a perfect recipe for obtaining mousseline au chocolat; this short recipe is clear, it contains no mistakes, and is guaranteed to produce the desired outputs.
Such thought experiments make it clear that the level of detail is very important when it comes to an algorithm's elementary instructions. It must be tailored to fit the hardware's particular capabilities, and should also be appropriate for the comprehension level of a potential reader or user of the algorithm.
Consider another example learnt early in our lives, and which is somewhat closer to computation-the orderly multiplication of numbers. Suppose we are asked to multiply 528 by 46. We know exactly what to do. We multiply the 8 by the 6, yielding 48, write down the units digit of the result, 8, and remember the tens digit, 4; we then multiply the 2 by the 6 and add the 4, yielding 16; we write down the units digit 6 to the left of the 8 and remember the tens digit 1; and so on.
Here, the very same questions can be asked. Why "multiply the 8 by the 6?" Why not "look up the entry appearing in the eighth row and sixth column of a multiplication table," or "add 6 to itself 8 times"? Similarly, why can't we solve the entire problem in one stroke by the simple and satisfactory algorithm "multiply the two numbers?" This last question is rather subtle: why are we allowed to multiply 8 by 6 directly, but not 528 by 46? Again, it is clear that the level of detail is a crucial feature of our acceptance of the multiplication algorithm. We assume that the relevant hardware (in this case, we ourselves) is capable of carrying out 8 times 6 but not 528 times 46, and that we can do so in our heads, or at least we know of some other way of doing it, so that we do not have to be told how to look up the result in a table.
These examples show the need for agreeing right at the start on the basic actions that an algorithm is considered to be capable of prescribing. Without doing so there is no point in trying to find algorithms for anything. Furthermore, different problems are naturally associated with different kinds of basic actions. Recipes entail stirring, mixing, pouring, and heating; multiplying numbers entails addition, digit multiplication, and, significantly, remembering a digit; looking up a telephone number might entail turning a page, moving a finger down a list, and comparing a given name to the one being pointed at.
In the precise kinds of algorithms we shall be discussing, these basic instructions must be stated clearly and precisely. We cannot accept things like "beat egg whites until foamy," since one person's idea of foam might be quite unlike another's! Instructions must be adequately distinguishable from non-instructions such as "makes 6 to 8 servings." Fuzzy phrases, such as "about 5 minutes," have no place in an algorithm suited for computer execution, as is the case with ambiguities like "serve with whipped cream, if desired." (Is it the actual serving, or the addition of whipped cream, that depends on the person's desires?) Recipes for mousse, in contrast with the algorithms that will be of interest to us, take too many things for granted, the most notable of which is the fact that a human being is part of the hardware. We cannot depend on that kind of luxury, and hence have to be far more demanding. The overall quality of an algorithm depends crucially on the selection of allowed basic actions and their appropriateness to the matter at hand.
I Abstraction
Earlier it was stated that real computers can only carry out extremely simple operations on extremely simple objects. This might seem to contrast with the present discussion, which recommends that different algorithms be designed using basic actions of varying levels of detail. However, the analogy is still valid. An apprentice chef may need to be given the chocolate mousse recipe, but after a few years of making mousse the instruction "prepare chocolate mousse" will be sufficient. We say that concepts like "chocolate mousse," "lemon meringue," and "Bavaria cream" are on a higher abstraction level than operations like "mix," "stir," and "pour" used in the recipes for making them. In the same way, by appropriate programming, a computer can be made to recognize higher-level abstractions such as numbers, text, and pictures.
As in cooking, there are many levels of abstraction in the computer, each appropriate for describing different kinds of algorithms. For example, the same computer is viewed differently by a 12-year-old playing a computer game, by his sister who is surfing the internet, by his father who is using a spreadsheet program to compute his students' grades, and by his mother who is writing a program for the management of an efficacy trial of a new vaccine. None of them knows or even cares about the bits that really make up the computational process they are using.
This process of abstracting away from the details in order to see common patterns in the remainder is at the heart of almost every human endeavor. For example, reading this book has an effect on your brain, which consists of several distinct regions, each of which is composed of neurons and other cells. These cells are built out of complex molecules, which are built out of atoms, which, in turn, are made of more elementary particles. All these different levels of abstraction are relevant to what happens in your brain, but they can't all be considered together. In fact, they belong to different fields of study: particle physics, chemistry, molecular biology, neurobiology, and psychology. A psychologist performing experiments on shortterm memory retention will only be distracted by thinking about the relationships between atoms and molecules in the brain.
The same is true in computer science. If we were forced to think at the bit level at all times, the computer would hardly be useful. Instead, we can, for example, think of a group of bits (typically eight bits, or a "byte") as denoting a character. We can now consider sequences of bytes to denote English words, sequences of words and punctuation to denote sentences, and so on to paragraphs, chapters, and books. There are algorithms appropriate for each of these levels. For example, spell-checking applies to words but not to characters, left-justification applies to paragraphs, and creating a table of contents applies to books. In each case, we can describe the algorithm while completely ignoring the bits that make up the words, the paragraphs, or the entire books. As this book unfolds, and especially in Chapters 3 and 9, we will be discussing the technical means that allow us to make such abstractions. Meanwhile, we shall describe each algorithm on the level of abstraction appropriate for it.
I Short Algorithms for Long Processes
Suppose we are given a list of personnel records, one for each employee in a certain company, each containing the employee's name, personal details, and salary. We are interested in the total sum of all salaries of all employees. Here is an algorithm for carrying out this task:
(1) make a note of the number 0;
(2) proceed through the list, adding each employee's salary to the noted number; (3) having reached the end of the list, produce the noted number as output. Before proceeding, we should first convince ourselves that this simple algorithm does the job. The "noted" number, which can be thought of as being memorized or written down on a piece of paper, starts out as having the value zero. After carrying out the addition in clause (2) for the first employee, this number actually takes on the value of that employee's salary. After the second employee, its value is the sum of the salaries of the first two employees. At the end, its value is clearly the sum of all salaries (see Figure 1. 3).
It is interesting that the text of this algorithm is short and fixed in length, but the process it describes and controls varies with the length of the employee list and can be very, very long. Two companies, the first with one employee and the second with a million, can both feed their employee list into the same algorithm, and the salary summation problem will be solved equally well for each. Of course, the process will not take long for the first company, whereas for the second it will be quite lengthy. The algorithm, however, is fixed.
Not only is the text of the algorithm short and of fixed size, but both the small and large company require only a single noted number in order to do the job, so that the quantity of "utensils" here is also small and fixed.
Of course, the potential value of the noted number will presumably have to be greater for larger companies, but there will be only one number all along.
I I I The Algorithmic Problem
And so, we have a fixed algorithm prescribing many processes of varying lengths, the precise duration and nature of the process depending on the inputs to the algorithm. Indeed, even the simple example of salary summation shows a variety of possible inputs: one-person companies, companies with a million people, companies in which some of the salaries are zero, or ones in which all salaries are equal. At times an algorithm must also work with bizarre inputs, such as companies with no employees at all, or those that employ people receiving negative salaries (that is, employees who pay the company for the pleasure of working for it).
Actually, the salary algorithm is supposed to perform satisfactorily for an infinite number of inputs. There is an infinite number of perfectly acceptable lists of employees, and the algorithm should be able to sum the salaries in any one of them when given as an input.
This issue of infinitely many potential inputs does not quite fit the recipe analogy, since although a recipe should work perfectly no matter how many times it is used, its ingredients are usually described as being fixed in quantity, and hence in essence the recipe has only one potential input (at least as quantities go; clearly the molecules and atoms will be different each time). However, the chocolate mousse recipe could have been made generic; that is, its list of ingredients could have read something like "X ounces of chocolate pieces, X/4 tablespoons of water, X/32 cups of powdered sugar, etc.," and its final line could have been "makes 3X/4 to X servings." This would be more in line with the real notion of an algorithm. In its present form, the recipe is an algorithm of somewhat trivial nature, as it is tailored for one specific set of ingredients. It might be carried out (or, in algorithmic terminology, it might be run or executed) several times, but with essentially the same input, since one cup of flour is considered exactly the same as any other.
The input itself has to be legal, relative to the purpose of the algorithm. This means, for example, that the New York Times list of bestsellers would not be acceptable as input to the salary summation algorithm, any more than peanut butter and jelly would be accepted as ingredients for the mousse recipe. This entails some kind of specification of the allowed inputs. Someone must specify precisely which employee lists are legal and which are not; where exactly in the list the salary occurs; whether it is given in longhand (for example, $32,000) or perhaps in some abbreviated form (for example, $32K); where an employee record ends and another begins, and so on.
To put it in the most general terms, recipes, or algorithms, are solutions to certain kinds of problems, called computational or algorithmic problems. In the salary example, the problem may be specified in the form of a request for a number that represents the sum of the salaries of a list of employees of an organization. This list may vary in length but must be organized in a particular fashion. Such a problem can be viewed as the search for the contents of a "black box," which is specified by a precise definition of the legal inputs and a precise definition of the required outputs as a function of those inputs; that is, the way in which each output depends on the input (see Figure 1.4 ). An algorithmic problem has been solved when an appropriate algorithm has been found. The black box has then actually been provided with contents; it "works" according to that algorithm. In other words, the black box can produce the appropriate output from any legal input by executing the process that is prescribed and governed by that algorithm. The word "any" in the previous sentence is very important. We are not interested in solutions that do not work for all specified inputs. A solution that works well for only some of the legal inputs is easy to come by. As an extreme example, the trivial algorithm:
(1) produce 0 as output.
works extremely well for several interesting lists of employees: those with no employees at all, those in which everyone earns $0.00 (or multiples thereof ), as well as those with a payroll that reflects a perfect balance between positive and negative salaries. The algorithmic problem and its solution.
Later we shall address such issues as the efficiency and practicality of algorithms. Here we claim the minimal requirement that an algorithm does, in fact, solve the problem, even though it might do so inefficiently. Of course, the problem itself can specify the required behavior of a potential algorithm on undesirable inputs, but then these inputs, although undesirable, are still legal. For example, the salary summation problem could conceivably contain the requirement that for an employee whose record does not show a number in the salary area but, say, a question mark, or some other nonsensical data the algorithm should add that employee's name to a special list, which will be forwarded to the payroll office for further action. Such an unorthodox list of employees is nevertheless legal; it just is not dealt with in the standard way, but is given some special treatment that befits its abnormal nature. Thus, keeping illegal inputs separate is the responsibility of the algorithmic problem, while treating special classes of unusual or undesirable inputs is the responsibility of the algorithm itself.
I Bounds on Basic Actions
There is one other important matter that we need to address at this point concerning the execution of the basic actions, or operations, prescribed by an algorithm. It is obvious that each of these actions must be carried out in a finite amount of time, otherwise, of course, the algorithm will never reach an end. Thus, infinitely long actions are bad. Actions that can take infinitesimally small amounts of time are outlawed too, a fact that needs little justification. It is unthinkable that a machine will ever be able to perform actions in diminishing amounts of time. The speed of light, for one, would always serve as a limit on the speed of any machine. Similar limits on the resources (that is, utensils) used in performing basic actions have to be enforced too, but we shall not discuss the reasons here.
Clearly, these assumptions about basic actions indeed hold for real computers. The basic bit-manipulation actions, for example, are precise and unambiguous, and take bounded amounts of time and resources. Thus, as promised, the theory of algorithmics described herein will be directly applicable to problems intended for computer-based solution.
I The Problem and Its Solution: Summary
To summarize, an algorithmic problem consists of:
1. a characterization of a legal, possibly infinite, collection of potential input sets, and 2. a specification of the desired outputs as a function of the inputs.
It is assumed that either a description of the allowed basic actions or a hardware configuration together with its built-in basic actions are also provided in advance. A solution to an algorithmic problem consists of an algorithm, composed of elementary instructions prescribing actions from the agreed-on set. This algorithm, when executed for any legal input set, solves the problem, producing the output as required. Starting in Chapter 10 we shall be generalizing these notions, but until then the present definition will suffice.
It is important to recognize the considerable difficulty involved in solving algorithmic problems satisfactorily. By starting out with a mousse recipe and then giving a simple summation algorithm, a certain amount of injustice has been done, as it might appear that things are easy. Nothing is further from the truth. Algorithmic problems, in practice, can be incredibly complex, and can take years of work to solve successfully. Worse still, as we shall see in later chapters, many problems do not admit satisfactory solutions, while others do not admit any solutions at all. For many problems the status, as far as good algorithmic solutions are concerned, is as yet unknown, despite extensive work by many talented people.
Obviously, we shall not be able to illustrate the issues treated in this book with overly lengthy and complex examples, but we can get a feel for the difficulty in designing algorithms by thinking about the following (informally described) algorithmic problems. In the first problem the input is a legal chess position (that is, a description of the situation reached at some point during a chess game), while the output is the best move for White (that is, the description of a move that maximizes White's chances of winning the game). The second problem concerns newspaper distribution. Suppose 20,000 papers are to be distributed to 1000 locations in 100 towns using 50 trucks. The input contains the road distances between the towns and between the locations within each town, the number of papers required at each location, the present location of each truck, each truck's newspaper-carrying ability, as well as its gasoline capacity and miles-per-gallon performance, and details of available drivers, including their present whereabouts. The output is to be a list, matching drivers to trucks, and containing detailed itineraries for each of the trucks so that the total number of miles driven is minimized. Actually, the problem calls for an algorithm that works for any number of newspapers, locations, towns, and trucks, so that the numbers of these also vary and form part of the inputs.
Before we can discuss issues of correctness and efficiency, or deeper questions concerning the nature or very existence of solutions to certain algorithmic problems, we have to learn more about the structure of algorithms, and the structure of the objects they manipulate.
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