This study aims to investigate the impact of observation error correlations and non-orthogonal observation operators on analysis accuracy using a chaotic dynamical model known as the Lorenz-96 40-variable model, extending the previous study by Miyoshi et al. using a simple two-dimensional conceptual model. The results corroborate Miyoshi et al.'s conceptual study and show that the analysis is more accurate when the row vectors of a linear observation operator are correlated positively (negatively) with negatively (positively) correlated observation error. The online estimation of the observation error covariance matrix based on the Desroziers diagnostics is successful when we have reasonable a priori knowledge about the observation error correlations.
Introduction
Correlations in the observation errors may sometimes play an important role in data assimilation. Desroziers et al. (2005) proposed a method to diagnose the observation error correlations. Previous studies applied the Desroziers diagnostics and estimated the observation error correlations such as the inter-channel correlations of the satellite radiances (Garand et al. 2007; Stewart et al. 2013) , vertical correlations of radiosondes (Lönnberg and Hollingsworth 1986) , and horizontal correlations of the atmospheric motion vectors, sea-surface winds by satellite scatterometers, and radar data (Keeler and Ellis 2000; Bormann et al. 2003) . However, the observation error correlations, or off-diagonal components of the observation error covariance matrix, are not considered in the current operational numerical weather prediction (NWP) systems to the best of the authors' knowledge. Stewart et al. (2008) showed that assuming a diagonal observation error correlation matrix for the error-correlated observations results in a significant loss of information using an idealized dataset. Moreover, Stewart et al. (2012) suggested that it be better to include an approximated observation error correlation structure than to make an incorrect assumption of no error correlation. Miyoshi et al. (2013, "MKL13" hereafter) concluded that the analysis accuracy depends on the combination of the observation error correlations and the observation operator. According to their results from the two-dimensional conceptual model, more information is available from positively (negatively) correlated observations with negatively (positively) correlated errors (cf. Fig. 6 of MKL13). They also investigated the impact of observation error correlations using the Lorenz-96 model (Lorenz 1996; Lorenz and Emanuel 1998) with 40 variables under the condition that the observation operator is orthogonal.
This study aims to advance a step forward from MKL13 by performing experiments with the Lorenz-96 model in the cases of non-orthogonal observation operators and correlated observation errors. Nonlinear observation operators are out of scope. This study relaxes the assumption of the orthogonal observation operator in MKL13. Section 2 describes the experimental settings including how we consider the observation error correlations. The results are presented in Section 3, and the summary and discussions are provided in Section 4.
Experimental settings
The Lorenz-96 model with 40 variables (Lorenz 1996; Lorenz and Emanuel 1998 ) is defined as follows:
1 2 40 
where x, t, and F denote the state variable, time, and forcing, respectively. The subscript i denotes the grid number with cyclic boundary condition: x 0 = x 40 , x −1 = x 39 , and x 41 = x 1 . Following Lorenz and Emanuel (1998) , F is fixed at 8.0 throughout this study, and t = 0.05 is known to correspond to 6 hours if we consider the typical error-doubling time in the synoptic weather. The ensemble square root filter (EnSRF, Whitaker and Hamill 2002) but with simultaneous treatment of observations is applied. The ensemble update for the EnSRF is written as
where the superscripts a and f denote the analysis and forecast, respectively. The overbar and prime mark represent the ensemble mean and the deviation from the ensemble mean, respectively, and I is the identity matrix. y denotes a vector of observations, and H is the observation operator which maps from the model space to the observation space. The ensemble size is chosen to be 10 in all experiments in this study. K (Kalman gain) and K are given by
where P f is the forecast error covariance matrix estimated from the deviation from the ensemble mean. R is the observation error covariance matrix.
According to MKL13, the information of the observations is proportional to log |R|, but the available information in data assimilation is determined by the combination of the observation operator H and the observation error covariance R, i.e., (1/2)
H|. Using a simple two-dimensional conceptual model, MKL13 showed that more information is available from the observations with negatively (positively) correlated errors and positively (negatively) correlated observation operator (cf. Fig. 6 of MKL13) .
In this study, we aim to investigate how the above finding is
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Koji Terasaki 1 and Takemasa Miyoshi where we use a = 0.03 in this study following MKL13. Experiments with both true R and estimated R with and without the structure assumption are performed for comparison. Total 969 experiments are performed with the angle every 10° from a = 0° to a = 180° and the correlation every 0.1 from c = −0.8 to c = 0.8. Additional experiments for the error correlation parameters c ≤ −0.9 and c ≥ 0.9 were sometimes unstable and caused filter divergence. A 100-year run is performed for each experiment, and the analysis data for 99 years are used to compute the root mean square error (RMSE) after a 1-year spin-up.
Results
In this study, perfect-model twin experiments are performed. A 100-year nature run is performed after a 2-year spin-up, and the observations are generated for 100 years using Eq. (8).
First, we present the results of the experiment using the true R matrix. Figure 1 shows the differences of the time-mean root mean square errors (RMSE) from the control experiment with orthogonal observations (a = 90°) and no observation error correlations (c = 0.0). The RMSE of the control experiment (a = 90° and c = 0.0) is 0.248, comparable with the previous studies (e.g., Miyoshi 2005) . In general, Fig. 1 is very similar to Fig. 6 of MKL13 from the simple two-dimensional conceptual experiment. The analysis becomes more accurate than the control experiment when the observation error is correlated negatively (positively) with smaller (larger) angle a, or in other words, positively (negatively) correlated observations. The analysis is degraded when the observation error is correlated negatively (positively) with larger (smaller) angle a. At a = 160° and c = 0.8, the lowest RMSE of 0.186 is observed. In case of the points of c = 1.0 and a = 180, c = −1.0 and a = 0, the analysis error becomes zero completely, but these are not realistic for data assimilation. In this sense, c = 0.8 and a = 160, c = −0.8 and a = 20 are not the global minimum points in this study.
Next, we apply online estimation of all elements of the R matrix without a priori knowledge of the structure of R. R is estimated at every assimilation step and updated using Eq. (10). The initial estimate of the R matrix is chosen to be 2R t in all experiments with online estimation of R, where R t is the true R matrix given in Eq. (6). In this case, the filter diverged in all experiments if the parameter a = 0.03 in Eq. (10). With smaller a = 0.003, the filter performed stably after a few month spin-up time, but still the filter divergence occurred in some experiments. The dashed line in Fig. 2 shows the time-series of the estimated correlation parameter in the R matrix without a priori knowledge of the structure of R. After about 800 analysis steps, the estimated correlation parameter seems to converge to 0.4, apart from the true value of 0.5. Also, the correlation parameter suddenly drops around the step 200. 
where c is a scalar parameter controlling the error correlations. In this study, we assimilate 40 observations in each analysis cycle, so that the matrices R and H have the size of 40 × 40. We assume that the number of observations is even, and Eq. (6) guarantees |R| = 1, that is, the information of observations is fixed. Although the observation error variance, or the diagonal of R, varies with c, this study follows MKL13 and focuses on how the information of observations affects the analysis accuracy. The 40 observations are considered as 20 pairs of error-correlated observations. The error correlation between each pair is c 1 2 + c . Each pair of observations has an angle a from 0° to 180° (Eq. 7). q is set to 45° throughout this study, but this is not essential due to the symmetric design. Apparently, a = 90° (a ≠ 90°) corresponds to the orthogonal (non-orthogonal) observation operator H.
The observations are generated by adding the correlated random numbers to the true states. Following MKL13, the correlated random numbers are generated by applying the Cholesky decomposition to R and multiplying it to the uncorrelated random numbers:
where R = CC T is the Cholesky decomposition of R, and n(0,1) is composed of independent Gaussian random numbers with mean 0 and variance 1. x t is the true state obtained from a 100-year nature run.
The observation error covariance matrix may be estimated in each assimilation cycle based on the diagnostic equation of Desrozier et al. (2005):
where the bracket á × ñ indicates the statistical expectation. We may estimate all components of R, or may assume the structure of R and estimate only the non-zero elements in Eq. (6). This assumption may be realistic since we usually have reasonable a priori knowledge about the observing system, such that the observations are 20 independent pairs in the present case. The R est is not generally symmetric or positive definite, so that the 40 estimated observation error variance (diagonal term) and correlation parameter are averaged, respectively. The estimated R matrix is smoothed in time: If we assume having a priori knowledge of the R matrix structure and apply online estimation of only the non-zero elements of Eq. (6), the online estimation is very successful. With the estimated R, the time-mean RMSE is very similar to that of the experiment using true R (Fig. 3, contours) . The RMSE of the control experiment (a = 90° and c = 0.0) is 0.251, slightly larger than the case of the experiment using true R matrix. The lowest RMSE of 0.185 was obtained at a = 160° and c = 0.8. The colorshading of Fig. 3 indicates the mean absolute error (MAE) of the non-zero elements of the estimated R matrix from the true R matrix. Namely, the color shades in Fig. 3 indicate the accuracy of the R estimation. The solid line in Fig. 2 shows a very stable time series of the estimated correlation parameter around the true value of 0.5. Also, the estimated correlation parameter rapidly converges to the true value, much better than the dashed line without a priori knowledge. Not surprisingly, the analysis becomes more accurate if the estimated R is closer to the true R in general. Some areas show improvement despite the estimated R is not as accurate, but that may be within the range of random errors.
Summary and discussions
MKL13 suggested that for analysis accuracy in data assimilation the available information in the observations be essential rather than the amount of information based on the Shannon information content (Stewart et al. 2008) . Recent studies suggested that some observations have correlated errors, but the observation error covariance matrix R is assumed to be diagonal in the operational numerical weather prediction systems.
MKL13 found from the simple two-dimensional conceptual model that more accurate analysis were obtained from positively (negatively) correlated observations with negatively (positively) correlated errors. They also examined this theoretical inference using Lorenz-96 40 variables model in case with the correlated observation errors and "orthogonal" observation operators. This study extends the experiments of MKL13 and examines how the correlated observation errors and "non-orthogonal" observation operators affect the analysis accuracy in the Lorenz-96 40 variables model.
The results agreed very well with MKL13's findings from the simple two-dimensional conceptual model and showed that more accurate analysis were obtained from positively (negatively) correlated observations with negatively (positively) correlated errors. This suggests that considering the error correlations and the angle of observation operators may improve analysis accuracy when we assimilate the error-correlated observations in the real atmosphere. The results also showed that the analysis became less accurate in certain combinations of the error correlation and the angle in the observation operator. The results agree very well in the conceptual model based on the Shannon information content (Stewart et al. 2008; MKL13) .
Although this study is a step forward from MKL13, some limitations exist. Usually, the observation error correlations and observation operators are pre-determined by the observing systems and instruments, and we may not design them favorably. Also, this study employed a specific design of the observation error covariance matrix R and the observation operator H; the findings may not be generally applicable. Yet, this study may provide understandings of the potential analysis performance for the real-world error-correlated observations, and also, may suggest what instrument design would be favorable if we have options. Stewart et al. (2013) showed that the diagnosed observationerror correlations for the 130 channels in the Infrared Atmospheric Sounding Interferometer (IASI) had a significant block diagonal structure of the error correlation matrix. This study indicated that estimating only the components which are known to have non-zero values performed better (Fig. 3) . We conclude that with a reasonable a priori knowledge of the observing systems and estimating only non-zero elements of the full R matrix would be more effective and practical. Limiting the number of estimated elements would also help reduce the computational cost.
Although we were able to define a simple observing system in the perfect model experiment with the simple toy Lorenz-96 model, in practice, it would be more difficult to find the angles between observations. Also, considering a method to treat the non-diagonal R matrix efficiently in practice would not be trivial. These will be potential difficulties in including non-diagonal R and non-orthogonal H in practical numerical weather prediction (NWP). Fig. 1 , but for the experiments with online estimation of the observation error covariance matrix. The RMSE of the control experiment is 0.252. In addition, the color shading indicates the absolute error of the estimated R matrix from the true R matrix.
