Abstract: There have been many recent studies from both experimental and simulation perspectives in order to understand the effects of spatial crowding in molecular biology. These effects manifest themselves in protein organisation on the plasma membrane, on chemical signalling within the cell and in gene regulation. Simulations are usually done with lattice-or meshless-based random walks but insights can also be gained through the computation of the underlying probability density functions of these stochastic processes. Until recently much of the focus had been on continuous time random walks, but some very recent work has suggested that fractional Brownian motion may be a good descriptor of spatial crowding effects in some cases. The study compares both fractional Brownian motion and continuous time random walks and highlights how well they can represent different types of spatial crowding and physical obstacles. Simulated spatial data, mimicking experimental data, was first generated by using the package Smoldyn. We then attempted to characterise this data through continuous time anomalously diffusing random walks and multifractional Brownian motion (MFBM) by obtaining MFBM paths that match the statistical properties of our sample data. Although diffusion around immovable obstacles can be reasonably characterised by a single Hurst exponent, we find that diffusion in a crowded environment seems to exhibit multifractional properties in the form of a different short-and long-time behaviour.
Introduction
One of the fundamental goals of integrative systems biology is to understand complex spatio-temporal processes within cells. However, such a task may become exceedingly difficult, because of the intrinsic multiscale nature of these processes.
For instance, if we attempt to fully understand cell signal transduction, a careful description of membrane-bound receptor activation processes must be duly accounted for. However, the plasma membrane is a highly complex structure, compartmentalised on multiple length and timescales. These stem from different types of interactions such as lipid -lipid, lipid -protein, and with the cytoskeleton [1 -4] . As a result, detailed simulations accounting for all processes may be computationally prohibitively expensive, or simply infeasible.
Two key aspects of diffusion on cell membranes are worth keeping in mind. First, diffusion can be highly anomalous and secondly, the diffusion rate of proteins on live cell membranes is 1 -2 orders of magnitude slower than that observed in artificial membranes with the same composition [5] . In the first case, anomalous diffusion refers to processes where the mean-square displacement (MSD) of a particle is no longer linear in time. Furthermore, molecular crowding can prevent reacting molecules from reaching regions of the domain, because of the high concentration of macromolecules impeding their passage [6] . By consequence, anomalous diffusion can be viewed in two ways: as a mechanism to localise receptors and control signalling [7] , or a macroscopic result of underlying microscopic events.
Molecular concentration dynamics C(x, t) in a typical subdiffusive setting (i.e. MSD x 2 t a with 0 , a , 1 can be represented by the time-fractional differential equation (tFDE)
where x nd t are the space and time variables, respectively; a is the order of the tFDE, also known as the anomalous diffusion parameter previously being associated with crowdedness in the media [5, 8] and D
1−a t g(t)
is the fractional Riemann -Liouville derivative operator that reduces to the identity operator when a ¼ 1 (Brownian motion). It is worth noting that K a is the fractional equivalent to the classical diffusion coefficient and has
2a whereas f (X, t) may represent other terms related to a reaction -diffusion process (e.g. forcing and/or absorption).
Several efforts have been undertaken to describe anomalous diffusion in the discrete stochastic spatial setting [9] . One such approach is lattice-based Monte Carlo simulations [10, 11] , for which a desired cell compartment is represented by a 2/3D lattice. The size of each voxel takes into account volume-exclusion effects, in the sense that at most one protein per voxel is allowed, and the smallest protein size determines the grid fineness. In this context, a random walk is carried out by randomly selecting a protein, and randomly determining a movement direction (north, south, east or west, in the case of a rectangular 2D lattice), where the distance to the destination voxel depends on the diffusion rates for each species. On the contrary, offlattice methods retain explicit spatial coordinates of all particles in the system. In this case, molecules with nonzero diffusion coefficients are able to move to new positions, unrestricted by predetermined grids. However, it should be noticed that both lattice and off-lattice techniques generally entail restrictions on the computational time and size of the domain that can be represented and practically simulated.
From the experimental perspective, various techniques have been used to study such processes, including Single Particle Tracking [12] , Fluorescence Recovery after Photobleaching [13] and Fluorescence Correlation Spectroscopy [14] . However, the quantification of the degree and nature of the anomalous diffusion has shown to be more difficult than anticipated, because of the experimental limitations [7, 15] .
In spite of these discussions and recent technical developments, the nature of anomalous subdiffusion is still not well understood, either from experimental or simulation perspectives. Let us illustrate a number of such considerations. † In the nucleus, cytoplasm and plasma membranes of cells, widely differing ranges of the anomalous parameter a have been reported from experimental data [4, 16] , including studies that solely found Brownian diffusion [17] . † There are a number of reasons for these discrepancies including the fact that often only short tracks are recorded and the MSD relationship is not necessarily a robust metric for inferring complex spatial information. A more robust metric would be to construct a probability density function evolving in space and time, but this would require a very time-consuming experimental study. † From the simulation perspective, a number of simulation studies have reported crowding-dependent values of a [10, 11] . But a prediction of percolation theory is that for immobile obstacles a depends only on the embedding space dimension and not on the obstacle density [18] .
† The reasons for simulation discrepancies may relate to the size of the spatial domain, the size of the mesh, volume exclusion effects and relatively short simulation time spans. In this context, Krammer et al. [19] and Höfling et al. [20] present lattice-free simulations of point-like walkers on large spatial domains and over long time spans and do not see a relationship between a and the obstacle density. † From theoretical perspectives, in the case of immobile objects, one can expect to observe Brownian diffusion for initial small time periods (when no obstacles have yet been encountered), an anomalous regime at intermediate times and Brownian diffusion in the asymptotic regime [21, 22] . It is these crossovers that can create confusion when trying to interpret diffusive characteristics.
It remains to be seen whether anomalous diffusion scenarios could only be captured by explicit spatial models, or whether equivalent dynamics could be obtained using off-lattice simulations with single molecules devoid of explicit obstacles, thus capturing essential dynamics while significantly reducing computational time. In this study, we discuss two such strategies, attempting to recover essential dynamical behaviour while circumventing simulation constraints.
Methods
Our starting point is by creating a nai¨ve methodology consisting of a modified off-lattice simulator, in which each particle retains explicit coordinates at all times, including appropriate boundary conditions reflecting physical confinement. The difference to other off-lattice simulators such as [23 -27] is that anomalous trajectories are created without explicit representations of physical obstacles or molecular crowding.
Continuous time random walks
It has been shown that fractional master equations are contained within the traditional theory of continuous time random walks (CTRW). As such, a density function for the waiting times c(t) as been obtained exactly [28] as
is the generalised Mittag-Leffler function and j a scaling constant (a characteristic timescale). Once a time step is drawn from such distribution, one subsequently draws a 'spatial jump' in each of the d coordinate directions from a normal distribution with mean zero and variance 2s 2 upon which time and position of the random walker are updated accordingly. Asymptotically, the MSD of such a random walker is x 2 2dK a t a /G(1 + a), where the anomalous diffusion constant K a in the corresponding tFDE is recovered as
. However, numerically computing the generalised MittagLeffler function can significantly increase the algorithm's overheads. Instead, one can generate Mittag -Leffler random numbers from a closed analytical expression because of the Kozubowski and Rachev [29, 30] 
where u, v 1 (0, 1) are independent uniform random numbers. It is worth noting that for a ¼ 1, this expression reduces to the inversion formula for the exponential distribution [29] ,
Fractional and multifractional Brownian motion
Fractional Brownian motion (FBM) is a Gaussian process {B H (t)} with zero-mean and covariance function
where H is the Hurst exponent, H ¼ a/2 and a [ (0, 1) [31] . FBM can be described by the stochastic integral for t ≥ 0.
where W denotes a Wiener process [32] . This process has been shown to have self-similar and stationary increments and continuous sample paths with probability one [32, 33] . The Hurst exponent H plays two important roles: it determines both the roughness of the sample path and the long range dependence properties of the process [31] . In many cases, the roughness of the path depends on location and, by consequence, one may need to consider multiple regimes. The latter can be achieved by replacing the Hurst exponent H by a Hölder function H(t), such that 0 , H(t) , 1, ∀t [32] . In a nutshell, such generalisation leads to what is now termed multifractional Brownian motion (MFBM) [34] . In this case, the stochastic integral expression is similar to that of the FBM except for H being replaced by the corresponding Hölder function, the second integral having an upper limit of t and the integration being taken in the mean square sense. Moreover, for MFBM, increments are no longer stationary, and the process itself is no longer self-similar [32] . Simplified covariance functions and pseudo-codes for generating sample trajectories can be found in [31] . MFBM algorithms generate time series of spatial coordinates, which can be interpreted as spatial jumps, similar to off-lattice simulations. However, it should be kept in mind that such increments are correlated. Lastly, Hurst index discontinuities lead to path discontinuities. However, it has been argued that, for statistical applications, it suffices to cancel the discontinuity by adding a correction term [35] .
Mean square displacement and crowdedness
A molecule with non-zero diffusion will not remain in the same position indefinitely. As such, one may want to determine how far molecules travel in specific time intervals. The latter can be achieved by computing a MSD. There are two widely used measures. The first is the classical, time-varying, squared geometrical distance to the original position
where r i (t) denotes the position of particle i at time t, and the RHS represents the average over time steps. Noticeably, this quantity is generally averaged over all particles in the system as well.
Alternatively, one can evaluate single particle trajectories r i (t) in terms of the time averaged MSD (taMSD) [36] , defined as
where D is the lag time (a fixed time window swept along the time series) and T is the total time.
In what follows, we approximated the taMSD for random walks with fixed time steps t such as those generated with Smoldyn, by calculating the left Riemann sum of the integrand. That is
So, how does the MSD relate to crowdedness in the media? The parameter a can be obtained by measuring the slope of the logarithm of the MSD, as dependent on the logarithm of time. Noticeably, it has been previously shown that at the percolation threshold, that is where global mixing stops, the value for a in 2/3D is 0.69/0.54, respectively [5] . Nonetheless, estimates of the anomalous exponent beyond such thresholds have been readily reported in the literature [16, 37] .
Lastly, it is important to note that the taMSD of CTRWs and that of FBMs show different properties. Although the taMSD of a CTRW process is proportional to D the taMSD of FBM is proportional to D a , matching the characteristic t a of the MSD, both features reflecting the weak ergodicitybreaking character of CTRWs and ergodicity of FBMs, respectively [36] . When considering explicit boundary conditions, an asymptotic scaling taMSD D 12a can be observed. In fact, if we consider a simpler fBM framework with such 'confinement', we can observe 'plateaus' in the taMSD (similar to those observed in Smoldyn simulations; phase IV). However, CTRWs fail at displaying saturation towards a plateau, a fact that has already been discussed in [36] . For confined fBM in a 1D interval [2L, L] the stationary state of the plateau has been calculated as L 2 /3 [38] . We expect the same to hold in the context of MFBM, but a formal study on the topic lies outside the scope of this study.
CTRW against FBM
We will now illustrate simply how CTRW and FBM perform when we directly generate trajectories with a single value a ¼ 1/2, without trying to fit any experimental data yet. For creating the FBM paths we used the fbmwoodchan routine in the freely available software package FRACLAB [39, 40] .
A striking methodology preference becomes readily obvious when computing the MSD and taMSD. When considering CTRWs, both simulation techniques perform well in late time frames of the simulations, but early time frames are only well fitted by FBM (Fig. 1) . However, it is also important to accurately match the taMSD, which the CTRW approach fails to do. In this case, CTRW returned a value of a ¼ 1, as could be expected from the theory.
Results
In what follows, we will aim at representing different types of anomalous diffusion with single-molecule off-lattice simulators, including fractional and MFBM, discussing the usefulness of each approach (cf. Methods) as well as shortcomings. The two considered types of spatial dynamics leading to anomalous diffusion correspond to physical obstacles ( Fig. 2 ) and molecular crowding (Fig. 3) . For both scenarios, we used Smoldyn 2.25 [23, 24] to generate 'biological-like' data.
For all cases, we ran 100 independent simulations, and the tracked molecule's diffusion coefficient was set to be [39, 40] for generating 100 independent MFBM 1D sample paths in both x-and ydirections. The two (independent) time series mimic an MFBM random walk in 2D.
We then compared the MSD and taMSD from Smoldyn and MFBM simulations. Since we did not implement confinements for MFBM paths we based our comparisons only on the outcomes for the time interval [10 23 , 100]. The taMSD of MFBM simulations was calculated for D ¼ 10 , 1, 10, 20, 40, 60 and 80. Also, it should be noticed that if the Hurst exponent is allowed to be discontinuous in time, then the MFBM trajectories will have fixed discontinuities. Thus, for the latter, an appropriate scaling factor was chosen to effectively shift the MSD trajectory along the y-axis in order to match the data Fig. 1 MSD (left) and mean taMSD (right) of 100 CTRWs (light grey/blue) with a Mittag -Leffler waiting time PDF according to [28] (s 2 ¼ 0.5, j ¼ 0.001), and 100 FBM simulations (dark grey/green) with H ¼ 0.25, corresponding to a ¼ 1/2 where each time series was weighted by a factor of 100. Colour figures throughout the paper are available online.
Fig. 2 Physical obstacles
Impermeable occupied area fraction w is chosen to be 0.4 (left), 0.6 (middle) and 0.8 (right), within a squared domain of side length 50 mm. Sphere radii are drawn from a power-law distribution with minimum radius of 0.5 mm and power-law slope g ¼ 22 (cf. documentation for SmolCrowd). All obstacles are immovable, whereas the tracked particle (black/blue) diffuses at a rate of 1 mm 2 /s obtained from Smoldyn. Such an approach has been used earlier, as discussed in [35] and it has been argued that step fractional Brownian motion may be an alternative option [41] .
Physical obstacles
In this case, we obtained data from 100 Smoldyn simulations using occupancy fractions of w ¼ 0.4, 0.6 and 0.8; that is 40, 60 or 80% of the total area being occupied by obstacles.
Results showing the MSD and taMSD are given in Fig. 4 . In both cases, a dashed line portraying Brownian motion was included, to emphasise phases with slowly varying slopes. Following our method we generated 100 MFBM simulations using previously calculated a and scaling factors. A comparison with MFBM is shown in Fig. 5 .
It is worth noting that the taMSD displays a large difference between Smoldyn and MFBM results for small values of D. This is likely because of the larger fluctuations in MFBM paths, accumulated as error at the time of integration.
Previously, we had obtained CTRWs with Mittag -Leffler waiting time probability density function (PDF) tailored to match phase II (cf. Methods), the results of which matched the MSD but not the taMSD. For the latter, a value of a ¼ 1 was uniformly recovered, regardless of the different input a parameters (data not shown). As mentioned before, for CTRW a taMSD D is to be expected [36] . Since the CTRW fails at matching the taMSD statistics, we avoided analysing higher order moments.
Lastly, it is worth noting that better statistics can be obtained by calculating Hurst exponents without a 'one-fits-all' automatic approach. Naturally, an optimal reconstruction of multifractionality is application dependent, as we will show in the more complex case of molecular crowding.
Molecular crowding
We now obtained data from 100 Smoldyn simulations for domains with 150, 250 and 350 crowding molecules, and computed the MSD and taMSD. Results are shown in Fig. 6 .
In contrast to physical obstacles scenarios, crowded regimes exhibit distinct phases with more than one characteristic parameter a. As noted in Section 1, we observe Brownian diffusion for initial small time periods (when encounters with crowders have not occurred yet), an anomalous regime at intermediate timescales and Brownian diffusion in the asymptotic regime. Additionally, the above mentioned 'confinement' effect can be observed for simulations run over long time spans and the MSD and taMSD yield distinct values of a over the timescale of the simulation.
As a side note, it is worth distinguishing the effects on the choice of both simulation and recording step sizes. In Fig. 7 we show how results stemming from three different simulation step sizes converge in the medium and long term, whereas the onset of anomalous diffusion behaviour is stepsize dependent. Naturally, an earlier onset to anomalous behaviour can be observed by using smaller time steps. 
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Theoretically, this is not a problem, as simulation step sizes can be fixed to infinitesimally small values (with exceeding computational costs as a disadvantage). A different issue concerns the length of the recording time step when gathering simulation and/or microscopy data, the latter of which is subject to unavoidable technical limits. The recording time step size does not affect MSD values at selected time points, but may coarse-grain the data to a point where certain phases are no longer distinguishable. As a consequence, one might underestimate the extent of anomalous diffusivity or, in the worst case, even overlook an anomalous regime, and erroneously conclude diffusion is (pseudo) Brownian.
The resulting MSD and taMSD of MFBM simulations are shown in Fig. 8 , where one can observe results are reasonably close to the MSD but not to the taMSD (except for large D). However, it is expected that better fits can be obtained by manually tuning the values of a and additional scaling parameters, and perhaps be further enhanced by smoothing H(t). An example of such a fine-tuned MFBM is given in Fig. 9 . It becomes evident that MFBM processes are well able to reproduce the observed diffusive behaviour in form of both MSD and taMSD.
Spatial distribution
When modelling a diffusive process obtained from position data, we aim at synthesising motion that mimics the statistical properties of the process. Ultimately, a model should aim at reproducing the evolution of the spatial probability distribution. Depending on the diffusive process, this might be impossible without increasing the level of detail of the model. For instance, physical obstacles create regions in the domain that cannot be reached by moving particles. Any anomalous diffusion approach based on CTRWs or FBM/ MFBM will thus fail in matching the spatial distribution (with zero-probability spots for regions blocked by obstacles) unless one explicitly models such obstacles.
In contrast, molecular crowding does not exhibit such 'zero-probability' regions. In fact, given that crowding In particular the taMSD of such MFBM matches better with the corresponding data from Smoldyn (cf. Fig. 8 ) molecules and the tracked particle diffuse with identical diffusion coefficients, a comparison of the spatial distributions (obtained from the data and from our MFBM approach) seems appropriate.
For generating a distribution with reasonable spatial resolution, one requires a large number of sampled data. Generating this data can be very time consuming -not only from wet lab experiments but also from Smoldyn. Moreover, for smaller sample numbers, a comparison based on the 2D spatial PDF might not be very insightful. Instead, we propose comparing the radial PDFs.
The radial distribution is the particle's probability of being a certain distance away from the origin (i.e. the location at time t ¼ 0) at a given time t. Given that the MSD of the MFBM model approximates the MSD of the Smoldyn data, the mean of their radial distributions necessarily match for any point in time as well. However, our study of molecular crowding with 350 molecules additionally portrays a close match of the corresponding radial distributions (Fig. 10 ). An analytical treatment falls outside the scope of this study, but constitutes an interesting direction for future research.
Conclusions
CTRWs with long-tailed waiting time distributions have been widely used to model anomalous diffusion. This is a reasonable way to obtain diffusive behaviour that matches a given characteristic MSD. However, unless the studied stochastic process itself exhibits weak ergodicity breaking and a taMSD D, it might be less appropriate for representing distinct anomalous regimes than FBM/MFBM.
We have performed a series of simulation studies showing how to characterise spatial crowding and volume exclusion effects. Simulated spatial data, mimicking experimental data, was first generated by using Smoldyn. We then attempted to characterise this data through continuous time anomalously diffusing random walks and MFBM by obtaining MFBM paths that match the statistical properties given by MSD and taMSD of our sample data.
Although diffusion around immovable obstacles can be reasonably characterised by a single Hurst exponent, diffusion in a crowded environment seems to exhibit multifractional properties in form of a different short-and long-time behaviour (namely, MSD and taMSD with changing slopes). It is worth noting a stepwise Hölder function has been used to obtain MFBM paths matching single-file diffusion [43] , the motion of particles in quasi-1D channels.
It could be the case that biological data may behave differently to simulated data and so we hope to repeat this study for experimental data to see if our results still hold. An interesting additional study would involve the time evolution of spatial probability distributions stemming from scenarios with anomalous diffusion and fractional Brownian motion. We also hope that we may be able to use these ideas to develop purely temporal algorithms for approximating biochemical kinetics in spatially crowded environments -namely generalisations of the Stochastic Simulation Algorithm driven by anomalous diffusion or fractional Brownian motion. 0.179 mm around the origin. An optimal bin size was calculated as in [42] . The bar plot shows the probability of finding the particle in a specific interval (the bin) away from the origin IET Syst. Biol., 2012, Vol. 6, Iss. 4, pp. 134-142
