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parallel = "mclapply" cores = 4
library(isleboost)
data("bodyfat")
ctrl <- boost_control(mstop = 1000, parallel = "mclapply", cores = 4)







ctrl <- boost_control(mstop = 1000, parallel = "parLapply", cluster = cl)








ctrl <- boost_control(mstop = 1000, subsample = 0.1, type = "observations")




ctrl <- boost_control(mstop = 1000, subsample = 0.5, type = "features", replace = TRUE)
model <- isleboost(formula = DEXfat ~ ., data = bodyfat, baselearner = "bbs")
seed boost_control
boost_con-




ctrl <- boost_control(mstop = 1000, subsample = 0.1, type = "observations", postprocess = "lasso")









cluster_names <- paste("node00", 1:9, sep="")
cluster_names <- c(cluster_names, paste("node0", 10:50, sep=""))
cluster <- makePSOCKcluster(names = cluster_names)
# Estimate model and time it
formula <- V1 ~ .
ctrl <- boost_control(mstop = 2000)
model <- parboost(cluster_object = cluster,
path_to_data = path, nsplits = 50,
formula = formula, baselearner = "bbs",
control = ctrl, postprocessing = "none")
# Generate testset predictions
path.test <- "/Masterarbeit/real_data_experiments/msd/testset.csv"
testset <- read.csv(path.test)
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model <- parboost(split_data = "bagging", mc.cores = 4,
data = data, nsplits = 50,
formula = formula, baselearner = "bbs",




model <- parboost(cluster_object = cluster,
path_to_data = path,
data_import_function = function(x) read.csv(x, header = FALSE)[, 1:10],
nsplits = 50,
formula = formula, baselearner = "bols",
control = ctrl, postprocessing = "lasso")
model <- parboost(cluster_object = cluster,
path_to_data = path,
data_import_function = function(x) read.csv(x, header = FALSE)[, 1:10],
preprocessing = function(x) scale(x),
nsplits = 50,
formula = formula, baselearner = "bols",
control = ctrl, postprocessing = "lasso")
parboost
model <- parboost(cluster_object = cluster,
path_to_data = path,
nsplits = 50,
formula = formula, baselearner = "btree",
control = ctrl, postprocessing = "elasticnet",























starcluster put $1 starcluster.setup.zsh /home/starcluster.setup.zsh
starcluster put $1 Rpkgs.R /home/Rpkgs.R
numNodes=`starcluster listclusters | grep "Total nodes" | cut -d' ' -f3`
nodes=(`eval echo $(seq -f node%03g 1 $(($numNodes-1)))`)
for node in $nodes; do
cmd="source /home/starcluster.setup.zsh >& /home/install.log.$node"
starcluster sshmaster $1 "ssh $node $cmd" &
done
echo "Installation finished on Nodes"
starcluster sshmaster $1 $cmd &
echo "Installation finished on Master"
starcluster.setup.zsh
#!/bin/zsh
echo "deb http://stat.ethz.ch/CRAN/bin/linux/ubuntu precise/" >> /etc/apt/sources.list
gpg --keyserver keyserver.ubuntu.com --recv-key E084DAB9
gpg -a --export E084DAB9 | sudo apt-key add -
apt-get update
apt-get install -y r-base r-base-dev
echo “DONE with Ubuntu package installation on $(hostname -s).”
R CMD BATCH --no-save /home/Rpkgs.R /home/install.Rpkgs.log
echo “DONE with R package installation on $(hostname -s).”
Rpkgs.R
install.packages(c("randomForest", "caret", "mboost", "parboost", "plyr", "glmnet"),
repos = "http://cran.cnr.berkeley.edu")
print(paste("DONE with R package installation on ", system("hostname -s", intern = TRUE), "."))
ssh




cluster_names <- paste("node00", 1:9, sep="")
cluster_names <- c(cluster_names, "node010")
cluster <- makePSOCKcluster(names = cluster_names)
output <- parLapply(cluster, input, some_function)
stopCluster(cluster)
StarCluster

http://CRAN.R-project.org/package=mboost
http://hunch.net/vw/
http://CRAN.R-project.org/doc/Rnews/
http://www.ics.uci.edu/~mlearn/MLRepository.html
http://CRAN.R-project.org/package=parboost
http://star.mit.edu/cluster/docs/latest/index.html

