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Inspired by the classical theory of modules over a monoid, we introduce the natural notion
of module over a monad. The associated notion of morphism of left modules (“linear"
natural transformations) capturesan importantpropertyof compatibilitywithsubstitution,
not only in the so-called homogeneous case but also in the heterogeneous case where
“terms" and variables therein could be of different types. In this paper, we present basic
constructions ofmodules andwe showhowmodules allow a newpoint of view concerning
higher-order syntax and semantics.
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1. Introduction
Substitution is a major operation. Mathematicians of the last century have coined two strongly related notions which
capture the formal properties of this operation. The ﬁrst one is the notion of monad, while the second one is the notion of
operad. We focus on the notion of monad. The relevance of monads to computer science has been stressed constantly (see,
e.g. [11]). Moggi was the ﬁrst to describe how monads could contribute to the modeling of computational effects [4,23,24].
This breakthrough opened theway for the programming languageHaskell [17], which offers strong support for programming
through monads.
A monad in the category C is a monoid in the category of endofunctors of C (see Section 2) and as such, has right and left
modules. A priori these are endofunctors (in the same category) equipped with an action of the monad. In fact, we introduce
a slightly more general notion of modules over a monad, based on the elementary observation that we can readily extend
the notion of a right action of a monad in C to the case of a functor from any category B to C, and symmetrically the notion
of a left action of a monad in C to the case of a functor from C to any category D. We are mostly interested in left modules.
As usual, the interest of this new notion is that it generates a companion notion of morphism. We take as morphisms those
natural transformations among (left) modules which are compatible with the structure, namely which commute with the
action (we also call these morphisms linear natural transformations).
We propose here a ﬁrst reference for basic properties and constructions concerning left modules, together with basic
examples taken in the areaof (possiblyhigher-order) syntax and semantics. Indeed, there is currently a search for a convincing
discipline suited to the programming of theorem-provers in this area [2], and we hope to show, through examples in Haskell
and in Coq, the adequacy of the language of left modules for the encoding of higher-order syntax and semantics.
In Section 2, we brieﬂy review the theory of monads. In Section 3, we present left modules and, in Section 4, we introduce
linearity. In Sections 5 and 6, we present the treatment of ﬁrst-order typed syntax and of higher-order untyped syntax based
onmodules. In Section 7, we show, on the example of the λ-calculus, how semantics can be approached via modules. Finally
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in Section 8, we discuss related and future work. Appendix A describes the formal proof in the Coq proof assistant of one of
our examples.
We are pleased to thank the referees for very helpful criticism and suggestions.
2. Monads
We brieﬂy recall some standard material about monads. Experienced readers may want to skip this section or just use it
as a reference for our notations. Mac Lane’s book [19] can be used as a reference on this material. We ﬁx a category C which
admits sums and a ﬁnal object ∗. The main examples of such a category are the category of sets, the category of endofunctors
Set → Set and the relative categories Set/D considered in Section 5.
2.1. The category of monads
A monad over C is a monoid in the category C → C of endofunctors of C. In more concrete terms:
Deﬁnition 1 (Monad). A monad R = (R, ρ , η) over C is given by a functor R : C → C, and two natural transformations
ρ : R2 → R and η : I → R such that the following diagrams commute:
The natural transformations ρ and η are often referred to as product (or composition) and unit of the monad R. In the
programming language Haskell, their names are join and return, respectively.
Deﬁnition 2 (Morphisms of monads). Amorphism from themonad P to themonad R (both overC) is a natural transformation
φ : P → Rwhich respects composition and unit, i.e., such that the following diagrams commute:
It can be easily checked that these morphisms yield a category, the category of monads over C.
2.2. Examples of monads
Now we focus on some examples and constructions of monads which are especially relevant for the rest of the paper.
Example 1. The identity functor I : C −→ C is perhaps the most trivial example of monad (with ρ and η given by the
identity natural transformation).
Deﬁnition 3. For any object X in a category D, we deﬁne the constant functor X : C → D to be the functor which assigns X
to every object of C and 1X to every arrow of C. For instance if D has a ﬁnal object ∗, then ∗ is the ﬁnal functor (in the functor
category C → D).
Example 2. In particular, if C = D the (just deﬁned) endofunctor ∗ has a natural structure of monad (with ρ and η given by
the universal property of ∗) and it is the ﬁnal monad over C.
Example 3 (Maybe monad). The endofunctor X → X + ∗, which takes an object in C and “adds one point” has a natural
structure of monad over C. Borrowing from the Haskell terminology, we call it the Maybe monad. The monomorphisms
X → X + ∗ and ∗ → X + ∗, for each object X in C, give the natural transformations I → Maybe and ∗ → Maybe. Both are
morphisms of monads.
Example 4 (Peano naturals).Here we build the monad nat : Set → Set of naturals, where nat(X) features the set of formulas
built out from the familiar signature (0, succ) and the variables in X in the usual way. Since a formula is determined by
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its number of occurrences of succ and its unique leaf (which is either 0 or an element of X), this is formalized by taking
nat(X) := N× (X  {0}).
For ηX we take x → (0, x) and for ρX we take ρX(n, (m, z)) := (n + m, z).
Note that this monad nat has an endotransformation succ : nat → nat deﬁned by succX(n, x) := (n + 1, x), which is not
a morphism of monad. Indeed it does not even respect the units.
Example 5 (Lists). To construct the monad of lists L (over Set), ﬁrst take the functor L : Set → Set satisfying, for each set X
L(X) = Σn∈NXn = ∗ + X + X × X + X × X × X + · · ·
So L(X) is the set of all ﬁnite lists with elements in X . Then consider as composition the natural transformation ρ : L · L → L
given by the join (or ﬂattening) of lists of lists:
ρ[[a1, . . . ], [b1, . . . ], . . . , [z1, . . . ]] = [a1, . . . , b1, . . . , z1, . . . ].
The unit η : I → L is the collection of singleton maps ηX : x ∈ X → [x] ∈ L(X).
Example 6 (Lambda calculus). This example will be worked out with the necessary details in Section 6.3, but let us give early
some basic ideas (already present, e.g. in [1]). We denote by FV(M) the set of free variables of a λ-termM. For a ﬁxed set X ,
consider the collection of λ-terms (modulo α-conversion) with free variables in X:
SLC(X) := {M| FV(M) ⊂ X}
Given a set X we take as unit morphism ηX : X → SLC(X) the application assigning to an element x ∈ X the corresponding
variable in SLC(X). Every map f : X → Y induces a morphism SLC(f ) : SLC(X) → SLC(Y) (“renaming”) whichmakes SLC
an endofunctor. Let us now explain what can be called the tautological substitution, which is a natural transformation
ρX : SLC(SLC(X)) → SLC(X).
Since indexing variables by lambda-terms may appear counter-intuitive, we brieﬂy explain why this makes perfect sense.
This is about terms equipped with an intention of substitution: think for instance of a term with three free variables which
you intend to replace, respectively, by I, K and S. This intention is reﬂected by seeing this term not in SLC({x, y, z}) but
rather in SLC({I, K, S}). More generally, terms equipped with an intention of substitution (by closed terms) are reﬂected in
SLC(SLC(∅)). Finally terms equipped with an intention of substitution by terms with variables in X are perfectly reﬂected
in SLC(SLC(X)), and the tautological substitution replaces each variable, which is now a term, by this term.
Equipped with this η and this ρ , SLC is a monad, which we callmonad of the “syntactic” λ-calculus.
Moreover, the monad composition is compatible with the β and η conversions. Then, taking the quotient by the β , or the
η, or the βη equivalence relation we get three new monads, and the four associated projections are monad morphisms. In
particular, we denote by LC the quotient by βη-equivalence and we call itmonad of the “semantic” λ-calculus (cfr. Section 7).
The formal development illustrated in the appendix contains the proofs of these facts (see Appendices A.3 and A.4).
Deﬁnition 4 (Derivative). We deﬁne the derivative F ′ of an endofunctor F : C → C to be the functor F ′ = F · Maybe. We can
iterate the construction, and denote by F(n) the nth derivative.
Example 7 (The derivative of a monad). The derivative of a monad R has an induced structure of monad deﬁned as follows.1
We deﬁne the natural transformation γ : Maybe · R → R · Maybe such that, for each X , γX : Maybe(R(X)) → R(Maybe(X)) acts
on R(X) by functoriality of R and sends ∗ to ηR(∗). It is easily checked that γ is what is called a distributive law (see [3])
of R over Maybe. This is the standard piece of data for turning R · Maybe into a monad. We just mention the corresponding
notations: ifη andρ are the unit and the composition of themonad R, we denote byη′ the unit of R′, which is the composition
I
η−→ R −→ R′ and by ρ′ the composition of R′ which results from the following composition:
R · Maybe · R · Maybe R·γ ·Maybe−→ R · R · Maybe · Maybe ρR·ρMaybe−→ R · Maybe.
Thanks to this notion of derivative, the abstraction on λ-terms gives a natural transformation abs : SLC′ → SLC which
takes a λ-term M ∈ SLC(X + ∗) and binds the “variable” ∗. This fails to be a morphism of monads. Indeed, it does not even
respect units.
1 This corresponds to the MaybeTmonad transformer in Haskell.
548 A. Hirschowitz, M. Maggesi / Information and Computation 208 (2010) 545–564
2.3. The Kleisli category and the bind construction
The Kleisli category is an important canonical construction associated to every monad. We recall here its deﬁnition and
its relation with the bind construction. For more details on this topic we refer to book of Mac Lane [19]. These constructions
will be generalized to modules (with more detailed proofs) in Section 3.3. We consider a monad (R, ρ , η) over C.
Deﬁnition 5 (The bind operator). Given an arrow f : X → RY , we deﬁne themorphism bind f : RX → RY by bind f := ρY · Rf ,
which yields the following commutative diagram:
We have the following associativity and unity equations for bind:
bind g · bind f = bind(bind g · f ), bind ηX = 1RX , bind f · ηX = f (1)
for any pair of arrows f : X → RY and g : Y → RZ .
Deﬁnition 6 (Kleisli category). The Kleisli category associated to R, denoted Kl(R), is deﬁned as follows:
− The objects of Kl(R) are those of C. We will write XR when we intend to consider an object X of C as an object of Kl(R).− Given two objects X and Y , the arrows from XR to YR in Kl(R) are those from X to RY in C. We will write fR : XR −→ YR
when we intend to consider an arrow f : X −→ RY in C as an arrow of Kl(R).
− The identity arrow of XR is given by (ηX)R.− Given f : X → RY and g : Y → RZ two arrows in C, we deﬁne the composition in Kl(R) of fR and gR with the rule
gR · fR = (bind g · f )R = (ρZ · R(g) · f )R
The category properties of Kl(R) are easy consequences of equations (1).
Deﬁnition 7 (Kleisli extension).We deﬁne the Kleisli extension for R, R˜ : Kl(R) −→ C as follows:
− R˜XR = RX for each object X;− R˜fR = bind f for each arrow f : X → RY in C.
The functor properties of R˜ reduce to the ﬁrst two equations in (1). The functor R˜ extends R in the sense that the following
diagram of functors is commutative:
As is well-known, R˜ is right adjoint to (.)R.
It is well-known that a monad can be alternatively deﬁned through the bind and η operators. Indeed, the equations
Rf = bind(η · f ), ρX = bind 1RX (2)
express the functor and monad structure of R in terms of the bind and η operators and we have the following proposition.
Proposition 1. Let R : obj(C) → obj(C) be a mapping (where obj(C) denotes the set of objects ofC), and bind, η two operators
bind : ∀X, Y : obj(C),Hom(X, RY) −→ Hom(RX, RY), η : ∀X : obj(C), X → RX
satisfying (1). Consider on R the structure deﬁned by equations (2). Then (R, ρ , η) is a monad and R˜ = (R, bind) is the associated
Kleisli extension.
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It is also easy to characterize morphisms of monads in terms of the bind construction.
Proposition 2. Let R and S be two monads over the category C and consider a family φ of arrows φX : RX → SX for X varying
on obj(C). Assume that φ commutes with the unit and bind of the two monads, that is, for each X, Y ∈ obj(C) and f : X → RY
we have
φX · ηR,X = ηS,X
and
φY · bindR f = bindS (φY · f ) · φX .
Then φ : R → S is a natural transformation and a morphism of monads.
3. Modules over monads
In this section, we ﬁx a monad R := (R, ρ , η) over a category C as above, and we introduce and study left R-modules.
3.1. Left modules
Deﬁnition 8 (Left modules). A left R-module is given by a functorM : C → D equippedwith a natural transformationμ : M ·
R → M, called the action, which is compatible with the monad composition, more precisely, we require that the following
diagrams commute:
(3)
We will refer to the category D as the range ofM.
Remark 1. The companion deﬁnition of modules over an operad (cf. e.g. [21,13]) follows easily from the observation [25]
that operads are monoids in a suitable monoidal category. By the way, this monoidal structure is central in [10].
3.2. Examples of left modules
Example 8. We can see our monad R as a left module over itself (with range C), which we call the tautologicalmodule. Note
that this module structure does not help our Proposition 3 to encompass our Proposition 1.
Example 9. Any constant functorW : C → D, forW an object in D, is a left R-module (in an obvious way).
Example 10. For any functor F : D → E and any left R-moduleM : C → D, the composition F · M is a left R-module (in the
evident way).
Example 11 (Derived module). As for functors andmonads, derivation is well-behaved on left modules: for any left R-module
M, the derivativeM′ = M · Maybe has a natural structure of left R-module where the actionM′ · R → M′ is the composition
M · Maybe · R Mγ−→ M · R · Maybe μMaybe−→ M · Maybe
and γ is the distributive law introduced for Example 7.
3.3. The Kleisli extension of a left module and the mbind construction
We ﬁx a left module (M, μ) with range in D over the monad (R, ρ , η).
Deﬁnition 9 (The mbind operator). Given an arrow f : X → RY , we deﬁne the morphism mbind f : MX → MY by mbind f :=
μY · Mf .
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The axioms of left module imply the following equations over mbind:
mbind g · mbind f = mbind(bind g · f ), mbind ηX = 1MX (4)
for any pair of arrows f : X → RY and g : Y → RZ . These equations express exactly that the following deﬁnes a functor.
Deﬁnition 10 (Kleisli extension).We deﬁne the Kleisli extension ofM, M˜ : Kl(R) −→ D as follows:
− M˜XR = MX for each object X;− M˜fR = mbind f for each arrow f : X → RY in C.
Just as in the case of a monad, a left module can be alternatively deﬁned through the mbind and η operators.
Indeed, we have the following relations:
Mg = mbind(ηY · g), μX = mbind 1RX (5)
which express the functoriality and themodule action in terms of thembind and η operators. Andwe have a result analogous
to Proposition 1.
Proposition 3.
1. Given a functor φ : Kl(R) −→ D, there exists a unique left module M over R satisfying M˜ = φ.
2. In other words, let M : obj(C) → obj(D) be a mapping (obj(·) denotes the set of objects) and mbind be an operator
mbind : ∀X Y : obj(C), Hom(X, RY) −→ Hom(MX, MY)
satisfying (4). Then the formulas given by equations (5) turn M into an R-module.
Proof. The ﬁrst assertion follows directly from the second one by the very deﬁnition of functor. For the second assertion, let
us give the explicit calculation showing that the operators deﬁned by equations (5) satisfy the axioms of left-modules. First,
we check thatM satisﬁes the functor axioms: let X, Y, Z be objects of C and f : X → Y , g : Y → Z two arrows. Then
M 1X = mbind(ηX · 1X) = mbind ηX = 1X ,
Mg · Mf = mbind(ηZ · g) · mbind(ηY · f )
= mbind(bind(ηZ · g) · ηY · f ) = mbind(ηZ · g · f ) = M(g · f ).
Now let us show that the action μ is compatible with the monad structure as expressed by (3). For each object X , we have
μX · M ηXmbind 1RX · mbind(ηRX · ηX) =
= mbind(bind 1RX · ηRX · ηX) = mbind(1RX · ηX) = 1MX
which proves the commutativity of the right diagram in (3). Finally, the commutativity of the left part of the same diagram
is shown by the following calculations:
μX · μRX = mbind 1RX · mbind 1R(RX) = mbind(bind 1RX · 1R(RX)) = mbind(bind 1RX),
μX · M ρX = mbind 1RX · mbind(ηRX · ρX) = mbind(bind 1RX · ηRX · bind 1RX)
= mbind(1RX · bind 1RX) = mbind(bind 1RX). 
4. Linearity
The notion of module is coined in order to select the “right" notion of morphism. A morphism will be a linear natural
transformation among modules. Here we ﬁx a monad R := (R, ρ , η) on a category C as above.
4.1. Categories of left modules
Deﬁnition 11 (Linear natural transformations). Given two left R-modules M, N with the same range, we say that a natural
transformation τ : M → N is linear if it is compatible with the actions, in the sense that the following diagram commutes:
We take linear natural transformations as left module morphisms.
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Remark 2. Here the term linear refers to linearalgebra: linearapplicationsbetweenmodulesovera ringaregroupmorphisms
compatible with the action of the ring. This is compatible with the usual ﬂavor of the word linear (no duplication, no junk,
see the ﬁrst example below).
Deﬁnition 12 (Category of left modules).We check easily that linear morphisms between left R-modules with the same range
yield a category (equipped with a forgetful functor to the functor category). We denote by ModD(R) the category of left
R-modules with range D.
Deﬁnition 13 (Product of left modules).We check easily that the cartesian product of two left R-modules as functors (having
as range a cartesian category D) is naturally a left R-module again and is the cartesian product also in the category ModD(R).
We also have ﬁnite products as usual. The ﬁnal left module ∗ is the product of the empty family.
We just mention (for completeness) that our category of left modules admits limits and colimits as soon as the target
category does. We also mention that right modules can be introduced in a similar way. However, it is less clear to us how
they could interact with the Kleisli construction.
4.2. Examples of non linear and linear natural transformations
Example 12. Here we choose for R the monad on Set generated by a binary constructions + and we build (by recursion)
a natural transformation α : R → R as follows: for a variable x, we take α(x) := x + x, while for the other case we take
α(a + b) := α(a) + α(b). It is easily veriﬁed that α is not linear with respect to the tautological module structure: when
checking the diagram against η((ηx) + (ηy)), we obtain (ηx + ηx) + (ηy + ηy) /= (ηx + ηy) + (ηx + ηy).
Example 13. We easily check that the natural transformation of a left module into its derivative is linear. Note that there
are two natural inclusions of the derivativeM′ into the second derivativeM′′. Both are linear.
Example 14. Consider again the monad of lists L. The concatenation of two lists is an L-linear morphism L × L → L.
Deﬁnition 14 (Evaluation). Here our domain category C is Set. Given an R-module M with range in Set, we have a natural
“evaluation” morphism eval : M′ × R → M, where M′ is the derivative of M, deﬁned as follows. Given a set X and two
elements x ∈ RX andm ∈ M(X + ∗) we deﬁne evalX(m, x) := mbindwx m, where wx : (X + ∗) → RX is the sum of ηX with
the constant map with value x.
More generally, for each non-negative number n, by composition,we have a natural “evaluation”morphism evaln : M(n) ×
Rn → M, whereM(n) is the nth derivative ofM.
4.3. Linearity and the Kleisli extensions
Our approach via Kleisli constructions to monads and modules extends to linearity as follows.
We have the following characterization of linearity (compare with Proposition 2 for the analogous characterization of
monad morphisms):
Proposition 4. Let R be a monad over C and consider two left R-modules M, N with range in D. Then the family of arrows
τX : MX → NX (for X varying in obj(C)) is a linear natural transformation if and only if, for each arrow f : X −→ RY the
diagram
(6)
is commutative.
Proof. Let us assume ﬁrst that τ is linear and consider an arrow f : X −→ RY . Then we have
τY · mbindM f = τY · (μM)Y · Mf = (μN)Y · τRY · Mf = (μN)Y · Nf · τX = mbindN f · τX .
Hence diagram 6 is commutative.
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Conversely, assume that for each arrow f : X → RY the diagram6 is commutative. Given an arrow g : X → Y we consider
f = (ηR)Y · g and we get
τY · Mg = τY · mbindM f = mbindN f · τX = Ng · τX
where the ﬁrst and the last equalities follows by the ﬁrst equation of (5). This shows that τ is a natural transformation. Finally,
for any arrow f : X −→ RY we have
τX · (μM)X = τX · mbindM 1RX = mbindN 1RX · τRX = (μN)X · τRX
hence τ is linear. 
The commutativity in the previous statement can be reinterpreted as follows:
Proposition 5. Let R and D as above. We deﬁne the Kleisli extension as a functor:
(˜·) : ModD(R) → Hom(Kl(R), D)
by sending M to M˜ as previously deﬁned, and sending τ : M → N to τ˜ deﬁned, for any X ∈ obj(C), by τ˜X : M˜X → N˜X := τX .
Then (˜·) is a functor and an isomorphism of categories.
4.4. Base change
Proposition 6 (Base change). Given a morphism φ : R → S of monads and a left S-module M, we have an R-action onM given by
M · R Mφ−→ M · S μM−→ M.
We denote by φ∗M the resulting R-module and we refer to φ∗ as the base change operator.
Proof. We ﬁrst have to prove the commutativity of the diagram
We split this diagram as follows:
The upper triangle is commutative because φ is a morphism (φ · ηR = ηS). The lower triangle is commutative becauseμ
is an action.
Next we have to prove the commutativity of the following diagram.
which we break into four pieces as follows:
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The upper square is commutative because φ is a morphism. The lower square is commutative becauseM is an S-module.
The triangle is commutative by deﬁnition of the composition φφ. The ﬁnal piece is commutative because μ is natural. 
Deﬁnition 15 (Base change functor). Given a morphism φ : R → S of monads, we deﬁne the base change functor ModD(S) to
ModD(R). We denote it again by φ∗ since its object part is the previous deﬁned base change operator.
For the morphism part, given a morphism α : M → N of left S-modules, we take φ∗(α) := α. Indeed, this natural
transformation being S-linear is easily checked to be also R-linear. This obviously deﬁnes a functor as announced.
The following results are easy consequences of the deﬁnitions.
Proposition 7. The base change functor commutes with products and with derivation.
Proposition 8. Given amorphism of monadsφ : R → S, the underlying natural transformation also underlies a morphism of left
R-modules, still denoted φ, from the tautological R-module to φ∗S.
5. First-order typed syntax
In this section, we check the approach to syntax through modules against the ﬁrst-order typed case. This approach starts
by deﬁning arities and signatures, then it deﬁnes representations of arities or signatures inmonads, and the category of such
representations, and ﬁnally looks for an initial object in this category. We ﬁx a set D of types (or degrees). From now on, we
will say modules instead of left modules.
Deﬁnition 16 (D-sets). We call D-set any family of sets indexed by D and write D → Set for the (large) set of D-sets. For
morphisms among D-sets, we take families of applications indexed by D. This turns D → Set into a category. For each D-set
X and d ∈ D, we denote by Xd rather than X(d) the component of X in degree d. We denote by τd the corresponding functor
from Set/D to Set. There is an essentially equivalent view, where a D-set is a set over D, namely a set A equipped with a
map from A to D. This map assigns to each element of A its type (or degree). The corresponding category is the slice category
Set/D, where morphisms are type-preserving applications. The categories D → Set and Set/D are equivalent. For an object
X in Set/Dwe write again Xd for the inverse image of d in X , and we write again τd for the functorial assignment X → Xd.
Deﬁnition 17 (D-arities and D-signatures). A D-arity is a ﬁnite non-empty list of elements in D. We use a colon to single out
the ﬁrst element of the list, which stands for the type of the result, while the other elements of the list stand for the types
of the arguments. A signature is a family of arities, i.e., a pair Σ = (O,α) where α(o) = (b(o) : a(o)) is an arity for every
o ∈ O.
Deﬁnition 18 (Elementary D-modules).We say that a monad over Set/D is a D-monad. Given a D-monad R, and a type d ∈ D
we denote by Rd the R-module with range in Set obtained by applying τd to R, in other words: Rd := τd · R. More generally,
for a list a := (a1, . . . , an) of elements in D, we write Ra for the product Ra1 × · · · × Ran . These modules are our elementary
modules over R.
Deﬁnition19 (Representationof aD-arity).GivenaD-monadR,wedeﬁnea representationof theD-arityα = (b : a1, . . . , an) =
(b : a) in R to be a morphism of modules:
r :
n∏
i=1
Rai −→ Rb
or, in other words:
r : Ra −→ Rb.
We also say that r is a construction of arity α in R.
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Deﬁnition 20 (Representation of a D-signature). A representation of the D-signature Σ = (O,α) in the D-monad R, consists
of, for each o in O, a representation of the D-arity α(o) in R.
Deﬁnition 21 (The category of representations). Given a signatureΣ = (O,α), we build the category RepΣD of representations
ofΣ in D-sets as follows. Its objects are D-monads equipped with a representation ofΣ . A morphism from (R, r) to (S, s) is a
morphism φ from R to S compatible with the representations in the sense that, for each o in O, with α(o) = (b : a1, . . . , an),
the following diagram of R-modules commutes:
∏n
i=1 Rai −−−−→ Rb⏐⏐⏐
⏐⏐⏐
φ∗
∏n
i=1 Sai −−−−→ φ∗Sb
(7)
where the horizontal arrows come from the representations and the vertical arrows come from φ.
Proposition 9. These morphisms, together with the obvious composition, turn RepΣD into a category.
Theorem 1. The category RepΣD has an initial object which we call the inductive D-monad generated by Σ , and denote by Σ̂.
The proof of this theorem is straightforward.We justmention that the initial objectmay be constructed as a set of abstract
syntax trees. As usual, our “syntactic” object Σ̂ comeswith corresponding recursion and induction principles whichwe omit
to state explicitly.
Example 15. Here we consider the syntax for typed lists. For the set of types, we take the inductive set generated by the
grammar τ = ∗ | list τ (wecouldof course takemorebase types).Nextwedescribeour signature TL. It consists of the following
two families, nil and cons, of arities, both indexed by τ : for each t ∈ τ , nilt = (list t :) and const = (list t : t, list t). According
to our theorem, this signature deﬁnes a syntactic monad. This monad assigns to each set of typed variables the set of typed
lists built out from these variables.
6. Higher-order untyped syntax
In the previous section, we have considered typed constructions without bindings. Here we consider untyped construc-
tions with bindings. The approach is the same as in the previous section. We deﬁne (untyped higher-order) arities and
signatures. Then we deﬁne the representations of such signatures in a monad, and morphisms between representations.
Finally we look for an initial object in the category of representations of a signature, which will be “the" syntax associated
with the given signature. We give a general existence theorem. Then we show, on the example of the λ-calculus, how easily
such a higher-order syntax can be implemented in Haskell.
6.1. The general construction
All monads in this section and the next are assumed to be over the category Set of (small) sets.
Deﬁnition 22 (HO-arities). We deﬁne an arity (or HO-arity) to be a non-empty list of integers. We say the arity is ﬂat when
the ﬁrst element of the list is zero. Given an arity a = (b : a1, . . . , an), we denote by ﬂat(a) the (ﬂat) arity (0 : a1, . . . , an, 0b),
where 0b stands for a list of b zeros.
The intended meaning is that a (possibly binding) construction will have an arity. The number n will be the number of
arguments, while ai will be the number of bound variables in the ith argument. Finally, the number b is the number of “fresh”
variables in the output of the construction.
Thus, the difference with the deﬁnition in [10] is the extra integer (b) opening new room for non ﬂat arities. The purpose
of non ﬂat arities is to offer some extra ﬂexibility in the presentation of theories. Here is the emblematic example.
Example 16. The semantic λ-calculus is a monad LC where the abstraction is a linear isomorphism abs : LC′ → LC. The
arity of this construction is (0 : 1) because it has one argument where one variable is bound. The inverse isomorphism is
what we call the app1 construction, app1 : LC → LC′, namely the curryﬁcation of the usual app, which accepts only one
argument (hence its output waits for an extra argument). To this construction app1, we assign the non ﬂat arity (1 : 0),
meaning that it expects a single argument where no extra variable is bound, and that its output expects one extra argument.
More importantly, presenting LC with abs and app1 (instead of the usual app) allows for a strikingly simple formulation of
the β and η rules. For more details see the next section.
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Deﬁnition 23 (Binding signatures). We deﬁne a (binding) signature Σ = (O,α) to be a family of arities α : O → N×N∗.
HereN∗ stands for the set of lists of natural numbers. A signature is said to be ﬂat if it consists of ﬂat arities. For a signature
Σ = (O,α), we denote by ﬂat(Σ) the ﬂat signature (O, o → ﬂat(α(o))).
Next, we describe what are the elementary modules in the present context.
Deﬁnition 24 (Elementary modules). Given a monad R over Set, and a possibly empty list a := (a1, . . . , an) of integers, we
denote by R(a) the R-module with range in Set obtained as product of derivatives: R(a) := R(a1) × · · · × R(an).
Deﬁnition 25 (Representation of an arity). Given a monad R over Set, we deﬁne a representation of the arity α = (b : a) in R
to be a module morphism
r : R(a) −→ R(b).
We also say that r is a construction of arity α in R. In case b = 0 we say that r is a ﬂat construction in R.
Deﬁnition 26 (The category of representations).Given a signatureΣ = (O,α), we build the categoryMonΣ of representations
ofΣ as follows. Its objects aremonads equippedwith a representation ofΣ . Amorphismφ from (R, r) to (S, s) is amorphism
from R to S compatible with the representations in the sense that, for each o in Owith α(o) = (b : a), the following diagram
commutes:
R(a) −−−−→ R(b)⏐⏐⏐
⏐⏐⏐
φ∗S(a) −−−−→ φ∗S(b)
(8)
where the horizontal arrows come from the representations and the vertical arrows come from φ (it is used here that φ∗
commutes with derivation and products).
Proposition 10. These morphisms, together with the obvious composition, turn MonΣ into a category which comes equipped
with a forgetful functor to the category of monads.
Theorem 2. Let Σ be a (binding) signature. Then the categoryMonΣ of representations of Σ has an initial object Σ̂.
Proof. The problem can be reduced to the case of ﬂat signatures. This reduction is discussed in the next section (Proposition
11). Thus, let us assume that Σ = (O,α) is a ﬂat signature.
Our task is fourfold. We have to build a monad Σ̂ , to equip it with a representation ρ , to build a morphism ι from ρ to
any other representation  and to prove the uniqueness of such a morphism.
The monad.
We give a brief presentation of the monad, which is fairly standard. The elements in Σ̂(X) are syntactic trees with free
variables in X (and for bound variables our “de Bruijn indices”: None(X), None(X∗), . . . ) as expected. The unit of Σ̂
takes an element x in the given set X andmaps it to the syntactic tree with a single node labeledwith x. The composition
of the monad takes a syntactic tree with free variables in Σ̂(X) and maps it to the syntactic tree obtained by replacing
each leaf labeled by a free variable f by the syntactic tree f .
In such a syntactic tree t ∈ Σ̂(X), to each node γ is associated its shift. This is an integer n such that the subtree at
γ may be seen as a syntactic tree in Σ̂(X(n)) where X(k) denotes X + ∗ · · · ∗ (k times). The shift function is deﬁned in
order to satisfy the arity condition: if the arity of the constructor at γ is (0 : a1, . . . , ap), the shifts at the sons of γ are
n + a1, . . . , n + ap.
The initial representation.
For each o ∈ O we have a corresponding arity α(o) = (0 : a) = (0 : a1, . . . , an) in Σ and a natural transformation
ro : Σ̂(a) → Σ̂ . For each set X , ro,X maps the tuple (t1, . . . , tn) ∈ Σ̂(a)(X) to the tree with the root labeled with o and
t1, . . . , tn as subtrees. This is a natural transformation since it obviously commutes with renaming. Due to our original
approach, we have to prove slightly more, namely that this natural transformation is linear. This just means that the
given construction commutes not only with renaming, but with any substitution, which is again obvious.
Uniqueness of the initial morphism of representations.
Westart by checking the uniqueness of the initialmorphism,which is simpler than the existence. Sowe consider another
representation r of Σ into a monad R and take two such morphisms p and q from ρ to r. We must prove that for any t
in any Σ̂(X), p(t) and q(t) are equal.
This is proven by induction on the structure of the syntactic tree of t. The case where t is a variable is obvious since p
and q are morphisms of monads, hence commute with the units.
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Otherwise, t reads ρo,X(s1, . . . , sn) where s1, . . . , sn are subtrees. We have
p(t) = ro,X(p(s1), . . . , p(sn)) = ro,X(q(s1), . . . , q(sn)) = q(t).
The ﬁrst and third equalities follow from the fact that p and q are morphisms of representations, while the second
equality follows by induction.
Existence of the initial morphism of representations.
The construction of the initial morphism is parallel to the previous proof. So we consider another representation r of Σ
into a monad R and deﬁne our morphism from ρ to r by recursion on the structure of trees. In the case where the given
syntactic tree t is a variable ηΣ̂ ,X(x), we take ιX(x) := ηR,X(x). Otherwise t reads ρo,X(s1, . . . , sn), and we take
ιX(t) := ro,X(ιX(a1) (s1), . . . , ιX(an) (sn)).
Let us note that, since a functor on a large category is not a set, it is not clear how this construction could be formalized
without assuming the existence of a universe, and working inside it. Note also that this issue does not show up when
formalizing in Coq, thanks to the implicit hierarchy of universes.
Nowwehave to check that this transformation is a natural transformation and amonadmorphism. Thanks to Proposition
2 both properties can be veriﬁed at once by showing that ι commutes with the η and bind operators. The preservation
of the unit follows directly by the deﬁnition of ι.
For the preservation of bind we show that the natural transformation ι(k) : Σ̂(k) → R(k) (or more precisely ι∗R(k)) is
Σ̂-linear for all k, that is, for every arrow f : X → Σ̂Y and t ∈ Σ̂(k)X we have
ι
(k)
Y
(
mbindΣ̂(k) f t
) = mbindR(k) (ιY · f )
(
ι
(k)
X t
)
. (9)
We remark that the two maps ι
(k)
X and ιX(k) are the same. For k = 0 the previous formula reduces to compatibility of ι
and bind which is our thesis. We proceed by induction on the structure of t. If t is a variable ηΣ̂ ,X(k) (x) then both sides
of the equation are ι
(k)
Y (f
(k)(x)), where f (k) : X(k) → Σ̂Y (k) denotes f shifted by k. Otherwise, t reads ρo,X(k) (s1, . . . , sn)
and we can assume that equation (9) holds for the subtrees sj ∈ Σ̂(aj+k)X . Then we have
ι
(k)
Y
(
mbindΣ̂(k) f (ρo,X(k) (s1, . . . , sn))
)
= ι(k)Y
(
ρo,Y (k)
(
mbindΣ̂(a1+k) f s1, . . . ,mbindΣ̂(an+k) f sn
))
(10)
= ro,Y (k)
(
ι
(a1+k)
Y
(
mbindΣ̂(a1+k) f s1
)
, . . . , ι
(an+k)
Y
(
mbindΣ̂(an+k) f sn
))
(11)
= ro,Y (k)
(
mbindR(a1+k) (ιY · f )
(
ι
(a1+k)
X s1
)
, . . . ,mbindR(an+k) (ιY · f )
(
ι
(an+k)
X sn
))
(12)
=mbindR(k) (ιY · f )
(
ro,Y
(
ι
(a1+k)
X s1, . . . , ι
(an+k)
X sn
))
(13)
=mbindR(k) (ιY · f )
(
ι
(k)
X t
)
(14)
where equalities (10) and (13) hold by the linearity of the constructors (see Proposition 4), equalities (11) and (14) hold
by the deﬁnition of ι and equality (12) follows by induction. 
6.2. Flattening
Deﬁnition27 (Flatteninga representationofanarity).GivenamonadRandarepresentation r of thearityα = (b : a1, . . . , an) =
(b : a) in R, we deﬁne the natural transformation
ﬂat(r) : R(a) × Rb −→ R
as the composition
R(a) × Rb r×Rb−→ R(b) × Rb evalb−→ R
where evalb is the operator deﬁned in Deﬁnition 14. It is easily checked that ﬂat(r) is a representation of ﬂat(α).
Example 17. A representation of (1 : 0) in SLC is given by the app1 : SLC −→ SLC′ construction. The associated represen-
tation of ﬂat(1 : 0) = (0 : 0, 0) is the usual app.
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Proposition 11 (Flattening is bijective for arities). Given a monad R and an arity α = (b : a1, . . . , an) the ﬂat map deﬁned above
deﬁnes a bijection from the set of representations of α in R to the set of representations of ﬂat(α) in R.
Deﬁnition 28 (Flattening a representation of a signature).Given amonad R and a representation r of the signatureΣ = (O,α)
we deﬁne ﬂat(r) to be the family o → ﬂat(r(o)) which is a representation of ﬂat(Σ).
Proposition 12 (Flattening is bijective for signatures). Given a monad R and a signature Σ = (O,α) the ﬂat map deﬁned above
deﬁnes a bijection from the set of representations of Σ in R to the set of representations of ﬂat(Σ) in R.
Proposition 13. Given a signature Σ , the ﬂat construction extends as a functor
MonΣ −→ MonﬂatΣ
from the category of representations ofΣ to the category of representations of ﬂat(Σ). Furthermore, this functor is an isomorphism
of categories.
The previous proposition means that, as announced, our Theorem 2 can be proved by reduction to the special case of a ﬂat
signature.
6.3. Implementation in Haskell
The programming languageHaskell [17] offers strong support for programming throughmonads. In this section,we show,
on the special case of the usual signature Σ = ((0 : 0, 0), (0 : 1)) of the λ-calculus, how higher-order syntax can be nicely
implemented in Haskell. The initial monad Σ̂ associatedwithΣ by our Theorem 2will be denoted by SLC (SLC standing for
“syntactic”λ-calculus, cfr. the example in Section 2).We considerSLC(X) as the set ofλ-termswith free variables taken from
X where the Σ-representation morphism SLC × SLC + SLC′ −→ SLC gives the familiar constructors of the λ-calculus in
the nameless encoding [5], namely, the SLC-linear natural transformations
app : SLC × SLC → SLC, abs : SLC′ → SLC.
Wedenoteby var theunit of themonadwhich is the constructor of variables. Thebindoperator ofSLCgivesus the substitution
(or instantiation) of free variables and the monad axioms together with the SLC-linearity of the app and abs constructors
give us an elegant and concise description of the basic properties of substitution, namely the recursive rules for bind :
bind f (var v) = f v
bind f (app x y) = app (bind f x) (bind f y)
bind f (abs x) = abs (mbind f x)
and its mandatory properties:
bind var x = x , bind g (bind f x) = bind (bind g · f ) x.
Notice the occurrence of mbind in the substitution rule for abs which is where the SLC-module structure of the derivative
SLC′ comes into play.
Most of this can be condensed in the following ten lines of Haskell code, which appear already in [1], implementing
altogether the (nested) datatype for λ-terms and the substitution algorithm. Following the Haskell practice we use the
(inﬁx) operator >>= to denote the bind operator with arguments switched. We also switched the arguments in the deﬁnition
of the mbind operator for consistency. Also recall that in the Haskell terminology return denotes the unit of the monad.
module SLC where
import Monad (liftM)
data SLC a = Var a | App (SLC a) (SLC a) | Abs (SLC (Maybe a)) -- the nested data type
instance Monad SLC where -- the monad structure on SLC
return = Var
Var x >>= f = f x
App x y >>= f = App (x >>= f) (y >>= f)
Abs x >>= f = Abs (mbind x f) -- notice the ‘‘forward" call to mbind
mbind :: SLC (Maybe a) -> (a -> SLC b) -> SLC (Maybe b)
mbind x f = x >>= maybe (Var Nothing) (liftM Just . f).
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The last line of this code implements the structure of SLC-module over the derivative SLC′. Observe that the deﬁnitions of
bind (>>=) and mbind are mutually recursive. We recall from [17] that Maybe is the inductive datatype deﬁned by
data Maybe a = Nothing | Just a
and maybe is the associated catamorphism
maybe :: b -> (a -> b) -> Maybe a -> b.
The operator
liftM :: (Monad m) => (a -> b) -> m a -> m b
is the functor action on maps (deﬁned in terms of the >>= operator), so the de Bruijn “bump” of free variables is given by the
term
liftM Just :: (Monad m) => m a -> m (Maybe a).
As usual with programming, some properties remain to be checked, namely:
• the mandatory properties mentioned above, which ensure that we have a monad
• the fact that mbind deﬁnes a module structure.
This is done in theappendix,wherewepresent the samesubstitutionalgorithmwith thenecessaryveriﬁcations implemented
with the Coq proof assistant.
Notice that the fact that abs is linear can be read out from the code, thanks to Proposition 4.
7. Algebraic semantics: an example
In this section, we illustrate, through the example of the λ-calculus, how modules and their morphisms interplay with
semantics.We also showhow this point of viewmay be implemented in Coq [9]. Our approach concerns algebraic semantics.
For our case of the signature Σ considered in the previous section, algebraic semantics amounts to “choose" some set of
equations, to clarify when a representation of Σ in a monad satisﬁes these equations, and to show that the category of
representations of Σ satisfying our equations has an initial object. This leads us to an algebraic characterization of the
semantic monad of the λ-calculus, LC, which we construct below.
7.1. The semantic λ-calculus
For any set X , consider the equivalence relation ≡βη on SLC(X) given by the reﬂexive symmetric transitive closure of β
and η conversions and deﬁne LC(X) := SLC(X)/ ≡βη . It can be shown that≡βη is compatible with the structure of SLC so
LC has a structure of monad, and that the projection SLC → LC is a morphism of monads. Application and abstraction of
SLC induce two LC-linear morphisms which we still denote by app and abs.
Now the key fact is that the linear morphism abs : LC′ → LC is an isomorphism. In fact, it is easy to construct its inverse
app1 : LC → LC′:
app1 x = app (xˆ, ∗)
where x → xˆ denotes the natural inclusion LC → LC′. The equation
abs · app1 = 1LC
clearly corresponds to the η-rule while the other equation
app1 · abs = 1LC′
can be considered the ultimate formulation of the β-rule. We do not consider the more classical formulation of the β-rule
which can be stated as the commutativity of the diagram
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7.2. Exponential monads
So we choose for equations the two rules stated above. The price to pay for this aesthetic choice is the shift from our
original ﬂat signature Σ , to the non ﬂat Σ ′ := ((1 : 0), (0 : 1)). This makes no serious difference, thanks to our results in
6.2, since we have ﬂatΣ ′ = Σ .
Next wemake explicit that a representation (σapp, σabs) ofΣ
′ in amonad R satisﬁes the η-rule when the following holds:
σabs · σapp = 1R
and satisﬁes the β-rule when the following holds:
σapp · σabs = 1R′ .
Nowwe call exponential monads those representations of Σ ′ which satisfy these two equations. The implementation of
such equations for instance in Coq is straightforward, see the code for ExpMonad in Appendix A. Exponential monads form a
full subcategory of the category of representations of Σ ′, and LC is an object there.
In this context, we have the expected result:
Theorem 3. The monad LC is initial in the category of exponential monads.
We have developed a formal proof of the above theorem in the Coq proof assistant [9], which is discussed in the appendix.
This theorem allows to deﬁne the (pure untyped semantic) λ-calculus as the initial exponential monad.
It is highly expected that our proof extends readily to arbitrary signatures and equations.
8. Related and future work
Wehave introduced the notion ofmodule over amonad, andmore importantly the notion of linearity for transformations
among suchmodules andwe have tried to show that this notion is ubiquitous as soon as syntax and semantics are concerned.
Our thesis is that the point of view ofmodules opens some new room for initial semantics, as we sketched for the λ-calculus.
Despite the natural ideas involved, the notion of module over a monad has been essentially ignored till now: modules
over monads are mentioned on a blog by Urs Schreiber2 and some kind of right modules have been introduced by Bohm
and Menini in [6]. Let us also mention that an experienced reader could recognize the notion of module in an old paper of
Street [26]. On the other hand, modules over operads have been introduced more than ten years ago by Markl [20,21] and
are commonly used by topologists (see, e.g. [13,18,8]). In [12], such modules over operads have been considered, under the
name of actions, in the context of semantics.
The idea that the notion of monad is suited for modelling substitution concerning syntax (and semantics) is deeply
rooted in the folklore and appears at least in [1,5]. It has been retained by many other recent contributions concerned
with syntax, although some other settings have been considered. Notably in [10] the authors work within a setting roughly
based on operads (although they do not write this word down; operads and monads are not too far from each other and
the connection between them is fairly well understood). As they mention, their approach is, to some extent, equivalent to
an approach through monads. It has been applied, e.g. in [28] and generalized, e.g. in [27]. This line of research is further
explored in particular by Marcelo Fiore.
Another approach to syntax with bindings, initiated by Gabbay and Pitts [14], relies on a systematic consideration of
freshness, an issue which is deﬁnitely ignored in the monadic or operadic approach.
Let us also mention the contributions [15,22] where a much more general notion of signature than ours is treated in
a (higher-order) algebra-oriented approach. Future work should integrate such general signatures in a module-oriented
approach.
As far as applications to semantics are concerned, the typedcase is ofmajor interest. In this respect, theapproachof [10]has
been successfully applied to the semantics of process calculi, see, e.g. [12]. Future work should deﬁnitely check our module-
oriented approach against this and other related applications. For a ﬁrst step in this direction, see [30], where the semantic
simply typed lambda-calculus is treated in the spirit of our Section 7. The next challenge is to treat the dependently-typed
case in a similar way.
Finally let us mention one more track which we envision: the syntactic λ-calculus functor equipped with the β∗ relation
may be seen as a monad on the category of preordered sets. It seems clear that this construction is pertinent for the study
of the operational semantics of the λ-calculus.
Appendix A. Formal proof of Theorem 3
In this appendix, we present our formal proof of Theorem 3 in the Coq proof assistant [9]. We recall the statement of the
theorem.
2 http://golem.ph.utexas.edu/string/archives/000715.html
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The monad LC of the semantic untyped λ-calculus is an initial object in the category of exponential monads.
The logical foundation implemented by Coq is the Calculus of (Co)Inductive Constructions (CIC). This is a rich and ex-
pressive formalism where the theory of monads and modules can be encoded in a direct manner. In our development we
implementmonadsover sets, i.e.,withcarriersof typeSet→Set (cf. thedeﬁnitionat thebeginningofAppendixA.2). The same
approach cannot be adopted in those systems which lack second-order type polymorphism, e.g. the theorem provers of the
HOL family. (However, let us mention that an interesting proposal for extending Higher Order Logic with second-order poly-
morphism and a prototype implementation based on the HOL Light system [16] have been recently made by Völker in [29].)
Our formalization is developed in the spirit of maximal code reusability. All axiomatic deﬁnitions are introduced with
records. In particular, we avoid the use of the Coq module system (although tempting) since Coq modules are not ﬁrst class
objects thus limiting the expressiveness of the concepts formalized on them.3
We include here only a small fraction of the code without proofs. The full sources can be retrieved from the archive of
user contributions maintained by the Coq team.4
A.1. Structure of the formalization
The structure of our proof can be outlined in the following four major parts:
1. axioms and support library;
2. formalization of monads, modules and exponential monads;
3. formalization of syntactic and semantic λ-calculus;
4. the main theorem.
The second and third parts are independent of each other. As forwhat this paper is concerned, the ﬁrst part can be considered
as an extension of the Coq system for practical purposes. This part contains somemeta-logicalmaterial (tactics andnotations)
and gives an axiomatic deﬁnition of quotient types (with extensionality of functions and existence of a section). These
axioms were found to be inconsistent in old versions of Coq (prior to 8.0) by Chicli, Pottier and Simpson [7]. The source of
the inconsistency was the impredicativity of the type Set. In the new version of Coq the type Set is predicative by default.
As they observe, this version has a classical Boolean model, where our axioms for quotients are true (thanks to the Choice
Axiom).
A.2. Formalization of monads and modules
After the preliminary material, our formalization opens the theory of monads and (left) modules (ﬁles Monad.v, Mod.v,
Derived_Mod.v). This is constructed starting from a rather straightforward translation of the Haskell monad library. As an
example, we report here our deﬁnitions of monads and modules in the Coq syntax.
Record Monad : Type := {
monad_carrier :> Set -> Set;
bind : forall X Y, (X -> monad_carrier Y) -> monad_carrier X -> monad_carrier Y;
unit : forall X, X -> monad_carrier X;
bind_bind : forall X Y Z
(f : X -> monad_carrier Y) (g : Y -> monad_carrier Z) (x : monad_carrier X),
bind Y Z g (bind X Y f x) = bind X Z (fun u => bind Y Z g (f u)) x;
bind_unit : forall X Y (f : X -> monad_carrier Y) (x : X), bind X Y f (unit X x) = f x;
unit_bind : forall X (x : monad_carrier X), bind X X (unit X) x = x
}.
Notation ‘‘x >>= f" := (@bind _ _ _ f x).
Record Mod (P : Monad) : Type := {
mod_carrier :> Set -> Set;
mbind : forall X Y (f : X -> P Y) (x : mod_carrier X), mod_carrier Y;
mbind_mbind : forall X Y Z (f : X -> P Y) (g : Y -> P Z) (x : mod_carrier X),
mbind Y Z g (mbind X Y f x) = mbind X Z (fun u => f u >>= g) x;
unit_mbind : forall X (x : mod_carrier X), mbind X X (@unit P X) x = x
}.
Notation ‘‘x >>>= f" := (@mbind _ _ _ _ f x).
3 During thepreparationof thepresent paper, Coqhas beenextendedwith anewmechanismof type classeswhich allows tohighly improve the readability
of our contribution and narrow the gap between the Coq code and the Haskell code shown in this paper. We plan to port our code to the new version of
Coq and take advantage of the new mechanism in the near future.
4 http://coq.inria.fr/contribs-eng.html
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The library also includes the deﬁnition of morphism of monads and modules and other related categorical material. Other
deﬁnitionswhich are speciﬁc to our objective are those of derivedmodule andexponentialmonad. The latter reads as follows:
Record ExpMonad : Type := {
exp_monad :> Monad;
exp_abs : Mod_Hom (Derived_Mod exp_monad) exp_monad;
exp_app : Mod_Hom exp_monad (Derived_Mod exp_monad);
exp_eta : forall X (x : exp_monad X), exp_abs _ (exp_app _ x) = x;
exp_beta : forall X (x : Derived_Mod exp_monad X), exp_app _ (exp_abs _ x) = x
}.
The terms exp_eta and exp_beta assert that exp_abs and exp_app are inverses of each other, i.e., that an exponential monad
M is isomorphic with its derivativeM′ (as anM-module). Morphisms of exponential monadsM −→ N are given by monad
morphismswhich commutewith the structural isomorphismsM  M′ andN  N′, i.e., such that both exp_abs and exp_app
commute with the monad morphism:
Record ExpMonad_Hom (M N : ExpMonad) : Type := {
expmonad_hom :> Monad_Hom M N;
expmonad_hom_app : forall X (x : M X),
expmonad_hom _ (exp_app M _ x) = exp_app N _ (expmonad_hom _ x);
expmonad_hom_abs : forall X (x : Derived_Mod M X),
expmonad_hom _ (exp_abs M _ x) = exp_abs N _ (expmonad_hom _ x)
}.
A.3. Formalization of the λ-calculus
This part contains the deﬁnition of the syntactic and the semantic untyped λ-calculus (ﬁles Slc.v and Lc.v, respectively).
We use nested datatypes to encode λ-terms in the Calculus of (Co)Inductive Constructions. Notice that this encoding can be
considered a typeful variant of the well-known de Bruijn encoding [5]. As does the de Bruijn encoding, it represents λ-terms
modulo α-conversion.
The correspondence of the following code with the Haskell fragment shown in Section 6.3 is partially obfuscated by
the fact that we cannot directly encode the mutual recursive deﬁnitions of bind and its derivation without hitting the
check of structural recursion performed by Coq. We solve the problem by giving an independent recursive deﬁnition of fct
(corresponding to the term liftM inHaskell) before the actual implementation of the substitution algorithm (term slc_bind).
Nevertheless, the following code performs the same steps as the corresponding Haskell code. In addition, the Lemma
slc_bind_abs in the next section should help the reader to convince himself that the two implementations in question are
actually equivalent.
Inductive term (X : Set) : Set := var : X -> term X
| app : term X -> term X -> term X
| abs : term (option X) -> term X.
Fixpoint fct X Y (f : X -> Y) (x : term X) { struct x } : term Y :=
match x with var a => var (f a)
| app x y => app (x //- f) (y //- f)
| abs x => abs (x //- (optmap f)) end
where ‘‘x //- f" := (@fct _ _ f x).
Definition shift X (x : term X) : term (option X) := x //- @Some X.
Definition comm X Y (f : X -> term Y) (x : option X) : term (option Y) :=
match x with Some a => shift (f a) | None => var None end.
Fixpoint slc_bind X Y (f : X -> term Y) (x : term X) { struct x } : term Y :=
match x with var x => f x
| app x y => app (x //= f) (y //= f)
| abs x => abs (x //= comm f) end
where ‘‘x //= f" := (@slc_bind _ _ f x).
where optmap is the functoriality of option:
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Definition optmap (X Y : Set) (f : X -> Y) (x : option X) : option Y :=
match x with Some a => Some (f a) | _ => None end.
We also deﬁne the app1 operator
Definition app1 X (x : term X) : term (option X) := app (shift x)
(var None).
Once the basic deﬁnitions are settled, we prove a series of basic lemmas which includes the associativity of substitution,
which is the most important ingredient in proving that the λ-calculus is a monad.
Lemma slc_bind_bind : forall X Y Z (f : X -> term Y) (g : Y -> term Z) (x : term X),
x //= f //= g = x //= fun u => f u //= g.
Finally, we introduce the βη-relation on λ-terms in two steps. First we deﬁne the one-step beta-relation
Inductive Beta X : term X -> term X -> Prop :=
| beta_intro : forall (x1 : term (option X)) (x2 : term X),
Beta (app (abs x1) x2) (x1 //= (default (fun a => var a) x2)).
where default is deﬁned by
Definition default (X Y : Set) (f : X -> Y) (def : Y) (x : option X) : Y :=
match x with Some a => f a | new => def end.
Then we deﬁne the βη-relation as follows:
Inductive lcr (X : Set) : term X -> term X -> Prop :=
| lcr_var : forall a : X, var a == var a
| lcr_app : forall x1 x2 y1 y2 : term X, x1 == x2 -> y1 == y2 -> app x1 y1 == app x2 y2
| lcr_abs : forall x y : term (option X), x == y -> abs x == abs y
| lcr_beta : forall x y : term X, Beta x y -> x == y
| lcr_eta : forall x : term X, abs (app1 x) == x
| lcr_sym : forall x y : term X, y == x -> x == y
| lcr_trs : forall x y z : term X, lcr x y -> lcr y z -> lcr x z
where ‘‘x == y" := (@lcr _ x y).
which constitutes an equivalence relation that we call r:
Let r X : Eqv (term X) := Build_Eqv (@lcr X) (@lcr_rfl X) (@lcr_sym X) (@lcr_trs X).
Then we prove some compatibility lemmas of r with constructors and other operations. The compatibility with substitution
is stated as follows:
Lemma lcr_bind : forall X Y (f g : X -> term Y) (x y : term X),
(forall u, f u == g u) -> x == y -> x //= f == y //= g.
A.4. Proof of the main theorem
The fourth and last part summarizes the results proved in the other parts and proves themain theorem. It starts by proving
that our deﬁnitions of syntactic and semantic lambda calculus provide indeed twomonads, denoted SLC and LC, respectively.
The notation termX//r in the deﬁnition of lc below denotes the quotient by the equivalence relation r.
Definition SLC : Monad :=
Build_Monad term slc_bind var slc_bind_bind slc_bind_var slc_var_bind.
Definition lc : Set -> Set := fun X => term X // r.
Definition LC : Monad :=
Build_Monad lc lc_bind lc_var lc_bind_assoc lc_bind_var lc_var_bind.
It is now possible to check that the present substitution algorithm is consistent with the one written in Haskell (see 6.3):
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Lemma slc_bind_abs : forall X Y (f : X -> SLC Y) (x : Derived_Mod SLC X),
abs x >>= f = abs (x >>>= f).
Moreover, we can show the crucial fact that the two transformations abs and app1 are indeed morphisms of modules:
Let abs_hom : Mod_Hom (Derived_Mod LC) LC :=
Build_Mod_Hom (Derived_Mod LC) LC lc_abs lc_abs_hom.
Let app1_hom : Mod_Hom LC (Derived_Mod LC) :=
Build_Mod_Hom LC (Derived_Mod LC) lc_app1 lc_app1_hom.
Now comes the proof that LC is an exponential monad. This is stated in Coq through the following:
Definition ELC : ExpMonad := Build_ExpMonad abs_hom app1_hom lc_eta lc_beta.
Next comes the construction of the initial morphism which is initially deﬁned as a ﬁxpoint on terms.
Variable M : ExpMonad.
Fixpoint iota_fix X (x : term X) { struct x } : M X :=
match x with var a => unit M a
| app x y => exp_app M _ (iota_fix x) >>= default (@unit M X) (iota_fix y)
| abs x => exp_abs M _ (iota_fix x) end.
Thenwe prove that iota_fix is compatiblewith theβη equivalence relation and thus it yields an operator iota : forall X,
lc X -> M X. The construction of the initial morphism ends with the veriﬁcation that it is actually a morphism of monads,
and of exponential monads.
Let iota_monad : Monad_Hom LC M := Build_Monad_Hom LC M iota iota_bind iota_var.
Let exp_iota : ExpMonad_Hom ELC M :=
Build_ExpMonad_Hom ELC M iota_monad iota_app1 iota_abs.
Finally, we prove that iota_monad is unique.
Theorem iota_unique : forall (j : ExpMonad_Hom ELC M) X (x : lc X), j X x = exp_iota X x.
The Coq terms ELC, iota_monad and iota_unique altogether form the formal proof of the initiality of the monad LC in the
category of exponential monads.
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