ABSTRACT
INTRODUCTION
In this paper artificial transmission line of 50KM is simulated and tested. STATCOM is placed at the receiving end for balanced load condition. The receiving end voltage fluctuations were observed for different loads. STATCOM are used to improve voltage and reactive power conditions in AC systems. An additional task of STATCOM is to increase transmission capacity as result of power oscillation damping. In This paper the reactive power compensation capability of STATCOM for wind power integration into a weak distribution network is evaluated. The 9 MW wind farm have conventional wind turbine systems consisting of squirrel-cage induction generators and variable pitch wind turbines [10] . Voltage profile of the system changes on variation of the values of loads connected to power transmission line and using these voltage values on bus 1 and bus 2 on different values of resistive loads a Artificial Neural Network is developed after training. Artificial Neural Network can now be used to forecast voltage values on bus 1 and bus 2 of the transmission line on any values of the resistive load connected to transmission line at any instant. An Artificial Neural Network is a system based on the operation of biological neural networks, in other words, is an emulation of biological neural system [22] . As its biological predecessor, an artificial neural network is an adaptive system. By adaptive, it means that each parameter is changed during its operation and it is deployed for solving the problem in matter. This is called the training phase [21] . Simulation results show that STATCOM devices significantly improve the performance of the wind farm and power network. This paper also presents Algorithm and Program in MATLAB for training of Artificial Neural Network for calculation of weights and biases and then using these weights and biases Program in MATLAB is presented for forecasting the voltage values on bus 1 and bus2 of the power network on different values of Loads L1 and L2 at different time.
SIMULATION OF TEST SYSTEM
The network consists of a 132 kV, 50 Hz, grid supply point, feeding a 33 KV distribution system through 132/33 KV, 62.5 MVA step down transformer. There are two resistive loads in the system L1 AND L2.The 33 kV, 50 kM long line is modeled as line. A 9 MW wind farm is to be connected to the 33 kV distribution network. The total MVA loading on the system is 50 MVA; considering the T & D losses in the system it is over loaded and representing weak distribution network. Dynamic compensation of reactive power is provided by a STATCOM located at the point of wind farm connection. The simulation is run in three different modes, as followsi. Without wind farm and STATCOM, ii. With wind farm and without STATCOM, iii. With wind farm and STATCOM
SIMULATION 3.1 Without Wind Farm and STATCOM
In this mode the wind farm and STATCOM were skipped while running the simulation. Only the distribution system and two loads were kept in the model. The purpose of running the simulation in this mode is to ascertain that, the test system is a weak system. Only voltages at 33 kV Bus -1 and Bus -2 are measured. In this mode of simulation the wind farm with dynamic compensation by STATCOM is connected to the weak distribution network in above mode. The purpose of running simulation in this mode is to integrate 9 MW wind power in weak distribution network, with dynamic compensation of reactive power using the STATCOM.
ARTIFICIAL NEURAL NETWORK
Artificial neural networks born after McCulloc and Pitts introduced a set of simplified neurons in 1943. These neurons were represented as models of biological networks into conceptual components for circuits that could perform computational tasks. The basic model of the artificial neuron is founded upon the functionality of the biological neuron. By definition, "Neurons are basic signaling units of the nervous system of a living being in which each neuron is a discrete cell whose several processes are from its cell body. One can differentiate between two basic types of networks, networks with feedback and those without it. In networks with feedback, the output values can be traced back to the input values. However there are networks wherein for every input vector laid on the network, an output vector is calculated and this can be read from the output neurons [23] . There is no feedback. Hence only, a forward flow of information is present. Network having this structure are called as feed forward networks. There are various nets that come under the feed forward type of nets. A multilayer feed forward back propagation network with one layer of z-hidden units. The Y output unit has W ok bias and Z hidden unit has V ok as bias. It is found that both the output units and the hidden units have bias. The bias acts like weights on connection from units whose output is always 1. This network has one input layer, one hidden layer and one output layer. There can be any number of hidden layers [22] . The input layer is connected to the hidden layer and the hidden layer is connected to the output layer by means of interconnection weights. The bias is provided for both the hidden and the output layer, to act upon the net input to be calculated [20] .
TRAINING ALGORITHM
The training algorithm of back propagation involves four stages [18] , viz.
Initialization of Weights 2. Feed Forward 3. Back Propagation of errors 4. Updation of the weights and the biases.
During first stage which is the initialization of weights, some small random values are assigned. During feed forward stage each input unit (X i ) receives an input signal and transmits this signal to each of the hidden units Z1………Zp. Each hidden unit then calculates the activation function and sends its signal Zj to each output unit. The output unit calculates the activation function to form the response of the net for the given input pattern. During back propagation of errors, each output unit compares its computed activation y k with its target value t k to determine the associated error for that pattern with that unit. Based on the error, the factor δ k is computed and is used to distribute the error at output unit y k back to all units in the previous layer. Similarly factor δ j is computed for each hidden unit z j. During final stage, the weight and biases are updated using the δ factor and the activation . The training algorithm used in the back propagation network is as follows. The algorithm is given with the various phases:
Initialization of Weights
Step 1: Initialize weight to small random values.
Step 2: While stopping condition is false, do Steps 3-10.
Step 3: For each training pair do steps 4-9.
Feed Forward
Step 4: Each input unit receives the input signal x i and transmits this signals to all units in the layer above i.e hidden units.
Step 5: Each hidden unit( z j , j=1,……,p) sums its weighted input signals.
z -inj =v oj +Σx i v ij (1) applying activation function
and sends this signal to all units in the layer above i.e. output units.
Step 6: Each output unit (y k ) sums its weighted input signals.
y -ink =w ok +Σzjw jk (3) and applies its activation function to calculate the output signals.
Back Propagation of Errors
Step 7: Each output unit receives a target pattern corresponding to an input pattern, error information term is calculated as
Step 8: Each hidden unit (zj) sums its delta inputs from units in the layer above δ -inj =Σδjw jk (6) The error information term is calculated as
Updation of Weight and Biases
Step 9: Each output unit (yk) updates its bias and weights (j=0,…..,p)
The weight correction term is given by (10) Each hidden unit (zj,j=1,…….p) updates its bias and weights (i=0,…..n)
The weight correction term ΔV ij =άδ j xi
The bias correction term ΔV oj =άδ j (12) Therefore, V ij (new)= V ij (old) + ΔV ij , V oj (new)= V oj (old) + ΔV oj (13) Step 10: Test the stopping condition.
The stopping condition may be the minimization of the errors, number of epochs etc. 
MATLAB PROGRAMS FOR ANN 6.1 Program for Training of Neural Network
From SIMULINK Model of IG with STATCOM shown in Fig.  3 
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Program for Forecasting Voltage
for i=1:3 zin1=0; for j=1:3 zin1=zin1+x(
CONCLUSIONS
This paper presented an analytical study about the dynamic power compensation capability of STATCOM for the integration of wind power in a weak distribution network. The study reveals that integrationof wind farm in a weak distribution network is possible due to reactive power compensation by STATCOM. STATCOM prevents large deviations of bus voltage due to reactive power drawn by wind turbine generators. Simulations carried out confirm that STATCOM could provide the fast acting voltage support necessary to prevent the possibility of voltage reduction A Neural Network is also developed in this paper which after training can forecast voltage values on bus 1 and bus 2 of the transmission line on any values of the resistive load connected to transmission line at any time duration. The developed Artificial Neural Network can further be used for further research.
