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In the superconducting quantum circuits, a LC oscillator is a main component and Josephson junction 
gives nonlinearity. Tuning of resonant frequency can be achieved in general by modulating a Josephson 
inductance of superconducting quantum interference device (SQUID) with magnetic flux. Here, it is 
proposed to realize tunable capacitor by using metal/semiconductor junction, which can be applied in 
the superconducting circuit system. 
Prior to realization of tunable capacitor, the electron transport at metal/semiconductor junctions is 
studied with two different interfacial layers, Al2O3 and graphene. The effects of interface states on 
electrical properties of the junction are studied by observing the change in Schottky barrier. First, the 
Schottky barrier height of Au/Ni/Al2O3/4H-SiC junction increases compared to that of Au/Ni/4H-SiC 
junction. It is because the electrostatic potential increases due to dipole effect on spontaneous 
polarization of 4H-SiC as a separation between metal and semiconductor increases. On the other hand, 
in case of Au/Graphene/4H-SiC junction, the Schottky barrier height decreases due to the presence of 
graphene. When the metal and graphene are in contact, there is charge transfer through Au/Graphene 
interface and then the graphene becomes doped. In addition, dipole is formed at the interface between 
Au and graphene. As a result, the effective work function becomes reduced, so does the Schottky barrier 
height. 
Based on the understanding of Schottky junction, tunable capacitor is realized by fabricating 
Au/Cr/Al2O3/Al/Si junction. With thick Al2O3 film, the electron transfer is blocked for the path between 
Cr and Al and is allowed only through the Al/Si Schottky junction. Then, the electrons can be captured 
in the Al floating metal. The amount of charge is dependent on the magnitude of voltage pulses and then 
discrete capacitance values can be defined. This capacitive memory effect of the tunable capacitor using 
Schottky junction is expected to be used in the superconducting quantum circuit system in respect that 
it can change the resonant frequency with discrete capacitance. 
Among the existing superconducting quantum circuit models, superconducting qubit is the most 
representative example of LC oscillators. Many superconducting circuit applications have been used to 
operate the qubits effectively. One promising application in the superconducting circuit QED is 
Josephson parametric amplifier (JPA). The JPA has been attracted as a device amplifying a signal in 
quantum-limited regime. It is observed in this dissertation that the JPA and Josephson parametric 
converter (JPC) which is another kind of JPA can improve the measurement efficiency in 
superconducting qubit detection. Also, the squeezed state which is another property of the JPA is studied 
by preparing it with the JPA and amplifying the squeezed signal with the JPC. The phase-dependence 





Finally, it is explored to reconstruct quantum state as a form of density matrix by using quantum state 
tomography (QST) in the superconducting multi-qubit system. It is important to extract quantum state 
in quantum information processing and necessary to expand the analysis on multi-qubit system. In this 
dissertation, the QSTs on two and three qubits are studied. A joint qubit readout method is used to 
measure an ensemble of the system. Also, Z-axis phase gate by using hyperbolic secant pulse is 
discussed in two qubit system. By using sech pulse, the phase accumulated during microwave-activated 
phase (MAP) gate can be controlled and eventually compensated. It is expected that the state fidelity 
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Quantum computing has fascinated as the amount of information to be stored and manipulated has 
increased [1], [2]. While classical computer uses bit, either 0 or 1, to store the information, the quantum 
computer operates based on ‘qubit’. The qubit is a quantum bit consisting of two levels, labeled as 0  
and 1 . The information can be stored in each level or a superposition of both levels. Furthermore, 
quantum entanglement of qubits is another important feature in the quantum computer in that it allows 
the correlation between qubits even separated by a distance. Based on these quantum phenomena, the 
quantum computer can overcome the limitation of the classical computer such as complicated and time-
consuming problems. 
Superconducting circuit is one of promising candidates to realize the quantum computing [3]–[5]. 
The superconducting circuit system has an advantage of energy efficiency due to zero resistance under 
transition temperature. Also, the circuit system can be structured as designed, so it is useful to develop 
a quantum processor. The superconducting circuit consists of capacitor, inductor and Josephson junction. 
The Josephson junction consists of two superconductors separated by a thin insulator, and its inductance 
gives nonlinearity [6], [7]. The basic combination of the circuit elements is a LC oscillator which is a 
harmonic oscillator having an equal energy spacing. In the superconducting circuit, the energy level can 
become anharmonic with the nonlinear Josephson inductance. 
Since the first quantum phenomenon was observed experimentally on the superconducting circuit in 
1987 [8], the research on the superconducting circuit has expanded to an artificial atom, called as a 
qubit [9]. After the first observation of the superconducting charge qubit [10], several different types of 
qubit such as phase [11], flux [12], [13], or transmon [14], [15] qubits have been realized. The behaviors 
of superconducting qubit have been studied based on circuit quantum electrodynamic (QED). The 
circuit QED can be understood by replacing components in cavity QED where the interaction of original 
light and matter is explored [16]. A reflective cavity is substituted by coplanar waveguide (CPW) 
resonator, natural atom by artificial atom, and optical photon by microwave photon, respectively. 
The superconducting resonator has a specific resonant frequency which is determined by the LC 
circuit parameters. On the other hand, when superconducting quantum interference device (SQUID) is 
used instead of the Josephson junction, the resonant frequency can be tuned because Josephson 
inductance of the device is dependent on magnetic flux. In operation of the superconducting qubit, the 
magnetic flux noise is a source of decoherence or dephasing [17]. This noise is usually originated from 
surrounding magnetic components, such as coils, screws, cryogenic components, and even adsorbed O2 
molecular [18]. However, many unknown noise sources have still remained [19]. Therefore, a device 




from the current flowing through the coil to control the Josephson inductance. Still, only a few 
superconducting microwave resonators with tunable capacitor has been realized experimentally [20]. 
Meanwhile, a Si-based device operating at cryogenic temperature has been developed, including the 
recent research on Schottky Barrier Metal Oxide Semiconductor Field Effect Transistors (SBMOSFETs) 
working at 10 mK [21]. Its fabrication process is also compatible with the superconducting technology. 
Therefore, the semiconductor devices can be applied to the superconducting circuit system. It is 
expected that decoherence source is reduced by replacing the tunable inductor with tunable capacitor. 
In addition to decoherence by magnetic flux, a low power probing signal has been required because 
the superconducting qubits are unstable and easy to be disturbed from an environment. However, the 
weak input signal makes it difficult to detect signal coming from the resonator due to added noise, 
reducing measurement efficiency. Accordingly, Josephson parametric amplifier (JPA), one of the 
superconducting circuit devices, has been attracted in that it amplifies the signal without additional 
noise [22]–[25]. The JPA consists of LC circuit terminated with the SQUID, allowing the resonant 
frequency tuning, and pump line. When an injected signal is reflected from the nonlinear inductors, or 
SQUID, located at the end of the resonator, the signal is amplified by a parametric nonlinearity and 
strong pump tone. Several precedent studies have shown that when the JPA is used for the experiments, 
signal-to-noise ratio (SNR) could be improved and the qubit measurement with high fidelity was 
allowed [26]–[28]. Another attracting property of the JPA is a generation of squeezed state [29]–[31] 
which is a quantum state having reduced fluctuation in one quadrature and enlarged fluctuation in the 
other quadrature. Squeezing signal allows the JPA to operate below quantum limit and observe 
resonance fluorescence [32]–[34]. 
In the quantum information processing, it is fundamental step to define the quantum states composed 
by superconducting qubit in circuit QED. It can be achieved by a series of measurement of quantum 
state tomography (QST). Then, the quantum state can be expressed with density matrix and the state 
fidelity As the size of quantum system grows, it is required to perform the QST on multiple qubit states. 
However, because there is a challenge in increasing the number of parameters to be solved and 
measurements, more effective method is needed. Also, the improvement in single qubit gate fidelity is 
one of possible implements. 
 
 
1.1 Overview of Thesis 
The aim of this thesis is to suggest an application of tunable capacitive device to superconducting circuit 
QED and investigate its system in respect to JPA and superconducting qubit. Chapter 2 provides an 
overview of superconducting circuits. First, the superconducting circuit elements are introduced, 
including LC oscillator, Josephson junction and SQUID. The second part of the chapter covers quantum 




introduces the basic concepts of metal/semiconductor junction and Schottky junction that are used to 
realize memcapacitive device. Further, methods to characterize the Schottky barrier height (SBH) are 
discussed, including current-voltage (I-V), capacitance voltage (C-V), and internal photoemission (IPE). 
Then, material and electrical properties of silicon carbide (SiC) which is used to form Schottky junction 
are examined. Chapter 4 presents the formation of Ohmic contact for ground electrode and graphene 
transfer method. The metal/semiconductor junctions are measured at room temperature and its 
measurement setup is followed. In later part, the design of superconducting resonator by using CPW 
structure and interdigitated capacitor is discussed. The measurement of superconducting resonator and 
its cryogenic measurement system are also described. Chapter 5 covers the electrical properties of 
Schottky junction with different interfacial layers. Aluminum oxide and graphene are used for the 
interfacial layers, and experimental results for both cases are followed. Also, the device having 
capacitive memory effect for the application to the superconducting circuits is discussed. Chapter 6 
covers the operation of Josephson parametric amplifier (JPA) and Josephson parametric converter (JPC). 
In advance of generating the squeezed state, the parametric amplifiers are characterized in respect to 
tunability and gain. Then, the squeezed state prepared by the JPA is demonstrated by reconstructing it 
with the Wigner tomography. Chapter 7 discusses quantum state tomography of multi-qubit system by 
using joint qubit readout and maximum likelihood estimation. In the following, the phase compensation 
by using hyperbolic secant pulse after microwave-activated phase gate is studied. Finally, chapter 8 





Chapter２. Superconducting Quantum Circuits 
 
 
Many candidates to form two-level system can be used as a qubit which is a basic component of 
quantum computer. Trapped ions, NV centers in diamond, nuclear spins, and superconducting circuits 
are such examples for implementing qubit. Among them, it is focused on superconducting qubits and 
resonators which are basically composed of LC oscillator designed on a semiconductor substrate. This 
chapter starts with an introduction of basic and new circuit elements such as LC circuit and Josephson 
junction. After a brief review of quantum bit (or qubit), transmon qubit is followed as a typical type of 




2.1 Superconducting Circuits 
A building block for the superconducting electrical circuit is LC oscillator as a standard circuit element 
and Josephson junction as a new one. In general, the inductor and capacitor are used to form a linear 
device. On the other hand, the Josephson junction provides a nonlinearity. Superconducting quantum 
interference device (SQUID) where two Josephson junctions are parallel-connected gives a nonlinear 
inductance by an external magnetic flux unlike the conventional inductor and capacitor. These 
properties are used basically for all superconducting circuit system. 
 
2.1.1 LC Oscillator 
To understand application of quantum behaviors to the electrical circuits, LC oscillator is introduced 
first. The LC oscillator is composed of a capacitor and an inductor connected in parallel as shown in 
Fig. 2.1(a). Between current I and voltage V, there are relations of I = CdV/dt and V = LdI/dt. The 
resonant frequency of mode is determined by the given circuit parameters ω0 = 1/√𝐿𝐶. The stored 
energies in an electric field of capacitor and a magnetic field of inductor are presented as EC = CV2/2 
and EL = LI2/2, respectively. The energy of system oscillates periodically between two energies with 
the resonant frequency ω0 and the energy level with definite photon number is described in Fig. 2.1(b). 
In analogy to the pendulum, the magnetic flux in the inductor can be treated as a position and the charge 
in the capacitor as a conjugate momentum in this harmonic oscillating system. Then, two observables, 
or quadratures, can be written as a function of ladder operators 
 




where a is the annihilation operator and a† the creation operator, satisfying [a, a†] = 1. This system is 
written by the harmonic oscillator Hamiltonian with resonant frequency of ω0  
.    (2.2) 
Here, the eigenstates of the Hamiltonian HLC are represented as the Fock states |n〉 and the photon 
number as 〈n〉 = a†a. 
 
 
Figure２.1 Representation of LC oscillators. (a) LC oscillator is composed of an inductor L 
and a capacitor C connected on both ends. (b) Energy difference of LC oscillator between two 
adjacent levels is same with the amount of ħω0. 
 
2.1.2 Josephson Junction 
Josephson junction [6] consists of two superconductors separated by a thin insulator as shown in Fig. 
2.2. The unique property of superconductor can be explained by Cooper pair according to BCS Theory 
[35]–[37]. Two electrons behave as a pair by attraction due to the distorted lattice ions. They can be 
expressed as  
0( ) ( ) exp( ( ))r r i r =         (2.3) 
where ( )r  is a gauge-invariant phase. Due to very thin thickness of the insulator, the wave functions 





The current through the junction is given by 
0( ) sin( ( ))I t I t=     (2.4) 
where 0I   is the critical current of junction and ( )t   the phase difference between two 




( ) ' ( ')
t
t dt V t

−
=      (2.5) 
where 0  is the reduced flux quantum of / 2eh . 
In the superconducting circuit, the Josephson junction is widely used due to its nonlinearity on 
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= .     (2.7) 
Then, when ( ) /d t dt  and /dI dt  are replaced by using Eq. (2.6) and /JV L dI dt=  respectively, 
the Josephson inductance JL  can be expressed as 
0





= .    (2.8) 
The cosine term in denominator makes the inductance nonlinear. This nonlinearity can give 
anharmonicity in energy level of qubit and make frequency mixing for parametric amplification. Also, 
the resonator having a tunable resonant frequency can be made. A method to change in the phase 
difference will be described in the following section.  
 
 
Figure ２.2 Representation of Josephson junction. Superconductors are separated by a thin 





Superconducting Quantum Interference Device (SQUID) [38] as shown in Fig. 2.3 consists of a loop 
of two Josephson junctions connected in parallel. The current flowing through the loop has a 
dependence on the applied magnetic field. It tunes the phase in the superconductor, and accordingly the 
phase difference ( )t  and the critical current I0 between two superconductors.  
If it is assumed that two junctions have identical critical current, the total current through SQUID can 
be expressed as 
0 1 2
0 1 2 1 2
(sin sin )
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= +
= − +
   (2.9) 
The phase difference is given by line integral along a closed loop contour,  
1 2 02 /  − =       (2.10) 
where   is the flux threading the SQUID loop. Then, the current is rewritten as 
0 1 02 cos( / )sin( / )CI I   =   +   .     (2.11) 
The maximum current
0
SI  is just given by  
0 02 cos( / )
S
CI I =   .      (2.12) 
When the critical current I0 in the Josephson junction of Eq. (2.8) is replaced with the maximum current, 
0
SI , it is found that that the SQUID inductance varies with the magnetic field, and so does the resonant 





Figure ２.3 Schematic of SQUID. Two Josephson junctions in parallel form a loop, and its 




2.2 Superconducting Qubits 
Superconducting qubit is a good candidate of two-level system in respect to no dissipation for 
superconductor and nonlinearity for Josephson junction. By replacing the inductor with the Josephson 
junction in the LC oscillator, energy level spacing becomes uneven. Then, the circuit can be used as a 
qubit with the lowest two levels, such as ground and first excited states. In this section, quantum bit 
which is the most fundamental component in quantum computer is introduced. Among several types of 
superconducting qubits, transmon qubit is discussed. Then, circuit QED allows us to understand an 
interaction between atom and light. 
 
2.2.1 Quantum Bit 
Classical computers use either 0 or 1, which is called as ‘bit’. On the other hand, qubit, short for quantum 
bit, is used in quantum computer as a basic unit [39]. In addition to ground state |0〉 and excited state 
|1〉, superposition of two states are allowed. Generally, the quantum state composed of two level is 
represented by a wave vector 
0 1a b = +     (2.13) 
where a and b are complex number, satisfying normality condition of |a|2 + |b|2 = 1. Also, |a|2 (or |b|2) is 
probability where qubit is in ground (or excited) state. As a consequence, a system of n qubit can be 
written in the same manner 
1 1n n n  − =   L        (2.14) 
with  0,1i  . 
The two-level system is simply represented with a point on a unit sphere, called as Bloch sphere 
representation. Although there is global phase factor eiγ, it is usually omitted due to no observable effect. 
Again, the quantum state can be expressed in a polar coordinate 
cos( / 2) 0 sin( / 2) 1ie   = +    (2.15) 
where θ is in a range from 0 to π and ϕ from 0 to 2π. An arbitrary quantum state can be represented as 
a point on Bloch sphere as shown in Fig. 2.4. 
Density matrix is another representation for quantum states, which is given by  =    for 
pure states and 
ii
p =    for mixed states. This representation is useful to describe the 
mixed state because the wave vector representation only gives information of the pure state. The density 
matrix follows three general properties; (1) ρ is Hermitian, (2) tr(ρ) = 1, and (3) ρ has non-negative 
eigenvalues. This density matrix formalism is especially used for showing ensemble of quantum states 




|0〉 and |1〉 bases and n-qubit system as 2n 2n matrix. Also, it is allowed to express the expectation 
value of operator A as 
( )i i iiA p A tr A=   = .   (2.16) 
These properties are used to estimate the quantum state as density matrix from a set of ensemble 
measurements in quantum state tomography (QST). 
 
 
Figure ２.4 Bloch sphere representation. The quantum state is visually shown as a point on a 
unit sphere. Ground state |0〉 is in +z direction and excited state |1〉 in -z direction. The 
superposition of two possible states can be represented with polar coordinates. 
 
2.2.2 Transmon Qubit 
When an inductor of LC oscillator in section 2.1.1 is replaced by nonlinear inductor, or Josephson 
junction (Fig. 2.5(a)), the energy level between neighboring states is spaced unequally as shown in Fig. 
2.5(b). The following Hamiltonian with the nonlinear Josephson inductance is written as 
24 cos( )C JH E n E = −       (2.17) 
where n is the number of Copper pairs ( / 2n Q e= ) and   the phase related to the magnetic flux 
( 02 / =    ). In this scheme, the Josephson ( 0 / 2J CE I =   ) and charging energies 
(
2 / 2CE e C= ) are stored in the inductor and capacitor, respectively [14]. For very small fluctuation in 




2 24 C JH E n E  + .    (2.18) 
When the ratio between two energies EJ/EC is greater than 50, it is called as transmon qubit where the 
energy level becomes flat and there are no sweet spots [14]. 
  Here, the m th order energy can be given by 





E m E E m m= − + + .    (2.19) 
Then, the energy difference between two neighboring energy levels is 
1m m CE E mE−− = − ,    (2.20) 
and for the first two levels, the energy difference (E21 – E10) is equal to –EC, known as an anharmonicity 
α. Based on this relation, the anharmonicity can be controlled with different charging energy. The 
charging energy can be differed by varying a shunt capacitance (CS) and a gate capacitance (CG). For 
the transmon in 3D cavity, the shunt capacitance is related to the pad outside the Josephson junction. 
 
 
Figure ２.5 Representation of transmon qubit. (a) To realize the transmon qubit in circuit 
diagram, a linear inductor is replaced with nonlinear Josephson inductor. The charging energy 
EC can be varied with gate capacitor and shunt capacitor. (b) Due to the nonlinearity of the 
Josephson junction, the energy spacing between two adjacent energy levels is uneven with 





2.2.3 Circuit QED 
Basic concepts of circuit quantum electrodynamics (QED) is extended from cavity QED [40], [41]. The 
cavity QED is used to study an interaction between light and atom. The reflective mirrors of cavity 
make photons trapped in the cavity, increasing the interaction strength between light and atom. The 
schematic of the cavity QED is shown in Fig. 2.6. The photons inside the cavity escape with the rate κ, 
the atom decays with the rate γ, and they interact each other with coupling strength g. The circuit QED 
is an application of the cavity QED to the superconducting electrical circuits [16], [42], [43]. The atom 
and cavity in the cavity QED correspond to superconducting qubit and resonator, respectively. This 
concept has been used in all over the superconducting qubit system in readout [44], qubit coupling [45], 
quantum algorithms [46], and quantum error corrections [47]. Also, quantum-limited amplifier for 
readout of superconducting qubits, such as Josephson parametric amplifier (JPA), has been developed 
within circuit QED. 
 
 
Figure ２.6 Schematic of cavity QED. The cavity QED is applied for an interaction between 
a real atom and optical cavity. On the other hand, the circuit QED is used for the system 
consisting of a superconducting artificial atom and resonator. In both cases, the quantum 





Chapter３. Metal/Semiconductor Junction 
 
 
Metal/Semiconductor junction has been used widely for device applications. This chapter introduce the 
basics of ideal metal/semiconductor junction and classify the junction in two ways: ohmic and Schottky. 
Various methods are presented to extract the Schottky barrier height (SBH) that is the most important 
parameter in the Schottky junction. 
 
 
3.1 Energy Band Theory 
The electron in solid has the energy band instead of discrete energy level due to the influence of 
neighbor atoms. The energy band consists of mainly three bands as shown in Fig. 3.1. The valence band 
consists of the energies of the outermost electrons, and the electrons are bound weakly to the nucleus 
of atom. On the other hand, the conduction band is empty generally and filled with electrons by external 
energy and the electrons moves freely. Between them, there are the energy levels for electrons not to be 
allowed and it is called as ‘forbidden gap’ or ‘band gap’. 
Depending on this energy band structure, the solid is classified into conductor, semiconductor, and 
insulator as in Fig. 3.2. In conductor, the conduction band and valence band are overlapped, and the 
electrons become easily free from the nucleus. In insulator, meanwhile, the flow of electrons is not 
allowed due to the large band gap. Semiconductor shows the electrical properties between these two 
materials. There is small band gap and electrons can move to the conduction band with a certain external 
energy. 
 
Figure ３.1 Energy band for electrons. In solid, electrons have energy band due to the 






Figure ３.2 Classification of solids. Depending on the magnitude of band gap, the solid can 
be categorized into conductor, semiconductor, and insulator.  
 
 
3.2 Ideal Metal/Semiconductor Junction 
When two different materials are in contact, they form a junction and affect the total electrical properties. 
Each material has different Fermi level and the junction is formed in the way that the Fermi levels are 
aligned, or equilibrium. The situation when metal and n-type semiconductor are electrically isolated is 
depicted in Fig. 3.3(a). With the vacuum level as a reference, ΦM and ΦS are the work functions of metal 
and semiconductor, respectively and χS is the electron affinity of semiconductor. The junction can be 
classified as either Ohmic or Schottky [48]: 
 
1. Ohmic when ΦS > ΦM  
2. Schottky when ΦS < ΦM 
 
In the Ohmic contact, the current can flow with no barrier and the junction follows the Ohm’s law 
having a linear relation between the current and the voltage. On the other hand, the Schottky junction 
has an energy barrier, called ‘Schottky barrier’, which is defined as the difference between the electron 
affinity of semiconductor and the work function of metal. Due to this energy barrier, it shows a 








Figure ３.3 Energy band diagram of metal/semiconductor contact. The metal and the 
semiconductor are (a) electrically isolated with a large gap and (b) in contact with electrical 






3.3 Schottky Junction 
In case the work function of the metal is larger than the electron affinity of the semiconductor, the 
junction becomes Schottky contact and the energy barrier, or Schottky barrier, formed in the process of 
the Fermi level alignment allows electron flow in a direction. The energy band diagram of a metal/n-
type semiconductor junction is illustrated in Fig. 3.3(b). The electrical properties of the junction are 
mainly determined by the SBH because the electron flow is controlled by the Schottky barrier. Therefore, 
the Schottky barrier is a crucial parameter in the junction and its height can be measured with I-V 
measurement, C-V measurement, and IPE method. 
 
3.3.1 I-V Characteristic 
Current-voltage measurements is mainly used to estimate threshold voltage, leakage current, and critical 
breakdown field. The Schottky junction shows the rectifying behavior due to the energy barrier as 
shown in Fig. 3.4(a). The junction shows dissimilar I-V behavior depending on the direction of applied 
voltage. When forward bias is applied, electrons move from metal to semiconductor and current 
increases exponentially with the increase of the bias. On the other hand, the current hardly flows before 
the breakdown voltage because the Schottky barrier hinders the electron transfer. The I-V characteristics 
are explained by the thermionic emission theory [49], [50]. The current density over the Schottky barrier 
near threshold region at temperature T is given by 
* 2exp 1 exp exp 1BS
B B B
qqV qV
J J A T
nk T k T nk T
     
= − = − −     
     
      (3.1) 
where JS is the reverse saturation current, A* the effective Richardson constant, q the electric charge, kB 
the Boltzmann constant, ϕB the SBH, V the applied bias, and n the ideality factor. 
 
 
Figure ３.4 I-V characteristics of Schottky junction. (a) Rectifying property in the linear scale 













.      (3.2) 
Then, two important I-V measurement parameters can be obtained by taking the semi-log to both sides 
of Eq. (3.2) and the plot is shown in Fig. 3.4(b). The SBH can be estimated from the intercept of ln J, 








= −  
 
.       (3.3) 
Also, the ideality factor n can be determined using the slope of linear region of the plot and works as 
an indicator of ideal Schottky junction. This parameter is unity when the junction is ideal and becomes 
larger than 1 for non-ideal junction. The experimental results will be discussed later in chapter 5. 
 
3.3.2 C-V Characteristic 
Capacitance-Voltage measurement is a powerful tool to characterize an interface of semiconductor 
devices. The capacitance is measured by applying a small AC voltage superimposed on a DC bias. The 
AC signal makes charge variation and the DC bias induces the semiconductor in the state of inversion, 
depletion, or accumulation. To characterize the Schottky junction, a positive voltage is applied on the 
semiconductor, which is a reverse voltage condition, and the depletion region is formed on the 
semiconductor side by pushing electrons to the end of the region. 
 Schottky junction has a depletion capacitance and the depletion region works as an insulating layer 
in the capacitor because there is no free charge carrier. Here, it is assumed that the depletion 
approximation works on the system and the dithering AC voltage is small enough to show 
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,     (3.4) 
where ND is the donor density in the n-type semiconductor, εS the dielectric constant of semiconductor, 
ε0 the vacuum permittivity (F/m), and Vbi the built-in potential [51]. Then, the depletion capacitance 
changes with the applied voltage. The relation between the capacitance and the voltage [51] can be 
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where   is the energy difference between the Fermi level (EF) and the conduction band minimum (EC) 
of the bulk semiconductor. From Eq. 3.5 and its plot, two electrical parameters can be extracted. First, 








q d C dV 
= .         (3.6) 
Second, the Schottky barrier ( B ) can be expressed by the relation of 
/B bi BV k T q = − + +         (3.7) 
and the built-in potential Vbi can be extracted from VR-intercept of the linearly fitted line. 
 
 
Figure ３.5 C-V characteristics of Schottky junction. The intercept to the reverse voltage axis 
implies built-in potential, Vbi. 
 
3.3.3 IPE Characteristic 
Lastly, the SBH can be determined by internal photoemission technique. This method is useful to 
characterize the electron transport properties because it detects directly the transfer of electrons over 
the Schottky barrier [52]. It is similar to (external) photoemission effect that an incident light makes the 
electrons in the metal to be excited and emitted into vacuum. In this case, since the energy barrier is 
formed at the surface of a solid for the external photoemission, the electrons need more energy to 
overcome the barrier. Meanwhile, the internal photoemission occurs at the interface of two different 
solids and electrons can be emitted with less photon energy. 
The process of the IPE is summarized in Fig. 3.6(a). When the light with enough large energy 
( Bh q   ) is injected to the metal, the electrons are excited and reach the interface of metal and 




SBH can be estimated. 
The SBH can be estimated using so-called Fowler plot following an approximate Fowler’s Formula 
[53]–[55] 
2( )BY A h q  −     (3.8) 
where Y is photo-yield, v the frequency, A the material dependent constant. Constant A is differed by 
Fermi energy, scattering probability of hot electrons in the metal and crystalline defects at the interface 
[56]. Yield implies the ratio between the number of electrons to be escaped and the number of photons 
to be absorbed for a given energy. Based on Eq. 3.8, the SBH can be extracted from the extrapolation 
of the linear region in 
1/2Y  vs. h  plot as in Fig. 3.6(b). 
 
 
Figure ３.6 IPE characteristics of Schottky junction. (a) Mechanism of detecting photocurrent 







3.4 Silicon Carbide 
Silicon carbide (SiC) is one of the alternative materials over Silicon (Si) in semiconductor industry due 
to wide band gap energy and low intrinsic carrier concentration. Especially, it is useful in the area of 
high temperature, high power, and high frequency devices. With these superior properties, it can be 
applied to rectifiers, switches, amplifiers, and microwave power devices. In last few years, Nitrogen-
Vacancy (NV) centers in SiC have been studied theoretically [57], [58] and proven experimentally [59]–
[61]. An overall material and electrical properties of SiC are given in this subchapter. Also, the polytypes 
of SiC and spontaneous polarization (SP) in the hexagonal structure are introduced. 
 
3.4.1. Structural Properties 
SiC is IV-IV compound semiconductor where Si and C atoms are connected with strong sp3 bonds in 
tetrahedron structure as shown in Fig. 3.7. The Si and C atoms are covalently bonded and separated by 
1.89 Å, and the distance between neighboring C atoms is 3.08 Å. In such binary system, there can be 
many different crystal structures known as ‘polytypes’ and electrical properties varies depending on the 
polytypes [62]–[64]. SiC has more than 200 polytypes, but only few types, including 3C-, 2H-, 4H-, 
6H-, and 15R-SiC, have been mainly used. Here, the name of polytypes follows the Ramsdell notation 
[65] where the first number implies the total number of layers in a unit cell and the followed letters 
represents the lattice types. For example, C is denoted for cubic, H for hexagonal, and R for 
rhombohedral structure. The structure of polytypes are determined by stacking sequence of SiC bilayers 
and a few examples are shown in Fig. 3.8. The stacking sequence of 3C-SiC is expressed as 
(ABC)(ABC)…, that of 4H-SiC is (ABCB)(ABCB)…, and that of 15R-SiC is 
(ABCBACABACBCACB) (ABCBACABACBCACB)…. [62]–[64]. These structural factors are the 
reason for the SiC to show different material properties. 
 
 





3.4.2. Electrical Properties 
Even though SiC has several polytypes, they show three common electrical properties: high temperature, 
high power, high frequency [66]. First, the SiC device can operate at high temperature because of low 
intrinsic carrier concentration (ni) and wide energy band gap (Eg = 3.23 eV). The intrinsic carrier 









= − .        (3.9) 
According to the relation, the intrinsic carrier concentration increases with temperature increase and 
then it induces undesired leakage current. Since the SiC has inherently low intrinsic carrier 
concentration compared to Si at same temperature, it is useful to operate in high temperature [67], [68]. 
Also, when the band gap is wide, the carriers needs more energy to be excited to the upper band, and it 
prevents the carrier leakage. Next, the SiC devices can be operated with high power due to high electric 
breakdown field (~106 V/cm) [67] and high thermal conductivity (2.3–4 W/cmK) [68]. High electric 
breakdown field imply that the depletion width is very short, and the device shows low resistance 
because dopants are concentrated in a thin region and then the resistance become low. Finally, the delay 
time in high speed device is affected by the depletion width. With the narrow depletion width, the carrier 






Figure ３.8 Stacking sequence of SiC bilayers representing polytypes: (a) 3C–SiC (b) 4H–




3.4.3 Spontaneous Polarization 
As described above, the SiC shows various crystal structures depending on the stacking sequence of the 
SiC bilayers. Among many polytypes, the SiC composed of hexagonal structure has an exceptional 
property, called as spontaneous polarization (SP), compared to cubic-structure SiC [69]. The difference 
arises from the crystal symmetry. The cubic structure has symmetry and 4 sp3 bonds have equivalent 
length. On the other hand, the symmetry is broken in the hexagonal structure and the bonds are divided 
in two types as one L-bond and three T-bonds as shown in Fig. 3.9. The L-bond is a longitudinal bond 
along the c-axis ([0001]) and a little bit large from the cubic-structure case. The remained three T-bonds 
are transverse bonds and a little bit shorter than the equivalent case. Therefore, the equivalence of the 
tetrahedral structure is not kept, and electron density is redistributed. The Si atom becomes positively 
charged and the C atom negatively charged. Then, the SP is formed in the opposite direction to the c-
axis. According to S. Yu. Davydov et al. [69], the hexagonalities of 2H-, 4H-, 6H-, and 8H-SiC are 












Chapter４. Sample Fabrication 
 
 
This chapter describes the fabrication techniques to be used for metal/semiconductor junctions and 
superconducting circuits. The measurement setups to characterize the electrical properties of the 
Schottky junction will be presented. Then, design and holder of the superconducting circuits are 
described. The cryogenic setup is discussed to measure the superconducting circuits, including 
input/output lines and dc line. At the end, the homodyne measurement to characterize quantum state 
such as vacuum state and squeezed state, is presented. 
 
 
4.1 Fabrication of Metal/Semiconductor Junction 
The metal/semiconductor junctions are fabricated with more than 10 circular patterns. The dot patterns 
are formed by using shadow mask or photolithography. The shadow mask is used for the samples with 
interlayer such as Al2O3 film and graphene. On the other hand, the photolithography is used twice to 
fabricate capacitive memory junction. One is for floating metal patterns and the other for top electrodes 
with smaller patterns. A common process of ohmic contact formation for both cases is described to be 
used for characterizing two-terminal devices. Then, the graphene transfer method and the measurement 
setups are followed. 
 
4.1.1 Ohmic Contact 
Ohmic contact is formed to measure the electrical properties of Schottky junction. It is essential to 
achieve ohmic contact with low resistance to show characteristics of Schottky junction definitely. In the 
experiments, silicon carbide is used, consisting of normally doped epilayer (~ 1015 cm-3) grown on 
highly doped substrate (~1018 cm-3). In the case, epilayer is terminated by Si atoms (Si-face) and 
substrate by C atoms (C-face). The Schottky junctions are formed on the Si-face of SiC and the other 
side of the SiC is used for ohmic contact formation. The substrate shows better ohmic resistance due to 






Figure ４.1 I-V characteristics of Ohmic contact (a) before and (b) after RTA. The junction 
becomes ohmic and has resistance of ~ 10 Ω. 
 
Ohmic contact with low resistance is achieved by depositing Ni electrodes and annealing it at high 
temperature [70]. Before the processes, the sample is cleaned using ultrasonication with two solvents 
such as acetone and methanol and then, the native oxide SiO2 grown on SiC is etched by dipping it into 
49 % of HF solution. The Si-face SiC is protected with 100 nm SiO2 oxide layer by using plasma 
enhanced chemical vapor deposition (PECVD) because ohmic contact will be formed on the opposite 
side. In advance of Ni deposition, the SiO2 grown in the previous process is removed with diluted HF 
solution (1:10 for 49 % HF : DI water) for 20 s. On the cleaned C-face, the Ni film of 100 nm thickness 
is deposited by using e-beam evaporator through shadow mask. The I-V characteristic of ohmic contact 
right after the electrode deposition is shown in Fig. 4.1(a). The current and voltage are not linearly 
related, which means that the contact is not yet ohmic. The sample is annealed by using rapid thermal 
annealing (RTA) method at 1000 ºC for 90 s. After annealing the sample, the contacts show the linear 
I-V characteristics as shown in Fig. 4.1(b) and its resistance is in a range of 5 ~ 30 Ω. The ohmic contact 






4.1.2 Graphene Transfer 
In the experiment, graphene is transferred on the substrate by using dry transfer method [71] that has 
an advantage of less water molecules trapped on graphene. The CVD graphene on Cu foil is cut into 
smaller size than the sample and then spin-coated with PMMA 495 A2 at 5000 rpm for 1 min. In general, 
graphene is grown on both sides of Cu foil so, the opposite side is etched by using RIE in oxygen 
atmosphere with plasma power of 20 W and duration of 60 s. Then, the Kapton tape, which makes the 
difference from the wet transfer method, is attached on the top of PMMA/graphene/Cu foil. Since new 
supporter for graphene is used, Cu is etched by using ammonium persulfate. The Kapton 
tape/PMMA/graphene is rinsed with DI water repeatedly, dried with N2 blowing, and then heated at 70 
ºC for 15 min. Before the graphene transfer, the substrate is cleaned with solvents and HF in advance 
to remove native oxide and residual organics on it. By handling the Kapton tape/PMMA/graphene with 
tweezer, it is transferred on the substrate. For uniform transfer, N2 blow is conducted to the center of 
the sample and then heat it at 150 ºC for 15 min. The sample is dipped into acetone to remove PMMA 
and accordingly Kapton tape is detached due to no connection to graphene/substrate. The sample is 
rinsed with IPA and heated again at 200 ºC for 15 min to remove residuals. The transferred graphene is 
confirmed by using Raman spectroscopy and the spectrums are shown in Fig. 4.2. For general Raman 
spectrum of graphene, two peaks of G peak and 2D peak appear near 1580 cm-1 and 2670 cm-1, 
respectively. However, in this case, G peak is disturbed with SiC peak because graphene is transferred 
on the SiC substrate. 
 
 
Figure ４.2 Raman spectrum of graphene transferred on SiC substrate. SiC peaks are observed 




4.2 Setup for Experiments with Schottky Junction 
The probe station is designed to measure the samples by changing the measurement methods (I-V, C-V, 
and IPE) with a single contact as shown in Fig.4.3. Therefore, the sample can be characterized without 
variations in contact properties. When the sample is mounted, the I-V characteristics are measured first 
using KEITHLEY Current Amplifier (Model 428) that can amplify current signal and apply bias, 
simultaneously. It is checked whether the contact is stable and the turn-on voltages. Then, the C-V 
measurement is followed with an Agilent E4980 LCR meter. For the Schottky junction, voltage is 
applied on the substrate and ground on the metal electrode to observe the reverse voltage characteristics 
of sample. In this measurement, the junction quality is estimated with dissipation factor (D). It is an 
indicator of loss or inefficiency and the sample is lossless with low D. The last measurement is IPE 
which needs additional tools of laser to light the sample. Based on the SBH values obtained from the I-




Figure ４.3 Measurement setup for metal/semiconductor junctions. (a) I-V, C-V, and IPE 






4.3 Design and Measurement of Superconducting Circuit 
In circuit QED, the operational parameters such as resonator frequency and qubit transition frequency 
are modulated depending on the design and fabrication of the circuits. The resonator can be presented 
by a transmission line or lumped elements. The most used form of the transmission line is a co-planar 
waveguide (CPW). The designed resonator can be coupled with outer ports through coupling capacitor. 
The capacitor can be formed by stacking metal and insulators or designing an interdigitated capacitor. 
Since the metal electrodes are on a same plane in the interdigitated capacitor, it has advantage of 
fabrication. Through these processes, the superconducting circuits are designed and fabricated. The 
samples are measured by dipping it into liquid He at ~ 4.2 K and also mounting it on the dilution fridge 
at ~ 10 mK. 
 
4.3.1 CPW Structure 
To propagate a signal from one point to another, a connection is necessary and is called transmission 
line in an electronic system [72]. The transmission line resonator has been used in various areas of 
circuit QEDs, such as quantum bus [73] and photon storage [74]. An infinitesimal part of transmission 
line consists of capacitance, inductance, resistance, and conductance as shown in Fig. 4.4(a). These 
values are determined by the transmission line design. According to Kirchoff’s voltage and current law, 
the circuit can be expressed as 
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where 0R , 0L , 0G , and 0C  are the resistance, inductance, conductance and capacitance per unit 
length, respectively. 
By using ( , ) Re[ ( ) ]j tSV z t V z e
=   and ( , ) Re[ ( ) ]j tSI z t I z e
=   where SV   and SI   are the 
phasor form of ( , )V z t  and ( , )I z t , 1-D wave equations for voltage and current are given by 
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.    (4.4) 
  is a propagation constant of 0 0 0 0( )( )R j L G j C + + . The solutions for the wave equation are 
denoted with left- and right-travelling waves for both parameters. Finally, the intrinsic impedance of 















.    (4.5) 
The intrinsic impedance is important parameter to design electrical circuit because of losses or 
reflections at the interface caused by impedance mismatching. 
A CPW is the most widely used structure of the transmission line in the superconducting circuit. The 
CPW consists of a center conductor with width w and ground planes on both sides separated by a gap g 
as shown in Fig. 4.4(b). The electrical parameters are determined by the width of center electrode, 
separation between the center conductor and the ground plane, and the relative dielectric constant. As 
discussed above, the intrinsic impedance should be matched with another resonator and the most 
common value for the RF circuits is 50 Ω. Therefore, it is necessary to design the transmission line 
having the same impedance. 
 
 
Figure ４.4 Schematic of transmission line. (a) Circuit diagram for infinitesimal length of 
transmission line and (b) the most common structure of transmission line, or CPW. 
 
4.3.2 Interdigitated Capacitor 
Interdigitated capacitor (IDC) has been used in sensing applications and evaluations of electrical 
properties [75]–[77]. The capacitance is measured between two comb- or finger-shaped electrodes. The 
capacitance depends on the dielectric properties (dielectric constant ( r  ) and thickness (h)), the 
electrode thickness (t), and the finger parameters such as number (N), length (l), and width (w). The 
interdigitated capacitance [78] is given by 
1 2( 1) [( 3) ]rC l N A A= + − +     (4.6) 
where A1 and A2 are capacitance per unit length of fingers for interior and exterior cases. Both 





1 4.409 tanh[0.55( / ) ] 10   (pF/ m)A h w 
−=  and  (4.7) 
0.5 6
2 9.920 tanh[0.52( / ) ] 10   (pF/ m)A h w 
−=  .       (4.8) 
The IDC is also calculated by using a software package, COMSOL Multiphysics [79]. The structure 
of IDC used for the calculation is shown in Fig. 4.5. It is investigated that the capacitance is expressed 
as a function of finger number, length and width. The thickness of dielectric materials (Si and air) are 
set to be 100 μm. As expressed in Eq. (4.6), there are linear relations in capacitance – number of fingers 
and capacitance – length of fingers. On the other hand, the capacitance has no finger width dependence 
because although it is related with A1 and A2, their contributions are too low. The capacitances obtained 
from Eq. (4.6) is ~10 fF greater than the estimated values from the COMSOL. The calculated 
capacitances are used for designing coupling capacitor and lumped element in the resonator. 
 
 
Figure ４.5 Design of interdigitated capacitor on COMSOL. The Si substrate and air are set 






Figure ４.6 Simulation results of interdigitated capacitor. (a) Finger number (N) dependence 
with a constant length (l = 70 μm) and width (w = 2.5 μm). (b) Finger length (l) dependence 
with a constant number (N = 10) and with (w = 2.5 μm). (c) Finger width (w) dependence with 
a constant number (N = 10) and length (l = 70 μm). 
 
4.3.3 Superconducting Resonator Measurement 
Fig. 4.7 shows the superconducting resonator designed with a structure of quarter-wavelength resonator 
terminated with SQUID. The signal can be transmitted through the coupling capacitor. The resonant 
frequency is determined by the length of the quarter-wavelength resonator and affected by the 
inductance of SQUID. First, the Nb resonator was characterized by making the end grounded instead 
of using SQUID. The design of Fig. 4.7 was patterned by using photolithography and Nb deposited on 
the wafer was etched by using reactive ion etching (RIE). Then, the sample was put on the sample box 
and bonded with printed circuit board (PCB) by using Al wire as shown in Fig. 4.8(a). The packaged 
sample was placed at the dipping probe and cooled down at 4.2 K. The reflection in S parameters was 
measured and the resonant dip was observed as shown in Fig. 4.8(b). Phase and group delay are the 
other parameters to observe the resonant behavior. Finally, the sample terminated with the SQUID was 
prepared. The SQUIDs were patterned by using e-beam lithography and deposited as a structure of 
Al/AlOx/Al by angle evaporation method. The packaged sample was mounted at the mixing chamber 
plate in the dilution refrigerator whose base temperature is ~ 7 mK because the critical temperature (TC) 
of the aluminum is ~ 1.2 K. The magnetic flux was changed through the SQUID by applying DC bias 
and observed the resonant frequency tuning in the range of 5 ~ 6.7 GHz as shown in Fig. 4.9. The 





Figure ４.7 Design of superconducting resonator. One end of the resonator is open with the 
coupling capacitor and the other is grounded. 
 
 
Figure ４.8 Measurement of Nb superconducting resonator. (a) The sample is mounted on the 
sample box and wire bonded with PCB. (b) Reflected signal is measured at 4.2 K by dipping 
in liquid He. 
 
 
Figure ４.9 Resonant frequency tuning of the superconducting resonator. By varying the 
magnetic flux through the SQUID, the Josephson inductance and the corresponding resonant 




4.4 Setup for Experiments with Superconducting Circuit 
Superconducting quantum circuits operate at <10 mK temperatures to reduce thermal excitations. Since 
the operational frequencies are in the GHz range, the corresponding temperature is T = hv/kB = 480 mK 
for the frequency of 10 GHz. Compared to the fridge temperature of 7 mK, the temperature scale of 10 
GHz is quite high. For example, the superconducting qubits can be in stable state. In addition to the 
temperature of sample, various microwave components including coaxial cables, circulators and 
isolators are possible sources to generate a loss. To thermalize the components, the components are 
anchored to each plate or stage. In this cryogenic setup, the quantum behaviors of electrical circuits 
such as parametric amplifiers and qubits are observed. 
 
4.4.1 Cryogenic Setup 
The superconducting circuit related experiments are conducted in Bluefors dilution refrigerators of 
which base temperature is ~ 7 mK. Fig. 4.10 depicts the experimental setup on the mixing chamber 
which is at the lowest temperature of the fridge. Basically, three ports of RF input, RF output, and DC 
line are used. To operate the JPA, another microwave path for pump tone is needed, which is combined 
with the DC bias through bias tee as shown in Fig. 4.10(a). The reflected signal from the JPA is sent 
through two successive isolators giving > 60 dB isolation. When the quantum limited amplification is 
observed with the superconducting qubit by using JPA, the qubit is located before the JPA. An additional 
isolator is added between the qubit and JPA to prevent the signal reflected back. Most of qubit 
measurements are conducted under the basic setup with three ports as shown in Fig. 4.10(b). A DC bias 
is used only when the qubit having tunable transition frequency is used. 
 
 
Figure ４.10 Experimental setup on mixing chamber plate for characterization of the samples. 
(a) When the JPA is used to amplify the qubit signal, the qubit and an isolator are added 
between filter and circulator. (b) The qubit is measured in transmission mode and when tunable 




4.4.2 Homodyne Measurement 
Homodyne measurements provide the phase and magnitude of information by frequency down-
conversion using mixer. A mixer is used to mix a RF signal with local oscillator (LO) by frequency 
conversion. When two microwave signals are mixed, two output signals are produced with the sum and 
difference of the input signal (ωS) and LO (ωLO) frequencies, 
cos( ) cos( )
[cos(( ) ) cos(( ) )].
2
S LO





     
+ 
= − + + + +
   (4.9) 
When only considered with the down-conversion process, the second term can be neglected by using 
a low pass filter. Here, the process can be divided into two cases depending on the magnitude of 
difference in two frequencies. One is called as ‘homodyne’ method in case ωS = ωLO, or ωS – ωLO = 0 
and the other as ‘heterodyne’ method in case ωS ≠ ωLO. In this case, the homodyne method is used for 
the experiments. The output signal is detected by an oscilloscope. When the phase of LO is changed by 
using manual phase shifter, two output signals can be detected 
( ) ( )cos( )I t A t =  and ( ) ( )sin( )Q t A t = .     (4.10) 
They are phase-shifted by 90°, giving the information of quadratures, X1 for I and X2 for Q. In 
homodyne detection with the phase sensitivity of the JPA, each quadrature operator or a linear 
combination of two quadratures can be observed. On the other hand, heterodyne method with phase 
insensitivity, both quadratures can be measured but, cannot be determined simultaneously with accuracy 
due to the commutation relation of [X1, X2] = i/2. The details of the homodyne setup to detect the 





Chapter５. Metal/Semiconductor Junction with Various Interfacial Layers 
and Its Application in Tunable Capacitor 
 
 
As mentioned in chapter 3, it is important to understand electron transport mechanism in semiconductor 
industry. The Schottky junction has frequently been used and the SBH is a key parameter in the electron 
transport to affect device properties. Basically, the SBH is defined by the difference between the Fermi 
level of metal and the electron affinity of semiconductor. However, the Schottky junction sometimes 
shows different transport behaviors across the junction depending on used materials and interface states. 
In this chapter, the electrical properties of the Schottky junction is discussed depending on different 
interface states on the substrate, especially 4H-SiC. In the later part of the chapter, it is showed that 
metal/oxide/floating-Schottky junction has the capacitive memory effect working based on the variation 
of depletion of the Schottky junction. 
 
 
5.1 Modulation of Metal/4H-SiC Schottky Barrier by Inserting Thin Al2O3 Layer 
SiC has superior properties including high breakdown voltage and high thermal conductivity [67], [80]. 
Therefore, it has been researched as a wide band-gap semiconductor in the area of high-power device. 
Besides its electrical properties, it shows different material properties depending on the polytypes where  
the sequence of Si-C bilayer stacking [62], [81]–[83] makes a difference. A representative type of 
polytype-dependent material properties is spontaneous polarization (SP). The SP is shown only for the 
polytypes having hexagonal turn in the stacking sequence due to the broken balance in the tetrahedral 
sp3 bonds of Si and C atoms [69], [84], [85]. On the other hand, the polytype having a cubic symmetry 
(e.g. 3C-SiC) does not show the SP. Here, the SP of 4H-SiC effects on the Schottky barrier located at 
the metal/4H-SiC junction is studied by inserting a thin spacer layer and making a thin distance between 
the metal and 4H-SiC substrate [86]. It is expected that the negative charges of the SP induced on the 
4H-SiC causes the increases in the SBH [87], [88]. Both Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC 






5.1.1 Sample Fabrication 
A n-type 4H-SiC wafer (Cree Inc.) was prepared to fabricate the Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-
SiC junctions. The wafer consists of a 0.5 m-thick buffer layer and a 17.8 m-thick epilayer. The 
buffer layer with 1  1018 cm-3 doping and epilayer with doping concentration of 2  1015 cm-3 were 
grown on a n-type 4H-SiC having 8.06° miscut in order. Note that both layers are n-type doped. The 
two pieces were cut from the 4H-SiC wafer and cleaned by using trichloroethylene, acetone, and 
methanol. Then, a native oxide grown on the pieces was removed by dipping them into HF (49 %) 
solution and rinsing them with methanol. After cleaning, one of the prepared samples was used to 
deposit a 3 nm thick Al2O3 film by using atomic layer deposition (ALD). The growth of Al2O3 thin film 
was conducted with a 50 sccm N2 gas flowing at 200 °C, and trimethylaluminum (TMA) and water 
(H2O) were used as precursors. One cycle has four stages; a 0.2 s TMA pulse, a 10 s TMA purge, a 0.2 
s H2O pulse, and a 10 s H2O purge. With this condition, the Al2O3 film is grown in a rate of 1.2 Å per 
one cycle. Then, the Au/Ni with thickness of 200 nm/500 nm were deposited as top electrodes and 
patterned through a circular shadow mask on both samples by using e-beam evaporator. 
Fig. 5.1 shows the cross-sectional high-resolution transmission electron microscopy (HRTEM) image 
of both junctions. For the Au/Ni/Al2O3/4H-SiC junction, the oxide thickness was measured to be ~4.3 
nm which is thicker than expected. It is revealed that the observed oxide layer in the image is composed 
of the deposited Al2O3 layer (~3.3 nm) and the natively grown SiO2 layer (~1 nm) [89]. It is possible 
that the SiO2 is remained during the fabrication process even though the samples were cleaned with HF 
solution beforehand. Also, the native oxide could be considered in the Au/Ni/4H-SiC junction. 
 
 
Figure ５.1 (a) Cross-sectional HRTEM image of the Au/Ni/Al2O3/4H-SiC junction and (b) 
its magnified image. (c) Cross-sectional HRTEM image of the Au/Ni/4H-SiC junction. The 





5.1.2 I-V Measurement 
The current-voltage curves of both junctions are shown in Fig. 5.2(a) and both junctions work as a usual 
rectifying Schottky junction. The Schottky behavior is observed in the Au/Ni/Al2O3/4H-SiC junction 
although it has the Al2O3 insulating spacer layer because the spacer layer is leaky itself, related with 
direct tunneling and trap-assisted current conduction in the layer. In the I-V curve of the 
Au/Ni/Al2O3/4H-SiC junction, the larger junction resistance is observed above the threshold region 
compared to the Au/Ni/4H-SiC junction. This means that the spacer layer can be resistive while it is 
transparent in the electron transport, and it gives the additional resistance. Especially, higher turn-on 
voltage is observed in the I-V curve of the Au/Ni/Al2O3/4H-SiC junction than that of Au/Ni/4H-SiC 
junction. By using Eq. 3.1 of the thermionic emission theory and fitting the measured I-V curves as 
shown in Fig. 5.2(a), the Schottky barrier height (SBH) is extracted as 1.51 ± 0.04 eV for Au/Ni/4H-
SiC junction and 2.06 ± 0.13 eV for Au/Ni/Al2O3/4H-SiC junction, respectively. 
 
 
Figure ５.2 (a) Current density as a function of forward bias for Au/Ni/4H-SiC (black square) 
and Au/Ni/Al2O3/4H-SiC (red circle) junctions in semi-log scale. (b) The linear relation 
between ideality factor and SBH. The intercepted SBH with n = 1 means the barrier height 




The ideality factor (n), implying the deviation from the ideal Schottky junction, is another parameter 
to be noted in the I-V measurement. It is estimated to be 1.18 ± 0.06 for the Au/Ni/4H-SiC junction, 
which is close to the ideal Schottky junction and 2.17 ± 0.21 for Au/Ni/Al2O3/4H-SiC junction showing 
much larger than unity. The reason for non-ideality of the Au/Ni/Al2O3/4H-SiC junction is that Al2O3 
film is not evenly deposited and then it has non-uniform thickness, making some local areas with lower 
SBs than the surroundings. Several researchers have demonstrated that these even very small low-
barrier regions can affect the I-V curves [90]–[92]. In other words, the local low-barrier regions cause 
the increase in the ideality factor of the I-V curve and the SB to be measured even lower than average 
SB of the surrounding area [91]–[94]. As mentioned in R. T. Tung [95], the energy band profile of the 
low-barrier regions is pinched off because of the surroundings having high barrier. If there is small 
enough low-barrier region, the pinch-off can be enhanced to nearly close the low-barrier region. Then, 
the low-barrier regions can be neglected in terms of the carrier transport, and the Schottky junction 
behaves like an ideal junction. However, in this case, the ideality factor of Au/Ni/Al2O3/4H-SiC junction 
is large, and it indicates that some low-barrier regions are not negligible in the junction. 
Table 5.1 summarizes the electrical parameters of the Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC 
junctions extracted from the I-V measurement curves. As shown in Fig. 5.2(b), the Schottky barriers 
and the ideality factors obtained from the I-V curves are linearly related to each other. The Schottky 
barrier without the effect of the low-barrier regions are estimated by finding the intercept of the linearly 
fitted line with n = 1.0. The extracted SBH of the Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC junctions are 
~1.64 eV and ~2.76 eV, respectively. 
 
Table ５.1 Summary of electronic properties for Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC junctions. 





Au/Ni/4H-SiC (1.06±0.91)10-18 1.18±0.06 1.51±0.04 1.97±0.027 
Au/Ni/Al2O3/4H-SiC (2.26±3.91)10-26 2.17±0.21 2.06±0.13 3.21±0.082 
a 0J  (A/cm-2) is the reverse saturation current density. 





5.1.3 C-V Measurement 
To get the Schottky barriers on the prevailing areas of the Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC 
junctions, capacitance-voltage (C-V) measurement technique is used. The bias-dependent differential 
capacitance of C = dQ/dV is measured by applying a reverse bias (VR) with an AC voltage of 50 mV 
amplitude and 1MHz frequency and the reverse bias is applied in the range from 0 V to 2.2 V. The C-V 
curves of the Au/Ni/4H-SiC and Au/Ni/Al2O3/4H-SiC junctions can be seen in Fig. 5.3(a). The 
measured capacitance data are replotted as 1/C2 vs. VR with the linear fitting lines. By using the abrupt 
depletion approximation referred to the chapter 2, the doping concentration (ND) and the SBH could be 
obtained. The doping concentrations for the Au/Ni/4H-SiC and the Au/Ni/Al2O3/4H-SiC junctions are 
extracted to be (3.34 ± 0.23)1015 cm-3 and (2.90 ± 0.10)1015 cm-3, respectively. These values of both 
junctions are close to the provided value (2.001015 cm-3) by the vendor. The SBH calculated from the 
procedure are 1.97 ± 0.027 eV for the Au/Ni/4H-SiC and 3.21 ± 0.082 eV for the Au/Ni/Al2O3/4H-SiC 
junctions, as shown in Table 5.1. 
Even when the influence of the low-barrier regions is neglected, the Schottky barrier obtained from 
the C-V measurement is larger than that from the I-V measurement. Although the image force lowering 
is considered, the estimated values to be ~25 meV for the Au/Ni/4H-SiC and ~29 meV for the 
Au/Ni/Al2O3/4H-SiC junctions are insufficient to explain the discrepancies between the Schottky 
barriers obtained from the I-V and C-V measurements. It can be mostly attributable to the capacitive 
component of ohmic contact in the substrate and the stray capacitances in the measurement system. Due 
to the additional capacitive components, the capacitance of the Schottky junction can be measured 
smaller than the actual value. The smaller capacitance induces over-estimated built-in potential which 
is the VR-intercept of the linearly fitted line in the 1/C
2 vs. VR plot and also the higher Schottky barrier. 
Since it is expected that the added capacitive components are quite similar for both junctions, their 
influences are negligible for the increase of the Schottky barrier with the inserted Al2O3 spacer layer. 
The Schottky barrier of the Au/Ni/Al2O3/4H-SiC junction measured from the C-V method is estimated 
much higher with the amount of ~1.24 eV than that of the Au/Ni/4H-SiC junction, like the I-V 
measurement. Just as a note, when the influences of the low-barrier regions are excluded, the difference 
between two junctions obtained from the I-V measurement is ~1.12 eV. 
It is noticeable that the C-V measurements are insensitive to the low-barrier regions. Considering a 
native oxide layer (<1 nm) for both junctions and the spacer oxide layer (~3 nm) for Au/Ni/Al2O3/4H-
SiC junction, the total oxide layer of 4.3 nm thickness is much thinner than the width of depletion region 
in the 4H-SiC (~ 900 nm for ND = 2.001015 cm-3). Therefore, the oxide capacitance (Cox) is >200 times 
larger than depletion capacitance (CD) by the reciprocal relation with the dielectric thickness. Then, the 
effective capacitance (Ceff) is mainly attributed from the depletion region capacitance because the 














.       (5.1) 
By this calculation, it can be considered that the Schottky barrier extracted from the C-V measurements 
is almost entirely corresponding result of the depletion region without the considerations of the small 




Figure ５.3 The C-V characteristics in (a) measured and (b) calculated 1/C2 vs. VR plots. The 
modeling with finite element method is conducted by using commercial tool, FlexPDE. 
 
5.1.4 Finite Element Electrostatic Modeling 
It is demonstrated that the Schottky barrier is increased when the Al2O3 spacer layer is inserted in the 
Schottky junction through the I-V and C-V measurements. The increase in Schottky barrier is thought 
to be mainly due to negative charges located at the 4H-SiC surface generated by the SP of the 4H-SiC. 
Fig. 5.4 shows the formation of a dipole layer by forming negative SP charges and the same-amount 
induced positive charges on the 4H-SiC surface and the metal electrode, respectively. As a result, linear 
increase in the electrostatic potential energy from the metal surface to the 4H-SiC surface is induced. 
As the electrostatic potential energy on the 4H-SiC surface increases, its conduction band energy 
minimum is accordingly raised. The increase of the electrostatic potential energy occurs across a thin 
native oxide (SiO2) for the Au/Ni/4H-SiC junction (Fig. 5.4(a)). On the other hand, there is an additional 
increase of electrostatic potential energy due to the existence of the Al2O3 spacer layer in the 
Au/Ni/Al2O3/4H-SiC junction, inducing the increase of Schottky barrier compared to the Au/Ni/4H-SiC 
junction, as shown in Fig. 5.4(b). 
The SB increase is estimated due to the dipole layer formation by the SP charge by calculating the 




procedure is followed with one used by K. -B. Park et al. [97] and the electrostatic potential energy in 
the dielectric materials (e.g. oxide layer and substrate) is given by 
( , , ) ( )tot mx y z   = + − ,      (5.2) 
where ( , , )x y z  is the electrostatic potential energy at (x, y, z), m  is the work function of metal 
(Ni), and   is the electron affinity of the dielectric materials (Al2O3, SiO2, and 4H-SiC). The potential 
energy ( , , )x y z  in Eq. (5.2) can be determined by solving the Poisson’s equation 
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 − = − 
  ,      (5.3) 
where ( , , )x y z  is the net charge density, r  the relative dielectric constant of Al2O3, SiO2, or 4H-
SiC. It is assumed that the net charge density in the oxide layers are set to be zero and in the 4H-SiC is 
given as 
( , , ) [ ( , , )]D cx y z q N n x y z = − .        (5.4) 
The density of free electron, cn  is 
,exp[( ) / ]c c F S tot Bn N E k T= − ,        (5.5) 
where cN  is the effective electron density of states (1.8310
19 cm-3 for 4H-SiC), and 
,F S RE qV= −  
is the Fermi level energy of the semiconductor when a reverse bias is applied. Here the extracted donor 
concentration from the C-V measurement is used and the negative SP charge on the 4H-SiC surface is 
set to be the boundary condition at the interface of oxide and 4H-SiC. Table 5.2 summarizes the material 
parameters used in the calculation. As the reverse bias varies with a small amount RV , the charge 
mQ  on the metal electrode is induced. Then, the change of charge is quantified, and the differential 
capacitance is obtained, giving 
/m RC Q V=   ,          (5.6) 
where ( ) ( )m m R m R RQ Q V Q V V= − +  . The amount of SP of 4H-SiC surface is found to be 3.0010
-2 
C/m2 by repeating the calculation with different SP of 4H-SiC and getting the best-fitted C-V curve to 
the measured one as shown in Fig. 5.4(b). The estimated SP of 4H-SiC is a bit larger but very close to 
the previous theoretically-predicted [69], [81], [84] or experimentally-found values [98], [99] in the 






Figure ５.4 Device layer schematic and energy band diagram of (a) Au/Ni/4H-SiC and (b) 
Au/Ni/Al2O3/4H-SiC junctions. The energy band profiles at the right side are indicated along 
the dashed line of device schematic. 
 
 
Table ５.2 The electrical characteristics used for finite element electrostatic modeling with work 
function, electron affinity, and dielectric constant. 
( )m Ni  4H SiC −  2SiO  2 3Al O  4H SiC −  2SiO  2 3Al O  







It has showed that when a thin Al2O3 spacer layer is inserted in the Au/Ni/4H-SiC junction, the 
Au/Ni/Al2O3/4H-SiC junction behaves as a normal rectifying Schottky diode, having quite high 
threshold voltage. Due to the direct tunneling or trap-assisted conduction across the thin Al2O3 layer, 
the junction is considered to have the rectifying behaviors. Also, the Au/Ni/Al2O3/4H-SiC junction have 
the significant higher threshold voltage compared to Au/Ni/4H-SiC junction because of electrostatic 
potential energy jump for electron. This jump occurs across the dipole layer consisting of the negative 
charges by SP bound on the 4H-SiC substrate and the positive charges induced on the metal electrode. 
The measured C-V curves are reproduced by using the finite element method and assuming the proper 
value of the SP of 4H-SiC. It is found that the assumed value of the SP is quite close to the previously 
reported values. As a result, the SP of 4H-SiC can modulate the Schottky barrier of the metal/4H-SiC 
efficiently by the insertion of thin interfacial layers. 
 
 
5.2 Effect of Electric Dipole Formed at Au/Graphene Interface on Au/Graphene/4H-SiC 
Junction 
Graphene (Gr) has been widely used in the device applications and it becomes essential to form a contact 
with metal electrodes [100]–[102]. The following researches of metal/graphene have been studied and 
the doping graphene [103] due to the contact with metals is interesting. An electric dipole formed at an 
interface of metal/graphene causes the doping on graphene showing the dependence on the work 
function of metal and adsorption to the graphene. Also, it is described with an extra charge caused by 
an electric dipole between graphene and metal. These phenomena on the metal/graphene interface are 
demonstrated by forming Au/Gr/4H-SiC Schottky junction. The 4H-SiC is a kind of substrate showing 
weak Fermi level pinning [104], whereas the most used Si and GaAs are the substrates having strong 
Fermi level pinning [105], [106]. The Fermi level pinning interrupts an observation of influence of the 
dipole charges on the junction properties and thus the 4H-SiC is appropriate candidate. The Au is used 
as top electrode because it is one of metals having weak adsorption with graphene and forming electric 
dipole and it also forms the Schottky junction of large barrier height due to the work function of 5.1 ~ 
5.4 eV and inactive reaction with the substrate. The formation of electric dipole is confirmed by the 
change in the SBH with I-V, C-V, and IPE measurements. Then, the calculation by using finite element 







Graphene is composed of a single layer of carbon atoms in honeycomb structure where the carbon atoms 
are bound by orbital hybridization as shown in Fig. 5.5(a). A. Geim and K. Novoselov discovered 
graphene, new two-dimensional material experimentally in 2004 [107] and they were awarded the 
Nobel Prize in Physics in 2010 for their works on graphene. The appearance of novel material has 
attracted much attention because of superior properties of high thermal conductivity, high electron 
mobility, and so on. The linear energy dispersion relation is one of unique properties of graphene and 
can be understood by using tight-binding approximation. It was first proven by P. R. Wallace [108] and 
is given as 
         (5.7) 
where E  is the conduction band or valence band, fv  the Fermi velocity (~10
6 m/s), and k  the 
wave vector. Based on this relation, there are crossing points of the conduction and valence bands as 
shown in Fig. 5.5(b). They are called as ‘Dirac points’ and these energy band structure as ‘Dirac cones’. 
Especially, for the intrinsic graphene can be either semi-metal or zero-gap semiconductor due to its 




Figure ５.5 (a) Honeycomb lattice structure of graphene. a1 and a2 are the lattice vectors. (b) 
Dirac-cone shaped energy band structure. The upper conduction band and lower valence band 






5.2.2 Sample Fabrication 
The 4H-SiC wafer used in this work was double-side polished and comprised of 360 μm-thick 
substrate and its doping concentration of ND = 51018 cm-3 and 25 μm-thick epilayer and its doping 
concentration of ND = 11015 cm-3. Two 1 cm1 cm samples were used for the comparison and cleaned 
with 49 % HF solution for 1 min to etch native oxide (SiO2). The C-face of the SiC was used to make 
an Ohmic contact due to the high doping concentration and the Si-face to form a Schottky junction. 
Prior to the formation of Ohmic contact and Schottky junction, a protective layer is deposited with SiO2 
layer of 100 nm thickness on the Si-face by using plasma-enhanced chemical vapor deposition 
(PECVD). The samples were dipped into a diluted 49 % HF and DI water solution (1:10) to eliminate 
the native oxide grown slightly during the deposition of the protective layer. Then, Ni film with 100 nm 
thickness was deposited on the C-face SiC by using e-bean evaporator and the annealing process was 
followed at 1000 °C for 90 s without any gas flow. The sample was again dipped in 49 % HF solution 
for 1 min to remove the remained native oxide before the Schottky junction formation. To compare the 
effect of graphene/metal contact, graphene was transferred on one sample by using dry transfer method 
[S19]. The top electrode of 50 nm-thick-Au was deposited on both samples by using e-beam evaporator 
and was patterned with 500 μm diameter-circles through metal shadow mask. The neighboring junctions 
on Au/Gr/4H-SiC were isolated by removing graphene with O2 plasma etching. 
 
5.2.3 I-V Measurement 
Both junctions exhibit the rectifying current-voltage (I-V) characteristics as in Fig. 5.6(a) and their 
breakdown reverse voltages are still high as usual SiC devices. However, the threshold voltage, which 
is related to the SBH, decreases in the junction with the graphene, as better seen in the semi-logarithmic 
plot in Fig. 5.6(b). From the curve fitting of the semi-logarithmic plot, the obtained SBHs for the Au/4H-
SiC and Au/Gr/4H-SiC junctions were 1.89 ± 0.02 eV and 1.05 ± 0.02 eV, respectively. In case of the 
Au/4H-SiC junction, the SBH is similar to the reported values [109], [110]. The ideality factor increases 
from 1.05 ± 0.01 to 2.11 ± 0.09 when the graphene is located between the metal and semiconductor. 
The non-ideal behavior of the Au/Gr/4H-SiC is contributed significantly by uneven graphene transfer. 
The defects such as ripples, and ridges causes spatial inhomogeneous and alter locally the electrical 
properties of the junction [111], [112]. It might be several nm-height and its effect on the charge transfer 
will be explained later. Also, it is noted that the current flows less in the Au/Gr/4H-SiC junction that it 






Figure ５.6 I-V characteristics. (a) Current as a function of forward bias for Au/4H-SiC (red 
square) and Au/Gr/4H-SiC (blue circle) junctions in linear scale and (b) in log-scale. 
 
5.2.4 C-V Measurement 
The SBH is also extracted from the capacitance-voltage (C-V) measurement. Agilent E4980A LCR 
meter is used to measure the capacitance and the reverse bias is applied from 0 V to 2V with an 
alternating AC voltage having the frequency of 100 kHz and the magnitude of 50 mV. The bias-
dependent differential capacitance ( /C dQ dV=  ) curves are shown in Fig. 5.7. The curves are 
analyzed according to the abrupt depletion approximation. Two electronic parameters in the 1/C2 vs. V 
curve can be obtained, the doping concentration from the slope and the built-in potential ( biV ) from the 
extrapolated voltage. The biV  describes the amount of band bending in the bulk semiconductor and is 
defined as / /bi BV q k T q = − − . Using this relation, the SBHs are extracted with 1.98 ± 0.01 
eV for the Au/4H-SiC junction and 1.38 ± 0.02 eV for the Au/Gr/4H-SiC junction. As consistent with 
the I-V results, the SBH is reduced when the graphene is located in the Au/4H-SiC junction. The SBH 
obtained from the C-V measurement is higher than that from the I-V measurement because the low SBH 
regions in the junction are not considered and the electrical properties over whole area of the junction 
are treated in the C-V characteristics. The image force lowering (IFL) is the other reason to give lower 






Figure ５.7 C-V characteristic in measured 1/C2 vs. VR plots for Au/4H-SiC (red square) and 
Au/Gr/4H-SiC (blue circle) junctions. 
 
5.2.5 IPE Measurement 
The last method used to estimate the SBH is internal photoemission (IPE). The SBH obtained from the 
IPE method gives relatively exact value compared to other methods since the electrons surmounting the 
energy barrier are only detected and the measured photocurrent is dominated by prevailing region of 
the junction [113]. Referring the results of the I-V and C-V measurements, the IPE measurement range 
is set as 1.55 ~ 1.70 eV for the Au/4H-SiC junction and 1.1 ~ 1.8 eV for the Au/Gr/4H-SiC junction. It 
is because depending on the energy, different filter and fiber were used to measure the photocurrent. 
When the electrons start to move over the SBH, the current abruptly increase. Then, the SBH can be 
extracted from the extrapolated photon energy in the first linear region after the threshold. The IPE 
results of the junctions are shown in Fig. 5.8. The SBH of the Au/4H-SiC junction is extracted with 1.82 
± 0.01 eV and that of the Au/Gr/4H-SiC junction with 1.24 ± 0.00 eV. The result obtained from the IPE 
is in agreement with other measurement results that the SBH decreases when the graphene is located 
between the Au/4H-SiC junction. The SBHs and related parameters extracted from each measurement 
are listed in Table 5.3. 
 






























Figure ５.8 IPE Characteristic for Au/4H-SiC (red square) and Au/Gr/4H-SiC (blue circle) 
junctions. 
 
Table ５.3 Summary of data for Au/4H-SiC and Au/Gr/4H-SiC. 
 n ,B I V − (eV) ND (cm-3) ,B C V − (eV) ,B IPE (eV) 
Au/4H-SiC 1.05±0.01 1.89±0.02 (0.73±0.01)1015 1.98±0.01 1.82±0.01 
Au/Gr/4H-SiC 2.11±0.09 1.05±0.02 (1.28±0.00)1015 1.38±0.02 1.24±0.00 
 
5.2.6 Finite Element Electrostatic Modeling 
The electric dipole formation at the metal/graphene interface and its effect on the electron transport is 
analyzed by using the commercial software FlexPDE [96] which solves the modeling problem of the 
electrostatic potential with finite element method. The energy band diagram for both junctions modeled 
in the calculation are shown in Fig. 5.9. Table 5.4 shows a list of the electrical parameters used in the 
calculation. The potential ( )U x  at the metal and substrate is defined by solving one dimensional 
Poisson equation  
2 2
0( ) / ( ) / rd U x dx x  = −         (5.8) 
where ( )x  is the net charge. Here, we set the electrostatic potential to be zero at the metal surface. 
Then, the conduction band minimum (EC) and valance band maximum (EV) could be obtained from the 
relation of  
( ) ( )C M SiCE x U x = − −  and ( ) ( )V C gE x E x E= −       (5.9) 




















where M  is the metal work function, SiC  the semiconductor electron affinity, and gE  the energy 
band gap. The net charge density in the 4H-SiC is given by  
( ) [ ( ) ( )]dx q N n x p x = − − − ,       (5.10) 
and the electron density ( ( )n x ) and hole density ( ( )p x ) were calculated by using approximated form 
of Fermi-Dirac integral of order 1/2 [114]. On the other hand, there are more charges to be considered 
at the interface of substrate and graphene, including interface trap charge ( itQ ), graphene charge ( GQ ), 
and dipole charge ( DQ ). First, the interface trap charge at the 4H-SiC surface [51], [115] is calculated 
as 
( )it it g CNL BQ qD E E = − − −       (5.11) 
where itD  is the interface trap density, CNLE  the charge neutrality level. When the CNLE  is assumed 
to be 2.44 eV [116], the itD  is determined as 810
11 cm-2eV-1 by satisfying with the measured SBH 
for the Au/4H-SiC junction. This order of itD  well corresponds to the weak Fermi-level pinning effect 
of the 4H-SiC surface. It is assumed that the 4H-SiC surface of the Au/Gr/4H-SiC junction has the 
identical CNLE  and itD  values with that of the Au/4H-SiC junction. Next, the doping charge of 
graphene is expressed as  
     (5.12) 
where ΔEF is the difference between Dirac point and Fermi level in graphene and υF (=108 cm/s) the 
Fermi velocity of graphene. The Fermi level shift of the graphene is calculated by electrostatic potential 
drop from the metal surface 
F M GE U  = − − .    (5.13) 
The last parameter to be considered is the interaction dipole charge originated from the wave function 
overlap between the Au and graphene. In calculation, the dipole charge is considered as a thin charge 
sheet at the Au and graphene interface. Among the charges considered in the calculation, the interface 
trap charge and the doping charge are determined in advance by using material parameters and measured 
SBH. Then, the dipole charge of 1.010-6 C/cm2 is extracted to satisfy the SBH obtained by IPE 
measurement with equilibrium distance of 3.3 Å [103]. Note that the distance between graphene and 
4H-SiC does not much affect the estimated SBH, so we set it as a minimum value (2 Å) to be possible 
to be calculated. Moreover, it is confirmed that the SBH could be modulated in amount of ~0.1 eV with 
the dipole charge. 
Since graphene could be transferred roughly, the distance between graphene and 4H-SiC could be 
different locally [111], [112] and, therefore it induces the inhomogeneity of the SBH in the junction. 
When the sign of the interface trap charge is positive, the electrostatic potential drop across the gap 




increased potential drop. In the C-V and IPE measurements, this effect was not observed because the 
SBHs were measured by the majority parts of the different SBHs. On the other hand, it could be 
observed with using the I-V measurement because of the fact that the current flows less resistive region 
although that region is small. By using the dipole charge of 1.010-6 C/cm2 and the equilibrium distance 
of 3.3 Å, the distance between graphene and 4H-SiC was extracted with 33 Å to have the same SBH 
obtained from the I-V measurement. 
 
Table ５.4 The parameters used for material electrical properties in finite element method. 
M  (Au) G  4H SiC −  2SiO  4H SiC −  2SiO  
5.4 eV 4.5 eV 3.5 eV 0.9 eV 9.7 3.9 
 
5.2.7 Conclusion 
In summary, the formation of an electric dipole between metal and graphene was studied by making 
Schottky junction with the substrate having weak Fermi level pinning effect. It is demonstrated that the 
Fermi level tuning and interface dipole formation by contacting graphene with metal could influence 
the electron transport in the junction, resulting in the reduction of SBH. The experimental results are 
consistently obtained from I-V, C-V, and IPE methods and the calculation using FlexPDE supports the 
claim on dipole formation at the interface of metal/graphene. The experimental result could be useful 










Figure ５.9 Band diagrams of (a) Au/4H-SiC and (b) Au/Gr/4H-SiC junctions. The parameters 





5.3 Capacitive Memory Effect of Au/Cr/Al2O3/Al/Si Junction 
Numerous alternatives to existing computers such as quantum computing and neuromorphic computing 
have been studied to efficiently process overflowing information [1], [117]–[119]. Memcomputing 
consisting of memory circuit elements (memelements) is also a potential candidate to simultaneously 
store and process information in the same location of the device [2]. Memelement characterized by M. 
Di Ventra et al. [120] is a key element of the memcomputing itself and can be used extensively including 
quantum and neuromorphic computing, leading to a new computing paradigm [121]–[125]. 
 
5.3.1 Memcapacitor 
In the beginning of the 1970s, L. O. Chua suggested memristor (abbreviated for memory resistor) first, 
which is one of memory circuit element [126]. The concept of memory element expands to other circuit 
elements such as memcapacitor (abbreviated for memory capacitor) and meminductor (abbreviated for 
memory inductor) [120]. These memelements are considered to be a neuron for human brain system in 
that they are both information-storing and computing units. It allows their applications to parallel 
computing including quantum computing and neuromorphic computing [2]. 
Among three memelements, the interest in this part is memcapacitor whose symbol is shown in Fig. 
5.10(a). An asymmetric property of terminals is described with black thick line in lower part. For 
voltage-controlled memcapacitors, q(t) and VC(t) have the relation of 
0




q t C V d V t =        (5.14) 
and the system shows hysteresis loop like Fig. 5.10(b). The area of closed loop means added or removed 
energy from the system and it depends on the direction of the loop. 
 
5.3.2 Sample Fabrication 
An n-type Si (100) doped with donor concentration of ND = 1015 cm-3 was used to fabricate 
Au/Cr/Al2O3/Al/Si junction [127]. The 1 cm × 1 cm Si substrate was cleaned by sonicating it in acetone 
and methanol for 5 min and then dipping it in BOE solution (BOE : DI = 1:6) for 30 sec to remove the 
native oxide grown on the Si surface. Schottky contact pattern was formed by photolithography using 
MA-6 mask aligner and the contact was made by depositing Al (3 nm) film with an e-beam evaporator 
and the following lift-off process. Then, 30 nm thick Al2O3 film is deposited by using atomic layer 
deposition (ALD) to cover the entire Schottky contact. It is considered that the Al2O3 film is thick 
enough not to allow electrons to flow through it. The photolithography process was performed again 
for the top electrode pattern. Then, Au/Cr (100 nm/10 nm) was deposited using e-beam evaporator and 





Figure ５.10 Characteristics of memcapacitor. (a) Electrical symbol of memcapacitor. In 
general, a positive voltage is applied to the upper terminal. (b) Hysteretic behavior of 
memcapacitor. 
 
5.3.3 Working Mechanism 
There are three kinds of internal state, such as geometric configuration, voltage, or time, to specify 
memcapacitance [120]. Two ways are suggested to determine the internal state of the memcapacitor [2]. 
One is to manipulate properties of dielectric materials. In this case, the different capacitance can be 
measured by a previous polarization state of the dielectric [128], [129]. It occurs because the motion of 
electrical carriers cannot follow the change in applied voltage. The other one is related to the geometric 
configurations of the memcapacitor, for example, area of the junction and thickness of dielectric layer 
[128]. The memcapacitor of metal/oxide/floating-Schottky junction operates based on changes in the 
geometric configuration of the capacitor, especially the separation of the capacitor electrodes. The 
electron transfer to and from the floating Schottky metal located between the substrate and thick 
insulating layer is controlled by varying the voltage pulses across the whole junction. Then, the 
depletion width varies spontaneously to compensate the differed negative charges in the floating metal. 
Here, the depletion region has positive space charges for the n-type substrate. In this manner, the 
depletion width can be controlled by applying voltage pulses with different signs and magnitudes, 










Figure ５.11 Energy band diagrams of the memcapacitor with a structure of 
metal/oxide/floating-Schottky junction. (a) Electrons in the floating metal flow into the 
substrate by applying a positive voltage on the substrate. (b) After the voltage is turned off, the 
depletion width decreases due to the reduction of electrons stored in the floating metal. (c) On 
the other hand, when a negative voltage is applied to the substrate, electrons in the substrate 
flows into the floating metal. (d) In this case, the depletion width increases with the increased 





The following demonstrates how the depletion width is tuned by voltage pulses and the capacitance 
is changed accordingly. While a positive bias is applied to the semiconductor substrate, some electrons 
will migrate from the floating metal to the semiconductor (Fig. 5.11(a)). Then, the depletion width will 
decrease since the number of electrons in the floating metal needed to be screened out is reduced, which 
results in an increase in depletion capacitance (Fig. 5.11(b)). On the other hand, applying negative bias 
to the semiconductor substrate brings up electron flow into the floating metal. (Fig. 5.11(c)) Thus the 
depletion width increases, making the depletion capacitance decrease. (Fig. 5.11(d)) Here, it is assumed 
that there is no leakage of electrons through the insulating layer deposited on top of the Schottky contact 
and the electrons in the floating metal are to be trapped by the Schottky barrier during the bias-off state. 
In the metal/oxide/floating-Schottky junction, two capacitors are connected in series; one is the top-
metal/oxide/floating-metal structure and the other the underlying Schottky contact. The Schottky 
contact can be considered as a capacitor because its depletion region behaves as an insulating layer due 
to the lack of free electrons and the doped semiconductor and metal act as electrodes [51]. The 
capacitance of the top-metal/oxide/floating-metal capacitor (Cox) is estimated to be ~33 times larger 
than that of Schottky contact (Cdep) because even though their relative permittivities are in similar range 
of 9 ~12, the depletion width of ~1 μm is larger than the insulator thickness of ~ 30 nm. Therefore, the 
effective capacitance of the total junction will be dominantly determined by the smaller depletion 
capacitance (1/Ctot = 1/Cdep + 1/Cox), implying that the capacitive response by the voltage pulses is 
entirely due to a change in the depletion width. 
 
5.3.4 Experimental Results 
The memcapacitive behavior of metal/oxide/floating-Schottky junction was experimentally verified by 
fabricating Au/Cr/Al2O3/Al/Si junction as illustrated in Fig. 5.12(a). Lower pane of Fig. 5.12(b) shows 
how the memcapacitor responds by applied voltages of upper pane of Fig. 5.12(b). As shown in the top 
inset, all voltage pulses with a width of 1 sec and a frequency of 1 MHz were used to characterize the 
memcapacitive performances of junction; negative (-15 V) for erasing process and positive (2, 4, 6, and 
8 V) for writing. The data retention of a memcapacitor was confirmed by measuring the capacitance for 
600 sec with an interval of 10 sec without bias. The initial capacitance jump was observed immediately 
after the writing voltage pulse was applied. Then, it decreases somewhat rapidly and approaches any 
specific value corresponding to each writing voltage pulse as shown in Fig. 5.12(c). It is explained that 
the electrons moved to the semiconductor due to the applied voltage leak into the floating metal through 
the leakage path until the device reaches an equilibrium state. The capacitance difference between 
writing and erasing increases linearly with the voltage pulse and is specified on Fig. 5.12(d). This result 
shows that the proposed junction works as a memcapacitor having multi-level memory state. 
It is necessary to have a stable initial state in order to function as a memory device. The capacitance 




conditions with a stable initial state as shown in Fig. 5.13(a)-(c). When the voltage pulse of -8 V and -
12 V that are not enough to fill the floating metal with electrons is applied, the capacitance value is 
significantly dispersed and increases as the erasing operations are repeated. When the magnitude of the 
erasing voltage is increased to -15 V, the reset state still increases but is almost saturated with a certain 
value as shown in Fig. 5.13(d). A condition having an initial state that has more constant value should 





Figure ５.12 Memcapacitive characteristics of Au/Cr/Al2O3/Al/Si junction. (a) Schematic 
diagram of Au/Cr/Al2O3/Al/Si junction. Voltage pulse is applied to the semiconductor substrate. 
(b) The junction capacitance varies with the voltage pulse of 2, 4, 6 and 8 V. A negative voltage 
of -15 V is applied to reset the state. All pulses are applied for 1 sec and between pulses, there 
are time intervals of 600 sec to observe the data retention. (d) The capacitance-difference 






Figure ５.13 The fluctuation in junction capacitance depending on the erasing voltage (a) -8 
V, (b) -12 V, and (c) -15V. The capacitance values were obtained from the pulse sequence of 
Fig. 5.12(b). (d) The distribution of saturated capacitance values after each writing voltage for 
different erasing voltage. With the higher erasing voltage, the states become stable with a 
reduced dispersion of capacitance. 
 
Fig. 5.14 shows the capacitive memory behavior of Au/Cr/Al2O3/Al/Si junction as a form of 
hysteresis loop. The C-V loop is measured with following sequences: 0 V → |Vmax| V → – |Vmax| V → 
0 V where |Vmax| =2, 4, 6, and 8 V. The voltages were applied for 1 sec and the capacitance was measured 
with the LCR meter after the applied voltage was turned off for 1 sec. 
 
5.3.5 Conclusion 
In conclusion, a memcapacitor structured with metal/oxide/floating-Schottky junction has been 
suggested. The proposed device actually functions as a stable memcapacitor showing the discrete 
capacitive memory states depending on different external voltage pulses. Each memcapacitive state is 
determined by the depletion width modulated with the number of electrons trapped in the floating metal. 




conventional semiconductor fabrication technology. Thus, it is expected that the metal/oxide/floating-
Schottky junction will be used to realize neuromorphic and polymorphic computing as the precedent 




Figure ５.14 Hysteretic behavior of the Au/Cr/Al2O3/Al/Si junction in capacitance-voltage 
plot. The C-V hysteresis loops were obtained by sweeping voltage pulses with the duration of 






Chapter６. Squeezed State Generated by Josephson Parametric Amplifier 
 
 
This chapter covers parametric amplifiers in the superconducting circuit QED, such as Josephson 
parametric amplifier (JPA) and Josephson parametric converter (JPC). First, the improvement of 
measurement efficiency with enough gain of both parametric amplifiers is demonstrated. The gains of 
each parametric amplifier are obtained with applied strong pump field. Then, using these parametric 
amplifiers, the squeezed state which is one of nonclassical quantum state is generated, and reconstructed 
with Wigner tomography. 
 
 
6.1 Parametric Amplifier 
In quantum optics, process becomes parametric when a nonlinear medium is used for frequency mixing 
and its refractive index is modulated by a strong pump tone [133]. By analogy with the optics, the 
refractive index corresponds to the impedance in the electrical circuits and the nonlinear medium to the 
Josephson junction in the superconducting circuits. Then, the parametric process in the microwave 
regime can be achieved by modulating either a capacitance or inductance. In the superconducting 
system, the impedance can be changed by varying the Josephson inductance with the magnetic flux 
applied through the SQUID. Since the parametric amplifier with the Josephson junction was 
demonstrated in 1970s [134], various forms of the parametric amplifiers have been developed. T. 
Yamamoto et al. has reported flux-driven JPA consisting quarter wavelength resonator and dc-SQUID 
[23]. L. Zhong et al. showed ~4.9 dB squeezing by using the flux-driven JPA with 10 dB gain [31]. M. 
A. Castellanos-Beltran and W. H. Lehnert [135] demonstrated widely tunable JPA with 400 SQUID 
arrays, which can be tuned in the range of 4-8 GHz and obtain ~28 dB gain. The JPC researched by N. 
Bergeal et al. [136] is also different form of JPA. Recently, the research on traveling wave parametric 
amplifier has increased [137] because it has wide bandwidth to operate and high gain. 
In this section, the working principle of parametric amplification is described. Then, two types of 
amplification such as phase-preserving and phase-sensitive amplification are presented. At the end, the 
main performances of signal amplification with gain is followed. 
 
6.1.1 Working Principle 
The parametric amplification is a nonlinear process between a strong ‘pump’ tone at frequency ωP, a 
‘signal’ mode at frequency ωS, and ‘idler’ mode at frequency ωI as depicted in Fig. 6.1. The signal is 
amplified by transferring pump energy into each mode by frequency mixing. Depending on the pump 




it means the number of photons involved in the process. The signal, idler, and pump photons are used 
for the three-wave mixing with the relation of ωP = ωS + ωI. On the other hand, one signal, one idler 
and two pump photons are engaged for the four-wave mixing where 2ωP = ωS + ωI [29]. In the 
parametric process, the energy of pump photon is converted into signal and idler photons, revealing the 
amplification of both modes. 
 
 
Figure ６.1 Parametric amplification process. The input signal is amplified by the nonlinear 
interaction between the pump tone and the signal mode. 
 
Moreover, the amplification process can be classified by relation between the signal and idler 
frequencies. When they are located at different frequencies (ωS ≠ ωI), it is called as non-degenerate or 
phase-preserving amplification. However, when they have same frequency (ωS = ωI), the process is 
called as degenerate or phase-sensitive amplification. In Fig 6.2, both amplifications are depicted in 
phase space where the equal fluctuations of the input signal in both quadratures are represented by a 
circle. In the non-degenerate mode, the amplified signal is also represented as a circle and surrounded 
by an additional noise as shown in Fig. 6.2(a). On the other hand, when the parametric amplifier operates 
in the degenerate mode, the signal is amplified in one quadrature and deamplified in the other quadrature 






Figure ６.2 Type of parametric amplification in respect to the phase. (a) The amplitude and 
fluctuation of the signal are amplified equally without phase dependence under the phase-
preserving amplification. (b) The amplitude and fluctuation are amplified in one quadrature 
but deamplified in the other for under the phase-sensitive amplification. 
 
6.1.2 Phase Preserving Amplification 
When output signal has no phase-dependence on input signal, it is called as a phase-preserving 
amplification or nondegenerate amplification. In this amplification, half a photon hf/2, which is a 
minimum amount of noise, is added to the signal [22], [138]. For the phase-preserving amplifier, the 
pump frequency is given by the sum of signal and idler frequencies (2ωP = ωS + ωI). The amplifier can 
operate in two different ways depending on frequency mixing, an amplifier with photon-number gain 
for frequency up-conversion (ωS + ωI) and a converter without photon-number gain for frequency 
down-conversion (|ωS – ωI|) [139], [140]. As shown in Fig. 6.2(a), the signal is amplified by a factor of 
G  without any phase dependence, where G is gain. In the amplification, the noise is also increased 
with same amount for both quadratures. This device is useful to carry a signal containing the information 
in both quadratures [136]. 
Josephson parametric converter (JPC) is a representative example of the phase-preserving amplifier. 
A circuit of the JPC with lumped elements is depicted in Fig. 6.3. The amplifier is structured with two 
resonant modes and Josephson ring modulator (JRM) which is composed of four Josephson junctions 
in Wheatstone bridge and located at the intersect where the signal and idler resonators are crossed 
orthogonally. The device has been studied from the basic working mechanism [141], [142] to 
application for qubit readout [26]. Although the device operates as the phase-preserving amplifier, two-






Figure ６.3 Circuit schematic of the JPC. Two different modes called as signal and idler 
intersect at the center through JRM. The pump is applied with the mode to be amplified and 
the remained port is terminated with 50 Ω. 
 
6.1.3 Phase Sensitive Amplification 
On the other hand, a phase-sensitive amplifier has phase-dependence in that the signal is amplified in 
one quadrature and de-amplified in the other as shown in Fig. 6.2(b). In this amplification, the signal 
quadrature in the same direction with the pump is amplified by G  , while the one in orthogonal 
direction is de-amplified by 1/ G . This property of the phase-sensitive amplifier allows the device to 
squeeze vacuum fluctuations. In contrast to the phase-preserving amplifier, the phase-sensitive 
amplifier operates with only one resonant mode [23], [135], [145] and is driven by the strong pump 
tone at twice the signal frequency (ωP = 2ωS). 
The JPA has been widely studied as the phase-sensitive amplifier and designed in various forms as 
shown in Fig. 6.4. At first, the researches on the JPA was conducted to obtain high gain and wide 
bandwidth. The gain performance was enhanced up to 37 dB in 2014 [25] and the wide dynamic range 
was achieved by using Josephson junction arrays [133]. In addition to the quantum-limited noise 
performance with gain and bandwidth, the squeezing has been demonstrated for many applications 
[146]–[148]. More recently, this low-noise amplifier has been used in the qubit measurements including 
single-shot qubit readout with high fidelity [27], [28], quantum trajectories [149], [150], and 






Figure ６.4 Circuit schematic of two types of JPA. (a) Widely tunable JPA with SQUID array 
[135] and (b) flux-driven JPA [23]. 
 
6.1.4 Gain Performance 
The amplified signal is illustrated in Fig. 6.5. A performance of amplifier is determined with gain (G) 
which is a ratio between input and output power. Therefore, the gain is a quantitative parameter to 
measure the amplification and usually expressed in dB. The gain increases with higher pump power. 
However, at a certain point, the gain is reduced and when the gain is decreased by 1 dB, it is called as 
1 dB compression point. It is related to dynamic range of amplifier. Bandwidth (B) is another parameter 
to define the amplifier’s performance. It implies the working frequency range of the amplifier, in which 
the signal intensities are over a half of maximum amplitudes. 
 
 




6.2 Parametric Amplifier Measurements 
Parametric amplifiers are divided in to two groups depending on the phase-dependence, which is phase 
sensitive amplifier and phase insensitive amplifier. JPA and JPC are the representative parametric 
amplifiers. In the experiments, both amplifiers are used as a squeezer for the JPA and an amplifier for 
the JPC to generate the squeezed state. The initial state is squeezed by the JPA and then, the output 
signal is amplified by the JPC to enhance the quality of detection. Before the squeezed state is generated, 
the amplification properties of both parametric amplifiers are characterized in respect to the qubit 
measurement. 
 
6.2.1 Josephson Parametric Amplifier 
The JPA has two ports, one for signal and the other for pump. Actually, the JPA works in reflection 
mode with one port, but the input and output signals are separated with the circulator in the experiment. 
The microwave input is generated by vector network analyzer (VNA) and injected by port 1 as a source. 
The other port 2 is used as a receiver and the transmitted signal is detected in the form of scattering 
parameter, S21. The flux dependence of the JPA is observed by sweeping the probe microwave tone 
from 6 GHz to 9 GHz with 1001 points under NA power of -50 dBm. The magnetic flux is applied by 
sweeping the current from -1 mA to 1 mA with the spacing of 0.02 mA. The measured flux dependence 
is plotted in Fig. 6.6. The resonant frequency is repeated periodically with a current interval of 0.7 mA. 
 
 
Figure ６.6 Flux dependence of the resonant frequency of JPA. The magnetic flux is applied 






Before the experiments with the qubits, the amplification properties of the JPA are characterized at 
the specific frequency. For the experiment, the qubit with transition frequency (f01) of 5.5480 GHz was 
prepared and the shifted cavity frequency (or ground state frequency) due to coupling between qubit 
and cavity was fg = 7.56461 GHz. The JPA resonant frequency was set to be coincided with the ground 
state frequency. The bias current was chosen to be 0.14 mA which was found by changing the current 
through programmable DC source. Then, by applying the pump tone with twice signal frequency (fp = 
15.12582 GHz) for the operation in nondegenerate mode, it is possible to find the amplification of JPA 
with the maximum gain of 10.8 dB as shown in Fig. 6.7. 
Next, the improvement of measurement efficiency with the JPA was investigated. The transmon qubit 
in 3D resonator was mounted in front of the JPA. By adding two isolators between the resonator and 
JPA, the signal was prevented from the back reflection. The parts of Rabi oscillations of the qubit are 
shown in Fig. 6.8 for the effect of using JPA in the measurement. It is observed that the oscillations 










Figure ６.8 Improvement of noisy measurement by using JPA. 
 
6.2.2 Josephson Parametric Converter 
JPC was purchased from Quantum Circuit, Inc. and full specification of the JPC SN019 is listed in 
Table 6.1. For the signal and idler modes of JPC, 1dB compression points are specified in the range 
from -140 dBm to -120 dBm. Bandwidths of both resonators are estimated to be ~ 6 MHz with the 
maximum value of 12 MHz.  
 
Table ６.1 Operation range for JPC with 20 dB gain. 
SN019 fmax (GHz) fmin (GHz) 
Signal mode for 20 dB gain 7.549 7.208 
Idler mode for 20 dB gain 5.179 5.014 
 
  




































































The JPC consists of two transmission lines (signal and idler) intersecting at the center of each 
resonator. A coil placed right below the device introduces an external magnetic flux and the flux 
dependences of the resonant frequency of the signal and idler resonators are shown in Fig. 6.9(a) and 
(b), respectively. To determine the resonant frequency, the phase response was measured with VNA by 
sweeping the microwave tone from 6 GHz to 8 GHz for the signal resonator and from 4 GHz to 6 GHz 
for the idler resonator. The current through the coil is swept from -2 mA and 2 mA with the spacing of 
0.01 mA. In this bias measurement, only one resonator is of interest and the ports of the other resonator 
are terminated. 
After the flux dependences on the bias current are obtained for the signal and idler modes, the 
amplification properties can be determined. Unlike the JPA operated in degenerate mode, the JPC works 
in non-degenerate mode where the signal and idler frequencies are different. Now, both resonators are 
connected with SMA connectors and the pump tone is applied to the resonator to measure the gain 
properties. A collection of the JPC response to the pump is shown in Fig. 6.10. For the signal mode, the 
resonant frequency is set to be 7.3667 GHz at Ib = -0.42 mA. Based on the bias maps obtained from the 
previous stage, the pump frequency is determined by the sum of the signal frequency and the expected 
idler frequency. Then, the gain of JPC is measured by increasing pump power gradually. With the power 
having the maximum gain, the pump frequency is swept with the spacing of about 20 MHz. Finally, the 
optimal pump power and pump frequencies are determined by repeating these processes and Fig. 6.10(a) 
and (b) show the response in the signal mode to the pump power and frequency. The signal mode shows 
the maximum gain of 20.0 dB with pump frequency of 12.494 GHz and pump power of 0 dBm. Here, 
the power of microwave tone is the value set in the microwave source. In the same way, the performance 
of idler mode (fr = 5.0384 GHz at Ib = -0.465 mA) was measured with the maximum gain of 18.8 dB 
with pump frequency of 12.185 GHz and pump power of -22.6 dBm. The response in the idler mode to 
the pump is shown in Fig. 6.10(c) and (d). 
 
 
Figure ６.9 Flux dependence of the resonant frequency of (a) signal and (b) idler resonators 




Since the measurement is conducted in the range of 7-8 GHz, the signal mode of JPC for the qubit 
measurement is used. Based on the pump condition obtained the previous experiment, the transmitted 
signal at the ground state frequency is amplified as shown in Fig. 6.11(a). To operate the JPC, the current 
is applied at Ib = -0.42 mA and the pump tone is injected with the frequency of 12.505 GHz and power 
of 0.1 dBm. Also, the Rabi oscillations when the JPC is on and off are compared as shown in Fig. 
6.11(b). Without the support of JPC, it is hard to observe to detect the oscillation due to noisy signal. 




Figure ６.10 JPC gain curves for different pump power and frequency for (a), (b) signal 






Figure ６.11 Application to qubit measurement with JPC. (a) Amplified signal at the ground 
state and (b) improved Rabi oscillations with JPC. 
 
 
6.3 Generation of Squeezed State 
As discussed in previous section, the squeezed state can be generated by JPA operated in degenerate 
mode. In this experiment, the squeezed state is characterized by homodyne detection probing the noise 
fluctuation. Using the data obtained from the homodyne detection and MLE, the density matrix and 
Wigner tomography are conducted on the resulted state. 
 
6.3.1 Experimental Results 
A schematic of experimental setup is shown in Fig. 6.12(a). In this study, two parametric amplifiers 
were used, the JPA for a squeezer and the JPC for an amplifier. Both parametric amplifiers were mounted 
and measured at the base temperature of ~ 7 mK in a dilution fridge. Respective cylindrical shields are 
used to protect them from external magnetic field. Because the parametric amplifiers operate in 
reflection mode, the incident and reflected signals were separated by using circulators. Two isolators 
were followed to transmit the reflected signal in one direction and block the back-reflection. Then, the 
signal was amplified by the JPC. To operate the JPA and the JPC, the strong microwave field was applied 
through separate pump ports. The frequency of incident signal is 7.35 GHz. The resonant frequencies 
of the parametric amplifiers were controlled by current injected through a bias tee for the JPA and an 






Figure ６.12 Experimental setups for measuring squeezed state. (a) Schematic of the 
cryogenic components inside the cryostat. Measurement setup for (b) amplification using VNA 
and (c) homodyne detection using oscilloscope.  
 
The parametric amplifiers were characterized by using a vector network analyzer (VNA) as shown 
in Fig. 6.12(b). With the help of the circulator, the response of parametric amplifiers in the reflection 
mode was measured with the transmission in two-port network. In order to demonstrate the squeezed 
state, quadrature information was obtained by homodyne measurement as shown in Fig. 6.12(c). The 
microwave field is divided by an RF splitter, applying one for input signal and the other for local 
oscillator (LO). For the homodyne detection, the LO is mixed with the output signal using a MARKI 
RF microwave mixer which needs the LO power in range of 7-10 dBm. Meanwhile, the incident signal 
is attenuated by 70 dB for a low readout photon. The down-converted signal resulted from mixing LO 
and output signals is filtered in a range from DC to 1.9 MHz. The signal is then amplified with SR445A 
and detected by oscilloscope. 
First, the flux dependences of the JPA and JPC were measured again for the experiment as shown in 
Fig. 6.13(a) and (b), respectively. The responses of phase for both amplifiers were measured in the range 
of 6-9 GHz under NA power of -55 dBm. The magnetic flux was applied by sweeping the current from 






Figure ６.13 Flux dependence of the parametric amplifiers, (a) JPA (b) JPC. 
 
 
Figure ６.14 Amplification properties of the parametric amplifiers. Gain depending on the 





Then, the pump tone is optimized with respect to the frequency and power. At the pump port, a 
microwave field with twice the resonant frequency (ω0 = 7.35 GHz) was applied. It is because the JPA 
is operated as degenerate amplifier where the signal and idler frequencies are equal. The amount of 
amplification, or gain, was given in Fig. 6.14(a) depending on the pump power. In this experiment, the 
JPA was operated at the pump power which the JPA has the maximum gain of 18 dB. Also, the 1 dB 
compression point was measured to be -126.5 dBm. (Fig. 6.14(b)) The JPC operation was also 
characterized. Because the JPC is nondegenerate amplifier, the pump frequency is determined by the 
sum of signal and idler frequencies, i.e. ωP = ωS + ωI. In the same way, the largest gain of JPC at the 
same resonant frequency is 22 dB and the 1 dB compression point with the pump power of -19 dBm 
was -110 dBm as shown in Fig. 6.14(c) and (d). 
 
 
Figure ６.15 Measurement of marginal distributions. (a) At a certain phase, the distributions 
can be plotted by repeating the measurement of voltage magnitude. (b) When all distributions 




Since the JPA operates in the degenerate mode and JPC in the nondegenerate mode, each device 
works as a squeezer and an amplifier, respectively. When changing the phase of LO in the homodyne 
measurement, the phase dependence of the generated state can be measured. At a certain phase, the 
magnitude of voltage signal is measured repeatedly and then, the marginal distributions can be obtained 
as shown in Fig. 6.15(a). When the distributions in the range from 0 ° to 180 ° are found, the given state 
can be estimated like Fig. 6.15(b). The experimental results of JPA-off state and JPA-on state are shown 
in Fig. 6.16(a) and (b), respectively. When the JPA is off, all distributions are nearly same (Fig. 6.16(c)), 
showing no phase dependence. On the other hand, when the JPA is on, or the pump tone is applied, the 
squeezed state is generated, and the phase dependence is observed as shown in Fig. 6.16(d). The 
variation of the detected signal with respect to the phase is shown in Fig. 6.16(e). It is possible to find 
the phase which is below the JPA-off level. 
 
 
Figure ６.16 Experimental results of distributions at each phase. (a), (c) For the JPA-off state, 
the same distributions are measured. On the other hand, (b), (d) the different distributions are 
observed with respect to phase for the JPA-on state. (e) The phase dependence of squeezed 




6.3.2 Wigner Tomography 
The quantum state can be inferred from the measurement data by using maximum likelihood estimation 
(MLE). Especially, iterative MLE method [152], [153] is used to define the density matrix of the state. 
By using conversion factor, the measured values are rescaled, ( ) ( )f V f x → . Then, the projected 
probability at a certain phase is calculated by 
ˆ ˆ( ) [ ( , ) ]pr x Tr x  =         (6.1) 
where ˆ ( , )x   is the operator ˆ ( , ) , ,x x x   = . Then, iteration operator can be defined as 
,








 =          (6.2) 
Using the iteration of 1
ˆ ˆˆ ˆ ˆ ˆ[ ( ) ( )]n n n nN R R   + =  where N implies that trace is to be unity, the given 
density matrix can be estimated. 
The distributions measured at each phase with the homodyne method were converted to the photon 
number basis and the iterative MLE process was conducted. The obtained density matrix for the JPA-
off and JPA-on states are shown in Fig. 6.17 (a) and (b). For the squeezed state, only even number of 
photon numbers are presented because the signal and idler photons having same frequency form a pair. 
The Wigner tomography gives the phase information visually unlike the density matrix representation. 
The Wigner function is written by 
2
*1( , ) ( / 2) ( / 2) .
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= + −         (6.3) 
Fig. 6.17 (c) and (d) are the results or Wigner tomography for the JPA-off and JPA-on states, respectively. 
For the JPA-off state, the circular shape is shown due to no phase dependence. On the other hand, the 







Figure ６.17 Representation of (a), (c) JPA-off and (b), (d) JPA-on states with photon numbers 
and Wigner tomography. When the squeezed state is generated, only even number of photons 




The squeezed microwave photon has been generated by using JPA and amplifying the signal with JPC. 
The squeezed state is characterized with the density matrix obtained from the MLE and reconstructed 
by using Wigner function. It is hoped that the squeezing enhances the measurement efficiency by 





Chapter７. Quantum State Tomography with Circuit QED 
 
 
Defining quantum state is important to develop quantum information processing. In this chapter, 
quantum state tomography (QST) in superconducting multi-qubit system is discussed. The quantum 
state is represented by various ways such as density matrix and Wigner tomography. The QST is a 
method to estimate the quantum state with pre-rotations. Joint readout method is introduced to measure 
multi-qubit contributions. Through the experiment, the quantum state in three-qubit system is 
represented as a form of density matrix. In the following section, two-qubit QST is demonstrated with 




7.1 Multi Qubit Measurement 
Quantum state of qubits can be represented by a density matrix using QST. The representation of single 
qubit is simple because it is composed of 22 matrix and has only 4 parameters to be determined. 
However, as the number of qubits increases, it is needed to calculate 4n parameters and it takes long 
time with high complexity. The qubits decay with a certain rate which is different from each qubit. Their 
energy relaxations contribute the measurement operators differently and affect the estimation of 
quantum state. In the sense, joint qubit readout is one of methods to define the contributions of qubits 
in various measurement operators. Using these methods, the density matrix of three transmon qubit 
system is estimated. 
 
7.1.1 Quantum State Tomography 
QST is a technique to identify unknown quantum state using ensemble measurements. Quantum state 
is represented by density matrix and its elements are found through the measurements. In classical case, 
it is possible to define an unknown object by measuring the projections with various angles. On the 
other hand, the quantum state is only measured in z-direction, which is ground, excited, or their 
superposition state. It gives a part of information of quantum state. Therefore, the given initial state, 
such as superposition and entanglement, has to be rotated in various directions before the measurement 
as shown in Fig. 7.1. In this case, four pre-rotations including identity operator, π/2 rotation operators 
in x and y directions, and π rotation operator in x direction (Id, Xπ/2, Yπ/2, and Xπ) are used. The readout 
of each resulted state in z direction enables us to find the density matrix of given state. Detailed process 




To find the quantum state of n-qubit system, 4n elements are needed to be determined by independent 
measurements. However, it cannot satisfy the basic properties of density matrix such as Hermiticity and 
non-negative eigenvalues with this analytic method. Maximum likelihood estimation (MLE) is used to 
avoid this problem and satisfy the conditions of density matrix by giving a certain form of density of 
matrix. The unknown state can be reproduced by the closest measured values. For example, the density 
matrix can be defined as 
† †( ) ( ) ( ) / { ( ) ( )}t T t T t Tr T t T t = .    (7.1) 
where the matrix T in the two-qubit system is  
1
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.        (7.2) 
It can be easily demonstrated that the condition of Hermiticity and non-negative eigenvalues are 
satisfied from the definition of the density matrix. 
† † † † † †
†
( ) ( )  and
' ' 0.
T T T T T T
T T   
= =
= 
        (7.3) 
Then, the density matrix can be determined by finding the variables of t1, t2, … and t16 where the 




Figure ７.1 Quantum state tomography. It consists of three steps: preparation – pre-rotation – 
readout. Because the quantum state can be measured only in z direction, the pre-rotation 






7.1.2 Joint Readout 
Unlike the single qubit measurement, the readout of two or more qubit states is interrupted by 
correlations between qubits. Therefore, ‘joint qubit readout’ method [155], [156] is introduced to obtain 
the information of two qubit state by only single measurement. When the time for measuring the qubit 
state is much shorter than the relaxation time of the qubit, the information of 00  state can be 
measured, and the measurement operator is written by 
00 00 ( ) / 4M II ZI IZ ZZ = + + +        (7.4) 
where I is represented by identity operator and Z by Pauli matrix σz. However, the qubit decays with a 
certain rate and the populations at higher energy level (or excited state) goes to lower levels (or ground 
state). Then, the information of 00  state is for not only the real ground state but also the decayed 
populations. Therefore, the measurement operator can be expressed in general form 
II ZI IZ ZZM II ZI IZ ZZ   = + + +      (7.5) 
The β parameters (βII, βZI, βIZ, and βZZ) can be found from the measurement of simultaneous Rabi 
oscillations of each qubit. The time evolution of Rabi oscillation follows  
   (7.6) 
where 1  is the relaxation rate (1/T1), 2 1 / 2   = +  the dephasing rate, 1 22 / ( )R  = +  the 
Rabi decay time,   the oscillation rate, and  the effective Rabi oscillation rate. 
By applying Eq. (7.6) to the measurement operator Eq. (7.5) and fitting the oscillations, the β parameters 
are obtained. In the same way, the joint qubit readout is applied for the larger size of the system. 
 
7.1.3 Experimental Realization with Three Qubits 
The quantum state of three transmon qubit in 3D cavity is determined by using the QST. The 
experimental scheme of transmon qubit is depicted in Fig. 7.2(a). Three transmon qubits were located 
in 3D aluminum cavity and separated with equal spacing. All microwaves were injected through an 
input port and the transmission signals were detected by using vector network analyzer (VNA). Fig. 
7.2(b) shows the relaxation time of qubits used in the experiments. The relaxation time (T1) implies 
how fast the qubit decays and it can be measured by varying the time interval between π pulse and 
readout pulse. In this case, the variation in the ground state population was measured and the ground 
state frequency was 7.5612 GHz. Table 7.1 summarizes the qubit parameters such as transition 






Figure ７.2 Characterization of three superconducting transmon qubits in a 3D cavity. (a) 
Schematic of the experimental system and (b) T1 decay measurement of each qubit. 
 
Table ７.1 Qubit parameters used for three qubit state tomography. 
 Q1 Q2 Q3 
ω01/2π (GHz) 4.5809 5.3232 5.7790 
T1 (μs) 20.14 57.80 67.29 
 
   
Prior to the QST, the joint qubit readout was conducted. The ground state intensity is measured during 
the Rabi oscillation for each qubit first as shown in Fig. 7.3(a). In order to distinguish each qubit 
information, the oscillation periods are set to be different. The Rabi oscillation was conducted by 
increasing the pulse width to drive qubit, from 0 s to 5 μs with an interval of 50 ns. The readout pulse 
width and whole pulse period were 50 μs and 350 μs, respectively. Then, the Rabi measurement was 
repeated by driving two and three qubits simultaneously. The measured values showed the combinations 
of Rabi oscillations of each qubit as shown in Fig. 7.3(b) and (c). Based on the qubit information 
obtained from the single- and two-tone Rabi oscillations, three tone Rabi oscillation could be estimated 
by adjusting Eq. (7.5) and (7.6) to three qubit system. Then, the β parameters are found by fitting the 






Figure ７.3 Joint readout results through simultaneous Rabi oscillations for (a) single, (b) two, 
and (c) three qubits. 
 
Table ７.2 β parameters estimated from three tone Rabi oscillation. 
βIII βZII βIZI βIIZ βZZI βZIZ βIZZ βZZZ 
1.2646 0.0607 0.2597 0.2559 0.0691 0.0514 0.1802 0.0687 
 
   
Single qubit operations of rotation in X- and Y-axis are implemented by using I/Q mode of vector signal 
generator E8267C. I port is considered to be X-axis and Q port to be Y-axis. The cosine pulse generated 
by arbitrary waveform generator (AWG) is mixed through pulse mode of the vector signal generator. 
The I/Q signal is injected with a readout pulse through a directional coupler. When the pulse shape is 
formed, there can be a certain amount of offset which induces low fidelity of the single qubit operation. 
Therefore, the offset was calibrated by adjusting the ‘offset’ function in the AWG. The offset voltage 
can be controlled with the order of 0.1 mV. The calibrated pulse was confirmed by measuring the π 
pulse width in 4 different ways, ± I and ± Q. Then, to set the exact π pulse with a given gate time, ‘error 
amplification’ [157] is implemented. When the operation of π/2 pulse is repeated, the measured ground 
state intensity should be same as 0.5 in the normalized scale. However, when there is an error in the 
gate, the error is added and amplified as the operation is repeated. In this process, the microwave power 




  Then, the QST in three transmon qubit system is conducted. In this experiment, the prepared states 
were the superposition state after Xπ/2 rotation to each qubit. Pre-rotations for both positive and negative 
directions were conducted with 63 times, totally 126 pre-rotations. Since three qubit system is 
represented as 88 matrix, the 64 parameters are estimated. The experimental results of Xπ/2 rotation to 
Q1, Q2, and Q3 are shown in Fig. 7.4(a), (b), and (c) with the fidelities of 0.67, 0.76, and 0.60, 
respectively. Here, the source files to generate pulse sequence in these experiments are made by using 
Mathematica 6.0 [158].  
 
7.1.4 Conclusion 
The QST is implemented on three transmon qubit in 3D cavity. In the process of QST, joint qubit readout 
method is used and the β parameters are defined by fitting three tone Rabi oscillation. Three qubit 
system consists of 88 density matrix with 64 parameters to be determined. Due to the condition that 
trace of the density matrix is equal to 1, 126 different pre-rotations are conducted with two opposite 
signs. As the number of qubits increases, the number of elements to be solved and accordingly, the 
number of pre-rotations also increases. The increased pre-rotations make the longer time to take the 
results of joint readout and it can affect the final result of QST. Therefore, it is necessary to improve the 




Figure ７.4 Experimental results of three-qubit QST in case of Xπ/2 rotations for (a) Q1, (b) Q2, 




7.2 Phase Compensation via Z-axis Phase Gate 
In previous section, the method to measure the quantum state in multiple qubit system is discussed. 
Now, gate operations in two qubit system in respect with phase compensation are described. It is a part 
of the previous experimental results of two qubit entanglement by using microwave activated phase 
(MAP) gate and Z gate [159]. This section covers the review of the MAP gate and Z gate with hyperbolic 
secant pulse in order. Finally, the control of phase accumulated during the MAP gate by using Z gate in 
two qubit system is shown. 
 
7.2.1 Microwave Activated Phase Gate 
In 2013, the MAP gate was first demonstrated experimentally by J. M. Chow et al. [160]. Two transmon 
qubits are designed to be align their non-computational states, 12  and 03 . The energy level 
diagram of two qubit system is depicted in Fig. 7.5(a). The notation of nm  implies excitations of 
qubits, n for Q1 (red) and m for Q2 (blue). Qubit-qubit interaction makes these level split by δ, resulting 
the non-degeneracy in 1 2  transition energy in Q2 depending on Q1 state. The transition energy 
between 01  and 02  is denoted as ε and that between 11  and 12  as ε’. When an external 
microwave tone near 1 2  transition frequency is applied, the computational levels of 01  and 
11  are shifted by ac Stark effect. The amount of energy shift is differed from each other, δε ≠ δε’. In 
this scheme, the Ramsey oscillation rates are not same in 00 01  and 10 11  with driving 





+  can be achieved after a certain time, or MAP gate time tg when two Ramsey 
oscillations are out of phase. The pulse sequence of two qubit entanglement by using MAP gate is 
















Figure ７.5 (a) Energy diagram of two qubit system during the MAP gate. nm  denotes 
excitations of qubits, n for Q1 (red) and m for Q2 (blue). (b) Pulse sequence of the MAP gate. 
The pulses for Q1 and Q2 are cosine-shaped, resulting the π/2 rotations. An additional 







7.2.2 Hyperbolic Secant Pulse for Z-axis Phase Gate 
Applying the MAP gate makes unwanted phase accumulated during the operation. The phase should be 
cancelled by another operation to realize controlled-NOT (cNOT) gate with high fidelity. The Z-axis 
phase gate plays a role to make a phase as shown in Fig. 7.6. The demonstration of Z-axis phase gate is 
conducted by making a superposition state and applying the Z gate. In this experiment, the Z-axis phase 
gate with hyperbolic secant (sech) pulse is used. 
The Z-axis phase gate with hyperbolic secant pulse as shown in Fig. 7.7 was reported experimentally 
first by H. S. Ku et al. in 2017 [161]. The sech pulse shows Rabi oscillations with equal periods 
regardless of the detuning ∆ = ωD – ω01 unlike other shaped pulses as shown in Fig. 7.8. This means 
that the final state is same with the initial state after a 2π cyclic evolution, but with a phase depending 
on the detuning ∆. Here, the phase ϕ after the Z gate has a relation with detuning ∆ of ϕ = 4arctan(∆/ρ) 
where ρ is a bandwidth where σ = π/(2ρ). 
 
 
Figure ７.6 Operation of Z-axis phase gate. To characterize the gate, superposition state 
should be prepared by applying Yπ/2 pulse. 
 
 
Figure ７.7 Pulse shapes for three different pulses; solid red for sech pulse, dotted green for 








Figure ７.8 Experimental (left) and theoretical (right) Rabi oscillation map as a function of 
detuning frequency of Δ = ωD – ω10 for different pulse shapes; (a) sech, (b) Gaussian, and (c) 







7.2.3 Experimental Result in Two Qubit System 









+ . The additional phase can be compensated by applying Z-axis phase gate. In this case, 
hyperbolic secant pulse is used as a Z gate. The experimental scheme is shown in Fig. 7.9(a). The system 
consists of two qubits, one having fixed transition frequency and the other with tunable transition 
frequency. For the later one, the qubit is fabricated by using SQUID and the Josephson inductance is 
varied by an external magnetic field of coil. Also, the relaxation time T1 of both qubits is shown in Fig. 




Figure ７.9 Characterization of two superconducting transmon qubits in a 3D cavity. (a) 
Schematic of the experimental system and (b) T1 decay measurement of each qubit. 
 
 
Table ７.3 Qubit parameters used for phase compensation in two qubit system. 
 Q1 Q2 
ω01/2π (GHz) 6.1400 5.4023 






  The Z-axis phase gate is calibrated and estimated by the following sequence. First, the superposition 
state is prepared by rotating the ground state by π/2 along the Y-axis. Then, the hyperbolic secant pulse 
is applied to rotate 2π with the microwave detuned from ω01/2π. The rotated angle is estimated from the 
measured values with single-qubit QST. The same process is repeated for Q1 and Q2 with different gate 
time. The experimental results of Z gate for qubit Q1 and Q2 are shown in Fig. 7.10(a) and (b), 
respectively. The polar angle θ gives constant value for all cases, on the other hand, the azimuthal angle 
ϕ shows variation with respect to the detuning Δ. 
 
 
Figure ７.10 Phase estimation for z-axis phase gate by using hyperbolic secant shaped pulse. 
The Z-axis phase gate is realized with qubit (a) Q1 for gate time of 280 ns and 440 ns and (b) 
Q2 for gate time of 260 ns and 480 ns. 
 
The phase compensation is examined by using hyperbolic secant pulse as Z-axis phase gate. As 
mentioned before, the phase is accumulated during the MAP gate. This additional phase can give 
undesired state and make lower gate fidelity. With the Z-axis phase gate time of 260 ns for Q2, the phase 
rotation in Q2 is found by two qubit QST. First, we observe that the ground state intensity is changed 
with respect to the detuning Δ as shown in Fig. 7.11(a). At the detuning frequency to minimize the value 
after Yπ/2⊗Yπ/2 pre-pulse, or Δ = +1.2 MHz, the fidelity is improved from 0.75 to 0.81 compared to the 
original state as shown in Fig. 7.11(b) and (c). The quantum state with opposite sign on |1⟩ at Δ = -3.0 







Figure ７.11 Phase compensation via Z-axis phase gate. (a) Applying protocols for Q2 of two 
different pre-pulses, Xπ/2⊗Xπ/2 and Yπ/2⊗Yπ/2. Density matrix is reconstructed (b) right after 
MAP gate with Q1 in the ground state, (c) when Δ = +1.2 MHz, and (d) when Δ = -3.0 MHz. 
 
7.2.4 Conclusion 
The phase compensation in two superconducting transmon qubits located in a three-dimensional copper 
cavity is realized experimentally. The phase is accumulated in the process of realizing MAP gate. With 
hyperbolic secant shaped pulse as a Z-axis phase gate, it is possible to make the phase cancellation. This 
method might have an advantage of the number of pulse and gate time. Two qubit QST is performed to 
show the effect of the Z-axis phase gate on two qubit system. The next step will be to make an 





Chapter８. Conclusion and Outlook 
 
 
The aim of this dissertation is to show multi-level capacitive memory effect by fabricating 
metal/oxide/floating-Schottky junction and superconducting circuit quantum electrodynamics (QED) 
where the device can be applied. Prior to demonstration of the memcapacitive device, the electrical 
behaviors of Schottky junction is shown in case that different interfacial layers are inserted between 
metal and semiconductor. Aluminum oxide and graphene are chosen for an interfacial layer and their 
thicknesses are to be less than 5 nm to minimize the effect of physical separation. For the junction 
structured with Au/Ni/Al2O3/4H-SiC, spontaneous polarization (SP) charge on surface of 4H-SiC was 
observed by separating a distance with Al2O3 thin layer between the metal and substrate. Its effect was 
revealed by an increase in Schottky barrier height (SBH) due to the negative SP charges [86]. Based on 
the measured SBH, the SP charge was estimated to be ~ 3.0  10-2 C/m2 which is close to previously 
measured values. 
Unlike the insulating layer of Al2O3, graphene is semi-metal with non-zero band gap and has a certain 
amount of charge itself. When the graphene was used as an interfacial layer [71], charge transfer occurs 
first due to the difference in work functions of graphene and semiconductor. Dipole charge between 
metal and graphene was also considered, which is formed by an existence of vacuum gap between them. 
By using the 4H-SiC substrate having weak Fermi level pinning effect, these additional charge effects 
were revealed to decrease the SBH in Au/Gr/4H-SiC junction. The SBHs were measured by using three 
different ways of current-voltage (I-V), capacitance-voltage (C-V), and internal photoemission (IPE) 
methods. Although each measurement covered different electrical behaviors of the junction, the 
reduction of SBH by the graphene was confirmed commonly. 
Based on studies of the Schottky junction [86], [162], the device structured with Au/Cr/Al2O3/Al/Si 
could function as a memcapacitor [127]. The memcapacitive device works based on a variation of 
depletion width by change of net charge in floating metal of the device. The suggested device showed 
multi-level capacitance values depending on the magnitudes of voltage pulses, indicating the capacitive 
memory effect. Also, the C-V hysteresis loop as an indication of memory effect was observed. 
Moreover, superconducting circuit QED system where the memcapacitor can be applied was 
discussed. First topic is Josephson parametric amplifier (JPA) which can amplify an input signal, 
operating in quantum-limited regime. There are two kinds of superconducting parametric amplifiers 
that were used in this dissertation, such as the JPA and Josephson parametric converter (JPC). They 
showed signal amplification with the gain of ~10 dB and ~20 dB, respectively. They were used in 
readout of superconducting qubit to improve measurement efficiency. Furthermore, when the JPA 




used as a squeezer and the JPC as an amplifier in order. The squeezed state was observed by using 
homodyne measurement and reconstructed by using Wigner tomography. 
We also studied the measurement of quantum state of superconducting qubits in the circuit QED 
system. Quantum state tomography (QST) is a method to estimate the quantum state as a density matrix, 
consisting of state preparation, pre-rotations, and joint qubit readout. We discussed the basic steps of 
QST in multi-qubit system and showed the experimental result of π/2 rotations along x-axis with three 
transmon qubits located in 3D cavity. Furthermore, in two transmon qubit system, phase compensation 
by using hyperbolic secant pulse was presented. 
Although we presented the device having multilevel capacitive memory, many issues to apply the 
circuit QED are remained. In order to apply the memcapacitor to the superconducting circuit QED, one 
should design the memcapacitor having appropriate capacitance to work as a microwave resonator. Also, 
the memcapacitive behaviors at low temperature should be discussed. 
In the superconducting circuit system, it is still in progress to develop and operate own JPA. The next 
step is to repeat the generation of squeezed state by using the JPA and to make broadband JPA with high 
gain. In addition, as the number of qubits increases, each process of QST become complex, requiring 
more operations and more parameters to be calculated. Therefore, the single qubit gate fidelity should 
be improved further in advance to the multiple qubit operations. The use of JPA is one possible method 





Appendix A. Recipes 
 
 
Fabrication of superconducting resonator 
 
This section covers the fabrication process for niobium (Nb) resonator except the deposition of metals, 




⚫ Sonicate in Acetone for 5 min 
⚫ Sonicate in IPA for 5 min 
⚫ Blow dry with N2 
⚫ Dehydrate on a hot plate at 115 °C for 1 min 
⚫ Cool down for 1 min 
 
Patterning and etching process for Nb resonator 
⚫ Spin photoresist S1813 at 4000 rpm for 45 sec 
⚫ Soft-bake on a hot plate at 115 °C for 1 min 
⚫ Cool down for 1 min 
⚫ Expose UV light with intensity of 14.0 mW/cm2 under align gap of 50 μm 
⚫ Develop using AZ 300 MIF for 2 min 
⚫ Rinse with DI water for 40 sec 
⚫ Blow dry with N2 
⚫ Etch Nb using SF6 
⚫ Remove PR sonicating in Acetone for 5 min 
⚫ Sonicate in IPA for 3 min 
⚫ Blow dry with N2 
⚫ Dehydrate on a hot plate at 115 °C for 1 min 
 
Dicing into 8 mm   8 mm chips 
⚫ Spin photoresist S1813 at 4000 rpm for 45 sec to protect the surface 
⚫ Soft-bake on a hot plate at 115 °C for 1 min 





Patterning of SQUIDs 
⚫ Remove PR sonicating in Acetone for 5 min 
⚫ Sonicate in IPA for 3 min 
⚫ Blow dry with N2 
⚫ Dehydrate on a hot plate at 115 °C for 1 min 
⚫ Spin LOR 10B at 3000 rpm for 45 sec 
⚫ Bake on a hot plate at 180 °C for 5 min 
⚫ Cool down for 1 min 
⚫ Spin PMMA C4 at 3000 rpm for 45 sec 
⚫ Bake on a hot plate at 180 °C for 1 min 30 sec 
⚫ Cool down for 1 min 
⚫ Expose with 50 pA with a dose 250 μC/mm2 
⚫ Develop top layer using MIBK:IPA (1:3) for 40 sec 
⚫ Rinse in IPA 
⚫ Blow dry with N2 
⚫ Develop bottom layer using MF320:DI (1:5) for 30 sec 
⚫ Rinse in IPA 
⚫ Blow dry with N2 
⚫ Evaporate Al (80 nm)/AlOx/Al (80 nm) junction 
⚫ Lift-off in PG Remover at 50 °C for 12 hours 
⚫ Rinse in IPA 
⚫ Blow dry with N2 
 
Dicing into 2 mm   4 mm chips 
⚫ Spin photoresist S1813 at 4000 rpm for 40 sec to protect the surface 
⚫ Soft-bake on a hot plate at 90 °C for 1 min 
⚫ Dice the wafer into rectangular pieces (2 mm   4 mm) 
⚫ Sonicate in Acetone for 3 min 
⚫ Sonicate in IPA for 2 min 











Appendix B. JPA and JPC 
 
 
The experiment of generating squeezed state is done by using JPA and JPC. The JPA samples were 
designed and fabricated at NIST by K. Cicak, F. Lecocq, and J. Aumentado. The JPC SN019 is 
purchased from Quantum Circuits, Inc. [163] and its photography of the assembly is shown in Fig. B.1. 
The DC coil is under the JRM. Signal and idler resonators are connected with hybrids, respectively. 
When one of both resonators is used, the other is terminated. The photograph of JPC mounted on the 
dilution fridge is shown in Fig. B.2. 
 
 
Figure B.1 Photograph of JPC SN019 to test either signal or idler mode resonator.  
 
 









Randomized benchmarking (RB) [164] is a method to measure a gate fidelity by generating random 
sequences of gates. Test gate group consists of π/2, π, and 3π/2 rotations in X- and Y-directions. By 
returning the final state to the ground state, the projected values are measured. Since the gate is not 
perfect, the ground state intensity decreases with increasing the length of random sequences. This 
fidelity implies an average of whole gate group. In order to determine the fidelity of specific gate, 
interleaved RB [165] is used. It is conducted by inserting the specific gate between every gate in 
previously generated random sequence. The fidelities for the reference are estimated as 0.9981 for the 
gate time of 55 ns and 0.9890 for the gate time of 200 ns. Also, the fidelities for Xπ/2 gate are measured 
as 0.9976 and 0.9900, respectively. 
 
 
Figure C.1 Experimental results of RB for the pulse length of 55 ns and 200 ns. 
 
Rotation in Arbitrary Axis 
 
As discussed in section 7.1.3, the qubit operations along X- and Y-axis have been conducted by using 
the I/Q mode in the vector signal generator. The offset has been calibrated by setting the function in the 
AWG. The calibrated pulse was confirmed by plotting a part of Rabi oscillation in four different 
conditions as shown in Fig. C.1. The gate time was set to be 200 ns and the offset values for I and Q 
channels were -1.9 and -1.4 mV, respectively. Through the error amplification method, the experimental 





Figure C.2 Confirmation for calibrating the offset in the pulse. 
 
Figure C.3 Single qubit QST for tracking qubit rotation in X- and Y-directions. 
 
Furthermore, it was demonstrated that the qubit rotated in a specific direction by controlling ratio of 
I and Q pulse magnitudes. Based on the magnitude of I channel, or ‘I factor’, that of Q channel is set to 
be (1-I factor)1/2. The experimental results when the ratios of I to Q are 1, 0.5, 0.366, and 0 are shown 
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