Abstract-Recently, mobile agents have been proposed for efficient data dissemination in sensor networks. In the traditional client/server-based computing architecture, data at multiple sources are transferred to a destination; whereas in the mobile-agent based computing paradigm, a taskspecific executable code traverses the relevant sources to gather data. Mobile agents can be used to greatly reduce the communication cost, especially over low bandwidth links, by moving the processing function to the data rather than bringing the data to a central processor. This paper proposes to use the mobile agent paradigm for reducing and aggregating data in a planar sensor network architecture. The proposed architecture is called mobile agent based wireless sensor network (MAWSN). Extensive simulation shows that MAWSN exhibits better performance than client/server communications in terms of energy consumption and the packet delivery ratio. However, MAWSN has a longer end-to-end latency than client/server communications in certain conditions.
I. INTRODUCTION
Recent years have witnessed a growing interest in deploying large numbers of micro-sensors that collaborate in a distributed manner on data gathering and processing. Sensors are expected to be inexpensive and can be deployed in a large scale in harsh environments, which implies that sensors are typically operating unattended. Energy-efficient data delivery is crucial because sensor nodes operate with limited battery power. Currently, most energy-efficient proposals [1] in wireless sensor network (WSN) are based on the client/server computing model, where each sensor node sends its sensory data to a back-end processing center or a sink node. Because the link bandwidth of a WSN is typically much lower than that of a wired network, a sensor network's data traffic may exceed the network capacity.
To solve the problem of the overwhelming data traffic, Qi. et al [3] proposed the mobile agent based distributed sensor network (MADSN) for scalable and energyefficient data aggregation. By transmitting the software code, called a mobile agent (MA), to sensor nodes, a large amount of sensory data can be reduced or transformed into a small amount of data by eliminating the redundancy. However, the operation of an MADSN is based on the following assumptions: (1) the sensor network architecture is clustering based; (2) each source node is within one hop from a clusterhead; (3) much redundancy exists among the sensory data which can be fused into a single data packet with a fixed size. These assumptions pose much limitation on the range of applications that can be supported by an MADSN. Thus, we will consider MA in multi-hop environments with the absence of a clusterhead. In this paper, a MA is exploited in two levels to reduce the information redundancy in a planar WSN. Specifically, the MA is proposed to perform the following functions: (1) eliminating data redundancy among sensors by application context-aware local processing at the node level; (2) eliminating spatial redundancy among closely-located sensors by data aggregation at the task level; (3) reducing communication overhead by concatenating data at the combined task level. The proposed architecture is called mobile agent based wireless sensor network (MAWSN).
Extensive simulation-based comparisons between MAWSN and client/server based WSN (CSWSN) show that, depending on the parameters, MAWSN can significantly reduce the energy consumption while conditionally improving the end-to-end delay.
The rest of this paper is organized as follows. Section II presents related work. We describe the MAWSN architecture and design issues in Sections III. Simulation model and experiment results are presented in Sections IV and V, respectively. Section VI concludes the paper.
II. RELATED WORK
Recently, MAs have been proposed for efficient data dissemination in WSNs [3] [4] [5] [6] [7] [8] . In a typical client/server based WSN, the occurrence of certain events will alert sensors to collect data and send them to a sink node. However, the use of MAs leads to a new computing paradigm, which is in marked contrast to the traditional client/server-based computing. The MA is a special kind of software that propagates over the network either periodically or on demand (when required by the applications). It performs data processing autonomously while migrating from node to node. Q. Wu et. al. [5] presents a genetic algorithm based solution to compute an approximation to the optimal source-visiting sequence. The use of MAs in computer networks has certain advantages and disadvantages [10] , such as code caching, safety and security, depending on the particular scenario. Regardless, they have been successful deployed in many applications ranging from e-commerce to military situation awareness [7] . As described in [3] , many inherent advantages (e.g., scalability, extensibility, energy awareness, reliability) of the MA architecture make it more suitable for WNSs than the client/server architecture. In [4] , MAs are found to be particularly useful for data fusion tasks in distributed WSNs.
In our previous work [2] , we only presented a description of data dissemination using MA in a planar WSN, where MAs are exploited at three levels (i.e., node level, task level, and combined task level). We extend that work in this paper by proposing a scheme for MA migrating in MAWSN. Then, we verify the efficacy of MAWSN by extensive simulations.
III. SYSTEM ARCHITECTURE AND DESIGN OF MAWSN
In this section, we present the architecture and design of the MAWSN. We first give an overview of the network organization, and then describe MA assisted information redundancy reduction at three levels. Lastly, we present the operation of MAWSN in detail.
A. Overview
In the architecture illustrated in Fig. 1 , a sink queries multiple targets simultaneously by means of the MA. The data in the target region is collected from the targets one by one. The operation of the basic MAWSN will be described in detail in Section III.C.
In traditional scenarios, multiple requests for different physical information arrive at different times. We believe that applications that require multiple different requested tasks to be executed concurrently will become widespread in the future. The reaction to a single task can range from the simple return of a result by collaborative processing among some sensor nodes (e.g., in the application to obtain the population of the objects, the system aggregates reports of individual objects right at the point of data source and sends the already-aggregated object counts), to a complex return of a large volume of sensed data (e.g,. a picture captured by an image sensor). Due to protocol overheads, the communication cost of sending a longer message is usually less than sending the same amount of data using many short messages. For the concurrent tasks associated with small amounts of data, we can perform them by a single packet carrying multiple requests (e.g., one request for each task) and also concatenate their results into a single packet to save communication overhead. In Fig. 1 , the combined multiple tasks will be executed one by one, so that the overall processing will take a longer time. If the application's minimum quality of service requirement (e.g., latency bound) is not violated, especially in the case that the target region is far from the sink node, the energy savings of this combined execution can be significant.
We believe a combined-task query model that enables applications to initiate multiple tasks is needed to support this new and growing class of applications for WSNs. Basically, the combined-task has three features: (1) all the tasks belonging to a combined-task can be processed by the common processing code part of the MA packet, thus extra communication overhead is not needed for the MA to carry additional processing code; (2) compared with the distance between the center of the combined-task region and the sink, the task regions are likely to be close to each other; (3) all the tasks are requested concurrently by the application. 
B. Information Redundancy and Communication Overhead Reducing
The proposed dissemination framework employs the MA's ability to carry processing codes that allow the computation and communication resources at the sensor nodes to be efficiently harnessed in an application specific fashion. The MAs should adjust their behaviors depending on quality of service needs (e.g. data delivery latency) and the network characteristics to increase network lifetime while still meeting those quality of service needs. In this section, we discuss how an MA may be dedicated to reduce the information redundancy and communication overhead in three levels so as to prolong network lifetime.
(1) Node Level: Elimination of Application Redundancy by MA Assisted Local Processing
With the development of WSN, "one deployment, multiple applications" is a trend due to the applicationspecific nature of sensor networks. Such a trend requires sensor nodes to have various capabilities to handle multiple applications, which is economically difficult to achieve, if not infeasible. In general, due to memoryconstraints, it is impossible to store every possible application in the local memories of embedded sensors.
Thus, a way of dynamically deploying a new application is needed. In Fig. 1 , the sink can assign the processing code (behavior) of an MA based on the requirement of a specific application. The processing code carried by the MA packet only requires local processing of the raw data at the source nodes as requested by the application. This capability enables a reduction in the amount of data transmission by allowing only relevant information to be extracted and transmitted.
Let r, (0 < r < 1), be the data reduction ratio contributed by the MA assisted local processing, i S be the size of raw data at source i, and i R be the size of reduced data. Then,
(1) (2) Task Level: Spatial Redundancy Elimination by MA Assisted Data Aggregation
The degree of sensed data correlation among sensors is closely related to the distance between sensors, so that it is very likely for closely-located sensors to generate redundant sensed data. The MA aggregates individual sensed data when it visits each target source. Though this kind of aggregation technique is typically used in clustering or aggregation tree based data dissemination protocols, the MA assisted aggregation does not need any overhead to construct these special structures.
We calculate the size of sensed data accumulated by the MA using the similar method as [6] . According to [6] , a sequence of sensed data can be combined with a fusion factor ρ . Let i N be the amount of sensed data accumulated after the MA collects the result of source i.
Recall that i R is the size of locally processed sensory data which will be accumulated by the MA at source i. Note that data aggregation only begins from the second source, then we have,
(3) Combined Task Level: Communication Overhead Saved by MA Assisted Concatenation of Data from Multiple Tasks Instead of MA assisted aggregation of data from individual sensor nodes right at data sources, we propose a packet unification technique that concatenates the data from several short packets into one longer packet in order to reduce the communication overhead at the combinedtask level. Due to data concatenation, the duty cycle and communication overhead of intermediate sensor nodes can be reduced so as to increase network lifetime. However, such energy savings can be achieved usually at the cost of the prolonged data latency.
Let ID j be the identifier of the last source at which the MA has finished task j. Let C j be the amount of concatenated data that result after the MA leaves source j. Let ) ( j N be the total amount of data the MA has collected for task j. Then C j is equal to:
C. The Operation of MAWSN
Before describing the operation of MAWSN, we first present our assumptions made for the MAWSN design and its application context. (1) The sink knows the set of source nodes which will be visited by the MA. (2) The itinerary of the MA is already setup before the sink dispatches it. (3) A source or sink's flooding control message will cause other sensor nodes to set up a gradient to it. Assuming symmetrical channels, the sensor nodes can route packet to the source or sink by means of gradient. The detailed routing mechanism is beyond the scope of this paper, interest readers please refer to one phase-pull Directed Diffusion [11] . The information contained in an MA packet is shown in Fig. 2 . The pair of SinkID and MA_SeqNum is used to identify an MA packet. Whenever a sink dispatches a new MA packet, it will increment the MA_SeqNum. The list of sources (SourceList) specifies which sources will be visited by the MA. In SourceList, there are two special sources, namely, the first source (FirstSource) and the last source (LastSource) that the MA will visit. The pair of FirstSource and LastSource indicates the beginning and end points of the MA's data gathering. NextSource specifies the next destination source node to be visited. NextHop indicates the immediate next hop node which is an intermediate sensor node or a target source node. If NextHop is equal to NextSource, it means that the next hop node is the current destination source.
We define round as the period from the instance an MA collects a data packet in FristSource to the instance it collects a data packet in LastSource. LastRoundFlag indicates the current round is the last round of the whole task. The flag is set by FirstSource. After the data collection of the last round is done, the task will be finished.
The payload of an MA packet includes two kinds of data. One is ProcessingCode which is used to process sensed data; the other is Data which carries the aggregated data. If the MA arrives at FirstSource, it will be stored temporarily. To initiates a new round of data collection repeatedly, FirstSource will create a new MA by copying from the stored one with the frequency of MA_ReportingRate. MA_ReportingRate is equal to the desired data rate in a CSWSN. Fig. 3 explains how an MA migrates in a round. When the MA arrives at a sensor node, it looks at the identifier of the current node (ThisNode in Fig. 3 ) to decide whether or not it has arrived at the destination source or not. If not, the MA continues migrating toward the specific source. Otherwise, it operates as follows: (1) collect the locally processed sensed data; (2) delete the identifier of current target source from SourceList; (3) choose NextSource as the next destination. If the current node is LastSource, the MA will return to the sink. In order to demonstrate the performance of MAWSN, we choose a client/server based scheme (e.g. DD [11] ) to compare with MAWSN. We use OPNET [12, 13] for discrete event simulation. The sensor nodes are batteryoperated except the sink. The sink is assumed to have an infinite energy supply. We assume both the sink and sensor nodes are stationary. Each source is expected to generate sensed data packets with 1 minute interval on average. We use the energy model in [14] . The parameter values used in the simulations are presented in Table 1 . The basic settings are common to all the experiments.
IV. SIMULATION METHODOLOGY
There are four performance metrics evaluated: (1) Energy Consumption -We use cs e and ma e to denote the energy consumption in the CSWSN and MAWSN, respectively. For both schemes, this includes the total energy consumption due to transmitting, receiving, and overhearing during each simulation. In the MAWSN, the energy consumption for local processing at the target sensor node is additionally included. We disregard the energy consumption of processing in the CSWSN since most processing is done in the sink that has a sufficient energy supply. (3) energy*delay -In sensor networks, it is important to consider both energy and delay. The combined energy*delay metric [15] can reflect both the energy usage and the end-to-end delay. We adopt the following definitions:
(4) Packet delivery ratio -It is the ratio of the number of data packets delivered to the sink to the number of packets generated by the source nodes.
V. PERFORMANCE EVALUATIONS
In this section, we compare the CSWSN and MAWSN with respect to the above performance metrics by simulation, and determine the conditions under which the MAWSN is more efficient than the CSWSN. Though these conditions are affected by many parameters, only a set of important parameters are chosen, such as the number of target sources ) ( source n , reduction ratio ) (r , size of processing code
, and size of sensed data at each sensor ) ( data S .
Although fusion factor ) (ρ is also an important parameter, as described in Section 2.2, we will take a conservative approach to verify the efficacy of our scheme even in an adverse condition. Thus we set ρ to 1 in Table 1 . For combined-task scenarios, it can be deemed that the data aggregation of each task does not work, or that each task only query data from a single source. When an MAWSN is applied to a wide-range of applications, this consideration is necessary. In the following sub-sections, four groups of simulations are evaluated. Only one parameter (i.e., source n , r , proc S , or data S ) is changed in each group while the other parameters are fixed.
A. Effect of the Number of Target Sources
In these experiments, we change source n from 1 to 14
and keep all the other parameters in Table 1 unchanged. In Fig. 4 This is caused by the loss of data packets. The larger source n is, the more nodes are involved in delivering data packets in the CSWSN. Thus, congestion is more likely to happen. In contrast, only a single data flow is sent per round in the MAWSN. Fig. 7 shows that the MAWSN has a high packet delivery ratio even when source n is large. 
B. Effect of Reduction Ratio
In these experiments, we change the reduction ratio r from 0.1 to 0.4, and keep the other parameters in Table 1 unchanged. Since changing r has an effect on MAWSN only, the performance of CSWSN is constant. Fig. 8 shows that MAWSN always outperforms CSWSN in terms of energy consumption as r varies. Fig.  9 shows the results of end-to-end delay. When r is greater than 0.28, MAWSN tends to have longer end-to-end delays since the larger r is, the larger is the size of the aggregated data. In Fig. 10 , energy*delay of MAWSN is lower when r is smaller than 0.35.
The results show that MAWSN is sensitive to r, which is an important factor to decide whether or not MAWSN outperforms CSWSN. The value of r is dependent on the type of application and the size of the processing code. For the same application, intuitively r gets smaller as the size of the processing code gets larger. 
C. Effect of Size of Processing Code
In these experiments, we change the size of the processing code ( proc S ) from 0.1KB to 2KB. Since proc S has nothing to do with CSWSN, its performance is constant. Over the range of processing code size considered, Fig. 11 shows that the energy consumption of MAWSN is always lower than that of CSWSN. The larger proc S is, the more transmission overhead is needed by MAWSN. Fig. 12 shows the results of end-to-end delay. When proc S is greater than 1.5KB, ma t tends to be larger than cs t . According to the results of both Sections 6.2 and 6.3, it is observed that MAWSN is more sensitive to r than proc S . Considering the tradeoff between r and proc S , we prefer to use a larger proc S to attain a lower r in return, hence improving the overall system performance. 
D. Effect of Size of Sensed Data
In these experiments, we change the size of the sensed data at each sensor ( data S ) from 0.5KB to 4KB in 0.5KB interval. Fig. 13 shows that the energy consumption of CSWSN is always larger than that of MAWSN when data S is varied. Fig. 14 shows that when data S is greater than 1.5KB, CSWSN has a longer end-to-end delay. According to (1) , the size of reduced data is equal to data S r ⋅ . Then, the transmission overhead of data S r ⋅ − ) 1 ( can be saved per source node in the MAWSN. Thus, the larger data S is, the more efficient is the MAWSN. The above simulation results show that the MAWSN does not always perform better than the CSWSN. We observe that the end-to-end delay performance varies under different conditions, but in most cases, ma e is lower than cs e . Thus, for the scenarios where energy consumption is of primary concern, the MAWSN exhibits substantially lower energy consumption and hence potentially longer network lifetime than the CSWSN. Note that we conservatively set ρ to 1 in the experiments. We expect that as ρ decreases, the advantages of MAWSN will become more significant. 
VI. CONCLUSIONS
In an environment where source nodes are close to each other, and considerable redundancy exists in the sensed data, the source nodes generate a large amount of traffic on the wireless channel, which not only wastes the scarce wireless bandwidth, but also consumes a lot of battery energy. Instead of each source node sending sensed data to the sink node, as typically occurs in client/server-based computing, this paper proposes a mobile agent paradigm for data processing/aggregating/ concatenating in a planar sensor architecture. The proposed architecture is called MAWSN (mobile agent based wireless sensor network). For a given set of parameters, we derive the conditions under which MAWSN exhibits better performances than the client/server-based paradigm in terms of packet delivery ratio, energy consumption, and the end-to-end delay.
