In this paper, the landscape for the permutation flowshop scheduling problem (PFSP) with stochastic local search and a critical block-based neighbourhood structure has been investigated. Numerical experiments using small benchmark problems show that there are good correlations between the makespans of local optima, the average distances to other local optima and the distances to the known global optima. These correlations suggest the existence of a 'big valley' structure, where local optima occur in clusters over the landscape. An approximation method for PFSP that would make use of this big valley structure is proposed by using a critical block-based neighbourhood structure, and a genetic local search method called MSXF-GA, previously developed for the job shop scheduling problem. Computational experiments using more challenging benchmark problems demonstrate the effectiveness of the proposed method.
Introduction
It is well known that Genetic Algorithms (GAs) can be enhanced by incorporating constructive heuristics or pointbased local search methods. The incorporation is often referred as Genetic Local Search (GLS) or population-based local search. Basically, GLS can be viewed as a variant of Adaptive Multi-Start (AMS) methods in which new starting points are generated adaptively based on previously found local optima. Yamada and Nakano have extended the idea of GLS and proposed Multi-Step Crossover Fusion (MSXF) [12] . Instead of generating a new starting point from parents by a recombination operator, MSXF uses one of the parents itself as a new starting point and carries out a 'navigated' local search where the search direction is biased toward the other parent.
It has been shown that the success of AMS as well as GAs strongly depends on some global structure in the cost This work was undertaken when the first author was staying at Coventry University. surface or, in GA terminology, fitness landscape. For example, Boese et al. [2] have suggested that, in the cases of the travelling salesman problem (TSP) and graph bisection for which AMS worked well, local optima tend to be relatively close to each other (in terms of a plausible metric) and to the known global optimum. This structure, where local optima occur in clusters, has been called a 'big valley' structure. Jones and Forrest [4] have shown that many GA-easy problems have strong correlation between fitness and distance to the global optimum. More recently, Reeves [7] has re-formulated the landscape concept in the context of an associated neighbourhood structure and confirmed that the landscape of the (makespan minimizing) permutation flowshop sequencing problem (PFSP) induced by rather simple neighbourhood operators also exhibits a big valley structure under a position-based metric.
In this paper, the PFSP landscape induced by a more sophisticated neighbourhood operator is investigated. This neighbourhood focuses on critical blocks and uses a stochastic local search based on the Metropolis criterion. Section 2 gives the problem definitions and explains a critical block-based neighbourhood structure and the distance measures. Section 3 explains the GLS approach based on the stochastic local search and MSXF. Section 4 investigates the existence of a 'big valley structure' for the PFSP with stochastic local search and the representative neighbourhood.
Assuming that a 'big valley' structure holds for a wide range of PFSP landscapes induced by this neighbourhood operator, it is expected that the use of an adaptive multistart method in which new local search is concentrated on a region between previously found local optima should be effective in finding near-optimal solutions even for more difficult problems. Section 5 shows an implementation of MSXF-GA for the PFSP. In Section 6 MSXF-GA is applied to more challenging benchmark problems. Experimental results demonstrate the effectiveness of the proposed method.
The permutation flowshop scheduling problem
The permutation flowshop scheduling problem (PFSP) is often designated by the symbols n=m=P=C max , where n jobs have to be processed on m machines in the same order.
The processing of each job on each machine is an operation which requires the exclusive use of the machine for an uninterrupted duration called the processing time. P indicates that only permutation schedules are considered, where the order in which each machine processes the jobs is identical for all machines. Hence a schedule is uniquely represented by a permutation of jobs. The objective is to find a schedule that minimizes the makespan C max , the time at which the last job is completed on the last machine.
In general, a neighbourhood N(x) of a point x in a search space can be defined as a set of new points that can be reached from x by exactly one transition or move (a single perturbation of x). Several transition operators have been proposed for PFSP. The simplest one is the adjacent pairwise exchange operator which exchanges the positions of two adjacent jobs. The shift operator which takes a job from its current position and re-inserts it to another position is shown to be the most efficient among simple operators [6] . More sophisticated operators are obtained by limiting the size of the neighbourhood by using the notion of critical blocks. Nowicki and Smutnicki have proposed the representative neighbourhood method [5] , where a reduced neighbourhood is generated from the original critical block-based neighbourhood by clustering its members and picking up the best move (representative) from each cluster. A new neighbourhood is the set of all representative moves. They proposed a sophisticated tabu search algorithm using this neighbourhood structure and an intensification mechanism called 'back jump tracking'.
In this paper, a simplified form of their representative neighbourhood is adopted. For each job j in a critical block, let S a j be a set of moves that shift the job j to some position in the next block; similarly S b j shifts j to the previous block. Evaluate schedules obtained from each move in S a j and denote the best one by s a j . Similarly s b j is obtained from S b j . Then the representative neighbourhood is defined as a set of all schedules obtained by representative moves fs a j ; s b j g for all jobs j in all critical blocks (see Figure 1 ). This corresponds to the case of = 1 in the notation of [5] .
The difference between two permutation schedules S and T can be measured by an appropriately defined distance. For example, an adjacency-based distance is most commonly used for TSP, where relative ordering is more important than absolute position in the sequence. On the other hand, a distance which respects absolute position more than relative ordering is more suitable for PFSP. In this paper two well-known distances are considered as follows: number of job pairs fi; jg in which j is preceded by i in S but not in T.
position-based distance: This distance sums up the positional differences for each job in S and T.
As shown in the later section, these two distances are strongly correlated with each other, and also with an approximation to the minimal number of steps of the neighbourhood operator to move from S to T. In this paper the precedence-based distance is used.
Genetic local search
It is well known that GAs are not well suited for finetuning structures that are very close to optimal solutions, and that it is essential to incorporate local search methods, such as neighbourhood search, into GAs. The result of such incorporation is often called Genetic Local Search (GLS) [10] . This approach can be viewed as a variant of Adaptive Multi-Start (AMS) methods in which local search is applied repeatedly, each time a new starting point being generated adaptively based on previously found local optima [2] . The Multi-Step Crossover Fusion (MSXF) GA proposed by Yamada and Nakano [12] is one such GLS method, and it has been applied successfully to job-shop scheduling problems. This section briefly reviews neighbourhood search and the MSXF.
Neighbourhood search
An outline of a neighbourhood search (NS) for minimizing V (x) is described in Algorithm 3.1, where x denotes a point in the search space, V (x) denotes its objective function value and N(x) its neighbourhood. The termination condition can be given, for example, as a fixed number of iterations L.
Step 1 until some termination condition is satisfied. criterion, i.e. y 2 N(x) is selected with probability 1 if V (y) < V (x); otherwise, with probability: P T (y) = exp(? V=T); where V = V (y) ? V (x) :
Here P T is called the acceptance probability. Simulated Annealing (SA) is a method in which the parameter T (called the temperature) decreases to zero following an annealing schedule as the number of iterations increases.
Although SA is a well-known stochastic method and has been successfully applied to many problems including scheduling problems, it would be unrealistic to apply a full SA search within a GA because it would consume too much time. Therefore a restricted search with a fixed temperature parameter T = c is used in MSXF.
Multi-step crossover fusion
The genetic crossover operator has two functions, which we denote by F1 and F2. Firstly (F1) it focuses attention on a region between the parents in the search space; secondly (F2), it picks up possibly good solutions from that region. Unlike traditional crossover operators, MSXF is more search oriented: it is designed as an extension of local search algorithm described in Algorithm 3.1, but has the functions F1 and F2, and it is still called 'crossover'.
MSXF carries out a short term 'navigated' local search starting from one of the parent solutions to find new good solutions (F2), where the other parent is used as a reference point so that the search direction is biased toward it and therefore the search is limited between the parents (F1). A stochastic local search algorithm is used for its base algorithm. A similar idea is described under the title 'path relinking' [3] in the context of tabu search. MSXF is defined in a problem-independent manner using a neighbourhood structure and a distance measure, both of which are very common for most combinatorial optimization problems.
Let the parent solutions be p 0 and p 1 , and let the distance between any two individuals x and y in any representation be d(x; y). A short term local search is carried out starting from p 0 and using p 1 as a reference point as follows. First x is set to p 0 . until y i is accepted.
until some termination condition is satisfied.
q is used for the next generation.
known; it is not necessary to generate and evaluate y i . One of the members y i 2 N(x) is selected with a probability inversely proportional to the index i. Then y i is accepted according to the Metropolis criterion using T = c in Equation (1). MSXF is described in outline in Algorithm 3.2.
As previously suggested, the termination condition can be given by, for example, a fixed number of iterations L in the outer loop. The best solution q is used for the next generation.
MSXF is not applicable if the distance between p 0 and p 1 is too small compared to the number of iterations. If this happens very often, it means that the population has already converged to a specific region of the search space. 
Landscape analysis
According to Höhn and Reeves [7] , a landscape is defined by a triple of a search space, an objective function and a distance measure. The link between landscape and search algorithm is given by the NS operators used in the algo- rithm. Because these operators generate new points in the search space relative to a given point, they define a distance d N (s; t) on the search space given by the minimum number of applications of operator N that will convert element t into element s.
One can understand the degree of difficulty of the given combinatorial optimization problem by looking at its landscape: if the landscape is simple and has only one peak, it is very easy to find the global optimum by using simple best ascent search. Unfortunately most NP-hard combinatorial optimization problems, including PFSP, have very 'rugged' landscapes with many false peaks under any NS operator.
Recently, Boese et al. [2] have shown that an appropriate choice of NS operator introduces some neat structure into the landscape. In this 'big valley' structure, local optima occur in clusters -good candidate solutions are usually to be found 'fairly close' to other good solutions. If a landscape has this structure, it would support the idea of generating new starting points for search from a previous local optimum rather than from a random point in the search space.
Before we apply our GLS method to PFSP, we investigate whether there is a big valley structure for the PFSP and the NS operator using the representative neighbourhood and a stochastic search based on Equation (1) at T = c (constant temperature). For the same PFSP but with simpler NS operators, similar experiments reported in Reeves [6] found such a landscape did occur.
As discussed in [4, 2, 6] , the existence of a big valley structure can be examined by first generating a set of random local optima and then observing the correlation between their objective function values and their distances to the nearest global optimum, and/or their average distances to other local optima. The distance used here should be d N for an operator N. However this distance is difficult to compute, and precedence-based distance is used here as an approximation. Figure 2 shows a scatter plot of random local optima for problems ta011 and ta021, being respectively the first of Taillard's 20 10 and 20 20 groups of problems [9] .
Each local optimum is generated by running the neighbourhood search described in Algorithm 3.1 with L = 5000 based on the stochastic method with acceptance probability P c , c = 5. Extensive preliminary experiments found only two distinct global optima for the ta011 problem, very close to each other in terms of the precedence-based distance (the distance is two) and only one global optimum for ta021 problem; however one cannot rule out the possibility of finding other different global optima by continuing the search. However, more than 2500 global optima were [6] . These high correlations suggest that the local optima are radially distributed in the problem space with the global optima as the centre, and the more distant are the local optima from the centre, the worse are their objective function values. Hence, by tracing local optima step by step, moving from one optimum to nearby slightly better one, without being trapped, one can eventually reach a near global optimal solution.
In the analysis above, the precedence-based distance is used as a surrogate for d N , because the minimum number of steps for the neighbourhood operator to reach the global optimum is difficult to compute. Although the precedencebased distance seems to be a good alternative, the approximation still need to be justified. For this purpose, the approximate number of steps to reach the global optimum from each local optimum was calculated by choosing the closest move to the global optimum each time from the neighbourhood. While this does not necessarily give the best distance between two points, it seems likely to give a fairly close upper bound. Figure 3 (a) shows the correlation between the precedence-based distance and the approximate number of steps for the local optima shown in Figure 2 there is a strong correlation between the precedence-based distance and the position-based distance for the same local optima (correlation coefficient is 0.91). Thus it does not matter which distance is used. The same kind of experiments were carried out for all Taillard's 20 10 and 20 20 benchmarks, and similar results were obtained in every case. Therefore, the use of the easily-computed precedence-based distance appears to be justified, and the 'big valley' structure can be assumed to hold for this neighbourhood.
MSXF-GA for PFSP
As described in Section 3.2, the MSXF operator is designed to find a new local optimum based on previous ones. MSXF-GA provides a framework for traversing local optima without being trapped, by concentrating its attention on the area between the parent solutions and thus eventually finding a very good solution under the assumption of a 'big valley'. MSXF-GA was applied to PFSP using the representative neighbourhood described in Section 2 and the precedence-based distance. Algorithm 5.1 describes the outline of the MSXF-GA routine for the PFSP using the steady state model proposed in [8, 11] . In this model, the population is ranked according to the makespan values, and the parents are selected from the population with a probability inversely proportional to their ranks. The newly generated solution q is inserted into the population only if its makespan is better than the worst in the current population. To avoid premature convergence even under a small-population condition, if an individual with the same makespan already exists in the population, then q is not inserted into the population in Step 3. 3. If q's makespan is less than the worst in the population, and no member of the current population has the same makespan as q, replace the worst individual with q.
Output the best schedule in the population.
Experimental results
In Section 4, the existence of a big valley structure became clear for the relatively small-size PFSP instances. An adaptive multi-start method (AMS) in which new local search
Parent0 Parent1
Offspring MSXF Figure 4 : Navigated local search by MSXF-GA: A new search is started from one of the parents and while no other good solutions are found, the search 'navigates' towards the other parent. In the middle of the search, good solutions would be eventually found somewhere between the parents. That direction is then pursued to the top of a hill (or a bottom of the valley, if it is a minimization problem)-a new local optimum.
is concentrated in a region between previously found local optima should be effective at least for these problems. MSXF-GA for PFSP is especially designed as one of the AMS approaches for PFSP. Preliminary experiments show that MSXF-GA is very effective for the problem instances discussed in Section 4, and the global optima are found very quickly. In this section we will extend our investigations to larger-size problems and apply MSXF-GA to a subset of Taillard's benchmark problems. Table 1 summarizes the performance statistics of MSXF-GA for a subset of Taillard's benchmark problems together with the results found by Nowicki and Smutnicki using their tabu search implementation [5] and the lower and upper bounds, taken from the OR-library [1] . (Upper bounds are the currently best-known makespans, most of them found by a branch and bound technique with computational time unknown). In all, 30 runs were completed for each problem under the same conditions but with different random number seeds. It can be seen that the results for 50 20 problems are remarkable: the solution qualities of our best results are improved over those found in [5] for most of the problems, and some results (marked in bold letters) are even better than the existing best results reported in the OR-library. The results for larger problems are not as impressive as those of 50 20 problems, but still good enough to support our hypothesis. The degradation is probably due to the increasing complexity of the neighbourhood calculation. In fact for problems where the ratio n=m > 3, Nowicki and Smutnicki abandoned their representative neighbourhood and used a simple one instead: just moving a job to the beginning or the end of its critical block. They also implemented an efficient way of evaluating all the members in the neighbourhood in a specific order, which is useful for the tabu search but not directly applicable to our stochastic search. (Their paper [5] provides more details.)
Conclusions
The landscape for the Permutation Flowshop Scheduling Problem with stochastic local search and the representative neighbourhood structure has been investigated. The experimental analysis using 20 10 and 20 20 Taillard benchmark problems shows the existence of a 'big valley' structure for PFSP. This suggests a well-designed AMS method, such as MSXF-GA in which new local search is concentrated in a region between previously found local optima should be effective in finding near-optimal solutions. MSXF-GA for the PFSP is implemented using the neighbourhood operator and applied to more challenging benchmark problems. Experimental results demonstrates the effectiveness of the proposed method.
