This paper shows how coupling methodology can be used to give precise, a priori bounds on the convergence time of Markov chain Monte Carlo algorithms for which a partial order exists on the state space which is preserved by the Markov chain transitions. This methodology is applied to give a bound on the convergence time of the random scan Gibbs sampler used in the Bayesian restoration of an image of N pixels.
Introduction
Markov chain Monte Carlo algorithms, rst used in statistical physics and later used in the statistics community for problems in spatial statistics, including image processing, are now widely used, particularly in Bayesian analysis, for exploring complicated probability distributions; see for example Gelfand & Smith (1990) , Besag & Green (1993) , Smith & Roberts (1993) , Besag et al. (1995) and Gilks, Richardson & Spiegelhalter (1996) . An important issue in the implementation of Markov chain Monte Carlo algorithms is whether or not they actually converge to the distribution of interest and, if so, how quickly. For a discussion of these issues see for example Tierney (1994) and Roberts & Rosenthal (1998) . Convergence diagnostics (Cowles & Carlin, 1996; Brooks & Roberts, 1997) have been developed to monitor convergence of the algorithm while it is running, but none is completely satisfactory (Cowles, Roberts & Rosenthal, 1997) . There has been much work on developing rigorous, a priori, quantitative bounds on the convergence time; see for example Sinclair & Jerrum (1989) , Diaconis & Stroock (1991) , Frieze, Kannon & Polson (1994 ), Ingrassia (1994 , Meyn & Tweedie (1994) , Rosenthal (1995) , Mengersen & Tweedie (1996) , Polson (1996) and Frigessi, Martinelli & Stander (1997) . Application of many of these results is di cult in practice except to the simplest of problems, and the constant of proportionality is not always available.
In this paper, we show how coupling methodology can be used to give precise, a priori bounds on the convergence time of Markov chain Monte Carlo algorithms. We consider monotone Markov chains, for which a partial order exists on the state space which is preserved by the Markov chain transitions. In particular, we develop convergence time bounds for a simpli ed problem in Bayesian image restoration which involves sampling from a Gibbs distribution using the Gibbs sampler. The case of image synthesis, where observed data are absent, is equivalent to what is referred to in the mathematical physics literature as Glauber dynamics for the stochastic Ising model.
Using coupling and martingale techniques, for an image of N pixels we are able to obtain precise upper bounds on the convergence time in total variation distance which are equal to an easily computable constant times N 2 for the random scan version of the Gibbs sampler, where each iteration involves the update of only one randomly chosen pixel. While we believe that similar arguments will lead to a similar bound on the convergence time for the systematic scan algorithm, the fact that the values of neighbouring pixels change at each iteration makes analysis of the systematic scan algorithm more di cult. The general methodology outlined in x 3.2 can be applied to any monotone Markov chain Monte Carlo algorithm.
In the mathematical physics literature, it is well known that the convergence rate for the stochastic Ising model is O(N log N) for appropriate values of the parameter which include those for which our results hold (Frigessi et al., 1997) . However the constant of proportionality for these results is not known. In a future paper, we will show how some of the calculations used in this paper can be applied to give precise bounds that are O(N log N).
Our results are presented as follows. The model and Gibbs sampler algorithm are described in x 2. The coupling methodology used to derive our bounds is described in x 3.2.
The application of these bounds to the running time of Propp & Wilson's (1996) coupling from the past algorithm is discussed in x 6. Results for sampling from the Ising model without data and from the posterior distribution with data are presented in x 4 and x 5.
Image Restoration using the Gibbs Sampler
We consider the Bayesian restoration of images where the prior consists of a probability model for the true image and the posterior is formed from the prior conditional on the data, which in our cases are the values of the observed image. These observed data are obtained from the true image through a known random process; see Geman & Geman (1984 ), Besag (1986 and Green (1996) . The Gibbs sampler is used to produce samples from the posterior distribution. We also consider the use of the Gibbs sampler for simulation of the prior distribution since this is of interest on its own.
Our model of the image is a Markov random eld X of pixels each taking the value +1 or ?1, with the value of each pixel a ected by its nearest neighbours in an attractive manner.
Equivalently,
(1) where x = (x 1 ; : : : ; x N ) is a con guration of the colours at the N pixels, the energy function U re ects the neighbourhood structure within which con gurations with pixels having like neighbours are favoured, and Z is the normalising constant, called the partition function in mathematical physics. The particular prior probability model we place on the con guration is the Ising model for which U(x) = ? X <i;j> x i x j ; (2) where the sum is taken over pairs of sites (i; j) which are nearest neighbours, and is a positive parameter. For a discussion of the physical signi cance of the Ising model, see Cipra (1987) . The presence of data results in a posterior distribution that is equivalent to a Gibbs distribution with the presence of an external eld. With the Ising model prior, the posterior distribution of x given the data, y, is of the form
where Z P is the normalising constant, and the function f depends on the random distortion mechanism.
Our data are an observed distortion of the true image. We consider two distortion mechanisms. In x 5.1 we consider y to be obtained from the true image by, with a constant probability, independently switching the sign of each pixel, and in x 5.2 we consider the case where independent, normal noise is added to the value of each pixel. Examples of the form of the function f from (3) are available in equations (16) and (17).
Even for the simple models studied here, it is impractical to examine both the prior and posterior by calculating the probability of each con guration, because of the large con guration space. The Gibbs sampler is used to produce a sample from the distribution of interest. At each iteration one randomly chosen pixel is updated according to its conditional distribution given the value of all of the other pixels.
For our problem, it is easy to calculate and to sample from these conditional distributions.
For the case of no data where the distribution of interest is the Ising model (1) and (2) 
The iterations continue until the current con guration can be considered to be a sample from the posterior distribution, independent of the initial con guration. We are concerned with the number of iterations required.
The Markov chain whose state space is the space of all possible con gurations and whose transition probabilities are 1 N times the full conditional probability, with transitions only possible between con gurations which di er at only one site, is an irreducible, aperiodic Markov chain with stationary distribution . 
where is a pre-speci ed error tolerance, chosen at the user's discretion. Propp & Wilson (1998) use the arbitrary value 1=e as the value of which gives their mixing time threshold.
The rst de nition of the total variation distance (6) leads to perhaps the clearest interpretation of the choice of ; for every possible set A in the state space, convergence to within in total variation distance guarantees that the di erence between the probability that our Markov chain is in A and the probability of A for the stationary distribution is at most . The relationship between the value of and the number of iterations required is further explored through simulation of the stochastic Ising model in x 4.
Requiring that the total variation distance is less than gives an immediate tolerance on the error caused by lack of convergence in the estimation of the expectation of bounded functions because of the following equivalent formulation of D:
where the maximum is taken over functions h : X ! R satisfying sup x jh(x)j 1.
In this paper, we are concerned with the number of iterations required to achieve convergence for a given algorithm, and not with other important issues such as the variance of estimates of expectations; see for example Green & Han (1992) . We recommend that our results be used in determining the number of iterations required to achieve stationarity; the simulation of the Markov chain can then be continued beyond this and these additional values used for purposes such as estimating expectations.
Our results are an application of coupled Markov chains. The coupling methodology is presented in x 3.2. In x 6 we discuss how these results can be applied to perfect simulation algorithms involving coupling from the past. Other methods for achieving a bound on (7) are discussed in x 3.3.
Using coupling to bound the convergence time
One method of bounding the convergence time, ( ), of a Markov chain is through monitoring two coupled Markov chains. Suppose X 1 t and X 2 t are two Markov chains on the same state space, with the same transition probabilities and with initial values x 1 and x 2 respectively.
At each iteration, the same uniform random number is used to determine the transition for both chains. They are said to be coupled at time T x 1 ;x 2 if T x 1 ;x 2 = minft : X 1 t = X 2 t jX 1 0 = x 1 ; X 2 0 = x 2 g:
Our bound on ( ) will be in terms of the maximum mean coupling time T = max x 1 ;x 2 E(T x 1 ;x 2 ); (9) where the maximum is taken over all possible initial states x 1 for X 1 t and x 2 for X 2 t . As shown in Aldous (1983) ,
The method used here was inspired by that of Luby, Randall & Sinclair (1995) , whose
Markov chains were lattice routings in order to generate a random tiling of a planar lattice structure in studying the combinatorics of tiling two-dimensional lattices. They use coupling to get bounds on the convergence time of their Markov chains that are polynomial in the size of the lattice.
For our model for binary images, a partial ordering exists on the set of all con gurations.
One con guration is greater than another if each pixel of the larger con guration is greater than or equal to the corresponding pixel of the smaller con guration. We set the initial con gurations of the two chains to be all +1 and all ?1. We label these con gurations x max and x min respectively. Our process will preserve this order; the chain that starts in the maximal state will always be greater than the chain that starts in the minimal state. This is because at each iteration our algorithm will use the same random number to determine the transition for both chains and, as will be seen, the probability distributions used to determine the new value of the pixel assign higher probability to pixels which are like their neighbours.
As argued in Propp & Wilson (1996) for monotone Markov chains such as this, it su ces to consider the case where the initial con gurations are the extreme states. Chains started in any other initial states x 1 , x 2 (x min x 1 x 2 x max ) must couple in a time less than or equal to the coupling time for x min and x max for the same set of random numbers determining the transitions.
Let (t) be a function that assigns a positive integer to the di erence between the congurations at time t of the Markov chains started in the maximal and minimal states. This should be de ned such that (0) = N, the number of sites, and 0 (t) N for all t. Two chains will have coupled at time t if (t) = 0. Once coupled, they will remain so.
De ne the coupling time T x max ;x min = infft : (t) = 0g:
Let (t) = (t+1)? (t) denote the change in the value of after one iteration of the random scan Gibbs sampler. Suppose a region of the parameter space for can be found such that Ef (t)jX 1 t ; X 2 quantity E(T x 1 ;x 2 ) can be bounded above by Na ?1 . we have introduced the subscript to make explicit the dependence of on the model parameter.
Other convergence results
In mathematical physics, the case without data is known as the stochastic Ising model with Glauber dynamics and it is well-known that its convergence rate, asymptotically in N, is O(N log N). In dimensions higher than one, this result holds for values of below a critical value at which a phase transition occurs. For the Ising model with an external eld, if we apply the log Sobolev inequality, the convergence rate can be shown to be O(N log N) for all in two dimensions, and for small enough and large enough external eld in higher dimensions; see for example Martinelli and Olivieri (1994) . However, it may be impossible to calculate a precise upper bound using this method, so it is di cult to apply these results in practice. Frigessi et al. (1997) present the O(N log N) results in the context of Bayesian image restoration. While our results are O(N 2 ), we are able to give the proportionality constant. In a future paper employing another metric, we show how some of the calculations of this paper can be used to get a bound in total variation distance that is O(N log N).
The total variation distance can also be bounded above by a simple function of the eigenvalue of the Markov chain transition matrix which is second largest in absolute value.
Poincar e and Cheeger inequalities can be used to get simple bounds on this eigenvalue in terms of a set of canonical paths on a graph associated with the Markov chain. The vertices of the graph are the states of the Markov chain, and an edge set is chosen between states such that an edge exists between states x 1 and x 2 only if there is a positive probability of moving from state x 1 to x 2 in one iteration; see for example Diaconis & Stroock (1991) and Sinclair (1992) . While these approaches seem promising in providing precise bounds, for our image restoration problem we were only able to nd canonical paths that gave convergence O(e N ), even for the one-dimensional model. For the case with no data, corresponding to the stochastic Ising model with no external eld, our results apply for small values of in dimensions higher than one, corresponding to large temperature when the model is considered in thermodynamic terms. Frigessi et al. (1993) consider the question of which Markov chain Monte Carlo algorithm provides fastest convergence for this problem, comparing them via their eigenvalues. They show that, for high temperature, the Metropolis algorithm gives the slowest convergence of any random scan updating dynamics. While the Gibbs sampler is better, they also show that convergence can be improved by considering dynamics which include the current value of the site being updated. In the case of simulation of Gaussian random elds, which have applications to image restoration on a continuous state space, Barone & Frigessi (1990) propose a class of such algorithms. Green & Han (1992) 
Throughout, we ignore the sites on the edge since only the sites with the most extreme probabilities need be considered, and these are interior sites. for all values the Ising model parameter , where is the speci ed tolerance for convergence in total variation distance.
For all proofs in xx4{5, see the Appendix.
For example, if = 0:01 and = 0:5, then 128N 2 . Using a value such as = 1:5 gives more in uence to the smoothing inherent in the prior distribution and gives the convergence bound 6162N 2 .
Note that if we take the distance function to be the total number of sites less the number of sites coupled at both ends, the mean coupling time can be reduced by a factor of two.
There is no phase transition in the one-dimensional Ising model (Cipra, 1987) , so a result such as this that holds for all should exist. However, in higher dimensions, convergence is known to change at the critical value of at which phase transition occurs. Convergence is known to be slow for above this value. Our results for higher dimensions hold for small , below this critical value.
Extension to higher dimensions and larger neighbourhood systems
In two and higher dimensions, there is no simple distance function analogous to the sweep distance function of one dimension. The immediately obvious analogue, where the number of sites coupled at an endpoint is replaced by the size of a corner that is coupled, is not appropriate since, on any future step of the algorithm, any of the sites along the coupled boundary may change, destroying the structure. An irregular boundary around the coupled sites can change in many ways, including losing contact with any corner or edge sites, making it very complex to keep track of the size of the coupled corner. Considering a cluster of coupled sites seems to be too complex to be useful.
For a systematic scan Gibbs sampler it may be possible to de ne a distance function like this, since at each iteration all pixels are updated and the number coupled in a corner structure can be maintained.
We address this problem by de ning a di erent distance function, which will lead to restrictions on the values of .
De ne the distance function d as the number of sites where the two chains di er. Then d (0) = N and d (T ) = 0. This distance function can be used in any dimension. We call d the`number-of-sites-di erent distance function'. A change in d may now occur for any site chosen for updating, unless it is in the middle of a string of at least three coupled sites.
Our result is stated in terms of n, the number of nearest neighbours that are equally in uential; n is typically 2 in one dimension, either 4 or 8 in two dimensions and so on. Our upper bound on the convergence time is still a simple function of the model parameter times N 2 , where N is the total number of sites; however, it now holds only for a restricted range of . As the number of in uential neighbours increases, the range of admissible values of decreases.
Theorem 3. For sampling with the random scan Gibbs sampler from the Ising model (1) and (2) in arbitrary dimension with N sites, where each site is in uenced by its n nearest neighbours, the convergence time (7) can be bounded above by ( ) 2eN 2 e n + e ?n (n + 2)e ?n ? ne n ? 1 + log ?1 for 0 1 2n log n + 2 n ;
where is the Ising model parameter and is the speci ed tolerance for convergence in total variation distance. The results for this distance function give larger bounds on the convergence time than those obtained with the sweep distance function in one dimension, in addition to introducing restrictions on the values of . However, the result using d gives results that are applicable in any dimension.
As an indication of the role of the error tolerance, , we simulated 1000 coupled pairs of Markov chains, started in the maximal and minimal states. We use the following characterisation of the total variation distance between two probability measures and :
where the in mum is over all random variables X and Y for which L(X) = and L(Y ) = ; see for example Lindvall (1992, p. 19 ). In Fig. 1 , we have plotted the number of iterations versus the probability the Markov chains have not coupled, our approximation to the total variation distance. Tight requirements on require increasing numbers of iterations, while fewer than 7000 iterations do not give a randomised chain. Note that, while this forward coupling time gives an indication of the time required for convergence to stationarity, we cannot wait until the chains have coupled and use the resulting state as a sample from the stationary distribution. Doing so would bias our results in favour of states at which the probability of coupling is greater (Propp & Wilson, 1996) . 
For illustration, we give the posterior distribution and the full conditionals in one dimension since it is notationally simplest. Higher-dimensional calculations are completely analogous.
If we combine (15) with the prior (1) and (2), the posterior distribution for the true con guration given the observed con guration is P (xjy) = (16) We now state our convergence bound for arbitrary dimension.
Theorem 4. Suppose we have observed, in arbitrary dimension, an image of N pixels taking the values +1 or ?1 where it is known that each pixel is incorrectly observed with probability . For sampling from the posterior Gibbs distribution with our prior distribution the Ising model, (1) and (2), with the random scan Gibbs sampler, the convergence time (7) 
True image with additive normal noise
We will consider the simple case where the normal noise is additive at each pixel, i.e. y = x + N, where N is a vector with each entry an independent realisation from a N( ; 2 ) distribution. In one dimension, this leads to the posterior density We consider the case where = 0. Here y min = min i fjy i jg, the smallest of the observed pixels in absolute value, k y min = e 2y min = 2 + e ?2y min = 2 , is the Ising model parameter, n is the number of nearest neighbours of interior pixels, and is the speci ed tolerance for convergence in total variation distance.
For the case where = 0:3, if n = 8, a value of y min such as 0:65 gives 0:773. As a guide to what is an appropriate value of , we consider the work of Besag (1986) . In his two-colour model formulation, his parameter is twice ours for a two-dimensional image restoration with pixels a ected by their 8 nearest neighbours. He found that a parameter value of 1.5 worked well in practice, corresponding to a value of = 0:75 in our model.
Note that smaller values of the variance of the normal noise increase the range of possible values of for which our results hold and decrease the upper bound on the convergence time, re ecting the increased reliability of the observed image. In the limit as ! 1, our observed image gives no information. In this case, our result coincides with the no data case of Theorem 3. Fig. 2 gives an example of the image restoration process. Fig. 2(a) shows the original image, drawn on a 32 32 grid. It was randomly degraded with N(0; 0:4 2 ) noise, added independently to each pixel; see Fig. 2 (b). Our prior parameter, , was set at 0.05, and rstorder neighbourhoods were used. The speci ed error tolerance for randomisation in total variation distance was 0.01. The algorithm was run for the number of iterations our theory speci es, taking y min to be 0, from the initial state with every pixel black. Our approximate sample from the posterior distribution is shown in Fig. 2(c sites to the right of the (N ? c + 1)th site have the same neighbours in both con gurations, they will change in the same manner, so they cannot a ect the value of the distance function.
If a site to the left of the (N ? c)th site is chosen for updating, the value of the distance function cannot change.
The con gurations of three sites in Table 1 will possibly result in a change in s . The site being updated is to the left of the boundary for good sites, the (N ?c)th site, and to the right of the boundary for bad sites, the (N ?c+1)th site. The top row indicates the current con guration of X max t , the chain started in the maximal con guration, and the bottom row indicates the current con guration of X min t , the chain started in the minimal con guration. The update probabilities are calculated from (14) . As an example, suppose the site to the left of the boundary in the rst con guration shown has been selected for updating. For ease of presentation, the possible con gurations are illustrated in one dimension with two in uential neighbours. The argument in higher dimensions and with more in uential neighbours is completely analogous. The con gurations in one dimension of three sites in This is negative for < (2n) ?1 log( n+2 n ). The number of good sites is d . The chain has coupled when d reaches 0, so at each iteration the number of good sites is at least 1. Thus, the mean coupling time T can be bounded above by T N 2 (n + 2)e ?n ? ne n e n + e ?n ?1 ; and applying (10) gives the result.
2
Note that the result of Theorem 3 is not sharp. The limiting con guration of n highprobability bad sites for each low probability good site cannot occur in isolation.
Proof of Theorem 4. As in the case of no data, there are at most n good sites, contributing to a decrease in d , for every bad site, contributing to an increase in d . Regardless of the observed value at the site being updated, the good con guration with least probability of coupling is all +1 and all ?1, with update probability 1 ?
e n e n + e ?n +log( 1? ) + e ?n e ?n + e n +log( 1? ) :
The bad con guration with greatest probability of uncoupling has update probability e n e n + e ?n +log( 
Proof of Theorem 5. Suppose site i is being updated. It can be shown that, regardless of the value of y i , the good con guration which has the smallest probability of becoming coupled is all +1 and all ?1. The probability of the middle site becoming the same in the two chains, given the data value, is 2e ?2n + e 2y i = 2 + e ?2y i = 2 e 2n + e ?2n + e 2y i = 2 + e ?2y i = 2 :
Similarly, regardless of the value of y i , the bad con guration which has the greatest probability of becoming uncoupled has probability 1 ? 2e ?2n + e 2y i = 2 + e ?2y i = 2 e 2n + e ?2n + e 2y i = 2 + e ?2y i = 2 of the middle site becoming di erent. The data value that minimises the least probable good probability and maximises the most probable bad is min i fjy i jg. Substituting this for y i and using the same argument as in the proof of Theorem 4 gives our result. Table 2 : Possible con gurations that may lead to a change in the number-of-sites-di erent distance function in one dimension.
