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Abstract 
 
Stress and threat present serious challenges to both music educators and their 
students. In this study the researcher explores various elements of Brain-based 
theory. He does so by providing an overview from the literature on Brain-based 
theory. He discusses the biological and physiological aspects of learning, together 
with the importance of meaning and the memory or recall process. In this theoretical 
framework he references the leading scholars in the field, including Gardner, Jensen 
and Sousa.  
 
In the theoretical framework he highlights further implications of the Brain-based 
theory, which are (1) the importance of early development in children, (2) the 
importance of attention in class, (3) the inclusion of physical education in the learning 
process and (4) the value of an enriched learning environment.  
 
Furthermore, the researcher explores the types of stress found in the ordinary 
classroom as well as specific types of stress habitual to the music classroom, while 
also presenting possible solutions to these types of stress using the Brain-based 
learning theory.  
 
In chapter four, the researcher draws on the theoretical framework presented in the 
study to devise a Brain-based model for the music class. The study concludes with a 
summary of the literature and a brief concluding statement to music educators.  
 
Key words: Brain-based theory, music class, stress and threat, performing, piano.  
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Chapter 1 – Introduction to the study 
 
1.1 Introduction 
 
The aim of this chapter is to provide a general orientation and background to the 
study.  
 
1.2 Factors that gave rise to this study 
 
The researcher has been teaching piano and violin for a number of years now, and 
during that period of time the researcher has found stress and threat to be a serious 
problem in the practical music classroom. Since these problems are mostly complex 
ones, their solutions are not always obvious.  
 
In order to find solutions to his own challenges, the researcher has been prompted to 
investigate the theory in order to ascertain its value as a stress reducer in the music 
classroom.  
 
1.3 Clarification of the use of terms 
 
For the purpose of this study, the terms teacher and educator will be used 
interchangeably. Likewise will the terms learner and student as well as brain-based 
learning and brain-based theory.  
 
1.4 Problem statement 
 
The main problem that this theoretical study intends to address is how brain-based 
theory can be applied to the music classroom in order to reduce stress and threat.  
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1.5 Aims of the study 
Stress and threat are serious problematic manifestations in the practical music 
classroom. For the purpose of this study, the researcher will use the concepts of 
brain-based theory in an attempt to develop a model that could assist in the 
reduction of this type of stress.  
 
1.6. Research methodology 
 
The approach that will be taken to realise the purpose of this study is described as 
the following:  
 
1.6.1 The literature study 
 
The researcher will conduct a literature study on brain-based theory, as well as skills 
required as a practical musician. For the literature review, the researcher will make 
use of primary sources such as books and journal articles by original authors.  
 
The researcher will also make use of secondary sources such as books, journal 
articles, theses, dissertations and other relevant sources.  
 
The intention is to use the literature descriptively to describe: 
 
• The principles of brain-based theory (Chapter two) 
• The implications of brain-based theory on aspects of education (Chapter 
three) 
 
The literature will also be used analytically in order to: 
 
• Analyse the skills required as a practical musician (Chapter four) 
• Analyse the types of stress and threats faced by musicians (Chapter four) 
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The literature will also be used to develop a model for the reduction of stress and 
threat in the music classroom (Chapter four).  
 
1.7 Contribution to the field 
 
The researcher intends to provide a unique contribution to the field of Brain-based 
theory, by applying it to the music classroom.  
 
1.8 Proposed chapter outline 
 
For the purpose of this study, the chapter outline will be as follows: 
 
• Chapter two – Brain-based learning 
• Chapter three – Implications of brain-based theory on aspects of education 
• Chapter four – Brain-based theory in music: a model for practice 
• Chapter five – Conclusion to the study 
 
1.9 Conclusion 
 
In this chapter the researcher introduced the reader to the study, while outlining and 
describing the aims of the study, research methodology and the contributions to the 
field.  
 
In the next chapter, the researcher will set out to provide a background to brain-
based theory.  
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Chapter 2 – Brain-Based Learning 
 
2.1 Background 
 
In this chapter, the researcher will explore the origin of the Brain-based theory from 
the perspective of the researchers and authors who have developed it.  
 
In 1983, Howard Gardner published his ground-breaking book Frames of Mind in 
which he deconstructs the traditional concept of intelligence into more complex 
multiple intelligences. Kornhaber, Fierros and Veenema (2004, p. 4) describe the 
traditional views of intelligence by saying “According to that view, all human problem 
solving is governed by one underlying mental ability ... known as general 
intelligence”. Gardner (1974, p. 171) adds a second school of thought, namely 
structuralism, to the traditional model and writes that they choose to focus on the 
“unconscious infrastructure of a realm, rather than upon its superficial aspects”. He 
adds that two leading researchers in the structuralism school of thought were Piaget 
and Lévi-Strauss who used structuralism to link the nervous system with conscious 
behaviour.  
 
Drawing on more advanced neurological research, Gardner (1983, p. 60) in contrast 
writes that “a human intellectual competence must entail a set of skills of problem 
solving – enabling the individual to resolve genuine problems or difficulties that he or 
she encounters and, when appropriate, to create an effective product – and must 
also entail the potential for finding or creating problems – thereby laying the 
groundwork for the acquisition of new knowledge”. He goes on to explain that 
intelligence could also be called a “neural mechanism” that can be triggered by the 
certain external or internal information (Gardner, 1983, p. 60). Gardner (1983, p. 63) 
furthermore describes how different functions of the brain could be related to 
particular brain-injury locations by saying “the consequences of such brain injury 
may well constitute the single most instructive line of evidence regarding those 
distinctive abilities or computations that lie at the core of a human intelligence”.  
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Another point made by Gardner (1983, p. 9) is that these intelligences “are relatively 
independent of one another, and that they can be fashioned and combined in a 
multiplicity of adaptive ways by individuals and cultures”. He also adds that these 
intelligences usually work in harmony but “when the appropriate observational lenses 
are donned, the peculiar nature of each intelligence emerges with sufficient (and 
often surprising) clarity” (Gardner, 1983).  
 
In his next book, Intelligence Reframed, Gardner (1999, p. 33) redefines intelligence 
as “a biopsychological potential to process information that can be activated in a 
cultural setting to solve problems or create products that are of value in a culture”.  
 
According to Connell (2009, p. 28) the huge interest sparked by Gardner’s ideas 
about the brain and multiple intelligences “helped bring about the new field of Brain-
Based Learning”. He adds that this field combines research from many disciplines as 
there are many critics who rightly say that neuroscience alone cannot be the source 
of a new educational model (Stern, 2005, p. 745). Professionals in the field of 
education should therefore strive to adopt a multidisciplinary approach to solve 
educational problems. Connell (2009, p. 29) makes mentions of some leading 
educators and psychologists like Jensen, Goleman, Caine and Sousa as 
“forerunners in the Brain-Based Learning movement”.  
 
Any theory will of course produce critics who are sceptical of its credibility. Brain-
based learning is no exception, with Bruer (1999, p. 649) saying that “there is 
nothing new” in brain-based learning’s critique of the traditional education model.  
 
One can however conclude that the global field of Brain-Based Learning greatly 
owes its existence to the work of Howard Gardner and has since its conception had 
a major impact on the educational world. This study will focus on the theory behind 
brain-based learning and how it can be applied to the music classroom to ultimately 
reduce stress and threat.  
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2.2 Physiological aspects of the theory 
 
In this section, the study will provide an overview of the biological and physiological 
functions of the human brain that serves as the basis of brain-based theory.  
2.2.1 Sources of data 
 
Before one can explain the complex mechanism of our neural system, one must first 
consider the methods of data collection used to gather this information.  
 
Sousa (2011a, p. 2) describes the first method of data collection as 
electroencephalography (EEG) and magnetoencephalography (MEG). He states that 
during these tests, electrodes are attached to various positions on the subject’s scalp 
using conductive gel. He says that magnetic detectors are also placed around the 
head to measure magnetic activity. He adds that these scans are used to determine 
“how quickly something occurs in the brain” as it measures electrical and magnetic 
activity in the brain (Sousa, 2011a, p. 2). McNeil (2009, p. 6) adds that it does this by 
measuring the characteristic changes that occur during the type of brain activity that 
is taking place. Moreover he states that some advantages of this technique include 
the speed since these scans can “record complex patterns of neural activity within 
the brain as soon as a stimulus has been administered” (McNeil, 2009, p. 6). Another 
advantage is the fact that it is child-friendly, which means that it can be applied to 
children.  
 
Sousa (2011a, p. 2) states that the second method of data collection is called 
Positron-Emission Tomography (PET). He mentions that a test subject is injected 
with a radioactive solution that circulates the brain. The areas with higher neural 
activity will accumulate more of the radiation, which is detected by a computer and 
displayed using different colours. McNeil (2009, p. 4) says that an advantage of this 
method includes demonstrating the elasticity of the adult brain. Jensen (1998, p. 4) 
adds that another advantage of these scans is its ability to capture which area of the 
brain is active during specific activities. Two of the disadvantages of this system are 
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the invasive nature of the injection” as well as the use of radioactive materials 
(Sousa, 2011a, p. 2). As a result, this technique is not used on children.  
 
 McNeil (2009, p. 4) describes another technique, called Magnetic Resonance 
Imaging (MRI), saying that these scans manipulate atoms with the use of a magnetic 
field. The atoms are aligned and radio wave pulses are applied to the sample, which 
in turn produces radio signals. He adds that the “resultant images of organ anatomy 
provide much better detail” (McNeil, 2009, p. 4).  
 
McNeil (2009, p. 4) also says that a “further development led to the process often 
used today and known as functional Magnetic Resonance Imaging” (fMRI). Sousa 
(2011a, p. 3) adds that this technique is based on the fact that “when any part of the 
brain becomes more active, the need for oxygen and nutrients increases”. Because 
oxygen is carried around the body by haemoglobin, which contains iron, one can 
detect the oxygen flow to and from specific areas of the brain using a magnetic field. 
McNeil (2009, p. 5) mentions that these scans are used extensively to detect brain 
damage of various natures as well as serving as a valuable tool in the planning of 
brain surgeries. Sousa (2011a, p. 3) also writes that more advantages include the 
fact that the procedure is painless, non-invasive and it does not make use of 
radiation.  
 
Sousa (2011a, p. 3) mentions a further technique called functional Magnetic 
Resonance Spectroscopy (fMRS). He writes that it involves the same equipment as 
fMRI but makes use of different computer software which record chemical levels in 
the brain. Where fMRI records the area of brain activity, fMRS also records the 
presence of chemicals in the activity. Jensen (1998, p. 4) says that spectrometers 
can also be used for this purpose. Jensen (1998, p. 3) adds that experiments on 
animals, clinical studies and autopsies also add to the list of data collection methods.  
 
Even though technology is still developing rapidly, one can see that the evidence 
behind Brain-Based theory come from a rich variety of sources.  
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2.2.2. Size and structure of the human brain 
 
An adult human brain weighs about 1300 – 1400 grams and is roughly the size of a 
grapefruit (Jensen, 1998, p. 8). Sousa (2011a, pp. 3 - 4) adds that the “brain works 
ceaselessly even when we are asleep” and “although it represents only about 2 
percent of our body weight, it consumes nearly 20 percent of our calories”. 
Additionally Jensen (1998, p. 8) notes that we have two “cerebral hemispheres” 
being the left and the right. These are connected by bundles of nerve fibres. The 
largest known bundle is the corpus callosum, containing about 250 million nerve 
fibres. Jensen also mentions that the two hemisphere process information differently, 
with the left processing information in parts and sequentially, and the right doing so 
in wholes and randomly (Jensen, 2008, p. 19). Jensen (2008, p. 20) furthermore 
notes that several theories regarding the left and right hemispheres are now 
outdated. The first of these is the theory that the left brain does not process 
creativity. Jensen (1996, p. 16) says that musicians tend to “process music more in 
the left hemisphere and non-musicians process it more in the right one”, suggesting 
that creativity does involve some logic and therefore implicate the left hemisphere. 
Higher-level mathematicians, problem solvers and chess players tend to use their 
right hemisphere more frequently to accomplish these tasks while novices would use 
their left (Jensen, 1998, p. 8). Ornstein and Sobel (1987, p. 61) also add that the 
right hemisphere recognizes negative emotions faster while the left responds to 
positive emotions faster.  
 
Already one can see that our traditional model of right hemisphere being responsible 
for the artistic thinking and left for pure logical thinking is outdated. The arts 
especially can no longer be classified purely as right brain “superfluities”.  
 
Jensen (1998, p. 9) says that “scientists divide the brain into four areas called lobes”. 
These are the occipital, frontal, parietal and temporal lobes. Sousa (2011a, p. 17) 
states that the occipital lobes are situated at the back of the brain and that they are 
mainly responsible for vision. McNeil (2009, p. 26) adds that these areas form the 
“sight centres that decode and analyse incoming signals”. He then adds that these 
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signals only make sense when they are compared to previously processed and 
analysed signals.  
 
The frontal lobe is concerned with purposeful acts like judgement, creativity, problem 
solving and planning and it is situated around one’s forehead (Jensen, 1998). Sousa 
(2011a, p. 17) adds that this area also contains our “self-will” and according to him, 
damage to this area can result in very serious and sometimes permanent personality 
changes. He also adds that this lobe houses our working memory which suggests 
this is the centre of our focus. The frontal lobes also develop slowly, only maturing in 
early adulthood (Sousa, 2011a, p. 17).  
 
The parietal lobe is responsible for processing higher sensory and language 
functions and is located on the top back area of the brain (Jensen, 1998, p. 9). The 
temporal lobes (left and right) in charge of hearing, memory, meaning and language 
are situated above and around the ears. It is very important to note that there are 
overlaps in the functions of the lobes (Jensen, 1998, p. 9).  
 
Jensen (1998, p. 9) goes on to describe that the middle section of the brain consists 
of the hippocampus, thalamus, hypothalamus and the amygdala. Sousa (2011a, p. 
18) writes that “all incoming sensory information (except smell) goes first to the 
thalamus”. From here, they are directed to other areas of the brain for further 
processing. He also writes that the hypothalamus “monitors the internal systems to 
maintain the normal state of the body” (Sousa, 2011a, p. 18). He furthermore adds 
that the hippocampus is “involved in consolidating learning and in converting 
information from working memory via electrical signals to the long-term storage 
regions” while the amygdala “plays an important role in emotions especially fear” 
(Sousa, 2011a, p. 19). While some researchers call the mid-brain area the “limbic 
system”, researchers like LeDoux (1996, pp. 97 - 100) argues that there is no limbic 
system but rather specific structures that process emotion, like the amygdala.  
 
The cerebrum makes up seventy five percent of the total volume of the brain but its 
clear function is yet to be identified. It is mostly referred to as the “association cortex” 
(Jensen, 1998, p. 9). The cerebral cortex and other nuclei are made up of grey 
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neurons or cell bodies while a white substance called myelin coats the connective 
fibres.  
 
Sousa (2011a, p. 18) states that the motor and somatosensory cortexes are “two 
bands across the top of the brain” and in charge of body movement and touch 
signals. The cerebellum is located in the lower back area of the brain. This area is 
mainly responsible for balance, posture, motor movement and some areas of 
cognition (Jensen, 1998, p. 9). Sousa (2011a, p. 21) adds that it is also involved in 
the “mental rehearsal of motor tasks, which also can improve performance and make 
it more skilled”.  
 
The brain stem according to McNeil (2009, p. 29) regulates our bodies’ automatic 
functions like breathing. It serves as the highway between the brain and the rest of 
the body while also taking part in the cardio-vascular system and pain sensitivity. 
 
2.2.3 The origin of learning 
 
In this section, I will discuss the elements needed for learning to take place.  
 
According to Jensen (1998, p. 10) the brain is “energy deficient”. He says that it 
constitutes about two percent of the adult body’s weight but consumes approximately 
twenty percent of the body’s energy. He goes on to explain that this energy comes 
mainly from blood, which supplies the brain with nutrients like glucose, protein, trace 
elements and oxygen. In order to provide the brain with the vast amount of blood 
needed, the body needs water. Jensen mentions that we need eight to twelve 
glasses of water per day to avoid dehydration.  
 
Jensen (1998, p. 10) also states that oxygen is critical to the brain in order for it to 
function. Loss of oxygen can result in unconsciousness and serious brain damage. 
He mentions that under normal circumstances, the brain does receive a sufficient 
supply of oxygen because the carotid artery ensures the brain receives fresh 
oxygenated blood after it leaves the lungs.  
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Sousa (2011a, p. 21) writes that the human brain is “composed of a trillion cells of at 
least two known types, nerve cells and glial cells”. He goes on to explain that the 
nerve cells are called neurons. The glial cells hold the neurons together as well as 
acting as filters to prevent harmful substances from entering neurons (Sousa, 2011a, 
p. 21).  
 
McNeil (2009, p. 16) describes the neuron as the “essential element of the brain and 
the basic unit of the nervous system”. Jensen (2008, p. 411) adds that scientists are 
now certain that our brain does grow neurons (called neurogenesis) and that “many 
survive and become functional”. McNeil (2009, p. 16) says that the outer layer of the 
neuron is designed to convey nerve signals as electrochemical pulses.  
 
McNeil (2009, p. 17) proceeds to state that each neuron have “projecting parts called 
dendrites (from the Greek term meaning ‘branch’)”. Sousa (2011a, p. 22) adds that 
these dendrites “receive electrical impulses from other neurons and transmit them 
along a long fibre, called the axon”. Jensen (1998, p. 12) furthermore says that these 
dendrites extend outwards when the environment is “enriched”.  
 
Jensen (1998, p. 12) mentions that each cell can have many dendrites but only one 
axon. He says that axons only connect with other dendrites and under normal 
circumstances dendrites do not connect with each other. He goes on to say that in 
order to facilitate more connections, the axon continually divides itself into branches.  
 
Jensen (1998, p. 12) also says that each axon has two main functions. They need to 
“conduct information in the form of electrical stimulation and to transport chemical 
substances”. He also states that the thicker the axon, the faster it can conduct the 
information. Sousa (2011a, p. 22) adds that a “layer called the myelin sheath 
surrounds each axon”. He notes that this serves to “insulate the axon from the other 
cells and increases the speed of impulse transmission”.   
 
Jensen (1998, p. 12) summarizes the function of the neurons by saying that these 
cells only “serve to pass along information”. In other words, no cell is a receiver 
alone neither is it the end of the connection. Information always flows from the cell 
body down the axon across the synaptic gap and into neighbouring dendrites 
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(Jensen, 1998, p. 12). He also says that neurons generally connect to neighbouring 
neurons. The more connections they form, the better the communication will be.  
 
One can see that our brains are wonderfully designed to pass along information and 
make cellular connection, providing a fertile environment for learning.  
 
2.2.4 The learning process 
 
In this section, the study will examine and describe the learning process inside the 
human brain.  
 
Jensen (1998, p. 13) says that “what the human brain does best is learn”. He adds 
that learning changes the brain because it rewires itself with stimulation. Jensen 
(1998, p. 13) sums up the learning process by saying that there is some sort of 
stimulus, which is then sorted at various levels and finally the formation of memory 
potential. Jensen (1998, p. 13) further explains that our brain can receive two types 
of stimuli, something we already know or something new. He notes that if we are 
repeating something we already know, “there’s a good chance the neural pathways 
will become more and more efficient”. This is achieved through myelination, which as 
mentioned earlier is the fatty substance that insulates the axon. Once myelination 
occurs, the brain performs with more efficiency (Jensen, 1998, p. 13).  
 
Jensen (1998, p. 13) also writes that any new stimulus is converted into nervous 
impulses, which travel to “extraction and sorting stations like the thalamus”. He adds 
that from there, signals are sent to specific areas of the brain. Once these signals 
are received, each neuron acts as a small battery (Jensen, 1998, p. 13). McNeil 
(2009, p. 18) states that sodium, potassium, calcium and chloride are ions stored 
inside the neuron membrane. He adds that the inside of the membrane holds a slight 
excess of negative ions while the outside holds a slight excess of positive ions. Since 
opposite forces attract each other, these ions line up on either side of the membrane.  
 
McNeil (2009, p. 18) proceeds by saying that when a neuron is stimulated by 
“excitatory signals” from a neighbouring neuron, the “sodium channels in the 
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membrane open and the positively charged sodium ions enter the cell”. He also 
states that there is a rise in voltage (called an action potential) and the shift in charge 
as the ions move produce an electrical pulse.  
 
Sousa (2011a, p. 22) explains that there is a small gap between each neuron and its 
neighbour called the synapse. The neuron sends impulses of electrical activity 
through the axon to the synapse. He furthermore says that this electrical activity 
releases chemicals stored at the end of the axon. Wilson and Horch (2002, p. 57)  
calls this electrical signal an “action potential”. Jensen (1998, p. 13) adds that once 
in the synaptic gap, these “chemicals triggers (or inhibits) new electrical energy in 
the receptors of the contacted dendrite”. He says that the process consists of 
electrical energy to chemical and back to electrical. This process is then repeated to 
the next cell.  
 
Sousa (2011a, p. 22) mentions that more than fifty neurotransmitters have been 
discovered but some of the more common neurotransmitters are acetylcholine, 
epinephrine, serotonin and dopamine.  
 
Jensen (1998, pp. 13 - 14) says that “eventually, the repeated electrical stimulation 
fosters, along with an increased input of nutrients, cell growth by way of dendritic 
branching”. He explains that this increased number of branches help us make more 
connections, which results in a better understanding of that topic. He adds that 
connections between cells basically means that they are in such close proximity to 
each other that the synapse is “easily, and almost effortlessly, ‘used’ over and over 
again” (Jensen, 1998, p. 14). He also adds that new synapses typically appear after 
learning.  
 
Jensen (1998, p. 14) says that in order to facilitate lasting learning, several things 
happen at a cellular level. As mentioned before, a neuron is stimulated and passes 
on the stimulation to the neighbouring neuron. “Neural activity can have either an 
excitatory or inhibitory effect” (Jensen, 1998, p. 14). McNeil (2009, p. 20) says that 
an excitatory effect means that a neuron helps to stimulate an impulse in the 
receiving neuron, while an inhibitory effect discourages such an impulse.  
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Jensen (1998, p. 14) also says that a synapse can be altered to decrease its 
likelihood to fire. This is called long-term depression (LTD) and it results in 
decreasing the probability of making the wrong connections, which results in 
enhanced learning. McNeil (2009, p. 21) labels this adaptive quality of the synapses 
as “plasticity”.  
 
Sousa describes a second contributing factor to the learning process as mirror 
neurons. He writes that a cluster of neurons in the premotor cortex (the area that 
plans movement) fires just before a human carries out a planned movement (Sousa, 
2011a, p. 23). He then writes that the same cluster of neurons fire when a person 
sees another person perform the same movement. The resultant discovery was that 
“similar areas process both the production and the perception of movement” (Sousa, 
2011a, p. 23). Sousa (2011a, p. 23) proceeds to explain that these mirror neurons 
allow us to “re-create the experiences of others within ourselves, and to understand 
others’ emotions and empathize”. He adds that mirror neurons probably account for 
young children copying the gestures and behaviours of adults. He also mentions that 
our ability to develop articulate speech could also be credited to mirror neurons. 
 
Jensen (1998, p. 15) says that another contributing factor to the learning process is 
our behaviour, which he writes is “heavily affected by other “floating” chemicals in the 
brain”. He adds that chemicals like serotonin, dopamine and noradrenalin are 
responsible for widespread communication in the brain. Jensen (1998, p. 15) also 
writes that “learning happens on many complex layers at once, from the cellular to 
the behavioural”.  
 
One can see from the above mentioned findings that the learning process is a 
complex and sophisticated procedure involving both chemical and electrical 
processes at a cellular level.  
 
2.2.5 Meaning 
 
Caine and Caine (1995, p. 25) say that “the search for meaning (making sense of 
our experiences) is survival orientated and basic to the human brain”. Thus, the 
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human brain naturally seeks to make meaning out of information. In this section, I 
will discuss the human brain’s search for meaning and the biology behind the theory.  
 
Kosslyn (1992, p. 228) writes that there are two types of meaning namely reference 
and sense meaning. Jensen (1998, p. 91) describes the first of these as a literal or 
dictionary definition of the word meaning, while sense meaning refers to something 
that has personal meaning to an individual.  
 
Jensen (1998, pp. 91 - 92) also says that different types of meaning are processed in 
different areas of the brain. One such example is meaning that occurs during reading 
which is processed in the left frontal, temporal or parietal lobe, while another 
example is an “Ah-ha!” type moment which occurs in the frontal lobe.  
 
2.2.5.1 Relevance 
 
Jensen furthermore writes that an important aspect in the meaning-making process 
is relevance. He writes that this occurs when a neuron connects with a neighbouring 
neuron. “If the content is irrelevant, it’s unlikely a connection will be made.” (Jensen, 
1998, p. 92). Sousa (2011a, p. 74) concurs by saying “Meaning refers to the 
relevancy that students attach to new learning”. He also mentions that “meaning is 
not inherent in content, but rather is the result of how the students relate the content 
to their past learnings and experiences” (Sousa, 2011a, p. 74). Jensen (1998, p. 92) 
adds that every thought that a person thinks, increases the probability of that thought 
occurring again.  
 
Jensen proceeds to explain that some thoughts can activate neural fields, which 
cross cell and axon boundaries. He writes that “the greater number of associations 
that your brain elicits, the more firmly the information is ‘woven in’ neurologically” 
(Jensen, 1996, p. 190).  
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2.2.5.2 Emotions 
 
A second important aspect in the meaning making process according to Jensen is 
emotions. He writes that intense emotions trigger the release of chemicals like 
adrenaline, norepinephrine and vasopressin, which in turn tell the brain that the 
information is important and needs to be stored (Jensen, 1998, p. 93).  
 
Jensen furthermore writes that our sense of evaluating people, events or things 
tends to create meaning. Although we have traditionally been taught that our ability 
to distinguish between good or bad is a cognitive function based on life experiences, 
evaluating events, people or things imbues the content with feelings. This suggests a 
strong link between meaning and feelings (Jensen, 1998, p. 74). Caine and Caine 
(1995, p. 26) concurs by writing “Emotions and thoughts literally shape each other 
and cannot be separated”. McNeil (2009, p. 98) also supports this idea by writing 
that “the brain and the mind are integrated and inseparable”.  
 
Caine & Caine (1995, p. 25) says that “What we learn is influenced and organized by 
emotions and mind-sets involving expectancy, personal biases and prejudices, self-
esteem and the need for social-interaction”.  Jensen (1998, p. 94) adds that as an 
educator, one can tap into this process to boost the meaning making process 
because emotions “drive the threesome of attention, meaning and memory”, 
resulting in better learning. Caine and Caine (1995, p. 26) supports this view by 
writing that “an appropriate emotional climate is indispensable to sound education”. 
Rahin (2008, p. 7) mentions that examples of an appropriate learning climate can 
include the incorporation of “games, music, drama, storytelling and simulations.” 
 
2.2.5.3 Context and patterns 
 
A third important element required to generate meaning according to Jensen (1998, 
p. 95) is context and patterning. Caine and Caine (1995, p. 25) write that our search 
for meaning is innate and that our brain attempts to “discern and understand patterns 
as they occur giving expression to unique and creative patterns of its own”. They 
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also say that the brain resists meaninglessness, which consists of isolated pieces of 
information.  
 
Jensen (1998, p. 95) says that this process occurs at a micro level. Individual 
neurons do not appear to exhibit learning, but groups or clouds of neurons do. These 
“seem to be able to recognize and respond to meaningful learning” (Jensen, 1998, p. 
95). Sousa (2011a, p. 102) adds that “human memory recall often works by 
association, that is, one thought triggers another in long-term memory”.  
 
Healy (1994, p. 49) furthermore writes that “Patterning information means really 
organizing and associating new information with previously developed mental 
hooks”. She also adds that “Children who don’t learn to search for meaning are often 
good ‘technicians’ in the 1st and 2nd grade because they can deal with isolated data, 
but when the demands for comprehension increase, they ‘hit the wall’. They simply 
can’t assemble it and make sense out of it. Those who can are often thought of as 
more intelligent.”  
 
Jensen (1998, p. 96) proceeds by saying that “while the brain is a consummate 
pattern-maker, intellectual maturity enriches the process dramatically”. He adds that 
complex thematic patterns can only form after the brain has gathered sufficient data 
with which to create the meaningful context. He illustrates this view with an example 
of a teacher being able to detect themes and patterns that a student cannot, based 
on the teacher’s prior accumulated knowledge.  
 
In conclusion, Jensen (1998, p. 96) writes that the “ability to make meaningful 
patterns and use context seems to be activating the frontal lobes” while “the ability to 
engage relevance uses our past experiences”, and that domain is controlled by our 
temporal lobes. He adds that “Meaning-making from emotional activation is more 
likely originating in the mid-brain’s reward circuit”. He adds that the process of 
meaning-making is a complex one and any of the three aspects can activate it. We 
as educators therefore have to evoke all three in our classrooms.  
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2.2.6 Memory and recall 
 
Jensen and Nickelsen (2008, p. 7) define learning as “the process of acquiring 
knowledge, skills, attitudes, mental constructs, or values”. Sousa (2011a, p. 83) 
defines memory as “the process by which we retain the knowledge and skills for the 
future”. In this section, I will discuss the process of memory formation and recall as 
well as the types of memory used by the human brain.  
 
Jensen (1998, p. 100) begins his discussion about memory by writing that much of 
the outdated ideology about how memory functions was born out of 
misinterpretations of the work of Canadian neurosurgeon Wilder Penfield. He found 
that during surgery, an electrical stimulation of the temporal lobe produced episodes 
of recall. The conclusions drawn from his work was that our memory worked like a 
video recorder and that by giving it correct prompts, successful retrievals of memory 
could be achieved. Psychologists have since dismissed the notion of prompting the 
brain as Penfield’s results could never be reproduced in surgery (Jensen, 1998, p. 
100).  
 
A more recent definition of the memory process according to Jensen (1998, p. 100) 
is “the creation of a persistent change in the brain by transient stimulus”. He notes 
that scientists are still unsure about how exactly this comes about but discoveries 
have shed some light on the process.  
 
Jensen (1998, p. 100) mentions that “memory is a process, not a fixed or singular 
skill” and “there is no single location for all our memories”. Various distinct locations 
are implicated in different types of memories. Memories of sound for example are 
stored in the auditory cortex, while spatial and other explicit memories, such as 
memory for speaking and reading activate the hippocampus in the inner brain. The 
amygdala becomes active during the formation of implicit memories especially 
negative emotional events, while memories of nouns, names and pronouns excite 
the temporal lobe. The cerebellum is critical for associative memory formation, 
especially when precise timing is involved like learning motor skills. Peptide 
molecules also move through our body in order to transfer and store information. 
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Content knowledge is distributed throughout the temporal lobes (Jensen, 1998, p. 
100).  
 
Jensen (1998, p. 100) says that “multiple memory locations and systems are 
responsible for our best learning and recall”. He adds that the technique of multiple 
storage locations explains why a person can suffer brain damage in a certain area 
but still have the ability to recall memory.  
 
2.2.6.1 Formation of memory 
 
As indicated before, any stimulus causes nerve impulses to travel down the axon, 
into the synaptic gap where neurotransmitter chemicals are released. These 
chemicals then cross the synaptic gap to the dendrite of the neighbouring neuron. 
Upon entering the neuron, the chemicals spark electrochemical reactions that cause 
the neuron to signal or “fire”. This reaction is then repeated to the next neuron. The 
sequence of reactions forms patterns of neuronal connections that fire together 
(Sousa, 2011a, p. 84).  
 
Sousa (2011, p. 84) says that the “firing only lasts for a brief time, after which the 
memory decays and is lost”. In other words, a perception or recognition of an outside 
stimulus was created which quickly passes. Our brain is exposed to countless such 
events every day. “The ability for these events to decay quickly means that our brain 
does not get cluttered with useless memories” (Sousa, 2011a, p. 84). Leaf (2005, p. 
88) concurs by saying that our brain has the ability to “sift important information from 
the mass that comes in, making it meaningful and personal”.  
 
Sousa (2011a, p. 84) continues by saying if the pattern is repeated, there is an 
increase in the tendency for the associated group to fire together. The faster a 
neuron fires, the greater the electrical charge it sparks and the more likely it is to set 
off the neighbouring neuron. As the neighbouring neurons fire, the surfaces of their 
dendrites change to allow for more sensitivity to the stimulus. This process is called 
long-term potentiation (LTP) (Sousa, 2011a, p. 84). 
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Sousa also says that after some time, repeated firing of a pattern binds the neurons 
together which means that if one fires, they all fire. This eventually forms a new 
memory trace. These memory traces in turn associate and form neural networks so 
that if one is triggered, the entire network is strengthened. This consolidates the 
memory and makes it more easily retrievable (Sousa, 2011a, p. 84).  
 
Jensen (1998, pp. 101 - 102) continues by saying that “it’s the retrieval process that 
activates dormant neurons to trigger our memories”. He says that you “cannot 
separate memory and retrieval” and that “memory is determined by what kind of 
retrieval process is activated”. Each type of learning or activity requires a unique 
triggering. When enough of the right type of neurons firing in the right way are 
stimulated, a successful retrieval is achieved.  
 
McNeil (2009, p. 121) connects memory with emotions by saying that “memory 
requires an emotional component”. He does mention that not all these emotions that 
influence our memories are conscious. He also notes that attention is a crucial part 
in the memory formation process. He says that attention, emotions and memory 
interact through the power of intention.  
 
Jensen (1998, p. 102) mentions that “many modulatory compounds can enhance or 
depress recall if given at the time of learning”. These include foods, hormones and 
neurotransmitters. Calpain derived from calcium can help digest protein and unblock 
receptors while Norepinephrine is a neurotransmitter linked to memories associated 
with stress. Adrenaline can act as a “memory fixative, locking up memories of 
exciting or traumatic events” (Jensen, 1998, p. 102). Increased levels of the 
neurotransmitter acetylcholine can improve recall, because the brain uses it in long-
term memory formation. Lecithin, found in eggs, salmon and lean beef, can raise the 
choline levels. Choline in turn is a key ingredient in the production of acetylcholine. 
Even the presence of household sugar in the bloodstream can boost memory if given 
after learning (Jensen, 1998, p. 102).  
 
Jensen (1998, p. 102) also says that the “chemistry of our body, which regulates our 
physiological states, is a critical element in the subsequent triggering of our recall”. 
This means that learning which happens in a particular state like happiness or 
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sadness, will most easily be recalled when the person is under those same 
circumstances.  
 
2.2.6.2 Reconstruction of memory 
 
Jensen (1998, p. 102) says that there are two main theories regarding how the brain 
reconstructs memories.  
 
He states that the first is that our brain have indexes the contain instructions for the 
brain on how to recreate the content. These are not indexes of the content itself 
(Jensen, 1998, p. 102). He adds that this accounts for most of our word-based 
recalling, because we use indexes to find the words we want to use (Jensen, 1998, 
p. 102). An example would be the word home, which would be linked to several 
indexes like house, bedroom, address and many more. Language therefore requires 
your brain to access hundreds of words in seconds to assemble sentences.  
 
The second theory, according to Jensen (1998, p. 103), is that our memories are 
“frozen patterns waiting for a resonating signal to awaken them”. He adds that the 
content is “embedded in spatiotemporal themes”. These will resonate and create a 
critical mass needed for retrieval. Enough of a particular thought’s identical copies 
have to be produced for the cerebral code to flip an action switch in order for it to be 
recalled. This particular theory may explain why a student comes up with an answer 
for a test after the actual test was taken. It may simply take that long for the 
“intention to recall” to create enough of the “activated thought patterns” to reach 
critical mass (Jensen, 1998, p. 103). During the test, the student’s brain may have 
been too busy with competing information to successfully retrieve the required 
memory.  
 
Jensen (1998, p. 103) furthermore says that “our separate memory pathways are 
used for different types of memories” and that “retrieval is quite specific”. He notes 
that some people may be good at a certain type of retrieval like addresses or dates 
but not so good at faces and places. He also notes that there is “no firm distinction 
between how well a person thinks and how well he or she remembers” (Jensen, 
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1998, p. 104). Jensen says that a student can retrieve anything that he or she 
originally paid attention to, but the success of that retrieval is hugely dependant on 
state, time and context.  
 
2.2.6.3 Types of memory 
 
Sousa (2011a, p. 86) mentions that “although neuroscientists are not in total 
agreement with psychologists as to all of the characteristics of long-term memory, 
there is considerable agreement on some of their types”. He writes that long-term 
memory can be divided into two major types; namely declarative memory and non-
declarative memory.  
 
Sousa (2011a, p. 87) describes declarative memory as remembering names, facts, 
music and objects. An example would be thinking of a person one knows, an event 
you attended together, and recalling his or her face. The brain very easily assembles 
the components of this type of memory if the right context is created. Jensen (1998, 
p. 104) calls this type of memory explicit memory and adds that it is “formed in the 
hippocampus and stored in the medial temporal lobes”. Sousa (2011a, p. 87) adds 
that the cerebrum also participates in the formation of declarative memory.  
 
Sousa divides declarative memory into two sub categories called episodic and 
semantic memory. He writes that episodic memory is the “conscious memory of 
events in our own life history” and “helps us identify the time and place when an 
event happened and gives us a sense of self” (Sousa, 2011a, p. 87). Jensen (1998, 
p. 106) elaborates by saying that this is also known as the loci, spatial, event or 
contextual recall process. This type of learning is prompted by location or 
circumstance and it is motivated by curiosity, novelty and expectation. It is enhanced 
by intensified sensory input like sights, sounds, smells, taste and touch. This type of 
memory has unlimited capacity and forms quickly, is easily updated and requires no 
practice (Jensen, 1998, p. 106).  
 
Our visual system has both content (what) and location (where) pathways. 
Researchers believe that we somehow possess a back-up memory system based on 
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locational cues because every life experience has to be contextually embedded. All 
learning therefore provides contextual cues (Jensen, 1998, p. 107). 
 
Jensen (1998, p. 107) furthermore mentions that “aromas can be a strong clue, 
because our olfactory memory has minimal erosion”. Odour molecules dissolve in 
the mucus lining of the roof of the nose where the smell receptors are stimulated and 
trigger nerve impulses. Unlike our other senses, the smell impulses bypass the 
sensory integration centre, the thalamus, and goes directly to the frontal lobes and 
limbic system (Jensen, 1998, p. 107). Gabriel (1999, p. 288) concurs by saying that 
“the sense of smell is the only human sense directly linked to the limbic system of 
the brain”.  
 
Jensen (1998, p. 107) does however mention that “the episodic processing does 
have a major drawback: contamination”. He says that this can occur when one has 
too many events or material embedded in the same location.  
 
Sousa calls the second subcategory of declarative memory, semantic memory. He 
defines this type of memory as the “knowledge of facts and data that may not be 
related to any event” (Sousa, 2011a, p. 87). Jensen (1998, p. 104) also calls this 
factual, taxon or linguistic memory. He adds that our semantic system have a short-
term memory, referring to the time that one can hold the information in their head; 
namely five to twenty seconds. It also has a working memory, referring to the 
number of units one is able to hold on to.  
 
Jensen (1998, p. 104) elaborates by saying that we tend to forget this type of 
learning very easily. He says that one of the reasons is that this information is 
distributed throughout the cerebrum, which means the brain requires the use of 
language triggers through association to retrieve it. Jensen calls this the weakest of 
our retrieval systems. A second reason is that a lot of our semantic learning is 
“inaccessible because the original learning was trivial, too complex, lacked relevance 
or sufficient sensory stimulation, or was too contaminated with other learning” 
(Jensen, 1998, p. 105).  
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Semantic memory is largely dependent on when as much as what is learned and is 
boosted by novelty. It can be recalled only if attention was paid initially. It is activated 
by associations, similarities or contrasts. Its limitations are powerfully influenced by 
the strength of the associations made, rather than the quantity of information 
(Jensen, 1998, p. 105). Jensen does mention that the drawback of this type of 
memory is that it requires very strong intrinsic motivation from students.  
 
Sousa (2011a, p. 87) calls the second type of memory, nondeclarative or implicit 
memory and describes it as “memories that can be used for things that cannot be 
declared or explained in a straightforward manner”. An example of this type of 
memory would be how to ride a bicycle. Jensen (Jensen, 1998) elaborates by saying 
that these are the memories that we know, but we don’t know we know. Sousa 
further divides nondeclarative memories into procedural memory, perceptual 
representation system, classical conditioning and non-associative learning. Jensen 
does add another type of sub category to the list called reflexive memory. 
 
“Procedural memory refers to the learning of motor and cognitive skills, and 
remembering how to do something, like riding a bicycle” (Sousa, 2011a, p. 87). 
Jensen (1998, p. 107) adds that this is also called motor memory, body learning or 
habit memory. It is activated by physical movements, sport, dance, theatre and role-
play. It also appears to have “unlimited storage, requires minimal review and needs 
little intrinsic motivation” (Jensen, 1998, p. 108).  
 
Jensen (1998, p. 108) says that memories of learned skills involve both the basal 
ganglia and the cerebellum. To the brain, the body is not a separate entity, but rather 
forms part of the same contiguous system. The dual stimulus allows the brain to 
create a detailed map to use for storage and retrieval.  
 
Sousa (2011a, p. 89) adds that learning a new skill requires conscious thought. With 
practice however, the memories become more efficient and become unconscious 
and can be recalled with little conscious thought. This happens because the brain 
switches from reflective to reflexive. Jensen (1998, p. 108) also says that this type of 
learning is responsible for most of infant and child development but diminishes at 
school level until it’s only present in physical education, music or drama. Sousa does 
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however point out that cognitive skills, such as reading or identifying tones in music, 
are different from cognitive concept building. He says that cognitive skills are 
“performed automatically and rely on procedural memory rather than declarative 
memory” (Sousa, 2011a, p. 88). He also adds that cognitive skill acquisition involves 
different brain processes and memory sites than cognitive concept building.  
 
Sousa calls the second type of nondeclarative memory perceptual representation 
system. He defines it as “the structure and form of words and objects in memory that 
can be prompted by prior experience without explicit recall” (Sousa, 2011a, p. 88). It 
is unique because of the ability to complete fragments of words and to distinguish 
whether drawings could exist in the real world.  
 
The third type of nondeclarative memory according to Sousa is called classical 
conditioning. He writes that this occurs when a “conditioned stimulus to an organism 
prompts an unconditioned response from that organism” (Sousa, 2011a, p. 88).  
 
A fourth type of memory is called non-associative learning. Sousa further subdivides 
this type of memory into two forms namely habituation and sensitization. He says 
that “habituation helps us to learn not to respond to things that don’t require 
conscious attention and to accustom ourselves to the environment”, whereas in 
sensitization “we increase our response to a particular noxious or threatening 
stimulus” (Sousa, 2011a, p. 88).  
 
Jensen calls his addition to the list of nondeclarative memories reflexive memory. He 
writes that a large part of what we recall is automatic. Damasio (1994, p. 133) writes 
that the area of the brain involved in the reflexive process is the amygdala for 
emotional responses, and muscle conditioning. Jensen (1998, p. 108) says that the 
cerebellum also contributes to the reflexive response process. He adds that because 
our emotions get privileged treatment in our brain, they serve as memory fixatives 
and even strengthen neural pathways. Negative emotions and auditory signals are 
some of the strongest fixatives. Events that are stored in conjunction with these 
fixatives tend to have a lasting impact because they have their own automatic 
retrieval triggers. (Jensen, 1998, pp. 108 - 109).  
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2.3 Conclusion to the chapter 
 
One can deduce from the research presented above that even though scientists still 
do not precisely know everything about the intricacies of the brain and how it 
functions, the technology available has shed some light on numerous functions of 
the brain. This does present us with a theory of how we learn, memorize and recall 
information.  
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Chapter 3 – Implications of brain-based theory on 
aspects of education 
 
In the previous chapter, the research showed the physiological aspects of the brain 
and how it learns and memorizes information. In this chapter, we find an in depth 
discussion of further implications of this theory to the field of education. The 
discussion will include the crucial preparation needed for optimal learning, the need 
for an enriched learning environment, the value of attention, as well as the 
importance of movement and the brain’s role in the process.  
 
3.1 Preparation for learning 
 
One of the universal statements used by educators is children are not “ready to 
learn” (Jensen, 1998, p. 17). Although that statement is difficult to prove since no 
one kept a record of brain development in previous generations, Healy (1990, pp. 13 
- 46) writes that there is some evidence that children today are less prepared for 
school than they were one or two generations ago. Jensen (1998, p. 19) concurs by 
adding that the evidence of this statement can be seen in critical areas like emotional 
development, motor-sensory development and school readiness. This section will 
discuss vital areas of preparation needed to ensure optimal learning by the time a 
child reaches school. 
 
3.1.1 Foetal and early child development  
 
In this section, the study will discuss some of the factors affecting fetal and child 
development including neural development and emotional intelligence.  
 
3.1.1.1 Neural development in the womb 
 
Jensen (1998, p. 19) says that “the first opportunity to get children ready for school is 
in the womb”. Sousa (2011a, p. 24) mentions that the neuron development starts in 
the embryo approximately four weeks after conception and continues at an 
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astonishing rate. In the first four months of gestation, roughly 200 billion neurons are 
formed, of which half will die during the fifth month because they fail to make 
connections. This deliberate destruction of neurons is called apoptosis and it’s 
genetically programmed to ensure that only the neurons that have made connections 
are preserved. It also prevents the brain from becoming overcrowded with 
unconnected cells. Jensen (1998, p. 19) adds that at the peak of neuron production, 
the embryo is “generating brain cells at the rate of 250,000 a minute, or fifteen million 
cells per hour”.  
 
Sousa also mentions that the characteristic folds of the cerebrum begin to develop 
around the sixth month of gestation. He adds that “any drugs or alcohol that the 
mother takes during this time can interfere with the growing brain cells, increasing 
the risk of fetal addiction and mental defects” (Sousa, 2011a, p. 24). Isaacs et al 
(2008, p. 308) add that “early nutrition affects later cognition”.  
 
Jensen (1998, p. 19) furthermore adds that a fetus is also extremely sensitive to 
stress and poor nutrition. A mother therefore needs to avoid drugs, keep up good 
nutrition as well as maintaining low stress levels.  
 
3.1.1.2 Emotional Intelligence 
 
Daniel Goleman’s book Emotional Intelligence brought to the public attention the 
importance of our emotional lives. Goleman (1995, pp. 43 - 44) summarizes the 
components of emotional intelligence into five categories namely knowing ones 
emotions, managing emotions, motivating oneself, recognizing emotions in others 
and handling relationships. Jensen (1998, p. 19) says that research suggests that 
emotional intelligence develops early in children and that the school years “may be a 
time of last resort, for nurturing emotional intelligence”. 
 
Jensen (1998, p. 19) writes that an “infant’s relationship with its primary caretaker 
often determines whether the child develops learning problems”. Troubled early 
relationships cause the child’s brain to consume glucose to deal with stress. This 
glucose should instead have been used for cognitive functions. Exposure to violence 
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and related stress causes the brain to recognize itself, which increases receptor sites 
for alertness chemicals. This in turn increases reactivity and blood pressure, which 
can result in impulsive and violent children.   
 
Sousa (2011a, p. 26) says that the window of growth for emotional control seems to 
occur between two to thirty months. Jensen (1998, p. 19) adds that children learn 
how to “react in hundreds of simple cause-and-effect situations with parents”. These 
situations guide them about being pleased, disappointed, sad, fearful, proud, 
delighted or apologetic. He also mentions that this process, known as attunement, 
must occur during the first year of role modelling, otherwise children may end up 
emotionally corrupt. A caregiver’s gestures which include playing back appropriate 
and critical emotional responses are also vital for emotional development in children.  
 
Sousa (2011a, p. 26) notes that during that period, the limbic or emotional system 
and the frontal lobe’s rational system are evaluating each other’s ability to provide 
the person with what they want. The emotional system does however develop faster 
than the frontal lobes, which means that the emotional system is likely to win the tug-
of-war for control.  
 
If tantrums always result in satisfaction during this window of growth, the child will 
continue to use the method when the window tapers off (Sousa, 2011a, p. 26 ). The 
struggle between emotional and rational behaviour is one of the major contributors to 
the “terrible twos” phase. It is of course possible to learn to control emotions during 
this window of growth. What a child learned during this phase will however be very 
difficult to change later, and it will strongly influence what is learned after the window 
tapers off (Sousa, 2011a, p. 27).  
 
The first 48 months of life are critically important to the brain’s development, says 
Jensen (1998, p. 20). Kotulak (1996, p. 46) says that the experiences of the first year 
“can completely change the way a person turns out”. Unfortunately, in today’s 
modern and busy world, most children spend their first years at a child-care centre. 
With the mounting evidence stating the crucial importance of a child’s first two years, 
parents ought to make more informed decisions about where their child spends this 
period of time.  
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Another prominent question is how much temperament is learned and how much is 
inherited. Harvard psychologist Jerome Kagan has worked extensively with infants 
and says that the answer to the question is half and half. He writes that the genetic 
part of our behaviour is governed from our mid-brain area. “The physiological data 
implicate inherited variation in the excitability of the amygdala and its projections as 
one basis of the contrasting styles,” says Kagan (1994, pp. 35, 171). Jensen (1998, 
p. 21) does however note that the first 24 months of a child’s raising “provides the 
difference between several dramatically different and possible futures”.   
 
One can see from the research described previously that the first stage of every 
infant’s life is crucially important. Mothers need to pay attention to their daily habits 
during pregnancy while parents should make informed decisions when modelling 
behaviour to their infant.  
 
3.1.1.3 Early neural preparation 
 
As seen from the afore-going research, the first stage of a child’s life is crucially 
important in developing behavioural patterns. Another important aspect to consider is 
the type of stimulation children are exposed to and its effect on the brain. Jensen 
(1998, p. 21) mentions that the brain is “literally customizing itself for your particular 
lifestyle from the day you’re born”. Jensen continues by saying that soon after, your 
brain starts pruning away unneeded cells or unnecessary connections. Webb, Monk 
and Nelson (2001, p. 156) states that pruning or loss of connections “refers to 
environmentally regulated changes in the density of synapse per unit of dendritic 
length, not the loss of the whole neuron”. We therefore need to pay careful attention 
to the skills and talents that are needed to excel in the world and how they are 
nurtured from birth. In this section, the study will discuss aspects like the motor brain, 
the visual brain, early cognitive skills, the auditory brain and language development 
as areas that need careful attention during a child’s development stage.  
 
Sousa (2011a, p. 26) says that the window opens for developing motor skills during 
the fetal development. He adds that mothers experience a lot of movement from their 
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infant during the third trimester, as the fetus’ motor connections and systems are 
consolidating. He also states that any child’s ability to learn motor skills will be most 
prominent in the first eight years. 
 
Most educators are aware of the value of crawl-time in developing learning 
readiness. Most of today’s children spend far more time strapped in a car seat or in a 
chair in front of the television than crawling. Jensen (1998, p. 21) states that in 1960, 
a two-year old spent an estimated 200 hours in a car, while today’s two-year olds 
spend an estimated 500 hours in a car. This is a lot of precious time that could have 
been spent on developing motor skills. Sousa (2011a, p. 26) adds that simple tasks 
like crawling and walking all require “complicated associations of neural networks, 
including integrating information from the balance sensors in the inner ear and output 
signals to the leg and arm muscles”. It is therefore imperative that children have 
sufficient amount of time to develop these motor and ultimately cognitive skills.  
 
Jensen (1998, p. 21) also mentions that although research on the general value of 
motor skills first appeared many years ago, we are only now beginning to understand 
the specific impact it has on aspects like reading, writing, attention, memory and 
sensory development.  
 
The second category of skills that need to be developed is the visual aspect of our 
brain and Jensen (1998, p. 22) says that “much of our vision develops in our first 
year, particularly in the first 4 to 6 months, with a major growth spurt at age 2 to 4 
months”. He adds that there are more than 30 distinct visual areas in the brain. 
These include colour, movement, hue and depth. As a result, an infant needs to 
receive a huge variety of exposure and stimulating input. This should include 
handling of objects to learn their shapes, weight and movement. A variety of games, 
objects and responses from parents all serve very well to stimulate the visual areas 
of the brain.  
 
One source that is not advisable to use as a method of stimulation is television. 
Jensen (1998, p. 22) says that television “provides no time for reflection, interactions, 
or three-dimensional visual development”. He also adds that television is two 
dimensional whereas the brain needs depth. It also moves very fast and deals with 
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abstractions that are non-existent in the infant’s world. Television also allows no time 
for the eyes to relax, which can cause stress that in turn aggravates learning.  
 
Television also affects children’s ability to develop attention span (McNeil, 2009, p. 
44; Sousa, 2011a, p. 31). Robertson (1999, p. 204) concurs by saying “Watching 
television is a case of your attention being passively massaged by the sounds, 
stories and colours on the screen. Without attention to what we are doing, our brain 
will not be sculpted to anything like the same degree that it will if we give our full 
attention to what is happening. Parents are the main sculptors of their children’s 
brains.”  
 
Jensen (1998, p. 22) calls the third category of possible skills to learn at a young age 
“early thinking skills”. “The brain is fully ready for thinking through tactile learning as 
early as nine months”, says Jensen (1998, p. 22). The cortex is not fully developed 
yet, but the cerebellum is ready and works overtime in infants. Jensen mentions that 
studies have shown that infants may understand basic counting principles and even 
simple physics before the age of one. Sousa (2011a, p. 28) concurs by saying that 
“there is mounting evidence that infants have a rudimentary number sense that is 
wired into certain sites at birth”. He adds that “fully functioning language ability is not 
needed to support numerical thinking”. Parents can therefore conclude that exploring 
these possibilities with children may lay a good foundation for future success at 
school.  
 
The fourth category according to Jensen is the auditory areas of the brain. Jensen 
(1998, p. 22) states that in their first year, infants develop a “perceptual map of 
responsive neurons in the auditory cortex”. Circuits in the auditory cortex allocate 
both cells and receptor sites for the sounds the brain deems survival sounds. The 
brain forms this map by hearing early sounds, accents and word pronunciations. The 
brain also dedicates special neurons to recognizing particular inflections of the home 
language. The result is an auditory map that is so customized to the home, leaving 
children functionally deaf to sounds outside of their home environment (Jensen, 
1998, p. 23). These early words and sounds, even music and rhythm, help shape the 
auditory circuits of the brain. Research suggests that infants are very receptive and 
discerning when it comes to music.  
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The fifth category according to Jensen is language development. Jensen (1998, p. 
23) mentions that research has shown that language problems in children can be 
associated with stressful pregnancies. Kotulak (1993, p. 4) says that “having a 
stressful pregnancy is highly correlated with the failure to show the expected 
structural lateralization”. Jensen (1998, p. 23) furthermore adds that the result is 
often stuttering and dyslexia. He states that the left side of the brain processes rapid 
auditory information faster than the right, a skill needed to separate the sounds of 
speech into distinct units for comprehension.  
 
Sousa (2011a, p. 27) says that because the human brain is “genetically predisposed 
for language”, babies start uttering sounds as early as two months and by eight 
months simple words like ‘mama’ are attempted. The language areas of the brain 
become particularly active between 18 and 20 months. Sousa (2011a, pp. 27 - 28) 
also notes that the window of opportunity for language acquisition in the brain “opens 
very soon after birth and tapers off first around the age of five and again around the 
age of 10 to 12”. He adds that learning a new language after that is very difficult. 
Sousa (2011a, p. 27) also notes that babies whose parents, especially fathers, 
talked to them had significantly larger vocabularies. Jensen (1998, p. 23) furthermore 
adds that “the greater the early vocabulary children are exposed to, the better”. 
Begley (1996, p. 57) concurs by saying that this crucial time lays the pathway for 
reading skills later on.  
 
Jensen (1998, p. 23) furthermore says that developing reading skills is a more 
complicated matter because “although babies can learn to see, point to, and say a 
word, there’s little meaning until they have sufficient life experience to match words 
and experience”. He adds that studies have shown that babies listen to words even 
though they cannot yet speak. These words, whether they are understood or not, all 
contribute towards the development of syntax, vocabulary and meaning. Jensen 
(1998, p. 23) adds that there is no absolute timetable for learning to read. Some 
children might learn as early as age four while others can range up to age ten. 
Kagan (1994, p. 39) describes the vast difference between children at even an infant 
stage by saying “I have not seen an infant who was aroused by every type of event: 
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some were excited by moving sights but not sound, and others showed the reverse 
profile”. There is therefore no fixed timeframe in which children should learn to read.  
 
We can see from the above research that the early years in every child’s life are 
vitally important in preparing them for the learning that occurs at school level. 
Educators and parents should pay careful attention to the activities they expose 
children to, as they could have a lasting positive or negative impact on that child’s 
future. 
 
3.2 Creating “enriched environments” 
 
Jensen (1998, p. 29) says that “humans are born more helpless than any other 
mammal” but that this “mixed blessing means that the infant can’t take care of itself 
very well and it can customize its growing brain for the world it encounters”. Kotulak 
(1996, p. 46) adds that “It used to be that we thought the brain was hard-wired and 
that it didn’t change... but positive environments can actually produce physical 
changes in the developing brain”. In this section, the study will discuss the factors 
that can serve an educator to create an enriched environment; that is an 
environment that aids rather than hinders learning.  
 
3.2.1 Physiological aspects of enrichment 
 
Jensen (1998, pp. 29 - 30) mentions that over the past 100 years, researchers have 
argued that intelligence was a result of our genes. In recent years however, further 
research sparked an interest in the influence of the environment or the nurture 
aspect on intelligence. Today’s research states that the “hereditary provides about 
30 to 60 percent of our brain’s wiring, and 40 to 70 percent is the environmental 
impact” (Jensen, 1998, p. 30). His conclusion is that as educators we can have a 
significant impact on the nurture aspect of children’s lives. We therefore need to be 
aware of the implications the environment in our classrooms have on our student’s 
brains.  
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Jensen writes that in 1967, brain pioneer Marian Diamond discovered the 
remarkable malleable quality of the brain. Her work, as well as subsequent studies 
by colleagues has altered the way we think about the brain. “The brain can literally 
grow new connections with environmental stimulation”, writes Jensen (1998, p. 30). 
Healy (1990, p. 47) concurs by saying that “When we enriched the environment, we 
got brains with a thicker cortex, more dendritic branching, more growth spines and 
larger cell bodies”. Jensen (1998, p. 30) says that this means that the cells in the 
brain communicate better with each other and more support cells are present.  
 
Jensen (1998, p. 30) furthermore states that it is the “process of making connections 
that counts”, which suggests a possible cause for the enhanced learning capacity 
reported is increased neural stimulation. Rahin (2008, p. 4) adds that “In order to 
promote dendritic growth, the brain requires stimulation”. Jensen continues by saying 
that smarter people probably have a greater number of neural networks which are 
more intricately woven together. Caine and Caine (1995, p. 25) adds that the “actual 
wiring of the brain is affected by our life and educational experiences”. This points to 
the fact that the environment is as important as the actual content being taught.  
 
Jensen (1998, p. 30) says that dendritic branching was easy to locate and study, but 
synaptic plasticity is a more recent discovery. This is because synaptic growth 
“varies depending on which kind of activity is given” writes Jensen (1998, p. 30). And 
example includes novel motor learning stimulating new synapses in the cerebellar 
cortex. Your brain therefore varies the way it develops as the environment is 
transformed surrounding it.  
 
Jensen does however point out that this is not always a simple equation. He says 
that a “student’s early sensory deprivation can play a role” (Jensen, 1998, p. 31). If 
there was a negative experience, the wrong synapses can be shed and the entire 
system malfunctions. Blakemore and Frith (2005, p. 35) mentions an example of 
children who grew up in orphanages in Romania under the reign of Ceausescu. 
These children lived in horrible conditions with poor nutrition, ill-health and little 
sensory or social stimulation. As a result, they were more likely to experience 
delayed development of skills such as walking and talking. Jensen (2008, p. 191) 
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does add that retaining excess synapses can also be harmful to students as in the 
case of Fragile X mental retardation.  
 
The evidence supporting the need for enriched school environments is mounting 
however. Domitrovich, Gest, Gill, Bierman, Welsh and Jones (2009, p. 569) says that 
high-quality teaching “fosters cognitive, behavioural, and social-emotional skills”. 
Jensen (1998, p. 31) mentions that research have shown that although one cannot 
change a person’s IQ from 70 to 150, you can alter their IQ measure at least 20 
points either way. He also says that autopsies revealed that graduate students had 
up to 40 percent more connections that high school drop outs, while the students 
involved in challenging activities showed over 25 percent more overall growth in their 
brains than the control group. Jensen (2008, p. 190) points out that education alone 
isn’t enough to ensure these results, as the students who just coasted through 
school had fewer connections than the ones who challenged themselves daily.  
 
Jensen (1998, p. 32) concludes by saying that the “brain learns fastest and easiest 
during the early school years... it nearly explodes with spectacular growth as it 
adapts with stunning precision to the world around it”. He adds that during this period 
of growth, aspects like stimulation, repetition and novelty are essential components 
in laying the foundation for later learning. Jensen also says that the world outside is 
the brain’s real food as the brain takes all the smells, sights, sounds, taste and touch 
in turns them into countless neural connections in order to make sense of the world. 
Gerber, Cavallo and Marek (2001, p. 536) concur that for the majority of students’ 
learning take place “outside of the formal classroom settings and in informal learning 
environments”.  
 
3.2.2 Enrichment defined 
 
Looking at the research above, one can see that enriched environments definitely 
have a dramatic effect on the brain and the way it develops. In this section, the study 
will discuss who should qualify for this enrichment and what exactly creates an 
enriched environment in a classroom.  
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Jensen (1998, p. 32) says that  for many years, people believed that only the gifted 
and talented students deserved to be part of enriched programmes at school level. 
He also says that modern research has shown that every brain is born with over a 
trillion connections. Many new synapses are created with early sensory 
development, with any excess shed later. He adds that it is the experiences that 
determine which synapses are shed and which ones are retained. Begley (1996, p. 
56) mentions that this forms the “wiring diagram” upon which subsequent 
development is built.  
 
Jensen (1998, p. 32) continues by saying that our brain has a “baseline of neural 
connectivity, and enrichment adds to it”. He also says that we can have students 
graduating with either a baseline or an enriched brain. With the presented evidence, 
can we really afford to rob the supposed non-gifted students from developing an 
enriched brain? Kotulak (1996, p. 33) comments on this critical learning opportunity 
by saying, “Don’t wait. You don’t get another window of opportunity like that”. Jensen 
(1998, p. 32) mentions an example by saying that it is much easier to learn a foreign 
language or a musical instrument before the age of ten than at any other time. This 
opportunity is unfortunately denied so many at school level. We should therefore 
strive to provide all students with an opportunity for enrichment.  
 
The second aspect one needs to consider, when attempting to create an enriched 
learning environment, is what exactly constitutes enrichment? Jensen (1998, p. 32) 
says that “endless experiments have been done on both animals and humans to 
determine what conditions predictably and precisely build a better brain”. He 
mentions that research have shown that there are two important aspects involved in 
growing a better brain, namely challenge and feedback.  
 
Jensen (1998, p. 32) notes that “challenge is important; too much or too little and 
students will give up or get bored”. He also says that challenge can be achieved with 
new material, adding degree of difficulty, or through limiting the resources available, 
which can include varying time, materials, access, expectations or support. Diamond 
and Hopson (1998, p. 108) adds that enrichment “promotes the development of a 
broad range of skills and interests that are mental, physical, aesthetic, social, and 
emotional”. Jensen (2008, p. 192) adds that for it to be enriching to the brain, the 
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stimulus should be novel and new as well as being coherent and meaningful.  
Diamond and Hopson (1998, p. 108) also says that learning should happen in an 
environment that is “free of undue pressure and stress but suffused with a degree of 
pleasurable intensity”.  
 
The second important aspect is feedback and Jensen (1998, p. 33) says that 
“because feedback reduces uncertainty, it increases coping abilities while lowering 
the pituitary-adrenal stress responses”. He adds that even in the absence of control, 
feedback is useful because the brain is brilliantly designed to operate on feedback, 
both internal and external. Jensen also mentions that our entire brain is self-
referencing. This means that it decides what to do next based on what has just been 
done. He says “without our magnificent system of feedback, we would be unable to 
learn” (Jensen, 1998, p. 33).  
 
Jensen (1998, p. 33) furthermore states that “other learners can be the greatest 
asset in the learning environment”. Jensen (1998, p. 33) adds that group work 
presents the educator with two advantages. The first is that when a student feels 
valued and cared for, their brains release endorphins and dopamine, which are the 
pleasure neurotransmitters. This helps them enjoy their work a lot more. The second 
advantage is when students talk to other students; they get specific feedback on 
their ideas and their behaviours.  
 
Several factors and conditions can make feedback more effective. Jensen (1998, p. 
33) says that the feedback must be “specific, not general”. He says that group 
interaction provides specific feedback because it gives a lot of dramatic evidence like 
nonverbals. Feedback is also usually most useful when it is immediate. Jensen does 
mention that a stressed or threatened learner might occasionally prefer delayed 
feedback. Jensen (2008, p. 195) also says that useful feedback should involve 
choice, which can be generated and altered at will. If the content is difficult to 
access, or the performance cannot be modified after feedback, the brain will not 
learn quickly or efficiently.  
 
One can see from the above research that with the use of challenge and feedback, 
an educator can facilitate enriched learning in their classrooms. Diamond & Hopson 
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(1998, p. 108) mentions that such enriched environments “allow the child to be an 
active participant rather than a passive observer” in the learning process. This is 
ultimately what an educator yearns to achieve in his or her classroom. Jensen 
mentions that the sources of content for this type of enrichment can be endless, but 
in this section the study will discuss a few, namely reading and language, motor 
stimulation, thinking and problem solving, the arts and surroundings.  
 
3.2.3 Sources of enrichment 
 
3.2.3.1 Enrichment through reading and language 
 
Jensen (1998, p. 34) says that “without exposure to new words, a youngster will 
never develop the cells in the auditory cortex to discriminate both between and 
among sounds well”. He adds that before puberty, children will learn any language 
without a foreigner’s accent simply because the cells and connections in the brain 
are available and ready for it. After puberty, these cells and connections will have 
disappeared almost completely. He concludes that parents ought to start reading to 
their children from six months onwards and not wait until they are four or five years 
old. Schools should also focus on teaching second and or third languages before the 
age of 12 as it will get increasingly difficult with each passing year (Jensen, 1998, p. 
34).  
 
Nevills (2011, p. 78) says that during the primary years, children need practice with 
phonemes (the smallest individual sounds in words) along with phonics rules. These 
develop permanent detours from the oral language pathway in the brain. Nevills 
furthermore says that for most students, a revised version of this oral language 
pathway becomes a reading decoding pathway as they are taught reading skills in 
early classroom reading programmes. She does point out that other children might 
need help with extended practice and review to convert the speaking pathway into a 
reading pathway. Developing reading skills at an early age is therefore critical to 
developing the reading pathway of the brain as it becomes one of the foundations for 
most future learning.   
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Jensen also says that while reading is a good tool for developing vocabulary, writing 
is another useful method. He mentions that schools usually teach printing before 
cursive, but that it presents problems because by that stage the “brain has not yet 
developed to make the fine visual-motor distinctions necessary” (Jensen, 1998, p. 
34). He adds that cursive is much easier and might produce better results if taught 
first.  
 
One can conclude from the above research that traditional models of teaching 
vocabulary and language sometimes falls short of producing the best results and 
creating enriched brains in students. We as educators ought to emphasize the value 
of language and do so at a much earlier age than previously done.  
 
3.2.3.2 Enrichment through motor stimulation 
 
Jensen (1998, p. 34) says that although exercise is repeating a movement that we 
already know and enriching the brain actually means having to do something new, a 
daily exercise routine does provide learners with benefits.  
 
Jensen (2008, p. 38) notes that exercise “enhances circulation so that the individual 
neurons can get more oxygen and nutrients” and it “may spur the production of nerve 
growth factor, a hormone that enhances brain function”. He also says that exercise 
can stimulate the production of dopamine, which enhances mood (Jensen, 2008, p. 
38; Blakemore & Frith, 2005, p. 134). Finally, exercise in sufficient amounts may 
enhance the production of new cells in the brain. He also adds that exercise 
probably involves 100 percent of your brain, which is more than any other cognitive 
activity (Jensen, 2008, p. 39).  
 
Jensen (1998, p. 35) furthermore mentions that studies have shown that motor 
stimulation at primary school level have helped to stimulate early neural growth 
patterning, which in turn improved reading skills. McNeil (2009, p. 71) concurs by 
saying that “exercise is important for brain growth and development at all ages and 
stages of life”.  
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One can conclude that physical exercise does present a learner with many enriching 
possibilities even from a very young age.  
 
3.2.3.3 Enrichment through thinking and problem solving 
 
Jensen (1998, p. 35) says that the “single best way to grow a better brain is through 
challenging problem solving”. Jensen (2008, p. 147) also notes that problem solving 
“creates a virtual explosion of activity, causing synapses to form, neurotransmitters 
to activate, and blood flow to increase”. He mentions that the brain is ready for 
simple problem solving as early as age one. With development in the separate 
hemispheres progressing at different speeds, the bridge between the hemispheres, 
the corpus callosum, only matures between ages 11 and 13. Some maturing of the 
brain can continue into the mid twenties (Jensen, 1998, p. 35).  
 
Jensen (1998, p. 35) says that children need “complex, challenging problems to 
solve... but problem solving is not limited to one area of the brain”. He also mentions 
that there are as many neural pathways as there are ways to solve a problem. It is 
therefore important to expose children to a variety of approaches to solving 
problems. Mc Neil (2009, p. 62) adds that “young children must have frequent 
opportunities to engage the world with their senses in order to differentiate, and 
thence, to form concepts”.  
 
Jensen (1998, p. 36) furthermore says that “surprisingly, it doesn’t matter to the brain 
whether it ever comes up with an answer... the neural growth happens because of 
the process, not the solution”. He also says that all puzzles like word games, 
hypothetical problems and real world problems are good for the brain. The ability to 
succeed in one does not however mean that you will be equally successful at 
another.  
 
One can conclude from the aforementioned research that problem solving has a 
profound enriching effect on the brain. One should encourage as large a variety of 
problems for children to solve in order to ensure a maximum enriching outcome.  
 
42 
 
 
3.2.3.4 Enrichment through the arts 
 
Jensen (1998, p. 36) states that modern biology suggests that exposure to the arts 
can “help lay the foundation for later academic and career success”. Sousa (2011a, 
p. 218) adds that the arts can help children learn specifically the perception of 
relationships, the ability to shift goals, the ability to make decisions in the absence of 
a rule, the perspective that problems can have multiple solutions as well as the 
ability to see the world from an aesthetic perspective. It is therefore beneficial to the 
educator to be aware of the effect the arts have on the brain. In this section, the 
study will focus mainly on the effect music can have on a learner.  
 
Jensen (1998, p. 36) says that modern evidence states that our brain is designed for 
music and arts and these can have lasting academic and social benefits. He also 
says that music engages both sides of the brain.  
 
For the average classroom, using music contains three main benefits. The first of 
these, according to Jensen (1998, p. 37), is arousal, which means either increasing 
or decreasing the “attentional neurotransmitters”. The second is as a carrier for 
words themselves, simply because the addition of a melody makes it very easy to 
memorize words. An example is the alphabet song. The third advantage of music 
according to Jensen (1998, p. 37) is the fact that music can “prime the brain’s neural 
pathways”. While neurons are constantly firing, it’s the speed, sequence and 
strength of the connections that help us distinguish between the neural chatter and 
clear thinking. “These variables constitute a pattern that can be triggered or primed 
by certain pieces of music (Jensen, 1998, p. 37).  
 
Further evidence for the benefits of music is presented by Weinberger (1995, p. 6) 
as he says that “an increasing amount of research findings supports the theory that 
the brain is specialized for the building blocks of music”. He says that the auditory 
cortex responds to pitch and tones rather than raw sound frequencies, while 
individual brain cells process melodic contour. This means that music may be 
important for later cognitive processes.  
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Jensen (1998, p. 37) mentions an example by saying that there is a “high correlation 
between pitch discrimination and reading skills”. This is due to the rate and pattern 
that the brain cells fire. Mandelblatt (1993, p. 13) states that “we know the neural 
firing patterns are basically the same for music appreciation and abstract reasoning”. 
Jensen (2008, p. 75) also says that the “limbic system and the subcortical region of 
the brain are involved in engaging musical and emotional responses, as well as 
mediating long-term memory”. This means that when information is imbued with 
music, the brain will store it as long-term memory.  
 
One can see from the above mentioned research that the arts and especially music 
present the educator and student alike with numerous benefits. Jensen (2011, p. 
160) goes so far as to say music “works marvellously to energize, align groups, 
induce relaxation, stimulate prior experiences, develop rapport, set the theme or the 
tone for the day, stimulate the mind, facilitate fun, and inspire”. The presence of 
music and the arts in our classrooms is therefore highly recommended as it enriches 
the brain in many positive ways.  
 
3.2.3.5 Enrichment through the environment 
 
Jensen (1998, p. 39) says that busy and well-decorated classrooms can be a source 
of “inspiration, affirmation, and content”. He also says that they can serve to help 
learners feel safe, comfortable and even help them keep up with the learning.  
 
Jensen (2008, p. 107) does however point out that 99 percent of our learning is non-
conscious learning, which means learning that is absorbed by our subconscious 
mind through the environment, stimulus and behaviour patterns around us. Providing 
learners with a positive environment does therefore add to the overall enriching 
experience. Jensen (1998, p. 39) concludes by saying that a “classroom 
environment full of posters, mobiles, maps, pictures, and graphic organizers will be 
taken in at some level by most students”.  
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One can see from the research that there are benefits to having a well-decorated 
classroom, as it provides the students with the opportunity to absorb content in a 
non-conscious manner and serves to provide a safe and friendly environment. This 
all results in better learning. 
 
Looking at the research in this section, one can see that there is sufficient evidence 
to convince any educator of the need for creating an enriched environment for their 
students. This also extends to parents and what environment they create at home. 
There are almost endless possibilities and tools to choose from in order to facilitate 
growing an enriched brain.  
 
3.3 Attention and the brain 
 
Inspiring and maintaining their students’ attentions is an aspect of teaching that 
presents every educator with some difficulty. Feinstein (2011, p. 44) says that “if we 
don’t gain their attention, the chance that they’ll learn anything is remote at best”. In 
this section, the study will discuss what constitutes attention, the natural attention 
cycles of the body and the need for reflection.  
 
Jensen (1998, p. 42) says that “for much of the 20th century, attention was the 
domain of psychology. But in the last decade, several strands of research have 
mounted a powerful case about the role biological factors play in attention and 
learning”. Jensen (2008, p. 133) says that paying attention to someone or something 
requires that we “orient, engage, and maintain each appropriate neural network”. He 
adds that we now know that attention is there to promote survival and to extend 
pleasurable states. This means that the level of attention we are able to apply to a 
situation is limited by the perceived value of that situation to our survival.  
 
Caine and Caine (1995, p. 26) state that the “brain absorbs information of which it is 
directly aware”. Damasio (1994, p. 197) says that “without basic attention... there is 
no prospect of coherent mental activity”. McNeil (2009, p. 34) elaborates by saying 
that “paying attention... actually determines the structure of the brain”. He also says 
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that focussed attention strengthens the channels used for processing information 
and therefore results in better learning.  
 
Jensen (1998, p. 42) also says that research has shown that attentional systems are 
located throughout the brain. Contrasts of movement, sounds and emotions use 
most of our attention and both chemicals and genes play a significant role. Jensen 
(1998, p. 42) adds that the “two primary determinates of our attention are the 
sensory input and the brain’s chemical flavour of the moment”.  
 
Jensen (2008, p. 135) says that very little learning can happen when children are 
“stressed out, despondent, or otherwise distracted”. He states that flow is the optimal 
state for learning. Csikszentmihalyi (1990, p. 4) says that flow is “the state in which 
people are so involved in an activity that nothing else seems to matter; the 
experience itself is so enjoyable that people will do it even at great cost, for the sheer 
sake of doing it”. Kaufeldt (1999, p. 12)  adds that “students are most likely to 
experience flow if the challenge is balanced with the self-perceived skills. An 
example would be learning a musical instrument where at first the practicing takes a 
lot of effort, but after repetition it gradually gets easier and the learner might actually 
start enjoying the process. This happens because the skill level rises to meet the 
challenge.  
 
Jensen (2008, p. 135) says that the brain has two main attention states, namely 
external and internal and it shifts between these two automatically and frequently. 
This is the critical element in maintaining understanding, updating long-term 
memories and strengthening neural networks. He also says that the brain needs 
internal time in order to link the present with the past and future. Without this 
process, there is a dramatic drop in learning.  
 
Jensen furthermore says that as an educator, we need to be aware of the fact that 
learners need this down time to process information. He says that during this period, 
the brain “filters out new incoming stimuli...it begins to sift through its full plate of 
information, looking for links, associations, uses, and procedures as it sorts and 
stores” (Jensen, 2008, p. 134). The two main factors that determine the amount of 
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time needed for reflection is a learner’s skill or amount of background on the subject, 
as well as the difficulty or complexity of the information.  
 
One can therefore conclude from the research that attention is crucial in the learning 
process as virtually no learning can occur without paying attention. As an educator, 
one also needs to be aware that learner’s attention cycles change regularly and 
allowance for reflection time needs to be made in order to secure lasting learning.  
3.4 Movement 
 
In the last few decades, schools around the world have had to deal with dwindling 
financial resources and with all the problems facing educators and learners 
academically, some of the first programmes cut from the curriculum according to 
Jensen (1998, p. 89) is physical education. In this section, the study will discuss the 
value of movement in a learner’s everyday curriculum, focussing mainly on the 
neuroscience behind the theory.  
 
3.4.1 Origins of movement 
 
For years, people believed that the brain and cognitive functions are separated from 
the rest of the body and its movements. Jensen (1998, p. 83) says that modern 
research tells us that the area of the brain most commonly linked to movement is the 
cerebellum, an area that acts as a “virtual switchboard for cognitive activity”. The 
mind and the body are therefore linked and have dramatic effects on each other.  
 
Jensen (1998, p. 83) says that the first link between the body and the mind was 
discovered by researchers Henrietta Leiner and Alan Leiner who would eventually 
redraw the cognitive map. They found that the cerebellum takes up one tenth of the 
brain’s volume but over half of all its neurons. It also has 40 million nerve fibres, 
which is 40 times more than the extremely complex optical tract. These fibres do not 
only feed information from the cortex to the cerebellum, but they feed them back to 
the cortex as well.  
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Richardson (1996, p. 100) states that in the past, it was thought that the cerebellum 
merely processes signals from the cerebrum and send them to the motor cortex. We 
now know that the signals do not only go to the motor cortex. He says that the last 
place information is processed in the cerebellum before being sent to the cortex, is 
the dentate nucleus. This area of the cerebellum plays a significant role in thinking.  
 
Jensen (1998, pp. 83 - 84) furthermore says that the vestibular or inner ear and the 
cerebellar systems are the first to mature. He says that in this particular system, the 
inner ear’s semicircular canals and the vestibular nuclei are an information gathering 
and feedback source for movements. These impulses travel through the nerve tracts 
back and forth from the cerebellum to other areas of the brain including the visual 
system and the sensory cortex. He also adds that the vestibular nuclei are closely 
modulated by the cerebellum and also activate the reticular activating system near 
the top of the brain stem. This area regulates our incoming sensory data, which 
makes it vital to our attentional system. It also helps us to keep our balance, 
coordinate moves and even helps us turn thinking into actions.  
 
Jensen (1998, p. 84) also says that the cerebellum “filters and integrates floods of 
incoming data in sophisticated ways that allow for complex decision making”. This 
once more implies that the area of the brain that is known to control movement is 
also involved in the learning process. Greenberg (1995, pp. 48 - 49) explains that 
there is no single area of the brain that controls movement, but rather many systems 
are involved in the complicated process of movement. All of the above mentioned 
research suggests the importance of physical education and movement in 
developing cognition.  
 
3.4.2 How the body learns movement 
 
Jensen (1998, p. 84) says that our brain creates movements by “sending a deluge of 
nerve impulses to either the muscles or the larynx”. He states that each muscle 
receives the message at a slightly different time, resembling a well-timed explosion. 
This is often called the spatiotemporal pattern. Calvin (1996, p. 43) calls this pattern 
cerebral code. He also mentions that while simple movements like picking up a cup 
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of coffee are controlled by basic brain circuits nearest the spinal cord, complex 
movements like dance steps or throwing a ball are somewhat different.  
 
Jensen (1998, p. 85) says that simple movements, like the ones that include 
sequences, are controlled by the subcortical levels, like the basil ganglia and the 
cerebellum. Novel movements shift focus in the brain because there is no memory to 
rely on for execution. This means that the prefrontal cortex and the rear two-thirds of 
the frontal lobes, especially the dorsolateral frontal lobes, are engaged instead. 
Svoboda (2009, p. 39) concurs by saying that the cerebral cortex is the part of the 
brain that is most involved in learning a new or novel task. With repetition or practice 
however, control over the action is gradually transferred to the cerebellum.  
 
One can see from the research that our movements are controlled by complicated 
sequences and processes that involve multiple areas of the brain.  
 
3.4.3 Physical education 
 
When one considers the above mentioned research about movement and cognition, 
one should ask what is the value of physical education in a school environment and 
does it benefit learning or hinder it? 
 
Jensen (1998, p. 85) says that “in the same way that exercise shapes up the 
muscles, heart, lungs, and bones, it also strengthens the basal ganglia, cerebellum, 
and corpus callosum, all key areas of the brain”. McNeil (2009, p. 162) also says that 
exercise fuels the brain with oxygen as well as neurotropins, a high-nutrient food, in 
order to enhance growth and greater connections between neurons. Jensen (2011, 
p. 6) adds that “exercise is highly correlated with neurogenesis, the production of 
new brain cells”.  
 
Jensen (2008, p. 38) furthermore says that aerobic and other forms of toughening 
exercises can have long lasting mental benefits, as physical exercise appears to 
train a quick adrenaline-nonadrenaline response and rapid recovery. This means 
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that by doing physical exercise, you are preparing your brain to respond to 
challenges more rapidly.  
 
Jensen (1998, p. 87) also links the movement arts like dance to improved cognition. 
Sylwester (2011, p. 41) adds that “all forms of the arts involve movement”. Jensen 
writes that the inclusion of music and dance and visual arts in the curriculum can 
result in improved problem-solving skills, visual thinking, language and creativity. 
Jensen (1998, p. 87) also says that movement can stimulate the inner ear, which 
helps with physical balance, motor coordination, and stabilization of images on the 
retina.  
 
Jensen (2008, p. 40) also mentions that further sensorimotor stimulation is 
“fundamental to school readiness”. He notes that without this kind of stimulation, 
young children may not develop the movement-pleasure link in the brain. This may 
result in violent dispositions in children. Since they are deprived of pleasurable states 
by means of the usual channels of fun activities, they turn to intense states, of which 
violence is one, for enjoyment.  
 
One can see from the above research that physical education and even the 
movement arts do present the educator and learner alike with many crucial benefits 
as it has a major impact on cognition and even social states. Pica (2010, p. 72) says 
that “children need to physically participate in the learning process, using as many 
senses as possible, to truly understand concepts”. Hannaford (1995, p. 88) sums it  
all up by saying “Arts and athletics are not frills. They constitute powerful ways of 
thinking, and skilled ways of communicating with the world. They deserve a greater, 
not lesser portion of school time and budgets”.  
 
3.5 Conclusion to the chapter 
 
One can conclude from the neurological evidence above that the application of the 
theory can present the educator with countless beneficial tools to facilitate enhanced 
learning. Parents can benefit from the research regarding the importance of 
providing early stimulus in order to foster optimal future learning, while educators can 
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strive to create environments in their classrooms that enrich learning and focus their 
students’ attention. Another aspect that provides the educator and learner alike with 
benefits is the inclusion of physical education in their daily curriculum.  
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Chapter 4 – Brain-Based Theory in Music: A Model 
for Practice 
 
In the previous two chapters, the research revealed that the brain has a very specific 
way of learning and memorizing data but it also relies on aspects like enrichment, 
movement, the arts and many other activities to improve the learning process. The 
implications of Brain-based theory on music education are vast. For the purpose of 
this study, the research will focus on stress and threat in the music classroom. Using 
the theory stated in the previous chapters, the study will discuss the theory behind 
stress and threat, how it can originate in the classroom, and propose a model to 
reduce or even eliminate stress from the music classroom 
4.1 Stress and threat 
 
Jensen (2008, p. 42) defines stress as the body’s “reaction to a perception, not 
reality”. This happens when one experiences an adverse person or situation in such 
a way that one perceives that one is either out of control or losing control, and one’s 
goals are compromised. Jensen (2008, p. 43) mentions that there are exceptions 
however like exposure to toxic levels of chemicals that may cause the body to stress 
and compromise the immune system. Typically, stress occurs in your body as a 
result of your perceptions. In this section, the researcher will discuss the types of 
stress that can affect our brains, as well as the impact of negative stress on the 
learning process.  
 
4.1.1 Types of stress 
 
We have all had experiences of good and bad stress. Jensen (2008, p. 43) mentions 
that good stress or eustress “occurs in short bursts; it is simply stress that is not 
chronic or acute”. Blakemore and Frith (2005, p. 159) concur by saying that “Optimal 
learning occurs under a certain level of stress, but too much stress impairs learning”. 
Jensen (2008, p. 43) notes that this positive type of stress occurs when we feel 
moderately challenged and believe that we can rise to the occasion. Rahin (2008, p. 
8) also mentions that under these circumstances, our body releases chemicals like 
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cortisol, adrenaline, and norepinephrine. These chemicals can heighten our 
perceptions, increase our motivation, and strengthen our bodies, which are all 
conditions for enhanced learning.  
 
Jensen (2008, p. 43) says that eustress occurs when we “actively want to solve a 
problem”, possess the “ability to resolve the problem” and “perceive some sense of 
control over the circumstances”. He furthermore adds that sufficient rest is required 
between challenges. Another condition for eustress is the ability to think of a 
potential solution to a particular problem.  
 
On the other hand, negative stress or distress according to Jensen (2008, p. 43) 
occurs when we “feel threatened by some physical or emotional danger, intimidation, 
embarrassment, loss of prestige, fear of rejection or failure, unrealistic time 
constraints, or a perceived lack of choice”. Jensen (2008, p. 43) adds that distress 
occurs when we “are confronted with a problem we don’t want to solve”, “don’t 
perceive a solution to the problem”, or “lack the resources to solve the problem”. 
Jensen says that if we feel the risk levels involved in the process are unacceptable, 
distress can also occur. Another condition that contributes to the occurrence of 
distress is when we have little or no control over circumstances. Distress also occurs 
when we experience repeated situations of intense and prolonged stress.  
 
4.1.2 The effects of stress on the brain 
 
Jensen (2011, p. 131) mentions that “the human brain is highly susceptible to the 
environmental input”. Consequently, Jensen (2008, p. 43) states that a threat to the 
brain is defined as “any stimulus that causes the brain to trigger a sense of fear, 
mistrust, anxiety, or general helplessness”. He adds that this can be as a result of 
physical harm, perceived danger, intellectual harm, lack of resources, or emotional 
harm.  
 
Under these circumstances, our brains do a number of things instinctively. Jensen 
(2008, p. 43) says that it “loses its ability to correctly interpret subtle clues from the 
environment”. Scaddan (2011, p. 139) adds that stress can also damage our 
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immune system and accelerate aging. Jensen (2008, pp. 43 - 44) furthermore states 
the brain “reverts to familiar, tried-and-true behaviours” while it also “loses some of 
its ability to index, store, and access information”. Further effects include the brain 
becoming more automatic and limited in its responses. The brain also loses some of 
its ability to recognize relationships and patterns while also demonstrating 
diminished ability to use higher-order thinking skills. The brain can lose some long-
term memory capacity and it tends to overreact to stimuli in a phobic way. Lieshout, 
David, & Lipski (2014, p. 95) add that stress can also affect “speech fluency”. 
Diamond and Hopson (1998, p. 108) say that high levels of stress and pressure can 
have the opposite effect on the brain than an enriched environment. Caine and 
Caine (1995, p. 27) conclude by saying that “learning is enhanced by challenge and 
inhibited by threat”.  
 
On a cellular level, Jensen (2008, p. 44) says that any change in conditions, such as 
from comfort to fear, “focuses selective attention and instigates a subsequent 
reaction”. The initial recognition of uncertainty causes the amygdala to send a 
message to the hypothalamus, which then triggers the chemical cascade to the 
adrenals. Shortly thereafter the glucocorticoids (like cortisol) and amines (like 
noradrenaline) prepare you for the event. Jensen (2008, p. 44) says that the frontal 
lobes also “monitor the event”. He mentions that cortisol is a hormone that acts as a 
temporary source of energy and can be helpful for short periods of time. Conversely 
chronic high levels of cortisol in the brain over long periods of time can be very 
harmful to the brain.  
 
Jensen (2008, p. 44) states that the “amygdala is at the centre of all our fear and 
threat responses”. Sousa (2011a, p. 47) concurs by saying that “when an individual 
responds emotionally to a situation, the older limbic system (stimulated by the 
amygdala) takes a major role. Greenfield (2000, p. 18) adds that the activation of the 
amygdala results in a faster “avoidance action” than had the information gone 
through the cortex first. Jensen (2008, p. 44) mentions that the amygdala focuses 
our attention and receives direct and immediate contributions from the thalamus, the 
sensory cortex, the hippocampus, and the frontal lobes. Jensen (1998, p. 55) says 
that neural projections or bundles of fibres from the amygdala then start the entire 
sympathetic system. When under duress, the sympathetic system triggers the 
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release of vasopressin, adrenaline, and cortisol. These chemicals immediately affect 
the way we think, feel and act.  
 
Jensen (2008, p. 44) also notes that the area of the brain “most affected by high 
stress or threat is the hippocampus”. He adds that this area is very sensitive to 
cortisol. He also adds that over time, high levels of cortisol weakens the brain’s local 
memory and indexing systems and may even narrow perceptual mapping. The 
hippocampus is also the centre of the entire body’s immune system. This means that 
chronic high levels of cortisol weakens the body’s ability to fight disease.  
 
Jensen (2008, p. 45) furthermore says that high levels of distress “can cause the 
death of brain cells in the hippocampus – an area critical to explicit memory 
formation”. Sapolsky (2004, p. 137) concurs by saying “We have known for many 
years that stress can interfere with neuron production in the foetal brain and that it 
can damage and even kill pre-existing neurons. Now we have the evidence, as well, 
that when there is neuron production in the adult brain, stress can also disrupt it”.  
 
Jensen (1998, p. 53) also mentions that “chronic stress impairs students’ ability to 
sort out what’s important and what’s not”. Jensen (2008, p. 45) says that stress in 
the brain creates serious chemical imbalances. One example is a reduced level of 
serotonin, which is a powerful modulator of emotions and subsequent behaviours. 
Stress and threats also raise the level of vasopressin, which has been linked with 
aggression. These chemical imbalances can therefore lead to impulsive and 
aggressive behaviour.  
 
4.1.3 The distressed learner and learned helplessness 
 
4.1.3.1 Distressed learners 
 
Students today face an endless list of potential threats, which can range from threats 
at home or in their neighbourhood to threats faced in the corridors or classrooms at 
school. Jensen (2008, p. 45) says that “when the brain is put on alert, defence 
mechanisms and behaviours are activated, which is great for survival but not for 
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learning”. Jensen adds that many learners, who are underperforming, may be 
overstressed. Students at elementary level might simply not be aware of the 
problem. Jensen (1998, p. 57) explains when the brain is in survival mode, “it won’t 
effectively process and recall even simple semantic facts like basic math 
calculation”. This means that a child may not be able to formulate an objective 
method to improve their marks, but will rather remember that their parent who gets 
paid that day for example, will come home drunk and should be avoided. Jensen 
(2008, p. 45) writes that these children probably will not complete their homework 
because their “emotions (and therefore attention) are drawn to more immediate 
matters”.  
 
Jensen (2008, p. 45) also mentions that “distressed children typically experience 
constricted breathing, which can alter how they focus and blink”. Jensen (2008, p. 
46) adds that high stress and trauma can result in strongly impaired or selective 
memory, while moderate stress can result in enhanced “facilitation of memory 
storage”. These factors can influence how a child achieves at school, despite their 
natural intelligence.  
 
Jensen (2008, p. 47) furthermore says that every day at school is filled with 
countless threats for students, “many of which cannot be avoided”. Accepting our 
different role in various social situations is a particular problem for teenagers for 
example. Jensen does mention that with the right amount of support, stress can be 
managed more effectively. This support can come from many sources, not just from 
home. Jensen (2008, p. 47) writes that “student achievement may be less related to 
the parental support factor than to the enrichment factor of the educational setting”.  
 
Jensen (1998, p. 55) also states that “moderate levels of stress seem to facilitate 
storage and retrieval of memories”. This type of stress, which can be caused by an 
approaching deadline, may provide learners with the motivation and impetus to 
accomplish a challenge. If the student feels capable of overcoming the challenge 
assigned to them and has the necessary support, the addition of moderate stress 
can create an optimal learning environment.  
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4.1.3.2 Learned helplessness 
 
Jensen (1998, p. 57) notes that “contrary to a temporary unmotivated state, learned 
helplessness is a chronic and devastating condition”. These children will exhibit 
symptoms like “I’m stupid or unlucky so why bother?” These students will also 
demonstrate nearly complete apathy and constant passivity.  
 
Jensen (2008, p. 115) mentions that three conditions are typically present in order to 
qualify for learned helplessness. The first of these is ‘trauma’, which normally 
involves the learner being involved in some important uncontrollable event. Jensen 
(1998, p. 57) says that these events could be verbal, physical or psychological. 
Examples can include bullying in the corridors, an abusive home life, or a teacher 
embarrassing a child in front of a class. Second hand trauma can also affect 
learners. An example would be if a child witnesses a shooting.  
 
The second condition according to Jensen (1998, p. 57) is ‘lack of control’, which is 
experienced when a student experiences little or no control over a traumatic event. 
An example would be a student who is shouted at harshly in front of a class and 
feels immobilized by the embarrassment.  
 
Jensen (1998, p. 58) calls the third condition ‘decision’, which means that a “student 
must have made a paralyzing decision to explain the event and his or her reaction to 
it”. Symptoms of this condition usually include “I can’t do anything right”, or “It’s 
entirely my fault”. These conclusions eventually form such a negative expectation 
about the future that the result is no effort.  
 
Jensen (1998, p. 58) furthermore says that learned helplessness can have 
physiological effects on the brain since “certain traumas can literally rewire the 
brain”. Jensen (2008, p. 115) writes that there are decreased amounts of 
norepinephrine (a compound that helps with our arousal system) and lowered 
amounts of GABA (a neurotransmitter linked to anxiety). Jensen also adds that there 
are decreased amounts of serotonin and dopamine which helps us feel good. There 
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is also increased activation in the amygdala and an increase in the autonomic and 
sympathetic nervous systems. Jensen (2008, p. 115) mentions that these conditions 
are not causal, but are however present in all cases of learned helplessness.  
 
Jensen (1998, p. 58) also alerts us to the fact that “when the brain is rewired, lives 
are changed”. Teachers often unknowingly give up on students after five or ten 
attempts to re-motivate them. The truth is most students who have experienced this 
kind of de-motivation may need dozens of positive choice trials in order to become 
mobilized again. Their brains have to rewire themselves once more in order to 
change their behaviour.  
 
Luckily only a small number of students qualify for learned helplessness as “most 
individuals are immunized against it by previous successful experiences in which 
they had a certain amount of control over their environment” (Jensen, 2008, p. 116). 
According to Jensen (1998, pp. 58 - 59) however, a “single exposure to trauma can 
produce changes to receptor sites in the brain”. The key issue is the lack of control 
that resides at the heart of learned helplessness. If the student experiences a 
traumatic event but can make choices, the condition will not occur, regardless of the 
outcome.  
 
Peterson, Maier and Seligman (1993, p. 107) quote a study by Villanova and 
Peterson that analysed learned helplessness in humans saying that “Calculations 
suggest that the effect in people may be even stronger than the analogous effect in 
animals”. Jensen (1998, p. 59) adds that learned helplessness results in impaired 
performances at test tasks and even results in conditions like anxiety, depression 
and hostile behaviour. Jensen (2008, p. 117) does however say that there are 
strategies to follow in order to unlearn learned helplessness and the first step is 
“giving students more control over their environment”.  
 
One can conclude from the above-mentioned research that stress and threat have 
very serious consequences and effects on students and adults alike. Although fear is 
based on a person’s perception and not necessarily reality, if not managed properly, 
results can be both physiological and psychological. Teachers might even have 
children with learned helplessness in their classroom. The effects of stress and 
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threat are therefore real and serious and precautions should be taken in order to 
firstly avoid it occurring, but also to reduce stress if indeed it does occur.  
 
4.2 Stress in the music classroom 
 
In the previous section, we could see that stress had very serious implications for 
education. In this section of the study, the researcher will discuss the specific types 
of stress that occur in the individual music lesson and the possible impacts that it can 
have on learners.  
 
4.2.1 Areas of development 
 
As mentioned before, fear or stress is the result of perception rather than reality. In 
the music classroom, that also holds true. One cannot however start assessing the 
areas of stress and threat without first considering the areas of the brain and body 
that are being developed in the music classroom.  
 
A central figure in the development of curricula even in today’s postmodern 
intellectual climate is still Benjamin Bloom’s taxonomy of educational objectives. 
Most of the areas covered by Bloom’s taxonomy are also applicable to the individual 
music classroom. In his first work, Bloom (1956, p. 18) argues that the first category 
of skills that need to be developed is the cognitive domain. This he further subdivides 
into knowledge, comprehension, application, analysis, synthesis and evaluation. 
Support for Bloom’s work has been widespread ever since its publication. Anderson 
& Krathwohl (2001, p. xxi) mention that “many of the ideas in the Handbook are 
valuable to today’s educators”.  
 
In his second publication, Bloom (1964, p. 94) says that the second macro category 
to be developed is the affective domain, which he consequently subdivides into 
receiving, responding, valuing, organization, and characterization by a value or value 
complex. In his last work, Bloom calls the final category the psychomotor domain. 
Dave (1970, pp. 20 - 21) subcategorizes this domain into imitation, manipulation, 
precision, articulation and naturalization.  
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For the instrumental music teacher, many of the aspects mentioned in these three 
domains are certainly applicable. Jones (1937, p. 17) does point out that “objectives 
in music might well be based on the functions music is expected to fill in the lives of 
the people”. If one considers the cognitive domain however, there are numerous 
developments that need to take place in order for a child or adult to learn a musical 
instrument. Sousa (2011a, p. 228) says that “learning to play a musical instrument 
challenges the brain in new ways”. Swanwick (1988, p. 124) does however caution 
us that a music teacher is “required to differentiate between the activity taking place 
in the classroom or studio and what is actually learned”.  
 
One of the most tedious aspects for any child to learn is reading music. Sousa 
(2011a, p. 233) writes that musicians must learn to use “Broca’s area, one of the 
brain’s language regions”. Sousa mentions that it is this area of the brain that 
musicians rely on to develop sight-reading skills but this area also allows musicians 
to become better readers in general. Similar to the development of reading where 
the brain needs to learn a series of symbols in order to eventually create words and 
sentences, reading music also require its own set of symbols to generate the musical 
language. Sousa (2011b, p. 233) reminds us that both language and music reading 
involves “similar decoding and comprehension reading processes”. He does 
however add that reading music involves the simultaneous incorporation and reading 
of written text and music, which makes reading music a very complicated process.  
 
Secondly, there is the vast amount of knowledge that goes hand in hand with the 
development of music. Fletcher (1989, pp. 127 - 128) summarizes the cognitive aims 
of music education by saying elementary music education should include aspects 
like the awareness of the basic elements of music like melody, rhythm, harmony, 
counterpoint, motor speed, dynamics, timbre, and density. Gilbert (1981, p. 115) 
mentions that John Curwen’s method of tonic solfa is a useful tool to help establish 
some of these concepts. Fletcher (1989, p. 127) furthermore says that there should 
also be an awareness of the variety of styles that exist and have existed as well as 
the relationship between different art forms. Also needed is an understanding of 
musical history in relation to social history together with knowledge of voice 
production. Elementary experience of musical instruments coupled with knowledge 
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of musical electronics and musical notation is also essential. Learning a musical 
instrument therefore requires a huge development in the cognitive domain of any 
student.  
 
Although Bloom’s affective domain might not strike the music teacher as immediately 
useful, one must consider that mastering the affective domain will help any learner in 
the emotional aspects of making music as well as mentioning practicing habits. In my 
experience, it is precisely the ability to receive and correctly respond to information, 
as well as the ability to organize and characterize information that allows students to 
develop the self-discipline to succeed in musical training. Although it is not always 
possible to directly develop these skills in our students, constant encouragement 
usually helps them develop these skills in themselves. Suzuki (1969, p. 93) argues 
that children need to be nurtured with love in order to achieve their goals since they 
are “examples of life in its truest form, for they really try to live in pure love and joy”.  
Positive involvement of parents or guardians especially when the pupil is still very 
young does help development in this particular area. Last (1972, p. 5) goes so far as 
to say “the co-operation of the parents is essential”. Kendall and Hindsley (1948, p. 
58) argue that this parental support alone is not even enough but “parents and 
prospective players need more encouragement from outside the home”. They 
continue by saying sources for this type of encouragement can range from live 
musical productions, to concerts or movies.  
 
It is Bloom’s psychomotor domain that presents the practical musician with the 
ultimate challenge. Sousa (2011a, p. 228) writes that in addition to being able to 
discern different tone patterns and groupings, new motor skills must also be learned 
and coordinated in order to play a particular instrument. Ching (1962, p. 2) notes that 
training in any musical instrument will demand bodily processes, which include 
“postures that have to be adopted”, “movements which are made” and the 
“conditions (of relaxation or tension) which are brought into operation at the various 
joints of the body”. Ching also adds that in piano playing, but to a lesser extent in 
certain other instruments, the kind and degree of the pressures exerted on the 
instrument also have to be grasped.  
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Ching (1962, p. 2) says that any teaching of technique consists of “the explanation or 
description or demonstration (when necessary) of a series of facts, these facts being 
the particular postures, movements, conditions and pressures which are correct for 
each and every piece or passage which has to be played and for each and every 
effect” which the musician wants to produce. Ching (1962, p. 2) furthermore 
mentions that the second aspect of teaching technique is “the presentation (when 
necessary) to the pupil of the most successful means whereby these correct 
postures, movements, conditions and pressures may be acquired in such a way that 
they can be acquired as a habit and employed as successfully and quickly as 
possible”. Rolland (1974, p. IX) adds that “action must progress from the deliberate 
and conscious to a subconscious level...our movements, first conscious and 
deliberate, eventually must become automatic”.  
 
Sousa (2011a, pp. 228 - 229) furthermore writes that the specific areas of the brain 
that are affected and developed include the auditory cortex, the motor cortex, the 
cerebellum, and the corpus callosum. These areas are larger in musicians and that it 
is as a direct result from training and not inherited. Sousa (2011a, p. 229) concludes 
by saying that “no doubt some genetic traits enhance music learning, but it seems 
that most musicians are made, not born”.  
 
One can see from the afore mentioned research that there is a vast amount of 
knowledge, skills and emotional intelligence required in order to learn a musical 
instrument, which places very high demands on any pupil.  
 
4.2.2 Types of stress in the music classroom 
 
To quote Jensen (2008, p. 42) once more, “Stress is your bodily reaction to a 
perception, not reality”. We have seen from the afore mentioned research that stress 
occurs in every classroom due to many factors. In this section, the study will discuss 
examples of typical stress and fear students face inside the practical music lesson.  
 
Firstly, as a teacher, one has to take into account the fact that students enter our 
classrooms already in a particular emotional state. While we have little control over 
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what happens to children in the corridors or even at home, we nonetheless have to 
take into account the fact that those conditions can result in students entering our 
classrooms already stressed and fearful. Jensen (1998, p. 54) mentions that 
examples of stress occurring outside the classroom can include social situations as 
well as environmental stress. Sternbach (2008, p. 43) adds that “young people are 
also constantly faced with decisions about drugs, alcohol, and illegal use of 
prescription medications, as well as choices about sexual activity”. He also mentions 
that none of these issues appear to be going away soon.  
 
Secondly, there are also potential threats born inside the music classroom or as a 
result of taking music lessons, aspects of a lesson or activity that a student might 
perceive as a threat and act accordingly. Sternbach (2008, p. 44) says that “while 
music students have the same class loads and the same social stresses as other 
students, they also have their music activities – the hours they spend practicing, 
taking lessons, travelling for lessons, perhaps taking part in additional select 
ensembles – all leaving little time for play and relaxation”. He also adds that music 
students might miss out on sports and other physical activities due to their 
investment in music, which in turn might make them more susceptible to physical 
injuries caused by practicing. Panebianco-Warrens, Fletcher and Kreutz (2014, p. 2) 
add that performing musicians also develop health problems which include “skeletal 
problems, performance anxiety, symptoms of depression and anxiety, and sleep 
disturbance”.  
 
Sternbach (2008, p. 44) adds that music students are engaged in the challenge to 
“balance life with music activities”. Sternbach moreover notes that for most people 
this challenge only surfaces in their adult life when they have to balance work life 
with personal life, but many musicians have to face this challenge from a very young 
age. The school years are the years of developing social skills, but music students 
mostly improve their art by practicing in isolation (Sternbach, 2008, p. 44).  
 
Sternbach (2008, p. 44) furthermore mentions that another danger that develops in 
young musicians is “excessive self-criticism”. This can develop long before a child 
starts music, for instance if the home environment is one of excessive criticism. If 
this is enhanced in the music classroom and practice room, self-criticism can 
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become a precursor to performance anxiety. Sternbach (2008, p. 44) says that 
excessive self-criticism can be as an important contributor to performance anxiety as 
“faulty technique or inadequate technical preparation”.  
 
Another fertile ground for stress and threat in the music classroom is the fear of live 
performance. Sternbach (2008, p. 44) notes that on stage musicians and other 
performers “want to get it right; any mistakes are exposed to everyone, and there are 
no second chances”. Boucher and Ryan (2011, p. 329) write that “recent studies 
have found it to be an issue not only for adult performers but also for developing 
musicians as early as the third grade”. Green and Gallwey (1986, p. 23) say that a 
student’s performance will equal their potential minus interference. The problem in a 
live performance environment is that there is an endless list of possible 
interferences. Sharma (2014, p. 17) adds that performance anxiety cripples student’s 
“muscular coordination and also diverts their attention from the performance”. 
Needless to say this area alone is already a source of high stress for most 
musicians.  
 
In the researcher’s experience, one of the biggest contributors to stress in the 
practical music classroom is the fear of making a mistake. This can go hand in hand 
with the fear of not being able to cope with the material. The music classroom for 
most students becomes a smaller version of a performance, with the same 
experience of performance anxiety.  More often than not, when asked why he or she 
is stressed or nervous playing a piece or scale in my classroom, the student will 
answer that he or she is afraid of making a mistake. Although mistakes can take 
many forms from technical, to dynamics or phrasing, the most common mistake 
feared by students is playing a wrong note. The environment in which a student and 
teacher should function as a team to solve any problems (technical or otherwise), 
can transform into a terrifying place (as perceived by the student).  
 
One can deduce from the previous discussion that there are many different types of 
threats and stress that face musicians either in the music classroom or as a direct 
result of their involvement in musical activities. Music teachers therefore face a very 
daunting task managing these threats and fears as well as guiding students to 
become musicians who can manage these fears for themselves.  
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4.3 Reducing stress in the music classroom by applying 
Brain-Based theory  
 
The research presented and applied to the education environment before highlighted 
that stress and threat can be a very serious problem in any classroom, but 
particularly the music classroom. In this section, the researcher will provide 
guidelines on how a music teacher can proceed to reduce stress levels inside the 
music classroom using the Brain-Based theory as described in chapters one and two 
of this study. Since, according to Jensen (2008, p. 4) brain-based learning is 
“learning in accordance with the way the brain is naturally designed to learn”, this 
discussion will explore what exactly that entails for the music classroom and how to 
create an enriched learning environment.  
 
4.3.1 Background to learning in the music classroom 
 
A music teacher (or any teacher) has little or no influence over the stimulation a child 
receives as an infant or prior to attending school. We spend our time pruning and 
correcting minds that to a large degree have already formed. This does not mean 
that early neural stimulation is not important. Diamond and Hopson (1998, p. 98) 
stresses the negative effects of alcohol, smoking and poor nutrition on the 
development of a fetus together with the positive effects of enrichment, especially 
music. Sousa (2011a, pp. 25 - 28) writes that there are windows of opportunities for 
toddlers to master skills like motor development, emotional intelligence, vocabulary, 
language acquisition, mathematics and even instrumental music. During these 
windows of opportunity, it is crucial for children, with the aid of their parents or 
caregivers, to learn the particular skills. Once the window tapers off, it is very difficult 
to learn the required skill. Researchers like McNeil (2009, pp. 50 - 51) also argue 
that continued exposure to television has detrimental effects on toddler development.  
 
Although this information is of vital importance to any teacher, we have limited 
influence over what happens in children’s homes. One can only hope that educating 
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potential and existing parents about the importance of the development phase in 
infants’ and toddlers’ lives would yield some positive results. Educating carers at day 
care facilities and other schools for toddlers might also inspire better supervision for 
children.  
 
4.3.2 Enrichment in the music classroom 
 
The researcher will now propose some strategies and tips that music teachers can 
use in order to facilitate an enriched environment in the practical music classroom. 
For the purpose of this study, the aim of enrichment in the music classroom will be to 
ultimately aid in reducing stress and threat. It must be said that creating an enriched 
environment in the practical music classroom can have many benefits.  
 
Researchers like Jensen and Diamond showed us the importance of enrichment in 
the development of the brain, where neurons grow more dendrites and communicate 
more efficiently with each other when exposed to an enriching environment (Jensen, 
1998, pp. 29 - 32; Diamond & Hopson, 1998, pp. 36 - 64). They argue that exposing 
toddlers and even school children to enriched environments result in better 
developed brains and hence superior results. Jensen (2008, pp. 192 - 193) writes 
that key features of enrichment include the level of challenge balancing with mastery 
which could result in the occurrence of flow) together with novelty and feedback. He 
argues that these are all aspects that could be applied in any classroom with a high 
percentage of positive effect.  
 
Enriching the music classroom environment can be extremely useful to the music 
teacher. Music, as mentioned before, is in itself enriching to the brain. Linnemann, 
Ditzen, Strahler, Doerr & Nater (2015, p. 82) even says that “music listening can be 
considered a means of stress reduction in daily life”. Music teachers can, with 
minimal effort, facilitate an enriched environment simply because the material 
already has enriching effects on the brain. Sousa (2011a, pp. 230 - 231) points out 
that training in music and a musical instrument teaches children a number of skills, 
including recognizing patterns, counting, geometry (since it is used it to remember 
finger positions and chords), ratios and proportions, and sequences. There are 
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however numerous strategies music teachers can use to maximize the enriching 
effect their subject has on the brains of students, and so doing, reduce the stress 
and threat their subject could present a learner.  
 
4.3.2.1 Challenge and mastery 
 
Jensen (2008, p. 192) says that for a student to receive the effect of enrichment, “the 
stimulus must be new...novel...challenging... coherent and meaningful” and “the 
learning has to take place over time”. Jensen adds that the amount of time needed 
depends on the complexity of the stimulus. Jensen (2008, pp. 192 - 193) also says 
that “there must be a way for the brain to learn from the challenging novel stimuli; the 
brain needs feedback”.  
 
As music teachers, we therefore need to make sure that the material we expect our 
students to learn is fresh and not something that bores the student. That can 
sometimes be a difficult task to achieve, since technical exercises are hardly ever 
the most exciting thing for a student to do. Technical exercises can however be seen 
as meaningful if their purpose is explained and stressed to the student.  
 
As mentioned before, enrichment and optimal learning occurs when the challenge 
matches the mastery. Students feel motivated and capable of achieving when they 
feel they have the skills necessary for the task at hand. For the music teacher, this 
means carefully selecting material that challenges a student but does not exceed his 
or her abilities. Although I personally prefer to play through the whole repertoire list 
and letting the students make their own choices, there are cases where a student 
might choose a piece that as a teacher, you know it will be detrimental to their 
development. An example would be when a child with small hands wants to play a 
piece with numerous stretches in the left hand of an octave or bigger. In this 
instance, I would suggest (not force) another more suitable piece.  
 
We also need to realize that learning takes time and since we teach a very complex 
subject, we should exercise the necessary patience. Allowing students the time to 
digest the material as well as the time for proper feedback in the classroom will help 
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them accomplish the task at hand. Discussing the material, the challenges it 
presents the learner and possible solutions to problems are all things that we as 
music teachers tend to neglect. This is a serious shortcoming because feedback is a 
crucial element of enrichment and brain-based learning.  
 
As the researcher stated previously, it is the fear of not mastering the work and 
secondly the fear of making mistakes that plagues most students. Ensuring that they 
learn the material in an enriched environment where the challenge matches their 
mastery, and they receive time to provide feedback and digest the information can 
help reduce this fear.  
 
 4.3.2.2 The non-conscious learning environment 
 
Jensen (2008, pp. 106 - 107) writes that much of what we learn “is not in the 
teacher’s lesson plan at all...rather, it is the hundreds of microvariables present in 
every learning environment”. He argues that 99 percent of all learning is non-
conscious, which means we learn from visual cues, sounds, experiences, aromas 
and feelings. Jensen (2008, pp. 107 -108) furthermore says that “what a teacher 
wears, what the environment is like, how the material is presented, and hundreds of 
other simple factors are all couched in suggestion”. He notes that conscious and 
directed learning of content declines over time, however the use of suggestion 
increases learning over time.  
 
A powerful method of enriching a classroom is therefore to identify negative 
suggestions and change them into positive and affirming suggestions. In order to do 
this, we as educators firstly need to acknowledge the brain’s enormous capacity for 
non-conscious learning. We secondly need to categorize the value of visuals, music, 
stories, myths, metaphors and movement and finally address perceptions, biases, 
and barriers before learning commences (Jensen, 2008, p. 108). Rahin (2008, p. 9) 
also mentions that teachers “should emphasize relationship building, both peer–peer 
and teacher–student” in order to create a positive classroom climate. Jensen (2008, 
p. 111) stresses again that as a teacher, we need to be aware of the fact that 
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students need reflection time in order to process the vast amounts of information, 
whether it is conscious or non-conscious.  
 
Negative suggestions can include a vast number of things like embarrassing a 
learner in front of peers for not being able to play a particular passage, negative 
remarks, threats of punishment and many more. Jensen (2008, p. 108) states that 
“as a teacher, you should assume that everything you say, do, or design will create 
some kind of meaning – good or bad – for your students”. Jensen continues by 
saying that all positive suggestions are merely a counter to negative beliefs. Children 
naturally believe negative things about themselves due to the vast number of 
criticism they receive from their peers and the world outside. We should therefore 
turn the music classroom into an environment where they receive encouraging 
suggestions about themselves and their abilities, since Cogdill (2015, p. 49) says 
that the effect of a “person’s self-concept may be stronger in music than in other 
domains”. An example of this type of counter suggestion could be to instead of 
saying “Why can you not play this particular passage?”, rather say “What about this 
passage do you struggle with?”.  
 
Constructive suggestions in the music classroom can include motivating practicing 
habits and emphasising the benefits thereof, guiding students through steps to 
prepare for a performance and dealing with the positive or negative results of such a 
performance, pointing out a student’s strengths and showing their weakness in light 
of their potential. This process can effectively be aided by including a listening corner 
in the music department, where students can listen to recordings of professionals 
and recordings of themselves, or watch YouTube videos about performances. The 
inclusion of listening to appropriate music, attention grabbing visual charts, 
interesting games and other decorative materials can also have a positive and 
calming effect on students. Discussions can include stories about the pieces and 
their history, metaphors and myths when appropriate, all serving to create a 
personalized environment..The inclusion of movement can also shed more light on 
the interpretation of a piece, for instance learning to do a waltz or a gigue might 
inspire the student to more effectively communicate the character of the dance he or 
she is performing. The aim is to create an environment that is safe and at the same 
time enriching for students. Jensen (2008, p. 110) notes that if a learner is 
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“confident...believes in the teacher...thinks the subject is important...believes it will be 
fun and valuable” then learning increases. Jensen also writes that suggestion 
operates at the conscious and non-conscious levels and it is the single greatest 
influence you have over learners.  
 
According to Jensen (2008, p. 108) we also need to address perceptions, biases and 
learning barriers before we commence with learning. This step is often overlooked by 
teachers but it is nonetheless crucial to learning efficiently. An incorrect perception 
about a technical aspect or even a teacher can create fear and anxiety in a student 
and so doing hinder learning. Learning to control the non-conscious climate in the 
music classrooms can therefore allow the music teacher the opportunity to facilitate 
an enriched learning process.  
 
One can conclude from this analysis that creating an enriched environment in a 
music classroom depends on a number of factors including the level of challenge 
versus the skills of the pupil as well as the inclusion of feedback (one or two way) in 
lessons. These sessions can be in the form of discussions about certain areas of a 
piece or even asking the student to go home and keep a journal in which they record 
their progress. If these factors are planned carefully and successfully implemented, 
enhanced learning and sense of achievement occurs, which eventually reduces 
stress. The power of non-conscious learning and replacing negative suggestion with 
affirmations also present the music teacher with a huge advantage since perceptions 
and fears can be dealt with in a safe environment, while still promoting enhanced 
learning.  
 
 
4.3.3 Applying Brain-Based theory to learning new material 
 
 
The researcher has been teaching piano and violin at high school level for number of 
years already. The researcher has also played the piano and violin for over a 
decade, performing extensively in ensembles as well as solo recitals. This section of 
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the study will draw from the experience of the researcher coupled with the brain-
based theory in order to suggest a model for learning new material.  
 
4.3.3.1 Phase one 
 
One of the aspects of learning a piece, a scale or any passage in the music 
classroom that most of us tend to underestimate is the very act of learning 
something new and the implications for the student’s brain. If we consider the 
complicated process of neurons having to form new connections with other neurons 
or fields of neurons as mentioned by McNeil (2009, p. 18), we encounter a 
marvellous phenomenon. McNeil (2009, p. 21) points out that the brain has an 
amazing plasticity property, since synapses can be altered by experiences and even 
shed if unused. Jensen (2008, p. 14) says that “get it, get it right, and strengthen it” is 
the “basic learning process that builds intricate networks and makes them uniquely 
our own”. Once a connection is established (indicating something is learned), 
repetition of that action (whether it was right or wrong to begin with) will become 
increasingly permanent as myelin will form around “well-used axons” in order to 
speed up the electrical transmission and reduce interference (Jensen, 2008, p. 13).  
 
The first phase therefore consists of the actual learning of the notes and rhythms of 
the piece, which requires the brain to form the new connections mentioned above. 
Since the brain forms new connections when learning something new, whatever a 
student does the first time when learning a new piece is most likely going to become 
permanent. Jensen (1998, p. 13) says that doing something we already know means 
“the neural pathways will become more and more efficient”. This happens regardless 
of whether the information learned initially was right or wrong. Since unlearning 
something that was learned incorrectly means literally forming new connections in 
the brain together with lots of subsequent repetition, it would be logical to take care 
to ensure that the correct concept is learned in the first place.  
 
The first phase of learning something new should therefore be carefully approached 
to ensure maximum efficiency. I prefer to break the music up into smaller bits so as 
not to over-exhaust the learner’s brain with too much new information, but rather 
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allow them time to digest a manageable chunk. Roberts (2002, p. 282) calls this 
process “chunking” and adds that this “can be an effective tool for presenting the 
learner with information in an organized, meaningful way”. Ames (1992, p. 263) adds 
that “student’s belief that they can accomplish a task with reasonable effort, and their 
willingness to apply the effort, can be enhanced when tasks are defined in terms of 
specific and short-term goals”. The size of these chunks can of course differ from 
student to student, but the principle of careful learning is crucial to efficient learning. 
Ensuring the correct connections are made in the learning process will eventually 
reduce stress as the brain will possess the data it needs in order to perform the 
particular piece, instead of worrying about the validity of the stored information.  
 
We also need to ensure that we have and keep a student’s full attention during this 
important phase of the learning process. Jensen (2008, p. 134) says that “the level of 
attention we are able to apply to a learning situation is limited by our perception of 
the value of doing so”. This implies that we ought to continually stress the 
importance of this phase of learning something new and its effects on the future. 
Jensen (2008, p. 134) once more stresses the point of allowing students time to 
reflect, since it is in this time that their brains make meaning out of the new material. 
Overcrowding a student with new material will not serve to keep his or her attention. 
Each student’s attention span will be different. Teachers therefore need to learn to 
identify these attention shifts and accommodate students by providing reflection 
time.  
 
The ideal state of attention would be to achieve flow described by  Csikszentmihalyi 
(1990, p. 4) as “the state in which people are so involved in an activity that nothing 
else seems to matter; the experience itself is so enjoyable that people will do it even 
at great cost, for the sheer sake of doing it”. This, according to Jensen (2008, p. 136) 
is achieved when the challenge matches the mastery of the student, there is low to 
moderate stress, and learning sparks curiosity and anticipation. Ensuring our 
students pay attention to the learning process and allowing time for reflection and 
meaning-making will serve to aid the correct learning of the material.  
 
The third aspect to consider in the learning phase of music is ‘meaning’. Performing 
a piece of music on a public stage requires the brain to perform enormously 
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complicated processes. In order to do this, the brain needs a firm grasp of the music 
and elements thereof and not just a few memorized facts. The brain, according to 
Jensen (2008, p. 180), needs to have a sense of meaning in order to store 
information in this manner and in effect make it part of the individual. Roberts (2002, 
p. 282) says that “meaning occurs through patterning” while Caine and Caine (1995, 
p. 25) says that our brain’s search for meaning is “innate”.  
 
Jensen (2008, pp. 180 - 182) states that the three aspects that trigger a sense of 
meaning are relevance, emotions and context. Learning new material therefore 
needs to be relevant, have some emotional connection and the proper context. This 
will result in maximum storage. Musicians are fortunate because music consists of 
so many patterns such as tonality, motives and form. All of these aspects, if pointed 
out to students, could help them better understand the music. By making meaning 
out of the information, they could be able to store and recall the information more 
efficiently. The music teacher’s responsibility therefore should include aiding the 
student in finding patterns in music, connecting them with emotional aspects, finding 
relevance and seeing everything in an appropriate context.  
 
A fourth aspect to consider in the learning phase is what Brain-Based learning 
teaches us about memory and recall. Jensen (2008, p. 155) points out that “you 
cannot separate memory and retrieval – memory is determined by what kind of 
retrieval process is activated”. Jensen (1998, p. 100) also writes that memories are 
generated all over the brain and not in one particular location. Caine and Caine 
(1995, p. 27) add that “we have at least two types of memory”, a 
“spatial/autobiographical memory system and a set of systems for rote learning” but 
‘the brain understands and remembers best when facts and skills are embedded with 
natural spatial memory”. Jensen (2008, p. 159) furthermore notes that memory is 
“state dependant”, which means that mental, physical and emotional states can lock 
up information within that particular state. He adds that how and where we learn 
something (context) is as important to the brain as what is learned.  
 
As a music teacher, one therefore needs to be aware of how our students learn and 
memorize the content. Since we are constantly dealing with how they retrieve 
information like fingering and expression, we need to be vigilant with how they store 
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it in the first place. The research suggests that the brain naturally remembers content 
that is imbued with emotional and physical context and is highly state dependant. 
Jensen (2008, p. 164) adds that engaging multiple memory pathways also make 
recall more efficient. We ought therefore to educate learners about the importance of 
their emotional, physical and mental state during learning and how to best use that to 
effectively recall information. This does not only apply to memorizing music, because 
even playing from sheet music in a performance requires the brain to recall vast 
amounts of information in a particular sequence. Ensuring the music is learned with 
meaning and with the richest context of storage, will decrease the chances of 
forgetting the information under pressure and therefore result in reduced stress.  
 
4.3.3.2 Phase two 
 
Phase two occurs once a student starts becoming more comfortable with the notes 
and rhythms. Keyboard students face the additional challenge of mastering the use 
of both hands together. Once they have a sense of control over the mainly cognitive 
aspect, the researcher starts discussing dynamics, phrasing and other aspects of 
expression. In order to solve this particular area of the puzzle, two main areas need 
to be considered, namely expression and movement.   
 
Since Caine and Caine (1995, p. 26) mention that “every brain simultaneously 
perceives and creates parts and wholes”. This phase will mainly consist of 
systematically adding more detail. One of the areas to be added is expression and 
dynamics. I do it in this phase because children require too much cognitive energy in 
phase one in order to cope with the notes and rhythms, leaving very little energy for 
dynamics. Once the notes and rhythms become more automatic, they tend to exhibit 
more energy for concentrating on expression.  
 
The process of adding dynamics and other expression marks like accents or 
staccato marks is relatively similar to learning notes. The brain needs to become 
aware of the presence of dynamics, where it changes, the rate at which the changes 
occur and other aspects thereof. The same applies to staccato notes, slurs, accents 
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and other expression marks. The identical process that applied to phase one can be 
applied here to slowly learn the expressions and dynamics.  
 
Performing the dynamics does however require careful attention to another aspect, 
namely movement. Although learning fingering, notes and rhythms in phase one 
does require knowledge about movement and should certainly be discussed, it is in 
the addition of dynamics that in depth discussions of refined movement really 
becomes mandatory. Jensen (1998, pp. 83 - 84) notes that the area of the brain in 
charge of movement is the cerebellum, an area that is directly linked to cognitive 
function. Jensen (1998, p. 84) also writes that when learning new movements, due to 
the lack of stored memories for that movement, the “prefrontal cortex” and “frontal 
lobes” are engaged. These areas are used for problem solving, planning and 
sequencing. Encouraging students to take part in a daily physical exercise 
programme will therefore serve to boost cognitive function and even help generate 
new neurons (Jensen, 2008, p. 38).  
 
Sousa (2011a, p. 228) does however add that “new motor skills must be learned and 
coordinated” in order to play a musical instrument. The specific motor skills will be 
different for each instrument, since different muscles have to be developed in 
different ways. Careful attention should be paid to technique in this phase, since 
producing different dynamic levels will require superior control over movement.  
 
It is in this phase of the music where the student’s focus tends to shift from notes 
and rhythms to expression and movement. In my experience, successfully mastering 
this particular shift reduces the fear of making mistakes. Svoboda (2009, p. 39) 
states that repeating a movement gradually transfers the function from the cerebral 
cortex to the “cerebellum, which orchestrates the lightning-fast motor activation 
needed to perform complex actions”. Svoboda argues that allowing the cerebellum to 
perform complex actions without attempting to engage the frontal cortex once more 
by monitoring every action will reduce stress and might even prevent choking in a 
performance situation. Phase two can therefore serve as a valuable tool to reduce 
stress and threat for the student.  
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4.3.3.3 Phase three 
 
Phase three is a complex phase and not every student arrives at this phase, since in 
order to master phase three, the student should attempt to move beyond notes, 
dynamics, expression and move towards musicality and communication.  
 
To tackle the first problem, musicality, we need to ask what constitutes musicality. 
Every music teacher will know that this is an extremely complicated quality to define. 
Definitions range from very simple ones to very complicated. Titon (1995, p. 287) 
defines musicality as “one’s ability to sing and play and understand music”. Pflederer 
(1963, p. 52) states that musical individuals are able to analyse critically the texture 
of music” and can “discover that the qualities of the sound are reducible to 
perceptively measurable tonal and dynamic proportions and to perceptively 
measurable proportions in time”. Coffman (1999, p. 2) notes that musician’s “ability 
to create, manipulate, analyse, or evaluate musical products can be considered a 
form of intelligence, which can be defined as ‘the ability to make increasingly fine 
distinctions as related to increasingly wide connections’”. Varro and Mendel (1940, p. 
455) add that “the mysterious capacity for direct, intense, sympathetic emotional 
experience of music is the essential element of genuine musicality”.  
 
One can see that definitions of exactly what musicality is varies, but scholars do tend 
to agree that music is made up of numerous different elements that need to function 
together in order to create a whole. These aspects range from notes, rhythm, colour, 
texture, dynamics, expression, technique and all the other related criteria. Also 
included in this list of necessary items is context, which in turn suggests knowledge 
of history, styles, authenticity, composers and their views of music. Though the term 
musical is often difficult to define, I submit that a possible characteristic of musicality 
is the ability to integrate all these different elements of music into an authentic and 
personal interpretation and performance.  
 
A very useful tool to use in order to facilitate the development of musicality is 
enrichment. As related in previous chapters, enrichment allows the brain to grow 
more dendritic connections and connect more neural fields (Diamond & Hopson, 
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1998, p. 35). This allows the brain to create more associations, which leads to 
improved cognitive skills that can be applied to other areas.  
 
A key aspect of musicality is bringing associated sounds, textures, colours and other 
ideas into one’s own performance. To accomplish this, there needs to be a rich 
source of ideas in the brain from which to derive such a musical performance. 
Students should therefore hear as much music performed as possible. This can be in 
the form of recordings but witnessing live performances is preferable. Seeing and 
hearing how people perform music from different style periods, each in their unique 
way, allows the brain to build a library of what it likes and does not like, what is 
effective and what is not. Since Jensen (2008, p. 195) stresses that feedback 
enhances learning, teachers should provide time for feedback about these listening 
exercises. This will allow the student to discuss which aspects of the performance 
were effective and which were not, as well as which aspects he or she might 
incorporate into their repertoire of technique. When sculpting their own 
performances, students can therefore draw from this virtual library of sounds and 
make sense of dynamics and other expression marks.  
 
Students and teachers alike should not be afraid of experimentation. When 
discussing dynamics, attempt a few variants and select the one that seems most 
appropriate for the situation. The word ‘forte’ for instance does not just mean ‘loud’, 
but can include more than one dynamic and intensity level. Experimenting with 
different intensity and dynamic levels within the given context also serves to enrich 
the brain with more possibilities and provides a richer end result. The same can be 
applied to choosing the speed of a movement, change of speed within a movement, 
various expression marks and many more aspects.  
 
Similar to phase two, phase three focuses on the bigger picture, thereby diminishing 
the fear of wrong notes and rhythms. Allowing the brain to focus on an overall idea 
that summarizes and characterizes the piece helps prevent the brain from monitoring 
the movements and activating the cortex, thereby reducing stress and fear.  
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4.4 Conclusion to the chapter 
 
From the research reviewed in this chapter, one can see that stress and threat 
present the teacher and student alike with serious problems. Even though fear is 
caused primarily by an individual’s perception rather than reality, the stress caused 
by fear can have detrimental effects on the individual. These effects can negatively 
impact learning as the brain reverts to rote learning and abandons high-order 
learning skills. Chronic high levels of stress coupled with traumatic events can even 
result in learned helplessness developing in certain students.  
 
Music students also face their own unique set of fears related to their craft. These 
can include isolation and self-criticism. Music teachers therefore ought to strive to 
reduce the effects of these fears in the music classroom. The brain-based theory 
discussed in chapters two and three can be effectively applied to aid in reducing this 
type of stress. Ensuring that students learn new material with the brain in mind, 
moving on to refining their movements and understanding expression and finally 
progressing to musicality with the help of enriched environments can all serve to 
systematically reduce the fear students experience in our classrooms.  
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Chapter 5 – Conclusion to the study 
5.1 Introduction 
 
It is clear from this study that brain-based theory has certainly become an important 
aspect of global education.  
 
The work of Gardner (1983, p. 60) launched the idea of multiple intelligences and a 
new definition of intelligence as “a human intellectual competence must entail a set 
of skills of problem solving – enabling the individual to resolve genuine problems or 
difficulties that he or she encounters and, when appropriate, to create an effective 
product – and must also entail the potential for finding or creating problems – thereby 
laying the groundwork for the acquisition of new knowledge”. His argument for the 
diverse nature of intelligence spurred researchers like Jensen, Sousa, Goleman, and 
Caine and Caine to investigate the impacts of neurological research on education. 
The result of their work is the field of brain-based education.  
5.2 Brain-based theory 
 
Using a wide variety of data-collection methods like electroencephalography, 
positron-emission tomography, magnetic resonance imaging, functional magnetic 
resonance imaging, and functional resonance spectroscopy, researchers managed 
to gather sufficient data in order to construct their theory about how the brain learns 
(Sousa, 2011c, pp. 2 - 3; McNeil, 2009, p. 4). Their discoveries helped identify key 
areas of the brain like the frontal, temporal, occipital and parietal lobes as well as the 
brain stem, limbic system consisting of the thalamus, hypothalamus, hippocampus 
and amygdala. The cerebrum and cerebellum were also identified as crucial areas of 
the brain (Sousa, 2011b, pp. 16 - 20). These areas all perform unique functions in 
the brain.  
 
Researchers also discovered that the brain contained two main cell types, namely 
glial cells and neurons. The neurons’ purpose is to transfer electrical signals by 
means of a chemical process (Jensen, 2008, p. 13). Each neuron consists of a cell 
body with an axon on one end and dendrites on the other. An electrical charge flows 
from the cell body, down the axon, where it releases neurotransmitters in the 
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synaptic gap (the gap between each neuron) causing these chemicals to be 
absorbed by the neighbouring neuron’s dendrites. Each neuron therefore acts only to 
pass impulses along, forming a chain of neurons. Repeating a specific action or 
thought causes myelin to form around the axons, which serves to speed up the 
transmission and reduce interference from neighbouring neurons (Jensen, 2008, pp. 
13 - 14).   
 
Learning therefore occurs when a stimulus sparks the above mentioned electrical 
and chemical reaction in the brain’s neurons. Jensen (1998, p. 14) states that “neural 
activity can have either an excitatory or inhibitory effect”. Long term depression, can 
occur when a synapse is altered so that it is less likely to fire. This makes the wrong 
connection less likely, resulting in enhanced learning. Cells can therefore change 
their receptivity based on the message they received, which means they learned and 
changed their behaviour (Jensen, 1998, p. 14).  
 
Jensen (1998, p. 15) also says that getting smarter means “growing more synaptic 
connections between brain cells”, since it’s these connections that “allow us to solve 
problems and figure things out”. The brain is highly adaptive and educators should 
therefore value the process of learning as much as the learning itself (Jensen, 1998, 
p. 16).  
 
Caine and Caine (1995, p. 25) also found that the brain’s “search for meaning is 
innate”, since the brain is survival-orientated. The brain needs to register the familiar 
while simultaneously search for and respond to novel stimuli. Furthermore Caine and 
Caine add that this sense of meaning occurs through “patterning”, since the brain 
resists meaninglessness but absorbs relevant information in the appropriate context. 
Emotions are also critical in the pattern making process and need to be actively 
engaged to ensure lasting learning (Jensen, 1998, pp. 93 - 94).  
 
Jensen (1998, p. 100) furthermore describes our memory as a “process” and not a 
fixed skill. There are also numerous locations in the brain involved in forming and 
retrieving different kinds of memory. Jensen (1998, p. 102) also says that you cannot 
“separate memory and retrieval: Memory is determined by what kind of retrieval 
process is activated”. Jensen (1998, pp. 102 - 103) describes the reconstruction 
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process as consisting of numerous indexes that are recalled when for example one 
is trying to assemble a word or sentence. Another theory is that “memories are 
frozen patterns waiting for a resonating signal to awaken them” (Jensen, 1998, p. 
103). Sousa (2011a, p. 86) adds that there are two main types of memory, namely 
declarative memory (subdivided into episodic and semantic memory) and 
nondeclarative memory (subdivided into procedural, perceptual, classic conditioning, 
and non-associative).  
 
Applying the principles of brain-based theory to other aspects of education, we see 
how important early neural stimulation is for every child. Jensen (1998, pp. 19 - 20) 
notes that avoiding drugs, smoke and alcohol during pregnancy can have lasting 
benefits for the unborn infant, while early emotional intelligence can be developed by 
providing a stable and caring environment. Sousa (2011a, p. 26)  furthermore 
mentions that there are windows of opportunity, where a child will be very receptive 
towards learning a particular skill. Parents therefore ought to be aware that there are 
windows of opportunity for developing vocabulary, language acquisition, logic, and 
motor development. During these windows, it is absolutely critical that a child 
receives sufficient stimulation in the particular area in order to ensure that the skill is 
learned properly by the brain.  
 
Jensen (1998, pp. 30 - 31) also mentions that providing the brain with enriching 
stimulus can have positive effects on the learning process. Diamond and Hopson 
(1998, p. 35) found that enrichment allows the brain to grow more dendritic 
connections and connect more neural fields. Jensen (2008, p. 192) furthermore 
writes that enrichment even promotes neurogenesis, the production of new neurons. 
He argues that enrichment requires the stimulus to be novel, challenging, coherent 
and meaningful, take place over time, and there needs to be feedback. Sources of 
enrichment can vary from a vast number of activities like problem-solving, the arts, 
physical education and many more.  
 
Moreover Brain-based theory describes the level of attention a student can pay to a 
particular event of stimulus as limited by that student’s perception of the value of that 
activity (Jensen, 2008, p. 134). Jensen argues that in order to aid in the meaning-
making process, students need to receive time for reflection to internalize new 
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information. Csikszentmihalyi (1990, p. 4) describes flow as “the state in which 
people are so involved in an activity that nothing else seems to matter; the 
experience itself is so enjoyable that people will do it even at great cost, for the sheer 
sake of doing it”. Jensen (2008, pp. 135 - 136) says that flow is the optimal state for 
learning, the state where the student’s ability matches the challenge he or she faces.  
 
Another aspect crucial to the overall learning process is the inclusion of physical 
education and other movement activities in every student’s daily curriculum. Jensen 
(1998, pp. 84 - 87) states that the cerebellum, the area of the brain activated by 
movement, also interacts with the cerebrum and other areas of the brain, thereby 
linking movement and cognition. He argues that daily physical exercise and even the 
movement arts can boost student’s learning abilities.  
5.3 Stress and threat 
 
A very serious area of concern for the music teacher however, is the area of stress 
and threat. Jensen (2008, p. 43) mentions that although we can experience positive 
stress (eustress), negative stress (distress) is a lot more common in students and 
has serious detrimental effects on their learning capabilities. Some effects of the 
brain during distress can include losing its ability to interpret clues from the 
environment, reverting to familiar behaviours, loss of long-term memory capacity and 
many more. Chronic high levels of stress coupled with traumatic events can even 
result in a student adopting learned helplessness (Jensen, 1998, p. 57). While most 
types of stress cannot be avoided, the effects of stress can be reduced with the right 
amount of support (Jensen, 2008, p. 47) 
 
One can deduce from the research described above that musicians face more 
specific types of stress than their fellow students. Looking at Bloom’s taxonomy of 
educational objectives, we can see that musicians have to learn skills in the 
cognitive, affective and psychomotor domains. The list of skills to acquire is vast, 
containing aspects like learning how to read music, acquiring a huge store of musical 
knowledge, learning postures and movements, and many more.  
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Typical types of stress that affect musicians can include struggling to balance their 
practice schedule with their social lives, excessive self-criticism, lack of physical 
exercise and several more possible threats (Sternbach, 2008, p. 44).  
 
In order to attempt to reduce these types of stress, a music teacher can try to create 
an enriched environment in their classrooms. We have to bear in mind however that 
we have little influence over how much enrichment a child receives prior to starting 
lessons or even what threats they experience before entering our classrooms. Our 
classrooms should therefore be environments where the challenge we require our 
students to perform matches their skill, and where particular attention is paid to the 
vast amount of non-conscious learning absorbed by the student. Teachers can strive 
to replace negative suggestions like threats and sarcasm with positive and affirming 
language.  
 
We can also see from the previous chapter that brain-based theory can be applied to 
learning a new piece by dividing the process into three phases. Phase one focuses 
on the learning aspect of the piece, learning the notes and rhythms. This phase 
relies heavily on storing information correctly with the help of meaning, context, and 
the right amount of attention. Phase two moves on to adding expression, dynamics 
and also refines the type of movement used to create these effects. Phase three 
requires the student to experience a substantial amount of enrichment in order to 
develop his or her sense of musicality. This in turn will help the student to effectively 
perform and communicate their own musical work to an audience. Applying brain-
based theory in this manner will help the student move away from the fear of playing 
incorrect notes and making mistakes to a place of context, expression and freedom.  
 
In summary, teachers need to be aware of the following aspects of brain-based 
theory as a possible tool for reducing stress in their classroom: 
 
• The physiological aspects of learning and the time required for connections to 
form 
• The importance of meaning 
• The process of memory and recall 
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• The effects of enriched environments and how to create such conditions 
• The importance of movement 
• The effect of attention on learning 
• The impact of stress on the brain 
• Knowledge of specific types of stress faced by musicians 
• Awareness of the types of skills that need to be developed in music students. 
5.4 Conclusion 
 
I would like to conclude that there are many challenges that music teachers face. 
Stress and threat in the music classroom is certainly one of them. Although it is not 
the only solution, the principles of brain-based learning can be used effectively to 
help solve some of these problems, like reducing stress in our classroom. I would 
recommend that further research into applications of brain-based theory on music 
education be conducted in the future.  
 
“Brain-based learning is a way of thinking about the learning process...it is not a 
panacea, nor is it the solution to all of our problems...it is not a program, dogma, or 
recipe for teachers...and it is not a trend or gimmick...it is, however, a set of 
principles and a base of knowledge and skills upon which we can make better 
decisions about the learning process”. (Eric Jensen) 
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