In this article, we describe techniques for visual data mining based on differential topology. Data scientists have been working long on the analysis of data obtained from a wide variety of sources. The data is often represented as discrete sample points of a function R n → R m , while the dimensions of the data domain and range have rapidly increased due to recent advancement in computational power and measurement technology. Mathematical formulations of differential topology effectively help us to analyze such data in a hierarchical fashion and to visually extract significant features from it. We present new algorithms and application examples as well as existing ones, including the authors' recent results, so that we can fully elucidate the potential power of this approach especially in data visualization.
Introduction
Recent advancement of supercomputers provides us with easy access to highly parallelized and efficient computational environments, and thus the associated computer simulation usually produces large-sized high-dimensional data. This so-called big data usually helps us to reproduce exact and detailed behaviors of target phenomena, while it may hide its important features in the sense that we cannot easily locate such features locally due to its huge size. This often leads us to a negative spiral of data size and understanding of the target phenomena. Actually, techniques for visually identifying important features within such big data have been demanded, since they allow us to elucidate such important features as visualization images effectively.
As the demand increases, the concept of differential topology has attracted considerable attention of many researchers since 1990s. Indeed, this mathematical framework has a unique capability to analyze such big data in a hierarchical fashion by extracting its topological structure as a higher layer over the entire data. Recently, the advantage has encouraged more and more researchers to go into this research topic because of high potential for the analysis of complicated data. In particular, the data *Correspondence: saeki@imi.kyushu-u.ac.jp 1 Institute of Mathematics for Industry, Kyushu University, 744, Motooka, Nishi-ku, Fukuoka 819-0395, Japan Full list of author information is available at the end of the article representation based on differential topology is thought of as one of top ten innovative techniques in the visualization community. In this article, we present approaches for extracting features of differential topology from discrete samples of a function R n → R m , including existing and new algorithms together with their application examples.
Overview
In general, scientific simulation data can be represented as a set of discrete points obtained by sampling a function f : R n → R m , where R n and R m indicate the data domain and range, respectively. Data analysis techniques based on differential topology basically provide an effective means of encoding topological changes in the inverse image f −1 (c) (⊂ R n ) of f according to the change of c (∈ R m ). One of the significant advantages of this type of data analysis is its ability to extract not only singular points where local topological changes arise in the inverse image but also their connectivity over the entire data for understanding its global structure.
Consider a discrete elevation model, which represents a set of discrete samples on a terrain surface as shown in Figure 1 . In this case, we can denote the latitude and longitude of each sample by x and y coordinates, respectively, and its corresponding height as z = f (x, y). Note that the singular point of a scalar function is defined as a point where the cross-sectional contour produces a topological change, and thus it corresponds to a peak, a pit, or a pass as http://www.pacific-mathforindustry.com/content/6/1/4 
Figure 1
Analyzing a discrete elevation model. Features of differential topology are extracted by tracking the topological change in cross-sectional contours with respect to the height. The boundary of the yellow region represents one of the cross sections of the terrain surface at height 160: the region itself corresponds to height ≥ 160 and corresponds to the subgraph in the join tree marked yellow in Figure 3 .
shown in Figure 2 . Furthermore, we can also track the connectivity among the singular points to precisely locate the splitting and merging in the contour. In practice, the topological change in the inverse image of some scalar value is often described as a tree structure called a contour tree [1] as shown in Figure 3 , which has successfully been applied to various situations such as analyzing contour topology of terrain surfaces [17] , designing visualization parameters for volume rendering [19] , and extracting spatial embeddings of contours in volumes [20] .
Constructing algorithms for computing such contour trees of scalar functions R n → R started from the mid 1990s, and early in 2000s Carr et al. [4] presented an excellent algorithm for constructing contour trees, which is fully sophisticated both in simplicity and in computational complexity and thus has been commonly employed so far. Although this algorithm intrinsically has no limitation on the dimension n of the data domain, it still suffers from practical implementation issues when n is equal to 4 or more due to the troubles in composing connectivity among discrete samples.
This technical problem was alleviated by algorithms that were developed in the late 2000s, which aggressively incorporated dimensionality reduction approaches from the field of machine learning. These new algorithms successfully eliminate the limit on the number of data dimensions, and thus enabled computation of contour trees even from time-varying and higher-dimensional data samples.
On the other hand, the dimension of the data range has long been limited to 1, since it is considerably difficult to track the change in the inverse image in terms of multiple function values simultaneously. Of course, we can construct a contour tree for each of the multiple function values individually while this scheme does not provide any information about relationships among the multiple function values. For example, it is preferable to extract some coherent relationships between temperature and pressure in some space when we try to extract features of differential topology from data samples of a multivariate function R 3 → R 2 in this case. In this article, we also show that recent technical challenges can solve this problem by extracting the topological change in a fiber, which is defined to be the intersection among the inverse images of the given multiple function values.
These three types of approaches will be described in the following sections.
3 Analyzing samples of a function R 2 → R or R 3 → R
As an example of the first type of data, we consider discrete samples of a scalar function f : R 2 → R, which represents a height field of a terrain surface as shown in Figure 1 . In the following, we assume that f is differentiable of class C ∞ . A point p ∈ R 2 is called a singular point
We also define the number of negative eigenvalues of the Hessian matrix at p, i.e., to be the index of the singular point p. In the following, we assume that the singular points are all non-degenerate, i.e., the Hessian matrix is always non-degenerate. A scalar function whose singular points are all non-degenerate is called a Morse function, and it is known that the space of Morse functions is dense in the space of all functions: any given function can be approximated arbitrarily well by a Morse function (for example, see [8] ). In the case of such a height field, the singular points are classified into three categories as shown in Figure 2 . Note that in each category in Figure 2 the left hand side illustration depicts a terrain shape around each type of a singular point while the right hand side illustration shows the topological transition of the corresponding contour with respect to the height. As the reader can observe, a singular point corresponds to a point where a topological change arises in the corresponding contour.
Now we move on to the case of one dimension higher, i.e., a set of discrete samples of a 3D scalar field f : R 3 → R. This case covers 3D volume data such as 3D medical images provided by measurement equipments (i.e. CT, MRI, etc.) and 3D spatial data obtained through computer simulations. In this case, a contour corresponds to an isosurface on which the scalar field values are all equal, and the singular points are classified into four different groups according to their indices, as long as the singular points are all non-degenerate.
As described earlier, the primary advantage of data analysis based on differential topology is the capability to extract not only local features such as singular points but also the global structure of the entire data as the mutual connection among the local features, which easily allows us to represent the data in a hierarchical fashion. In particular, a tree structure called contour tree [1] serves as an effective tool for encoding topological changes in the inverse image according to the scalar function value changes, and thus has been employed in many visualization problems.
For a given function f : R n → R, by contracting each connected component of the inverse images to a point, we get a space R f , which inherits the quotient topology from R n . It is known that R f has the structure of a graph in general and is often called the Reeb graph [12] of f . In some contexts, it is a tree and is called a contour tree.
The standard version of an algorithm for constructing contour trees has been invented by Carr et al. [4] , and consists of the following steps ( Figure 3 ):
1. Constructing a join tree and a split tree, 2. Constructing an augmented contour tree, 3. Composing a final contour tree.
The first step is to construct a join tree, which describes how connected components in the inverse image joins as the function value decreases. In the case of discrete http://www.pacific-mathforindustry.com/content/6/1/4 elevation samples shown in Figure 1 , we first triangulate the sample points to interpolate the height field over the 2D data domain first, and then compose a tree by incorporating the discrete samples in the order of the corresponding function values. Suppose that we construct the contour tree of the sample points contained in the yellow region as shown in Figure 1 . We first pick up the highest sample point at the height of 220 and add the corresponding vertex to the join tree. We then insert the second highest sample point at the height of 205 as a vertex that is connected with the previously inserted vertex, since it is also adjacent to that vertex in the triangulation of the terrain data. The next highest point at the height of 200 will be incorporated into the tree as a disjoint vertex, since it has no direct connection with the already registered vertices. Finally, when we insert the point at the height of 160, two disjoint sets of vertices will be merged into one. Figure 3 (a) shows a join tree of the entire set of discrete terrain data.
A split tree can be constructed in the same way if we reorder the discrete samples in an ascending order with respect to the function value, as shown in Figure 3(b) . As demonstrated in Figure 3 (c) , a preliminary version of a contour tree called an augmented contour tree can be constructed, by identifying the topological branches in the inverse image by tracking the join tree from the top and the split tree from the bottom. Figure 3(d) presents the final version of the contour tree, which has been obtained by removing non-branching vertices from the augmented contour tree.
As additional options, we can introduce steps for decomposing degenerate singular points into nondegenerate ones [17, 19] to better figure out the spatial configuration of the inverse image [20] , for simplifying the contour trees by pruning minor edges for noise removal [5, 18] , and for extracting change in genus of the inverse image especially for the case of 3D volumes [11] .
In this way, especially for functions R 2 → R and R 3 → R, extracting features of differential topology can be accomplished by composing a proximity graph over the discrete samples first and then constructing a tree that represents the splitting and merging of the inverse images according to the function value changes. Figure 4 provides examples of contour trees extracted from 2D and 3D scalar fields using the algorithm described above.
Remark 1.
In practical applications, we are lead to analyze functions V → R, where V is a bounded domain in R 2 or R 3 . In such a case, the function often takes extreme values near the boundary: consequently, by adding a virtual point outside of V that takes a still more extreme value, we can eliminate the domain boundary so that we get a function on a manifold without boundary. Usually, this kind of a technique is useful for analyzing scalar functions, while this usually does not make sense for multivariate functions.
Analyzing samples of a function R n → R
The aforementioned algorithm is quite effective for discrete samples of 2D/3D scalar fields, since we can linearly interpolate the function value in the data domain easily by decomposing it into triangles/tetrahedra. Nonetheless, implementing the algorithm incurs other problems due to the complexity for partitioning the data domain especially when its dimension is equal to 4 or more.
This problem has recently been tackled by approaches to projecting the high-dimensional data samples onto screen space using dimensionality reduction techniques [16] , which have been available in the community of machine learning. The basic idea behind this approach Figure 4 Examples of contour trees extracted from discrete samples on functions R 2 → R and R 3 → R. (a) A digital elevation model around Hakone area, which contains a crater lake (Lake Ashi) surrounded by mountains [17] . (b) Voxel samples at a 3D grid in a volume data, which is obtained through a simulation of the probability distribution of a nucleon in the atomic nucleus 16 O [18] . http://www.pacific-mathforindustry.com/content/6/1/4 is to introduce different metrics among the discrete data samples so that we can effectively locate each sample point on the contour tree to be constructed. This has been accomplished by constructing a proximity graph over the data samples to infer its manifold connectivity and then projecting the samples onto the screen space to stipple the contour tree.
In practice, we first construct the proximity graph by searching for the nearest k-neighbors of each sample using the new metric based on their spatial relationship and function values, and then projecting the samples onto the contour tree by approximating the distance between every pair of sample points. As shown in Figure 5 , the dimensionality reduction process effectively permits us to construct the contour tree from a set of discrete samples embedded in the high-dimensional data domain. Figure 6 shows another example where the features of differential topology are extracted from time-varying volume data.
We can also use the proximity graphs to directly define the partial orders among data samples in terms of the scalar function value. Nonetheless, it is still hard to select appropriate types of graphs for constructing the manifold connectivity, since we have to keep the graph as sparse as possible to minimize the associated computational cost. In practice, we can refer to [10] for several possible types of vertex connectivities. The work also successfully constructed a visual metaphor called topological landscape [21] , which is a variant of a contour tree for a terrain surface and is currently often employed for the visual analysis of high dimensional data.
Analyzing samples of a function R n → R m
Data analysis based on differential topology has long been primarily focused on data samples on univariate (scalarvalued) functions f : R n → R. Nonetheless, with the recent advent of high-performance computers and sensors of high resolution, we are more likely to tackle data samples of multivariate functions f : R n → R m , m > 1. For example, illuminating the global structure of 3D fields of multiple scalar values such as temperature, pressure, humidity, etc. poses a very important technical problem for weather forecast, and the visual data mining based on differential topology is again expected to help us to tackle the challenging problems. A natural extension of the previous approach for multivariate data is to extract the intersection among inverse images of multiple function values first, and then track the topological changes inherent in that intersection with respect to the multivariate function value changes.
For a multivariate function f : R n → R m and a point c ∈ R m , the inverse image
is called a fiber [13] . A more rigorous mathematical definition goes as follows. For two multivariate functions f 0 and f 1 : R n → R m and points y 0 and y 1 in the range R m , we say that the fibers of f 0 and f 1 over the points y 0 and y 1 , respectively, are equivalent if for some open neighborhoods
and ϕ : U 0 → U 1 with ϕ(y 0 ) = y 1 which make the following diagram commutative:
Therefore, a fiber of a differentiable multivariate function over a point in the range refers to such an equivalence class. Note that this information encodes the semi-local behavior of the function around the whole inverse image of a point, and not just the inverse image as a set.
A point p ∈ R n is a singular point if the rank of the Jacobian matrix
is strictly less than min{n, m}, where
and (x 1 , x 2 , . . . , x n ) are the coordinates of R n . In general, we can characterize singular points as the points in the domain where a topological change occurs in the fibers. A fiber is a singular fiber if it contains a singular point. Furthermore, the set of all singular points is called the Jacobi set of f and is often denoted by J(f ). As the reader can easily imagine, recognizing singular fibers is very important in visualizing a given set of large data.
In practice, the analysis of multivariate data samples begins with extracting the Jacobi set, which has been tackled by Edelsbrunner et al. [6, 7] . They successfully developed an algorithm for extracting such Jacobi sets from functions to R 2 by identifying sample points where the gradients of the two corresponding scalar functions are parallel to each other. However, the algorithm extracts singular points only individually from the given data samples, and cannot identify the topological changes in fibers; in particular, we cannot get any information on the types of the singular points. Thus, identifying only the Jacobi set does not help us very much to identify global structures inherent in the entire data. Therefore, it remained as an important problem to identify the global structures of a given large data by seeking the underlying connectivity among the singular points or singular fibers. http://www.pacific-mathforindustry.com/content/6/1/4
In order to represent a given set of data in a hierarchical fashion, an extension of the Reeb graph is useful. For a function f : R n → R m , by contracting each connected component of its inverse images to a point, we get a space R f , which is called the Reeb space [7] of f . This is expected to play an important role similar to that of a contour tree.
Quite recently, the above long lasting problem has been solved again by Carr et al. [2, 3] , where they invented an algorithm for constructing a joint contour net as a variant of a Reeb space for data samples of a multivariate function f : R n → R m , m > 1. The basic idea of this algorithm is to quantize the image of function samples in the mdimensional range space R m into a set of small blocks in terms of the m coordinate axes, and then seek the connectivity of the fibers between every pair of adjacent blocks along each coordinate axis, which finally allows us to compose a joint contour net as a network structure over the range space. Figure 7 shows such an example, where two different function values are defined over a 3D polygonal surface to characterize its shape with the corresponding joint contour net. Here, the two function values are the integral of geodesic distance over the polygonal shape [9] and surface curvature, where the integral of geodesic distance represents how much the sample point is far away from the object center. Figure 7(a) shows an ellipsoid and its corresponding joint contour net projected to the 2D range space. Since the surface curvature becomes large as the sample point moves away from the object center, the joint contour net is projected to a narrow region between the left bottom corner and the right top corner. Figure 7 (b) presents 3D spectacles where the associated joint contour net becomes more complicated, since the 3D shape model has variation in surface curvature. On the other hand, singular points of the multivariate function can be easily detected as the branches of the joint contour net. An example is demonstrated in Figure 8 , where a certain explicit function V → R 2 is analyzed with V being a bounded domain in R 3 . For each case, the left window exhibits a singular fiber at some function value that is marked in the right window.
The joint contour nets indeed allow us to track the connectivity among the singular fibers, while precisely identifying the topological type of each singular fiber still remains to be tackled.
In fact, some classification results for singular fibers have been obtained in singularity theory. For scalar functions on 2D domains, we have seen a classification of local topological changes of contour lines in Figure 2 , under the assumption that all the singular points are non-degenerate (see Section 3). For functions V → R 2 , where V is a bounded domain in 3D space, recently a classification of singular fibers and their topological changes has been obtained in [15] , under the assumption that the functions are stable. A function f : V → R 2 is stable if for any of its C ∞ approximation g (in the sense of the Whitney C ∞ topology), there exist diffeomorphisms : V → V and ϕ : R 2 → R 2 such that g = ϕ • f • −1 (for details, see [8] ). Note that the space of stable functions is open and dense in the space of all smooth functions V → R 2 .
The list of singular fibers for such stable functions is as in Figures 9 and 10 . Note that this classifies the singular fibers up to equivalence, and therefore describes completely the topological change of the fibers around the singular fibers. Such a classification clearly helps us to identify the type of a singular fiber for a given set of data. By combining such classification results with the technique of joint contour net, we can visualize a given set of data in an efficient and robust way (for details, see [14] ). Figure 8 shows such a visualization result: each curve in the right windows corresponds to a specific singular fiber type in Figure 9 according to its color.
Nevertheless, identifying the topological type of each singular fiber is considerably hard, especially for higher dimensional cases, where theoretical investigation has been still devoted for more detailed classification of singular fibers according to their topological types [13] . We are also working on this problem so that we can provide learners of differential topology with an interface for visually inspecting singular fibers of multivariate functions on the screen space. Furthermore, by referring to the topological types of the singular fibers embedded in the data domain, we can effectively extract meaningful features from multivariate data samples with minimal cost. Figure 9 First list of singular fibers for stable functions V → R 2 for a 3D bounded domain V: those in this list appear along curves in the range [15] . Both the black dot and the black square represent a point: however, the former one is in the interior of V, while the latter one appears on the boundary of V. Void squares represent tangencies with the boundary ∂V. http://www.pacific-mathforindustry.com/content/6/1/4
Figure 10
Second list of singular fibers for stable functions V → R 2 for a 3D bounded domain V: those in this list appear discretely [15] . Red squares correspond to the intersection points of the Jacobi set with the boundary ∂V.
Conclusion
It is naturally expected that extracting differential topological features of multivariate data will provide us with various new information. It might not be so simple or straightforward to interpret real multivariate data by using differential topological features, compared with the case of scalar functions. Nevertheless, with the help of singularity theoretical progress in recent years, it is expected that visualization of large multivariate data featuring singular fibers will play essential role in visual data mining.
