Massive multiple-input multiple-output (MIMO) communication is an emerging technology that uses an excess of transmit antennas to realize high spectral efficiency. Achieving potential gains with large-scale antenna arrays hinges on sufficient channel estimation accuracy. Much prior work focuses on time-division duplex (TDD)-based networks, relying on reciprocity between the uplink and downlink channels. However, most currently deployed commercial wireless systems are frequencydivision duplex (FDD)-based, making it difficult to exploit channel reciprocity. In massive MIMO FDD systems, the problem of channel estimation becomes even more challenging due to the substantial training resources and feedback requirements which scale with the number of antennas. In this paper, we consider the problem of training sequence design and the mapping of training signals to training periods. We focus on reduced-dimension training sequence designs, along with transmit precoder designs, aimed at reducing both hardware complexity and power consumption. The resulting designs are extended to hybrid analog-digital beamforming systems, which employ a limited number of active RF chains for transmit precoding, by applying the Toeplitz distribution theorem to large-scale linear antenna systems. A practical guideline for training sequence parameter selection is presented along with performance analysis.
I. INTRODUCTION
M IMO technology has been demonstrated to be effective in providing reliable wireless links, and the advantages of MIMO communications are widely recognized [1] . MIMO systems utilizing a large number of antennas at the base station, referred to as massive MIMO systems, are emerging as a key technology for the design of high throughput and energy efficient systems for future wireless communications. Massive MIMO represents a paradigm shift in system configuration, wherein the power per antenna is reduced and relatively simple signal processing is performed, e.g., spatial matched filtering [2] . This is all enabled by exploiting advantageous properties of the propagation environment that arise from asymptotic random matrix analysis The large size of the transmit antenna array relative to the number of serviced users mitigates thermal noise, fast channel fading, and some forms of interference, all drawing in part at least from the law of large numbers [3] .
However, the potential gains of massive MIMO in practical systems are limited by channel estimation accuracy [4] . In contrast to current MIMO systems equipped with a few antennas at each base station, the training signal overhead required for channel estimation in a massive MIMO system can be overwhelming since the number of time slots for transmitting orthogonal training signals must be at least as large as the number of antennas. In addition, an important issue regarding the cost of implementation is that the number of active RF chains required for channel sounding and transmit precoding is limited relative to the number of antennas [1] . As a result, channel estimation schemes that are reliable and require a low training overhead and low-complexity are important in order to efficiently utilize the large antenna array gains.
To tackle the challenge of channel estimation, much of the prior work focused on TDD operation assuming channel reciprocity [2] , [3] , [5] to acquire channel state information (CSI) at the base station under the assumption of time-invariant channels within the coherence time. In a TDD mode, the uplink channel sounding enables downlink channel estimation by using channel reciprocity that requires proper calibration of the hardware chains between the terminal uplink and downlink chains [6] . In a multi-cell environment with a high frequency reuse factor, pilot contamination induced by the use of non-orthogonal uplink training signals in neighboring cells leads to imperfect channel estimation causing degraded system performance [4] .
In most wireless systems that employ a FDD mode, the problem of channel estimation becomes more challenging because downlink channel estimation requires substantial overhead, such as feedback and dedicated times for channel sounding which scale with the number of antennas. In an FDD mode, it was shown that the overhead for channel estimation does not scale with the number of antennas if the underlying channel statistics, spatial sparsity, or specific antenna arrangement can be utilized for training based channel estimation [7] - [14] . Note that antenna correlations are observed in experimental investigations [15] , [16] , and analytical studies that consider a very high angular resolution due to its large antenna aperture have been presented [17] , [18] . In order to efficiently support multiple users in a massive MIMO cellular system, a technique called joint spatial division and multiplexing (JSDM) was introduced with hybrid analog/digital beamforming under the assumption that the effective channel rank is known to the system [11] . Low complexity algorithms to solve the user scheduling problem were presented in [12] , [13] . In addition, there has been work on channel state information feedback based on limited 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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feedback [9] , [19] and compressive sensing feedback [20] , [21] . Recently, initial work on channel estimation in massive MIMO systems has been proposed, such as optimal pilot beam pattern design [7] , [8] , [14] and adaptive codebook selection [10] . However, existing research generally addressed beamforming design and channel estimation techniques separately. In particular, the pilot beam patterns proposed in [8] inherently lie in a high-dimensional space making a closed-form performance analysis intractable due to the greedy sequential search of the dominant eigenmodes.
In this paper, we consider the design of a training scheme that properly specifies the training signals and the mapping of training signals to training periods for downlink channel estimation in FDD massive MIMO systems. We refer to this scheme as using a training sequence. Under a Kalman filtering framework, the proposed training sequence is designed to minimize the steady-state channel MSE. In addition, we focus on a reduceddimensionality training sequence and transmit precoding design aimed at reducing the cost of implementation and power consumption [1] . We then extend the low-dimensional constraint to hybrid analog-digital beamforming scheme that uses a limited number of available RF chains for digital baseband precoding by applying the Toeplitz distribution theorem to a uniform linear array (ULA) at the base station. For performance analysis, we adopt a deterministic equivalent technique [5] to handle the case of large antenna arrays and provide a practical guideline for training sequence parameters. The proposed method can be utilized for lower frequency (e.g., sub-6 GHz) massive MIMO or millimeter wave massive MIMO.
Our main contributions are summarized as follows:
• We propose a periodic training sequence framework that enables a reduced dimensionality design of the training sequence and transmit precoding. • By analyzing the monotonicity property in the steadystate channel MSE, a reduced-complexity suboptimal algorithm that minimizes the maximum steady-state MSE without much loss in performance is proposed. For largescale linear antenna arrays, the proposed method can extend to a hybrid analog-digital beamforming scheme that requires a limited number of active RF chains for transmit beamforming. • We derive a closed-form expression for the steady-state mean square error (MSE) and the SINR under spatial matched filtering, which is close to the exact value obtained from numerical simulations. Our results show that the proposed method yields good performance, even with imperfect knowledge of the channel statistics. A preliminary version of this work was presented in [22] .
Notations: Vectors and matrices are written in boldface with matrices in capitals. All vectors are column vectors. For a matrix A, A T , A H , and tr(A) indicate the transpose, Hermitian transpose, and trace of A, respectively. A B denotes the Hadamard product between A and B.
[A] p,q represents the element in the p-th row and the q-th column of A. diag(d 1 , . . . , d n ) is the diagonal matrix composed of elements d 1 , . . . , d n . I N stands for the identity matrix of size N ; 1 M×N and 0 M×N denote an M × N matrix composed of all-ones and all-zeros, respectively. For a vector a, a p represents the p-norm. For a matrix A, A F denotes the Frobenious norm. x ∼ CN(μ, ) means that the random vector x is complex Gaussian distributed with mean μ and covariance matrix . E{·} denotes statistical expectation. N and C denote the sets of natural numbers and complex numbers, respectively.
II. SYSTEM MODEL
We consider a downlink massive MIMO system with N t transmit antennas and a single receive antenna operating over flat Rayleigh-fading channels, as shown in Fig. 1 (the extension to the case of a wideband frequency-selective channel in multicarrier systems follows in a similar manner). We focus on the single-user case first and then point out the multiple-user case in Section IV. We assume block transmission with M consecutive symbols for one block composed of a pilot transmission period of M p symbols and a data transmission period of M d symbols, i.e., M = M p + M d . (We will refer to M consecutive channel transmissions composed of a training period followed by a data transmission period as a block.) The received signal at the k-th symbol time is given by
where = 0, 1, . . . and 1 ≤ m ≤ M so that k = 1, 2, . . .. Here, s k ∈ C N t is the transmitted symbol vector with power constraint E{ s k 2 2 } = ρ and h ∈ C N t is the channel vector with additive noise w k ∼ CN(0, 1). The transmit vector s k represents a training signal vector during the training period (i.e., k = M + m where 1 ≤ m ≤ M p ). On the other hand, during the data transmission period (M p < m ≤ M), s k denotes a precoded data vector constructed by mapping the data symbols x k = [x 1,k , . . . , x U,k ] T ∈ C U to the transmit antenna array using the multi-dimensional beamformer V ∈ C N t ×U , i.e., s k = V x k . We first consider a single data stream transmission (U = 1), in which a rank-one beamformer is denoted as v ∈ C N t , and then extend to the case of U > 1.
We assume that the channel is block-fading and that the channel remains constant during the -th block. The channel temporal variation across the blocks is modeled using a state-space framework as a first-order stationary Gauss-Markov process [23] with
where a ∈ (0, 1) denotes the temporal fading correlation coefficient, 1 b denotes process noise for the -th block time index 1 In Jakes' model [24] ,
Bessel function, f D = v f c c is the maximum Doppler frequency shift, v denotes a mobile speed, T s is the symbol time interval, and each block is composed of M symbols. [27] where b ∼ CN(0, R h ), and the channel spatial correlation is given by R h = E{h h H } for all . The channel model can represent a spatially correlated channel by considering rank(R h ) = r where r ≤ N t . An eigen-decomposition (ED) of R h is given by
where U = [u 1 , . . . , u r ] ∈ C N t ×r and = diag(λ 1 , . . . , λ r ) is composed of the non-zero eigenvalues of R h in descending order. Throughout the paper, we assume that the channel statistics (a, R h ) are known to the system. 2 During the -th training period, the received signal in (1) can be rewritten in vector form as
where S = [s M+1 · · · s M+M p ] denotes the transmitted training signals subject to an average transmit power constraint E{ S 2 F } = ρ M p , y , pilot = [y M+1 , . . . , y M+M p ] H , and w is similarly defined. We focus on minimum mean square error (MMSE) channel estimation based on the current and all previous received training signals given byĥ | = E{h |y ( ) pilot }, where y ( ) pilot = {y , pilot | ≤ } denotes all received training signals up to the -th training period. From (2) and (4), the system can be viewed as a state-space model, and then optimal channel estimation is given by Kalman filtering, as shown in Table I . If we let P | and P | −1 denote the estimation and prediction error covariance matrices, then the Kalman gain matrix denoted as K is given by
In this paper, we employ the concept of a training frame. A training frame is the joint design of the training signals sent over G consecutive blocks. Thus, for each i, S i G , S i G+1 , . . . , S (i+1)G−1 are jointly designed. We assume G = 2 s for s ∈ {0, 1, 2, . . .} for simplicity, which will be revisited later. 2 Wireless channels are usually characterized by local quasi-stationarity [25] . Experimental investigations have confirmed that local quasi-stationarity well describes time-varying channels in an urban macrocell scenario [26] . This means that within local quasi-stationary time periods the proposed method can operate with the channel statistics of low-mobility users updated from a window-based average. Please see [8] for a discussion of a practical estimation approach in massive MIMO systems.
During the -th data transmission period (i.e., channels uses satisfying k = M + m with M p < m ≤ M), we assume that the data symbol x k is transmitted with a rank-one beamformer v ∈ C N t . To realize a low-complexity solution for the beamformer design, we assume the beamformer v is restricted to a subspace of dimension n d which should be optimized to meet the effective channel rank. Then, we can write v as a hybrid precoding v = Fd , i.e., v lies in column space of F ∈ C N t ×n d with its linear combination of d ∈ C n d where n d ≤ N d . Here, N d denotes some system constraint with 1 ≤ N d ≤ N t (e.g., the number of available RF chains in the case of hybrid analog-digital beamforming in Section III-D).
In a hybrid beamforming scenario, our goal is to design the pre-beamforming matrix F that supports a spatial matched filter transmit beamforming (e.g., v =ĥ | / ĥ | 2 ) 3 by using channel statistics and training signal design. Here, the prebeamforming matrix F is optimized offline and the postbeamforming d is determined with respect to (w.r.t.) transmit beamforming schemes by using the current channel estimate.
A. Review of Prior Work
We briefly review other work on the sequential design of the pilot beam pattern for channel estimation in massive MIMO systems. The channel mean square error (MSE) tr(P | ) in (7) depends on the current training signal S and the prediction error covariance P | −1 that is a function of all previous training signals S −1 and the channel statistics (a, R h ) by the Kalman recursion in (7) and (8) . Thus, given the previous training signal S −1 , the channel MSE can be minimized by properly designing the pilot beam pattern S . The following proposition presents a property of pilot beam pattern.
Proposition 4: [8] Given all previous pilot signals S ( < ), the pilot beam signal S at the -th training period minimizing tr(P | ) is given by a properly scaled version of the M p dominant eigenvectors of the Kalman prediction error covariance matrix P | −1 for the -th training period.
Proposition 4 states that the use of the M p dominant eigenvectors of P | −1 for training signals minimizes the channel MSE at the -th training period. Under this pilot beam pattern design, all the Kalman matrices (P | , P | −1 ) and the channel spatial covariance R h are simultaneously diagonalizable, i.e., given the ED of R h in (3), we have P | = U¯ ( ) 
III. PROPOSED TRAINING SEQUENCE FRAMEWORK
In this section, we first focus on the design of a reduced dimensionality training sequence that has a suitable mapping to training signals used during the training periods. We next provide a hybrid analog-digital beamforming method that exploits the limited number of available RF chains relative to the number of antennas. 
A. Motivation for Proposed Scheme
Because of the optimal training signals' properties mentioned in Proposition 4, we assume that each training matrix S is a scaled version of M p eigenvectors of R h in (3) to satisfy the power constraint. From (6) , the channel estimate at the -training period is a linear combination of all previously used training signals S := {S : ≤ } by Kalman recursion in (7) and (8), i.e., the channel estimateĥ | lies in the column space of S . That is, in the hybrid beamforming structure of v = Fd , we require that the pre-beamforming matrix F spans the subspace spanned by the training signal S for subspace sampling of the channel estimate. Therefore, the training signal S should be suitably designed to capture the n d dominant channel eigenmodes under the n d ≤ N d dimensionality constraint where the variable n d should be properly optimized to account for the effective channel rank. Note that the pre-beamforming matrix F is then determined by a set of n d distinct eigenvectors of R h used in the training signals S .
Alternatively, based on applying the Toeplitz distribution theorem to the channels of large-scale linear antenna arrays, the eigenvectors of the correlation matrix R h are well approximated by columns of a unitary discrete Fourier transform (DFT) matrix. Then, the pre-beamformer can be designed using some columns of the DFT matrix used in the training signals, as later discussed in Section III-D.
The M p columns of each S ∈ C N t ×M p are represented by a 1 × M p index vector where the i-th entry of the vector equals to the index of the eigenvector of R h that defines the i-th 5 ] are given for M p = 3, those training signals are characterized by the index vectors of [1, 2, 4] and [1, 3, 5] , respectively. By collecting G consecutive training periods to define the training signal S G−1 = {S : 0 ≤ ≤ G}, we can then succinctly define the training signal S G−1 by an index matrix C ∈ C G×M p with each row representing the eigenvector indices used during the corresponding training period. For example, Fig. 2 (b) shows G consecutive blocks starting from = 0 where the training signal matrix S will be transmitted at the -th training period where 0 ≤ < G. An example of the index matrix with G = 4 and M p = 3 in Fig. 2 is given by
then we have the -th training signal matrix
We have discussed how the index matrix C defines the training signals {S − 0 ≤ < G} where we will refer to C as the training sequence (index) matrix. In the next subsections, we present a systematic approach to the training sequence optimization.
B. Problem Formulation
To construct the training sequence C, we need to define how the selected n d eigenvectors should be allocated in the G consecutive training periods. We assume that each of the selected eigenvectors will not be transmitted more than once within each of the training periods in order to allocate the training signals across G consecutive training periods. Note that in this case each training signal matrix S is composed of M p distinct eigenvectors. Therefore, for each , S H S = I M p . For 1 ≤ i ≤ n d and 0 < g i ≤ G, denote the block time-wise interval used for the training signal u i allocation across G blocks by g i , where if u i is firstly used as a training signal at symbol time M + m for some 0 ≤ < G and 1 ≤ m ≤ M p , the training signal corresponding to u i will be re-transmitted at symbol time Fig. 2 , u 3 is firstly transmitted at symbol time M + 2, and re-transmitted at symbol time 3M + 2.) For n d < i ≤ N t , we set g i = 0 because u i is not used as a training signal. An example with g 1 = 1, g 2 = g 3 = g 4 = 2, g 5 = g 6 = 4, and n d = 6 is shown in Fig. 2(a) , where we omit the illustration for g 5 and g 6 for the brevity.
The dimension of the offline-designed precoder, denoted as n d , is clearly constrained by the system. First, the training signal construction allows the transmitter to sound at least M p different subspace dimensions. Therefore, n d should be restricted to be at least M p in order to span as large of a subspace as possible. In the same way, the transmitter structure (e.g., hybrid precoder structure) means that the precoder must satisfy n d ≤ N d and n d ≤ r where rank(R h ) = r in (3). Second, there are at most G M p different dimensions in the training sequence C. Thus, n d ≤ G M p . Therefore, we notice that the number of distinct eigenvectors (n d ) used in the training sequence should satisfy
The unknown parameter n d should be jointly optimized with {g i }, which defines the training sequence C. We then consider the following condition for the design of training sequence.
Condition (C.1):
Here, (·) b denotes the integer modulo b. Condition (C.1) guarantees that once the training sequence C ∈ N G×M p is designed with n d and {g i }, the training sequence can be used for all subsequent training frames due to the periodic pilot allocation patterns, i.e., we transmit the training signals S = S ( ) G where = 0, 1, . . .. Note that, when G = 2 s for some nonnegative integer s, the set of divisors of G is given by
Given the block time-wise vector g = [g 1 , g 2 , . . . , g n d ] T satisfying (C.1), the training signal vectors {u i − 1 ≤ i ≤ n d } are interspersed corresponding to the block time-wise intervals {g i } across G consecutive training periods. Then, we evaluate the channel estimation performance by deriving the minimum steady-state channel MSE for 1 ≤ i ≤ n d given by
from the Riccati equation [28] λ
[λ 1 , . . . , λ r ] T := diag( ) denote the eigenvalues of P | and R h , respectively. Note that λ (∞) i,g i represents the minimum steady-state channel MSE because it is the steady-state response obtained from the measurement step in (7) when the training signal corresponding to u i is transmitted according to the block time-wise interval g i at each training period. The closed-form expression in (11) on the right-hand side can be derived by algebraic manipulation of the Riccati equation in a steady-state condition which is a second-order equation in λ
Once the training signal corresponding to u i is transmitted, the training signal is not transmitted during the next g i − 1 successive blocks, meaning that the channel MSE along the direction of u i monotonically increases according to (8) for 1 ≤ i ≤ n d . Note that the (vector) prediction step in (8) can be decomposed into a set of scalar equations by its projection to the eigenvectors U (i.e., ( +1) = a 2¯ ( ) + (1 − a 2 ) ), where we use P | = U¯ ( ) 
where 1 ≤ i ≤ n d . The results in (11) and (13) are obtained when the Kalman filter is run with the initial setup in (5) . Note that the steady-state channel MSEs of the unused eigenvectors in the training sequence remain constant over time, i.e., lim →∞ λ (11) and (13), the steady-state channel MSE is bounded by diag λ
where λ
is similarly defined. A 0 denotes a positive semidefinite matrix. From (14), we have lower and upper bounds on the steadystate channel MSE given by λ
The gap between lower and upper bounds for the steady-state channel MSE tr(P | ) is given by
Note that the trace of the steady-state channel MSE is bounded by λ (14), then we formulate the optimization problem that designs the training sequence by minimizing an upper bound on the steady-state channel MSE, which is formally stated as follows.
Problem 1 (MMSE upper bound minimization): Given the parameters (G, M p , N d , r ), solve for g * and n * d such that
The nonlinear constraint (16) yields a total training resource constraint in the G × M p training sequence C. That is, for 1 ≤ i ≤ n d , each training signal u i is transmitted according to the block time-wise interval g i across the G consecutive training periods where the training signal on u i is transmitted G/g i times during the training periods. Then the total number of channel uses for sounding the n d training signals should be equal to G M p , i.e., n d i=1 G/g i = G M p . Thus, the constraint (16) guarantees that all the entries of C can be constructed with a proper allocation scheme, which will be discussed in Theorem 2 of the next subsection.
C. Training Sequence Design
To tackle the challenge of this problem, we first consider an exhaustive search in a finite search space that arises from the integer constraint of Problem 1. In this case, it is important to reduce the computational complexity of the exhaustive search, and thus we derive a property of the objective function in (15) .
Algorithm 1. Min-Max Training Sequence Design
Require: Perform the ED of R h = U U H . Store λ = diag( ).
end if 13: end while 14: g = g(q)
Theorem 1 shows that the maximum steady-state channel MSE of λ (∞) i,g i is monotonically reduced with decreasing g i (i.e., MSE is reduced by transmitting the training signal corresponding to u i more frequently). Thus, we assume that the block time-wise interval g is arranged in ascending order such that g i ≤ g j for i ≤ j in order to effectively minimize the dominant channel MSE of λ (∞) g that corresponds to the dominant channel directions. It is numerically confirmed that the assumption of the ordered g is consistent with the result of the exhaustive search and yields a much simpler implementation compared to the initial number of trials for the exhaustive search O(|I G | min{G M p ,N d ,r } ). Furthermore, by exploiting the monotonicity in Theorem 1, we propose an efficient algorithm for training sequence design that sequentially minimizes the maximum upper bound of the steady-state channel MSE. The corresponding algorithm is summarized in Algorithm 1, which requires substantially less computational complexity O(G M p ) while achieving most of the performance gain compared to the exhaustive search.
In Step 3 of Algorithm 1, we select the eigenvector index i corresponding to the largest maximum steady-state MSE, and choose the largest value d * among the subset of elements of I G that are smaller than the pre-defined block time-wise interval g i in Step 4 (where g i is a design variable updated during iteration). In this case, λ (∞) i ,g i can be reduced by replacing g i by d * because λ i,g i } by allocating a small block time-wise interval. We then check whether it is possible to allocate the index i corresponding to d * in the available resources (i.e., N blk + q i · G/g i ) in Step 5. After that, if the condition in Step 5 is satisfied, λ (∞) i ,g i is updated through Steps 6-9. Otherwise, the index i is excluded from the set N d .
Step 14 is to select some entries of g corresponding to the non-zero elements of q (i.e., the block time-wise intervals obtained by Algorithm 1).
Since the design of the block time-wise interval g and n d is complete, we finish this subsection by explaining the construction of C from the optimized intervals {g i : g i = 2 k i ∈ I G in (10), 1 ≤ i ≤ n d } which uses the assumption that G = 2 s . Note that, given a set of {g 1 , . . . , g n d }, there can be several (row-wise and column-wise) permutated versions of a training signal allocation in the training sequence C. However, they have the same steady-state performance, with only minor changes during the transient phase. Thus, we present an efficient method for construction of C which is done iteratively.
A new variable U j represents the number of undetermined entries of the j-th column of the matrix C, which is initially set to U j = G for 1 ≤ j ≤ M p . Denote by q the row index of the matrix C for 1 ≤ q ≤ G. First, we set the initial values as q = 1, and I q = 1, and then we loop over all row indices q in order to determine the entries of C as follows.
Step (1) Given q, I q , and U j , select a column index j ∈ {1, . . . , [C] q, j −1 } are all determined by some eigenvector indices in the previous step (e.g., j = 1 at the first iteration). We then allocate the eigenvector index of i q, j := I q + ( j − j ) at the j-th column with a row-wise mapping g i q, j . Mathematically, this means
where j ≤ j ≤ M p . Note that G/g i q, j entries of the j-th column are determined using a row-wise allocation of i q, j while leaving its U j − G/g i q, j undetermined entries. 4 For the next step, we update the variables given by
Step (2) Repeat Step (1) until all entries of C are determined, i.e., U j = 0 for all j.
Theorem 2: Given the constraints of Problem 1 and the arranged block time-wise interval g in ascending order, if G = p s for some prime number p and nonnegative number s, a training sequence C can be constructed.
Proof: See Appendix B.
D. Hybrid Analog-Digital Beamforming
We assume that the antennas are uniformly spaced in a one-dimensional or two-dimensional grid at the base station. In this case, the channel covariance matrix R h can be well approximated by a Toeplitz matrix under the virtual channel representation and a far-field assumption [29] . 5 It is known that 4 If all entries of the q-th row of C are determined, we complete Step (1) by updating I q+1 = I q and q = q + 1 with the same U j . 5 The focus of the paper is not on near-field analysis in physically large antenna arrays but training sequence and beamforming design for the antenna array located in a finite area. When the antennas are spaced over a rectangular aperture, a far-field approximation is still appropriate because the largest dimension of the rectangular aperture will be significantly less than the length of the linear aperture, thereby lowering the far-field distance (Fraunhofer distance). A theoretical channel model based on a physically large scale MIMO is available in [30] .
when the size of a Toeplitz matrix is large, the Toeplitz matrix can be decomposed by a DFT matrix, referred to as the Toeplitz distribution theorem (TDT) [31] , [32] , i.e.,
whereF = [f 1 , . . . ,f r ] ∈ C N t ×r denotes a matrix of distinct columns of the N t -point DFT matrix and = diag(λ 1 , . . . , λ r ) is a matrix of the non-zero eigenvalues of R h in descending order. Note that the k-th column ofF is given by [1, e j1ψ k 2π/N t , e j2ψ k 2π/N t , . . . , e j (N t −1)ψ k 2π/N t ] H / √ N t . This is simply the transmit steering vector for the physical angle θ k = sin −1 (ψ k λ/d), 6 and thus the diagonal matrix can be viewed as the channel power spectral density corresponding to the virtual angular domain.
Then, the channel dynamics in (2) can be rewritten by a parametric channel model [33] , [34] 
where the entries ofb are i.i.d., i.e.,b ∼ CN(0, I r ). This yields that the channel vector is characterized by a random linear combination of the columns ofF and channel estimation can be viewed as estimation of the linear combination coefficients corresponding to the set of basis vectorsF. Thus, we use the DFT-based training signal (i.e., S ⊂ {f i }) during the training period because the columns of DFT are approximated eigenvectors of R h in (19) . During the -th data transmission period (i.e., k = M + m and M p < m ≤ M), we assume that the data symbol sequence {x u,k } is transmitted with the multi-dimensional transmit beamformer V ∈ C N t ×U . Here, we assume that the base station is equipped with 1 ≤ N D ≤ N t available RF chains for digital baseband precoding of D ∈ C n d ×U , given by V = FD where a pre-beamforming matrix F ∈ C N t ×n d is implemented by analog beamforming techniques (e.g., use analog phase shifters with constant magnitude entries) [35] . The variable n d ≤ N d denotes the number of used RF chains to have a lowdimensional solution while capturing the effective channel rank aimed at enabling low-complexity and energy-efficient system implementation. 7 As explained in Section II, the -th channel estimateĥ | lies in the column space of all the used training signal S composed of the DFT columns. Then, the pre-beaforming F will span the subspace of the training signal S , i.e., the pre-beamforming matrix is determined by the distinct DFT columns used in the construction of the training sequence that specifies the training signals. Therefore, we focus on the design of the DFT-based training sequence under the constraint of the N d available RF chains. To meet the constraint on the number of RF chains, we restrict the number of distinct DFT columns (n d ) used in the training sequence to be less than or equal to N d . Such a design is obtained from the proposed methods of Problem 1 6 The virtual angle ψ k is related to the physical angle θ k by ψ = d λ sin(θ k ), i.e., if d/λ = 1/2, − π 2 ≤ θ k ≤ π 2 corresponds to − 1 2 ≤ ψ k ≤ 1 2 , where d and λ denote the antenna spacing and the carrier wavelength, respectively [8] . 7 In contrast to the hybrid beamforming structure presented in Section II, the analog beamforming matrix F implemented after the IFFT operation is commonly applied to all the subcarriers in OFDM systems, similar to those in [36] . by substituting the eigenvalues of (19) into (11) and (13) . Simulations will be presented in Section V where the training signals are approximated by DFT vectors without much loss in performance.
IV. EXTENSION TO MULTIUSER MASSIVE MIMO SYSTEMS

A. System Set-Up
Consider the downlink of a cellular system serving U single antenna users. Let h u, ∈ C N t be the channel vector of user u at the -th block symbol time where 1 ≤ u ≤ U . In line with (2), we consider a state-space model for h u, with the channel covariance matrix R h u = E{h u, h H u, } such that rank(R h u ) = r u . Define H = [h 1, , . . . , h U, ] ∈ C N t ×U as the combined channel matrix for a block length of M channel uses. We denote the data symbols transmitted to U user terminals at the symbol time k = M + m by x k = [x 1,k , . . . , x U,k ] T ∈ C U with the same power constraint E{|x u,k | 2 } = ρ. We assume that the base station uses the multi-dimensional transmit beamformer V = [v 1, , . . . , v U, ] ∈ C N t ×U to map x k to the transmit antennas, i.e., s k = V x k . Denote by n d,u the number of disjoint training signals used in the construction of the training sequence to service the user u.
For channel estimation, a training sequence for each user is designed by the proposed algorithm in Section III, where the obtained training sequences among users are generally different. During the training period, we assume that the training sequences of different users are sounded over non-overlapping time intervals, i.e., U M p out of over M channel uses is allocated for training. Then, a quantized (or analog) version of the received signal y u,k ∈ C is fed back over some sort of control channel to enable channel estimation at the base station. On the other hand, we assume that the beamformed data signals are sent simultaneously to analyze the effect of the downlink channel estimation error and the inter-user interference.
The collection of received symbols for all U users at the -th data transmission period (i.e., k = M + m with U M p < m ≤ M) is denoted as
where y k = [y 1,k , . . . , y U,k ] T and w k ∼ CN(0, I U ) is the additive white Gaussian noise vector. Focusing only on the received signal for user u, we have
where (a) follows the matched filtering precoder v u, = α uĥu, | and (b) holds byh u, := h u, −ĥ u, | . Here, α u denotes the power normalization per user such that tr(V H V ) = 1, defined as α u = 1/( ĥ u, | 2 √ U ) for 1 ≤ u ≤ U . Applying the method in [37] , a lower bound on the trainingbased capacity is obtained by considering the worst-case uncorrelated additive noise. From (22) , we have
where the desired signal power (scaled by 1 α 2 u ρ ) is given by η u, = |ĥ H u, | ĥ u, | | 2 , and the interference plus noise power is given by σ 2 u, = 1
B. Performance Analysis
In order to find a convenient expression for the SINR in (23), we focus on the asymptotic results when N t → ∞ in [5] . For simplicity, we assume a symmetric scenario with the same number n d,u = n d for users. The results proposed here, however, extends immediately to the general case. The following proposition provides a closed-form expression of the SINR.
Theorem 3: Under a Kalman filtering framework and spatial matched filtering, the deterministic equivalent SINR of (23) is given by
where S I N R u, is given by
Given the ED of R h u = U u u U H u where U u ∈ C N t ×r u and u = diag(λ u,1 , . . . , λ u,r u ) composed of the non-zero eigenvalues in descending order, the estimation error covariance matrix P u, | is eigen-decomposed by P u,
The three terms in the denominator of (24) characterize the following effects: 1/(α 2 u ρ) for the post-processed (average) transmit signal-to-noise power ratio, B u, for the imperfect channel estimation, and C u, for the inter-user interference from the other users sharing the same time-frequency slot. Theorem 3 provides some intuition about how the SINR can be analyzed in training-based channel estimation. First, in order to maximize A u, in (25) (25) can be reduced when the users serviced simultaneously on the same time-frequency are scheduled so that the dominant eigenvectors of the users are orthogonal to each other. Here, user scheduling techniques can be applied w.r.t. the angle-of-arrival range and angle spread [12] , [13] . 8 For performance metric analysis, the expression of (24) can be precomputed before the Kalman filter is run and the achievable throughput for user u at the -th block is given by [5] 
where the pre-log factor (1 − U M p /M) is needed because U M p out of over M channel uses is allocated for training. Based on the closed-form expressions for the steady-state channel MSE in (11) and (13), we further derive a closed-form lower bound of (24), given by
A complete derivation of (27) is available in Appendix D.
V. NUMERICAL RESULTS
In this section, we provide numerical results to evaluate the performance of the proposed algorithms. We consider two different base station antenna arrays, i.e., a ULA with N t = 32 antenna elements and a 15 × 25 UPA with N t = 375 antenna elements. For the time-varying channel model in (2) , we set f c = 2.5 GHz carrier frequency and T s = 100 µs for each symbol duration corresponding to a mobile speed v = 3 km/h. We consider channel estimation performance using the normalized mean square error (NMSE), given by NMSE = tr(P | )/tr(R h ). The channel estimation performance for each of the considered methods was averaged over 500 Monte Carlo runs.
We adopt the one-ring channel model to generate each channel realization during simulation [11] , [38] . The channel spatial 
denote the horizontal and vertical covariance matrices, respectively. Each of the spatial correlation matrices is defined by
where t ∈ {H, V } and γ denotes propagation path loss between the transmitter and the receiver given by γ = (1 + ( d s d 0 ) α 0 ) −1 , where the path loss exponent is set to α 0 = 3.8, d s is the distance from the transmitter in meters, and d 0 is the reference distance set to d 0 = 30 m [11] . We assume that the transmit antenna is located at an elevation of h = 60 m and the local scattering ring around the user has radius d r = 30 m. Then, the parameters for the channel covariance matrices R V and R H are given by
for a sector in a cell.
A. Practical Guidelines for Training Sequence
In this subsection, a practical guideline for training sequence parameters is developed with quantitative analysis.
First, we can improve channel estimation performance by choosing the row length of C large enough to incorporate more dominant eigen-directions of the channel in the G × M p training sequence. Intuitively, the channel MSE of the nG × M p training sequence (n ∈ N) is at least equal to those of the G × M p training sequence by n times repetition of the shorter version of the training sequence. Fig. 3 shows the closed-form expressions of the upper and lower bounds in (11) and (13) . 9 It is seen that increasing G is indeed beneficial in terms of the channel MSE, but the effect becomes marginal when G is too large. That is, the proposed training sequence can operate in a finite G regime and achieve reasonably good channel 9 Fig. 3(b) (i.e., the second-row subplot) is an expanded version of Fig. 3(a) . estimation performance, which implies that increasing the training period length M p also has similar effect on the channel MSE due to the increased training sequence size.
Second, though the increased M p enables large beamforming gain by leveraging channel estimation performance, an increment of M p can degrade achievable data rate because the remaining M − M p channel uses are only available for downlink data transmission. Therefore, we examine the trade-off of spectral efficiency in (26) corresponding to the value of M p , which was obtained by using Algorithm 1 for simplicity. In Fig. 4 , when the value of G is small, the spectral efficiency benefits from the slightly increased M p since increasing M p enables the G × M p training sequence to incorporate more dominant directions of the channel for channel estimation accuracy. However, increasing M p over some threshold limits the spectral efficiency due to the shorter length of data transmission period, as expected from the pre-log factor in (26) . The tension between channel estimation accuracy and achievable data rate yields that the value of M p should be properly selected under given system parameters. Instead of this nontrivial choice, we can again increase the (vertical) sequence size G for channel estimation accuracy without affecting the pre-log term. Fig. 4 shows that as G increased, the spectral efficiency behaves inversely proportional to M p , which is seen to be achieved over a range of small values of G (e.g., 1 ≤ G ≤ 16).
Furthermore, we focus on the optimal value for the dimensionality variable denoted by n * d (or the number of active RF chains in the case of hybrid analog-digital precoding), where we recall that n * d denotes the minimizer of Problem 1 obtained by the exhaustive search or our proposed suboptimal algorithm. The reduced dimensionality n * d used for training sequence and transmit beamforming design provides insight into the (effective) dominant channel rank considered for transmitting multiple data streams or the beamforming gain. Fig. 5 shows the magnitude of the eigenvalues of R h , which is rank-deficient due to insufficient scatterers around a tower-mounted base station and a high angular resolution due to its large aperture. The rank of R h is determined by a few dominant eigenvalues and the number of less significant eigenvalues. Fig. 6 shows that, at high SNR, more training beam patterns are used to incorporate sufficient channel gains by subspace sampling in a sufficient broad space. On the other hand, a small number of training beamforming vectors are required to account for the most dominant eigen-directions of the channel, in the low-SNR regime. In addition, the user's mobility also affects the value of n * d because the estimated channel is more likely outdated in the fast-mobility case. Thus, one can mitigate the channel aging effect on the most dominant eigen-directions by properly reducing the dimension of the sampling subspace of the channel, i.e., properly reduce the number of unique training beam patterns n d . This result indicates the influence of the various system parameters such as channel spatial correlation, angular spread, transmit power, and user terminals' mobility on the effective channel rank based on the proposed method.
B. Performance Evaluation of Training Techniques
We compare the performance of the proposed methods to those of several downlink training techniques [39] - [41] . For all considered channel sounding methods, we use Kalman filtering for channel estimation. Fig. 7 shows the performance comparison with several training signal design methods [39] - [41] The proposed methods with the optimal number of training signal patterns n * d = 24 substantially reduce the training duration necessary to achieve good channel estimation accuracy. 10 This yields that the proper use of less dominant eigen-directions of the channel indeed leverages channel estimation performance. Within the first few blocks, the min-max approach in Algorithm 1 shows better performance than the exhaustive approach in Fig. 7(a) . This is because the min-max training sequence is designed to sequentially minimize the dominant steady-state channel MSE, thus this approach shows a slightly steeper initial slope on the channel MSE. As a matter of fact, the exhaustive approach will eventually provide the best channel estimation performance, but only a marginal performance difference is observed in comparison with the min-max approach as shown in Table II . The proposed methods outperform other methods over almost all of transmission periods in terms of the channel MSE and the received SNR. 11 Our simulation results also matches the analytic result of (37) very well in Fig. 7(b) . Fig. 8 shows the performance of the proposed hybrid precoding design, where the DFT-based training sequence is used by exploiting the approximated channel spatial correlation R h in (19) . It is seen that the proposed hybrid precoding method that uses imperfect channel correlation knowledge yields almost the same performance as the method with perfectly known R h during the transient phase in Fig. 8 , and also shows a negligible performance difference in the steady-state phase as shown in Table II . An observation of practical importance is that the proposed hybrid precoding method based on a rough estimation of R h by using the DFT vectors seems to work well in FDD massive MIMO systems even with a limited number of RF chains for transmit beamforming. Due to space limitations, simulation results for a ray-based channel model are not provided, but our simulations using ray-based channel models have also yielded good channel estimation performance. 10 Simulations showed training sequence designs using n d values above 24 yielded slightly worse performance compared to that of the case using n d = 24 because training resources (e.g., channel uses for channel estimation) are wasted by sounding the channel subspace along the less dominant eigen-directions of the channel. 11 Note that the performance gain of the proposed method is due to a welldesigned training sequence and transmit precoder by exploiting all available redundancy in space and time (i.e., spatio-temporal correlation). For the case of idealized independent identically distributed (i.i.d.) channel coefficients, the performance gain can be reduced since it is difficult to estimate the long channel vector within a constrained training time. Finally, we evaluated the proposed method in the multipleuser situation with the ULA (N t = 32) at the base station to service U users in a sector of a cell for the same setup as before in the one-ring model. We assume that users are uniformly distributed in a sector {θ u ∈ (−π/2, π/2) : 1 ≤ u ≤ U } with d r = 8 m, d s = 100 m, and U = 5. Here, the SNR is defined as γρ to account for the signal transmit power and the propagation path loss in (28) . Fig. 9 shows that the performance of the lower bound on sum spectral efficiency in (27) under the several parameters of the dimensionality constraints N d and the terminal velocity. The performance of perfect CSIT case is shown as the performance reference. In Fig. 9 , the proposed method achieves close performance of full CSIT with the reasonably increased dimensionality constraint. 
VI. CONCLUSION
We considered a reduced dimensionality training sequence and transmit precoder design aimed at enabling low-complexity and energy-efficient system implementation. We proposed a new method for training sequence design that leverages steadystate channel estimation performance in conjunction with Kalman filtering. The low-dimensionality constraint on training sequence and transmit precoding extends to a hybrid analogdigital precoding scheme that uses a limited number of active RF chains for transmit precoding by applying the Toeplitz distribution theorem with specific antenna configurations. We derived some necessary conditions for the optimal solution and provide a practical guideline for selecting the training sequence parameters along with performance analysis. The proposed method can provide a way to realize energy-efficient large-scale antenna systems.
APPENDIX
A. Proof of Theorem 1
Given g i ≥ g i = g i − c for some 0 ≤ c ≤ g i − 1, we have
where γ c := 1−a 2g i a 2c −a 2g i ≥ 1. From (11) and (29), the channel MSE λ ∞ i,g i is increasing on g i as
i,g i < λ i and thereby an increasing function as g i increases. Since the composite of increasing functions is increasing:
we have the claim.
B. Proof of Theorem 2
For the proof of Theorem 2, it suffices to show that the matrix C of size G × M p is constructed (i.e., U j = 0 for 1 ≤ j ≤ M p ) by allocating the n d eigenvector indices corresponding to the block time-wise interval {g 1 , . . . , g n d } since (16) . The proof is by induction, where the notations follow those of Step (1) and
Step (2) . When q = 1, let U j = G = p s be the initial value for 1 ≤ j ≤ M p where given {g 1 , . . . , g n d } ∈ I G = {1, p, . . . , p s } as in (10) . For any 1 ≤ q ≤ G, if U j = 0, suppose that the unused U j entries at the j-th column can be described by the n j disjoint sets of equi-spacing g i q, j = p k i q, j ∈ I G , i.e., U j = n j · p s−k i q, j for some nonnegative integers n j and k i q, j . This means that the unused U j entries can be viewed as a collection of n j disjoint sets where the entries of each set are equi-spaced with g i q, j = p k i q, j . Thus, after inserting the index of i q, j with a row-wise allocation at
Step (1), U j is updated as U j = (n j − 1) · p s−k i q, j .
In the subsequent iteration, if U j = 0, there exist some row index q > q such that we need to allocate the index of i q , j using a row-wise mapping g i q , j starting from [C] q , j as shown in (17) . Note that, by the assumption, it follows that g i q , j ≥ g i q, j . Since each set of equi-spacing g i q , j = p k i q, j at the preceding step can be separated by the g i q , j /g i q , j = p k i q , j −k i q, j disjoint subsets of equi-spacing g i q , j = p k i q , j , the remaining U j entries can be viewed as the (n j − 1) p k i q , j −k i q, j disjoint sets of equi-spacing g i q , j , i.e., U j = ((n j − 1) p k i q , j −k i q, j ) · p s−k i q , j .
Therefore, it is possible to allocate the index of i q , j into one of the disjoint sets of equi-spacing g i q , j . We then update n j = (n j − 1) p k i q , j −k i q, j and U j = (n j − 1) · p s−k i q , j . Since this process repeats until U j = 0 for all j, we have the claim. Lemma 1: During the -th training period, the channel estimateĥ u, | based on Kalman filtering is characterized by E{ĥ u, | } = 0 and E{ĥ u, | ĥ H u, | } = R h u − P u, | . Proof: For notational simplicity, we omit the lower index u. From (5) and (6), the channel estimateĥ | for = 0 is given byĥ
where recall that y , pilot = [y M+1 , . . . , y M+M p ] T denotes the -th received training symbols and S u, = [s u, M+1 · · · s u, M+M p ] denotes the -th training symbols, as shown in (4). Since E{y 0, pilot y H 0, pilot } = S H 0 P 0|−1 S 0 + I M p , we have
where (a) holds by P 0|−1 = R h . Here, E{ĥ 0|0 } = 0 from E{y 0, pilot } = S H 0 E{h 0 } + E{w 0 } = 0. During the -th training period, the channel estimateĥ | is given by from (6) 
where (a) holds by (2) andh := h −ĥ | . Note that e is independent ofĥ −1| −1 due to the orthogonality property of the MMSE estimation and an independent process noise b , then we have that e has zero mean and covariance matrix E{e e H } = S H P | −1 S + I M p . Thus, we obtain E{ĥ | } = a E{ĥ −1| −1 } + K E{e } = 0. From (31), E{ĥ | ĥ H | } is given by where the equality (a) follows (8) . Since this Kalman recursion repeats, we have the claim.
C. Proof of Theorem 3
To derive the deterministic quantity for S I N R u, in the limit of N t → ∞, we use the analysis technique [5] . Applying Lemma 1, we have
where a.s. −→ denotes the almost sure convergence. If u = u , then h u, andĥ u , | are mutually independent, thus we have using Lemma 1 as
Sinceh u, is independent ofĥ u, | by the orthogonality property of the MMSE estimate, we obtain by using Lemma 1 and h u, | ∼ CN(0, P u, | ) as
Substituting (34), (35) , and (36) into (23) with α 2 u = (tr(R h u − P u, | )) −1 for 1 ≤ u ≤ U , we have the deterministic equivalent SINR, given by 
Note that the estimation error covariance matrix P u, | has the same set of eigenvectors of R h u over all when we use its eigenvectors as the training signals [8] . That is, given the ED of R h u = U u u U H u , P u, | is eigen-decomposed by P u, | = U u¯ ( ) u U H u . From tr(ABC) = tr(BCA), the terms in (37) are given by
By substituting (38) , (39) , and (40) into (37), the SINR expression is rewritten as (24) .
D. Derivation of the Lower Bound in (27)
By substituting g u ∈ N n d into (11) and (13), we can derive λ (∞) g u and λ (∞) g u . From an inequality of (14) , it follows that
where P u, | = U u¯
g u ), and the initial conditions (5) . By applying the inequalities in (41) to (24) , we obtain the closed-form lower bound on the steady-state SINR, as shown in (27) .
