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Abstract: The recent algebraic parametric method proposed by Fliess and Sira-Ramı́rez [1, 2] has been extended to numerical
differentiation problem in noisy environment. The obtained algebraic differentiators are non-asymptotic and robust against
corrupting noises. Among these algebraic differentiators, the Jacobi differentiator has been used in many applications (see,
e.g. [15–17]). In this paper, we summarize some existing error analysis results to give a strategy on how to chose the design
parameters for the Jacobi differentiator. Then, we provide new algorithms which are more robust against the numerical errors
produced by negative design parameters’ values. Finally, we consider an application to nonlinear observation, where we compare
the Jacobi differentiator to the high gain observer and the high order sliding modes differentiator.
Key Words: Algebraic differentiators, Noises error analysis, Nonlinear observation.
1 Introduction
The recent algebraic parametric method proposed by
Fliess and Sira-Ramı́rez [1, 2] has been extended to numer-
ical differentiation problem in noisy environment (see, e.g.
[3–13]). The obtained so-called algebraic differentiators are
divided into two classes: model-based differentiators and
model-free differentiators. The formers were obtained by ap-
plying the algebraic method to a differential equation which
defines a class of linear systems [3–5]. Hence, they were
mainly used for linear systems. However, the model-free
differentiators can be used for nonlinear systems. The first
model-free differentiator was introduced in [6] by applying
the algebraic method to the truncated Taylor series expan-
sion of the signal to differentiate. Then, two model-free dif-
ferentiators were studied in [7, 8], where the so-called Jacobi
differentiator is the most used. Moreover, it was shown that
the Jacobi differentiator can also be obtained by taking the
truncated Jacobi orthogonal series expansion of the signal to
differentiate. Then, it was significantly improved by admit-
ting a time-delay [7, 8].
Recall that the Jacobi differentiator has some advantages.
It is given by an integral formula in continuous case, which
can be considered as a low-pass filter and corresponds to a
convolution in discrete case. Thus, estimations at different
instants can be obtained using a sliding integration window
of finite length. Consequently, this differentiator is alge-
braic and non-asymptotic. Moreover, it exhibits good robust-
ness properties with respect to corrupting noises (see [14] for
more theoretical details). For these reasons, the Jacobi dif-
ferentiator has been considered in a wide of real-time appli-
cations, such as nonlinear observation [15], fault diagnosis
[16], model-free control [17], etc.
However, there was a lack of error analysis for the Ja-
cobi differentiator. This differentiator depends on a set of
design parameters, hence it is necessary to propose a strategy
to chose these parameters so as to reduce estimation errors.
For this purpose, different errors for the Jacobi differentia-
tor have been studied in [9–11], respectively. In particular,
the definition domain of certain design parameters has been
extended to negative values which can reduce the estimation
errors, especially the time-delay. However, the proposed al-
gorithms with negative design parameters’ values were sub-
ject to numerical errors (see [10, 11]).
The aim of this paper is given as follows. Firstly, by taking
some existing error analysis results we summarize the design
parameters’ influence on each source of errors. Then, users
of the Jacobi differentiator can chose these design parame-
ters according to their need. Secondly, we provide new al-
gorithms which are more robust against the numerical errors
produced by negative design parameters’ values. Thirdly, we
compare the Jacobi differentiator to the high gain observer
and the high order sliding modes differentiator by estimat-
ing the state variables of a nonlinear Ball and Beam system.
2 Synthesis on Jacobi differentiator
Consider a noise-corrupted measurement x̟ : I → R,
x̟(t) = x(t)+̟(t), where I is a finite time open interval of
R
+, x ∈ Cn(I) with n ∈ N, and ̟ is an additive corrupting
noise. The objective is to estimate the nth order derivative of
x using x̟. For this purpose, we apply a class of algebraic
differentiators involving Jacobi polynomials, which were in-
troduced in [7, 8] using a recent algebraic parametric method
(see [13] for other algebraic differentiators).
In the next subsection, we show how to obtain these al-
gebraic differentiators from the point of view of analysis,
instead of algebra. First, for any t0 ∈ I , we introduce the set
Dt0 :=
{
t ∈ R∗+; t0 − t ∈ I
}
.
2.1 Algebraic differentiators involving Jacobi polyno-
mials
For any t0 ∈ I , x can be locally given on [t0 − T, t0] with
T ∈ Dt0 by the following Jacobi orthogonal series expan-
sion:




















i is the i
th order shifted Jacobi orthogonal poly-
















with µ, κ ∈] − 1,+∞[, 〈·, ·〉µ,κ is a L
2([0, 1]) scalar
product with the associated weight function wµ,κ(τ) =








Γ(µ+κ+i+1)Γ(i+1) , where Γ(·) is the classical
Gamma function (see [18] p. 255).
In order to approximate x on [t0 − T, t0], we consider the
classical polynomial approximation by taking the N+1 first
terms in the Jacobi series expansion given in (1), and we de-
note the obtained N th order polynomial by D
(0)
κ,µ,T,Nx(t0 −
T ·). Thus, we have:
∀ ξ ∈ [0, 1], D
(0)


















Hence, the nth order derivative of x can be approximated by
the one of D
(0)
κ,µ,T,Nx(t0 − T ·). Inspired by this idea, the
(causal) Jacobi differentiator is defined as follows [11]:
∀ ξ ∈ [0, 1], D
(n)












where q = N − n ∈ N. It is shown in [8, 11] that this
differentiator can also be obtained by taking the q + 1 first
terms in the Jacobi series expansion of x(n), i.e. we locally
approximate x(n) by a qth order polynomial on [t0 − T, t0]:
∀ξ ∈ [0, 1], D
(n)



















Moreover, it can be given by the following integral formula:
∀ ξ ∈ [0, 1], D
(n)






















̟(t0 − Tξ) in noisy case.
Different from the existing polynomial approaches, the
idea of the Jacobi differentiator is to use a sliding integra-
tion window to estimate the value of x(n) at each t0 ∈ I
by D
(n)
κ,µ,T,qx(t0 − Tξ) with a fixed value of ξ ∈ [0, 1] (see
[7, 8]). If ξ 6= 0, then it produces a delay of value Tξ.




̟(t0−Tξ) depends on a set of design parameters,
except for the order of the desired derivative n:
• κ, µ ∈]− 1,+∞[: the parameters of Jacobi polynomials,
• q ∈ N: the order of truncated Jacobi series expansion,
• T ∈ Dt0 : the length of the sliding integration window,
• ξ ∈ [0, 1]: the parameter of time-delay Tξ.
In the next subsection, we give a general idea on how to
chose these design parameters by giving some error analysis
results.
2.2 Error analysis in continuous case
When we estimate x(n)(t0) by D
(n)
κ,µ,T,qx(t0 − Tξ) with
ξ ∈ [0, 1], the associated estimation error can be decom-

































rupted by two sources of errors:
• The noise error contribution:








• The truncated term error due to the truncated Jacobi series
expansion given in (4):
eR(t0;n, κ, µ, T, q, ξ) :=
D
(n)
κ,µ,T,qx(t0 − Tξ)− x
(n)(t0).
(8)
Then, according to (6) the truncated term error can be di-
vided into two parts:
◦ The amplitude error (in the vertical sense):
eh(t0;n, κ, µ, T, q, ξ) :=
D
(n)
κ,µ,T,q(t0 − Tξ)− x
(n)(t0 − Tξ).
(9)
◦ The delay error due to Tξ (in the horizontal sense):
ev(t0;n, κ, µ, T, q, ξ) := x
(n)(t0 − Tξ)− x
(n)(t0). (10)
Consequently, each source of errors also depends on the de-
sign parameters. In order to show the influence of these pa-
rameters, we study the error bounds for these errors, which
depend on the same parameters. For this purpose, we give a
synthesis of some existing error analysis results.
1) Noise error contributions: In continuous case, we con-
sider the noise errors due to the two following categories of
noises.
• Integrable noises: In this case the noise is assumed to be
a bounded and integrable function on I , which can be di-
vided into two parts [2]: the first part is a (n − 1)th order
polynomial, considered as a structured perturbation, and the
seconded part is a high frequency perturbation, considered
as an unstructured noise.
An error bound based on the integral formula given in
(5) was proposed in [13] (p. 90) for this kind of noise er-




̟(t0 − Tξ) can eliminate a (n− 1)
th order struc-
tured perturbation.
• Non-independent stochastic process noises: We consider
in this case a class of continuous stochastic processes with
finite second moments, whose mean value function and co-
variance kernel are continuous functions [19], such as Brow-
nian motion and Poisson process.
Since a stochastic process usually is not bounded, the Bi-
enaymé-Chebyshev inequality was used to give error bounds
by calculating the mean value and the variance of the asso-
ciated noise error [10].
2) Amplitude error: Using the Taylor series expansion of
x at t0, an error bound for the amplitude error was provided
in [11], where the (n + q + 1)th order derivative of x was
assumed to be bounded on I .
3) Delay error: Instead of giving an error bound for the
delay error, existing studies were based on how to chose ξ
and on how to reduce the delay Tξ if ξ 6= 0.






̟(t0 − Tξ), where ξ
(n)
κ,µ,q is the smallest root
of P
(µ+n,κ+n)
q+1 . This choice of ξ significantly improved the
Jacobi differentiator by admitting the time-delay Tξ. In-
deed, it was shown in [8] that eh(t0;n, κ, µ, T, q, ξ
(n)
κ,µ,q) <
eh(t0;n, κ, µ, T, q + 1, 0) < eh(t0;n, κ, µ, T, q, 0). More-
over, the last inequality was confirmed in [11] using the am-
plitude error bound.
• On the other hand, ξ
(n)
κ,µ,q depends on three design param-
eters. The influence of q is given by the classical orthogonal
polynomial theory [20]. The influence of κ et µ was studied
in [10].
• Another choice of ξ is to take ξ = 0.5 (this case corre-
sponds to the central Jacobi differentiator, see [12, 13]). It is
the optimal value of ξ which minimizes the noise error con-
tribution. However, the time-delay is equal to 0.5T . Hence,
this choice of ξ is only considered for off-line applications.
Finally, by numerically1 calculating the noise error bound,
the amplitude error bound and the time-delay, we can know
their behaviors with respect to different design parameters.
Then, we can deduce the influence of these design param-
eters on each source of errors. We summarize the obtained
results in Table 1 (see [10, 13] for more details), where the
notations a ↑, b ր and c ց mean that if we increase the
value for the parameter a then the error b increases and the
error c decreases. Consequently, it is interesting to take neg-
ative values of κ to reduce both the truncated term error and
the noise error contribution (see [10] for more details). In
the next subsection, we consider the errors in noisy discrete
1It is very difficult to analytically study the behavior of each error bound
due to their complex expressions.
case.
Stochastic noise error Amplitude error Time-delay
κ ↑ ր ր ր
µ ↑ ր ց ց
q ↑ ր ց ց
T ↑ ց ր ր





κ,µ,q) in continuous case.
2.3 Error analysis in discrete case
From now on, we assume that the noisy measurement
x̟(tj) = x(tj) + ̟(tj) is given in discrete case with an
equidistant sampling period Ts.
Since x̟ is a discrete measurement, a numerical integra-
tion method is needed to approximate the integral formula
given in (5). Let τi =
i
m
and wi > 0 for i = 0, . . . ,m with
m = T
Ts
∈ N (except for w0 ≥ 0 and wm ≥ 0) be respec-
tively the abscissas and the weights for a given numerical




̟(t0 − Tξ) ≈ D
(n),m
κ,µ,T,qx






































κ,µ,T,qx(t0 − Tξ)− x
(n)(t0)
)
=em̟(t0;n, κ, µ, T, q, ξ) + em(t0) + eR(t0;n, κ, µ, T, q, ξ),
(12)
where em̟(t0;n, κ, µ, T, q, ξ) is the discrete noise error con-
tribution, em(t0) is the numerical error produced by a nu-
merical integration method, and emR (t0;n, κ, µ, T, q, ξ) is the
truncated term error which is studied previously.
Remark that if κ or µ is negative then the integral given
in (5) is an improper integral due to wµ,κ(·). Hence, there
can exist a singular value at τ = 0 or at τ = 1 when we
apply a numerical integration method. In order to overcome
this problem, the weight w0 (resp. wm) was set to zero in
[10, 11] when κ (resp. µ) is negative. Based on this strategy,
some error analysis was given.
1) Discrete noise error contributions:
Independent stochastic process noises: From now on, we
consider a class of stochastic processes satisfying the fol-
lowing properties:
(P1) : for any s, t ≥ 0, s 6= t, ̟(s) and ̟(t) are indepen-
dent;
(P2) : the mean value function of {̟(t), t ∈ I} belongs to
L(I);
(P3) : the variance function of {̟(t), t ∈ I} is bounded on
I .
Note that white Gaussian noise and Poisson noise satisfy
these conditions.
• The convergence in mean square of the discrete noisy error
contributions with respect to the sampling period was stud-
ied in [10]. It was shown that the noise error contributions
obtained with µ > − 12 and κ > −
1
2 converge in mean square
to zero when the sampling period tends to zero. Similar re-
sult was obtained in [14] using nonstandard analysis theory.
• For a set sampling period, by calculating the mean value
and the variance of the associated noise errors the Bienaymé-
Chebyshev inequality was used to give error bounds [11],
so as to study the influence of the design parameters (the
obtained results will be given in the next section).
2) Numerical error:
• When the values of κ and µ are positive, we can take a
small sampling period such that the numerical error can be
negligible.
• When κ or µ is negative, the numerical error is much larger
than the one obtained with positive κ and µ. It can compen-
sate the truncated term error such that the time-delay can be
largely reduced in some cases (see [10, 11, 13]). However,
these results are subject to the kind of signals to differentiate.
In the next section, we propose new algorithms for the
Jacobi differentiator, which are more robust against the nu-
merical error when the values of κ and µ are negative.
3 New algorithms for Jacobi differentiator
3.1 Change of variables
It is shown in the previous section that if κ (resp. µ) is
negative then there will be a singular value at τ = 0 (resp.
τ = 1) in discrete case. In order to solve this problem, in-
stead of taking w0 = 0 (resp. wm = 0) in a numerical in-
tegration method, we apply a change of variables in (5) (see
[21], p. 145).
• In the case where −1 < κ < 0 and µ ≥ 0:
By taking the change of variables τ → s
1
1+κ , we get:
D
(n)




























• In the case where −1 < µ < 0 and κ ≥ 0:
We first apply the change of variables τ → 1− τ , we get:
D
(n)






Qκ,µ,n,q,ξ(1− τ)x(t0 − T (1− τ)) dτ.
(14)
Then, similar to the first case, we take the change of variables
τ → s
1
1+κ in (14) to avoid the singular value at τ = 0.
• In the case where −1 < µ < 0 and −1 < κ < 0:
We first decompose the integral into two parts:
D
(n)















Then, we respectively apply the changes of variables pro-
posed in the two previous cases to each integral obtained in
(15) so as to avoid the singular values at τ = 0 and τ = 1.
In the following proposition, we give a new algorithm to
implement the Jacobi differentiator with negative values of
κ in discrete noisy case.
Proposition 1 Let x̟(tj) = x(tj) + ̟(tj) for j =
0, . . . ,M , be a discrete noise-corrupted measurement given
on a finite time open interval I ⊂ R+ with an equidistant
sampling period Ts, where x ∈ C
n(I) with n ∈ N, and ̟
is an additive corrupting noise. Then, for any tj ∈ I with


















, wi ∈ R+ is the weight for a numerical in-





(i+ 1)1+κ − i1+κ
]















κ ∈]− 1, 0[, µ ∈ R+, M ≥ m ∈ N
∗, q ∈ N, and ξ ∈ [0, 1].
Proof. Since x̟ is given in discrete case, we need to apply
a numerical integration method to approximate the integral
obtained in (13). Moreover, x̟ is given with an equidistant
sampling period, hence we need to take the abscissas si for
i = 0, . . . ,m with m = T
Ts







τi. Thus, the numerical integration steps become:











for i = 0, . . . ,m − 1. Finally, this proof is completed by
considering the associated weights. 
By applying a similar technique to (14) and (15) respec-
tively, we can also obtain the algorithms of the Jacobi differ-
entiator with negative values of µ in discrete noisy case.
3.2 Error analysis in discrete case with new algorithms
In this subsection, we use the new algorithms obtained in
the previous subsection to give error analysis in discrete case
for the Jacobi differentiator with negative values of κ or µ.
1) Numerical error: Since the singularity problem for the
Jacobi differentiator with negative values of κ or µ is solved
in the previous subsection, we can take a small sampling pe-
riod such that the numerical error can be negligible.
2) Discrete noise error contributions:
• Non-independent stochastic process noises: We can take a
small sampling period such that the discrete noise errors can
be considered as the ones in continuous case. Hence, we
consider that the results on the influence of design parame-
ters obtained in continuous case are still available in discrete
case for considered non-independent stochastic processes.
• Independent stochastic process noises: We focus on the
class of stochastic processes satisfying the properties
(P1) − (P3) given in the previous section. In order
to simplify notions, we denote the discrete noise errors
em̟(t0;n, κ, µ, T, q, ξ) produced with new algorithms by e
m
̟ .
Then, as done in [9, 10], sharp noise error bounds can be
given using the Bienaymé-Chebyshev inequality: for any





< Mγh , (17)
where Mγl = E[e
m









Var[em̟ ], and a
pγ
< b means that the probability for a real
number b to be larger than an other real number a is equal to
pγ with pγ > 1−
1
γ2
. Since the considered noises are inde-
pendent, it is easy to calculate E[em̟ ] and Var[e
m
̟ ]. Thus, we
can study the design parameters’ influence on the discrete
noise error contributions em̟ using the error bounds obtained
in (17). In order to simplify this study, we assume that the
noises also satisfy the following property:
(P4) : ∀ tj ∈ I , E[̟(tj)] = 0 and Var[̟(tj)] = 1.
Hence, we only need to study the variance of em̟ . Thus, by
numerically calculating Var[em̟ ], we can know its behavior
with respect to different design parameters. Then, we can
deduce these parameters’ influence on em̟ . For instance, we
show in Fig. 1 the behavior of Var[em̟ ] with respect to κ and
µ.
Finally, we summarize in Table 2 the results in discrete
case obtained in the previous section and this section (see
[13] for more details). In particular, we can see that for
the proposed new algorithms, the optimal values of κ and µ
which minimize the noise error due to an independent noise
are near to zero and positive.
Numerical error Numerical error
with w0 or wm = 0 with new algorithms
κ or µ < 0 Large Small
Independent Noise error Independent Noise error
with w0 or wm = 0 with new algorithm
κ ↑ ր ցր (op. at ≈ 0+)
µ ↑ ր ցր (op. at ≈ 0+)
q ↑ ր ր
T ↑ ց ց





κ,µ,q) in discrete case.
3.3 Strategy on choice of design parameters
According to Table 1 and Table 2, the design parameters’
influence on different errors is not the same, hence we should





































































Fig. 1: Var[em̟ ] with n = 1, T = 1, q = 1, ξ = ξ
(1)
κ,µ,1 and
κ, µ ∈ [−0.5, 1.5].
take a compromise among these parameters. In this subsec-
tion, we give a general strategy on how to chose these pa-
rameters for the Jacobi differentiator.
1) Choice of ξ: as shown previously [8], we take ξ = ξ
(n)
κ,µ,q ,
i.e. the smallest root of P
(µ+n,κ+n)
q+1 (·), in order to reduce
the truncated term error by admitting a time-delay.
2) Choice of q: According to Table 1 and Table 2, a large
value of q can produce a large noise error contribution, hence
we should take a small value for q. As done in [7–11], we can
take q = 0, 1, 2. On the one hand, the truncated term error
produced with q = 0 is much larger than the one produced
with q = 1. This undesired effect is more important than the
one that the noise error contribution produced with q = 1 is
larger than the noise error contribution produced with q =
0. On the other hand, the noise error contribution produced
with q ≥ 2 is much larger than the one produced with q = 1.
This undesired effect is more important than the one that the
truncated term error produced with q = 1 is larger than the
one produced with q ≥ 2. Indeed, thanks to the choice of ξ,
the truncated term error produced with q = 1 is significantly
improved. Consequently, we propose to take q = 1.
3) Choice of (κ, µ): For the choices of µ and κ, we distin-
guish the two cases depending the nature of noises:
• Independent stochastic process noises: According to Table
2, we take a positive value for µ which is near to 0 (smaller
than 1) so as to avoid a large noise error contribution. Then,
we chose the value of κ according to the situation of appli-
cations. On the one hand, if one considers the noise effect is
more important than the time-delay, then we can take a pos-
itive value of κ and near to 0 (smaller than 1). On the other
hand, if one prefers to produce a smaller time-delay, then we
can take a negative value of κ.
• Non-independent stochastic process noises: According to
Table 1, we take negative values for κ and µ so as to reduce
the noise error contribution. Meanwhile, a negative value of
κ can also reduce the truncated term error.
4) Choice of T : The optimal value of T which minimizes
the amplitude error and the noise error contribution was pro-
posed in [11]. However, this result was obtained using the
bound of a higher order derivative of the considered signal
and the bound of the noise, which are usually unknown in
practical applications. Indeed, the choice of T depends on
the characteristic of the signal to differentiate and the vari-
ance of the noise. Hence, a criterion should be considered
in order to choose an appropriate value of T (see, e.g. [22]).
This is beyond the scope of this paper.
5) Choice of numerical integration method: As mentioned
previously, we can take a small sampling period such that the
numerical error can be negligible. Then, a used numerical in-
tegration method only plays a role in the discrete noise error
constructions, especially due to independent stochastic pro-
cess noises. In order to show how to choose a numerical inte-
gration method, serval numerical integration methods, such
as the trapezoidal rule, the rectangle rule, the Simpson’s rule
and the midpoint rule, have been compared in [13]. By con-
sidering a zero-mean white Gaussian noise, the associated
discrete noise error constructions were obtained by applying
each method respectively. Then, the variance values of these
noise errors have been calculated and compared. According
to the obtained results, the trapezoidal rule is proposed.
4 Application to nonlinear observation
According to a new approach of nonlinear observability
based on differential algebra [23, 24], the numerical differ-
entiation is an useful tool for nonlinear observation. A com-
parison between the Jacobi differentiator and the high order
sliding modes differentiator has been done in [25]. In this
section, we apply the Jacobi differentiator to the observation
of a nonlinear Ball and Beam system. Moreover, we con-
sider comparisons to two well-known methods.
4.1 Ball and Beam system
Ball and beam system is one of the most enduring popular
and important laboratory models for teaching control sys-
tems engineering. Its dynamics can be described as follows:
{
(mr2 + J)θ̈ + 2mrṙθ̇ +mgr cos(θ) = u,
mr̈ +mg sin(θ)−mrθ̇2 = 0,
(18)
where m is the mass of the ball, J is the length of the beam,
g is the gravitational constant, r is the inertia position of the
ball on the beam, θ is the beam angle and u is the torque
input. The state vector of this system is (r, ṙ, θ, θ̇)T . As-
sume that the output vector is (y1, y2)
T = (r, θ)T , then we
can verify that this system is observable using the algebraic
approach [23, 24].
By taking u = (mr2 + J)v + 2mrṙθ̇ +mgr cos(θ) with
v ∈ R, the Ball and Beam system can be simplified. Then,
the linearization around the beam angle θ = 0 gives us the














r, where k0 = w
2
n1







), k2 = w
2
n1
+ w2n2 + 4α
2wn1wn2
and k3 = 2α(wn1 + wn2) with α = 0.7, wn1 = 1/α and
wn2 = 3wn1 .
By denoting the state vector by z = (z1, z2, z3, z4)
T , the





































In the next subsection, we estimate (r, ṙ, θ, θ̇)T from the
noisy output y̟1 and y
̟
2 .
4.2 Comparisons to two existing methods
4.2.1 High gain observer
During the past few years, the high gain observer played
an important role in the design of nonlinear output feedback
control of nonlinear systems [26, 27]. It is mainly used to
estimate the derivatives of the output.





























∞ (αθ)C, where S
−1
























with αr ∈ R and αθ ∈ R.
4.2.2 High order sliding modes differentiator
The high order sliding modes differentiator described in






n+1 |α0 − x|
n
n+1 sign(α0 − x) + α1,
α̇1 = −λn−1W
1
n |α1 − α̇0|
n−1




2 |αn−1 − α̇n−2|
1
2 sign(αn−1 − α̇n−2) + αn,
α̇n = −λ0W sign(αn − α̇n−1),
where x ∈ Cn+1 is the signal to differentiate, and W is a
constant such that ‖x(n+1)‖∞ ≤ W . It was shown in [28]
that, if the gains λi for i = 0, 1, . . . , n, are chosen properly,
then the differentiator converges in a finite time T . For n =
5, the gains can be chosen as λ0 = 1.1, λ1 = 1.5, λ2 = 3,
λ3 = 5, λ4 = 8 and λ5 = 12. In order to estimate r and
ṙ (resp. θ and θ̇), we apply this differentiator to (20) (resp.
(21)) with n = 2 and x = y1 (resp. x = y2).
4.2.3 Simulation results
We first consider the high gain observer and the sliding
modes differentiator. On the one hand, when using the high
gain observer for the Ball and Beam system, there are two
design parameters to set: αr and αθ. During the implemen-
tations of the high gain observer, we observe that it is neces-
sary to take large values for these parameters to reduce the
estimation errors in noise-free case. However, large values
of these parameters can produce large noise errors in noisy
case. Hence, there is also a compromise to consider. In the
following simulations, we take αr = 10 and αθ = 30 so as
to produce small estimation errors in noise-free case.
On the other hand, by simulating the Ball and Beam sys-
tem we obtain that r(2) ≤ 2 and θ(2) ≤ 6.7. Hence, we re-
spectively take Wr = 2 and Wθ = 6.7 for the sliding modes
differentiator. However, these values are usually unknown
in practice applications. Moreover, during the implementa-
tions of this differentiator in noise-free case, we observe that
it is not robust against a “large” sampling period, especially
when it is used to estimate ṙ and θ̇ (see [13] for more details).
In order to solve this problem, we assume y1 and y2 are mea-
sured with an equidistant sampling period Ts = 0.0001s in
the following simulations. Moreover, we assume that y̟1
(resp. y̟2 ) is the discrete output corrupted by a noise ̟
which is a zero-mean Gaussian iid sequence and whose vari-
ance is adjusted in such a way that SNR = 24.5dB (resp.
SNR = 23.6dB).
For the implementation of the Jacobi differentiator, we
need four sets of design parameters for each state variable.
According to the previous study on the choice of the design
parameters, we take q = 1 and µ = 0. For the value of κ, we
consider two cases:
• Firstly, according to Fig. 1 we take κ1 = 0.32 to reduce
the noise error contribution.
• Secondly, we take κ2 = −0.5 to reduce the time-delay and
the amplitude error.
Then, we take ξ = ξ
(n)
κi,0,1
for n = 1, 2, i = 1, 2, in the
two cases respectively. Finally, the only parameter to set is
the length of each sliding window. However, we need four
different values of T to estimate each state.
Finally, we give the obtained estimations of θ̇ in Fig. 2
and Fig. 3. Since the values of the time-delay produced by
the Jacobi differentiator can be calculated, we can see that
by shifting the corresponding estimations we get smaller es-
timation errors than the other two methods. Moreover, when
the value of κ is negative, the time-delay is reduced, how-
ever the noise error contribution is increased. According to
the simulations, we summarize the comparison results in Ta-
ble 3 by considering other different criteria.
Method Convergence time Number of parameters
Jacobi T Number of state variables: 4
High gain unknown Number of sub-systems: 2
Sliding modes unknown Number of sub-systems: 2




High gain unknown (small) good
Sliding modes unknown bad
Table 3: Comparison results with different criteria














(a) Estimations for θ̇.




















κ,µ,q) with n = 1, κ = 0.32, µ =
0, q = 1, ξ
(n)
κ,µ,q = 0.3088 and T = 0.4.
5 Conclusions
In this paper, first we have shown how to obtain the so-
called algebraic Jacobi differentiator from the point of view
of analysis. Then, we have summarized some existing er-
ror analysis results for the Jacobi differentiator. A synthesis
of the design parameters’ influence on each source of errors
has been provided in continuous case, where we recalled that
negative values of κ can reduce both the truncated term error
and the noise error contributions. Error analysis in discrete
case has also been recalled, where the existing algorithm was
not robust against the numerical errors obtained with nega-
tive values of κ. Hence, new algorithms have been proposed
to overcome this issue. Based on these new algorithms, error
analysis has been given in discrete case. Then, a strategy on
how to chose the design parameters has been proposed. The
obtained parameters’ influence on the errors was deduced
from the one on the corresponding error bounds. In general,
it is impossible to find a set of optimal parameters which
are suitable for all situations. Users should take parameters
according to their need. For instance, we can take negative
values of κ (resp. positive values of κ and smaller than 1) to
reduce the time-delay (resp. to reduce the noise effect due to
an independent noise). The largest difficulty is to chose the
parameter T (the length of the sliding integration window),
which depends on the nature of the signal to differentiate and
the one of noises. Hence, as shown in [22], a criterion should














(a) Estimations for θ̇.




















κ,µ,q) with n = 1, κ = −0.5, µ =
0, q = 1, ξ
(n)
κ,µ,q = 0.2198 and T = 0.4.
be considered in order to choose an appropriate value of T .
This is beyond the scope of this paper. Finally, the Jacobi
differentiator has been compared to the high gain observer
and the high order sliding modes differentiator by consider-
ing different criteria. It has been shown that the Jacobi dif-
ferentiator can give smaller estimation errors by admitting a
time-delay.
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systèmes linéaires, INRIA Lille Nord Europe, Ecole Centrale
de Lille, Phd thesis in French, defense on December 8, 2010.
[6] M. Fliess, C. Join, M. Mboup and H. Sira-Ramı́rez, Com-
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[20] G. Szegö, Orthogonal polynomials, 3rd edn. AMS, Provi-
dence, RI 1967.
[21] W.H. Press, S.A. Teukolsky, W.T. Vetterling and B.P. Flan-
nery, Numerical Recipes in C, Second Edition, Cambridge,
UK: Cambridge University Press, 1992.
[22] L. Kiltz and J. Rudolph, Parametrization of algebraic numer-
ical differentiators to achieve desired filter characteristics, in
Proc. 52nd IEEE Conference on Decision and Control, Flo-
rence, Italy. 2013.
[23] M. Fliess and S. Diop, Nonlinear observability, identifiability
and persistent trajectories, in Proc. 36th IEEE Conference on
Decision and Control, 1991.
[24] S. Diop and M. Fliess, On nonlinear observability, in Proc.
1st European Control Conference, Grenoble, 1991.
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