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1 Introduction
Group testing has received much attention from researchers worldwide because
of its promising applications in various fields [5]. To reduce the number of
tests needed to identify infected inductees in WWII, Dorfman [8] devised a
scheme in which blood samples were mixed together, and the resulting pool
was screened. If there were no errors in the blood screening, the outcome of
the screening was considered positive if and only if (iff) there was at least one
infected blood sample in the pool. In this case, it was called noiseless group
testing. Otherwise, it was called noisy group testing. Nowadays, such group
testing is used to find a very small number of defective items, say d, in a huge
number of items, say N , using as few tests, say t, as possible at the lowest cost
(decoding time) where d is usually much smaller than N . “Item”, “defective
item”, and “test” depend on the context.
1.1 Background
There are two main problems in group testing: designing t tests and finding
d defective items from N items using the t tests. These main problems are
classified into two approaches when applying them in group testing. The first
one is adaptive group testing in which there are several testing stages, and
the design of subsequent stages depends on the results of the previous ones.
With this approach, the number of tests can reach the theoretically optimal
bound, i.e., t = Ω(d log2N). However, this can take much time if there are
many stages. To overcome this problem, non-adaptive group testing (NAGT)
has been used. With this approach, all test stages are designed in advance
and performed at the same time. This means that all stages can be performed
simultaneously. This approach is useful with parallel architectures as it saves
time for implementation in various applications, such as multiple access com-
munications [22], data streaming [7], and fingerprinting codes [16]. To exactly
identify all d defective items, it needs t = Ω(d2 log2N/ log2 d) tests. In this
paper, the focus is on NAGT unless otherwise stated.
Noiseless NAGT has been well studied while noisy NAGT, for which the
outcome for a test is not reliable, has been well studied in [1,6,19]. If the
outcome for a test flips from a positive outcome to a negative one, it is called
a false negative. If the outcome flips from negative to positive, it is called
a false positive. There are two assumptions on the number of errors in the
test outcome. The first is that there are upper bounds on the number of false
positives and the number of false negatives [6,19]; i.e. the maximum number
of errors is known. The second and more widely used assumption is that
the number of errors is unknown [1,17]. In the second assumption, there are
two types of noise. One is independent noise, where noise is given randomly
according to the probability distribution independent of the number of items
in each test. Another one is dependent noise, where noise is given according
to the number of items in each test. In biological screening, the number of
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items in a test affects the accuracy of the test outcome [2,10,18,14]. Despite
the presence of this effect, to the best of our knowledge, there has been no
scientific work on the dependent noise case.
1.2 Our contribution
We propose a dilution model for noisy NAGT in which noise depends on the
number of items in the test. Then an efficient scheme is proposed for identifying
one defective item (d = 1) with high probability by using Chernoff bound. For
d ≥ 2, we utilize the scheme for identifying one defective item to deploy a
divide and conquer strategy. As a result, all defective times can be identified
with high probability. Moreover, the decoding complexity is linearly scaled to
the number of tests for both cases d = 1 and d ≥ 2.
A set of tests needed can be viewed as a binary measurement matrix in
which each row represents a test and each column represents for a item. An
entry at the row i and the column j is 1 iff the item j belong to the test i.
A matrix can be constructed nonrandomly if each entry of the matrix can be
computed in polynomial time of the number of rows without randomness. That
means we save space for storing the measurement matrix and can generate
any entry of the matrix at will. In this work, our measurement matrix can be
constructed nonrandomly.
Experimental results validate our theoretical analysis. Let the error prob-
ability of decoding algorithm be 0.001, the probabilities of false positive and
false negative for a test be up to 0.2 and 0.1, respectively. When d = 1, the
number of tests needed is up to 16,000 even when N = 233 ≈ 9 billion. Since
the number of tests is up to 16,000, the decoding time to identify a defective
item is up to 6 microseconds in our experiment environment. When d ≤ 16,
the number of tests is up to 2.5 billion and the decoding time is at most 7
seconds when N is up to N = 233 ≈ 9 billion.
1.3 Paper organization
Section 2 presents related works, including noiseless and noisy group testing,
and decoding algorithms. Section 3 presents the existing and our proposed
models. Our proposed schemes for identifying one and more than one defective
items are presented in Section 4. The main results are presented in Section 5
and the evaluation of the proposed schemes is presented in Section 6. The key
points are summarized in Section 7.
2 Related works
The literature on group testing is surveyed here to give an overview on it.
Further reading can be found elsewhere [5]. The notation a := b means a is
defined in another name for b, and a =: bmeans b is defined in another name for
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a. We can model the group testing problem as follows. Given a binary sparse
vector x = (x1, x2, . . . , xN )
T ∈ {0, 1}N representing N items, where xj = 1 iff
item j is defective and |x| := ∑Nj=1 xj ≤ d, our aim is to design t tests such
that x can be reconstructed at low cost. Each test contains a subset of N items.
Hence, a test can be considered to be a binary vector {0, 1}N that is associated
with the indices of the items belonging to that test. More generally, a set of
t tests can be viewed as measurement matrix T = (tij) ∈ {0, 1}t×N , in which
each row represents a test, and tij = 1 iff the item j belongs to the test i. The
outcome for a test is positive (‘1’) or negative (‘0’). Since there are t tests,
their outcomes can be viewed as binary vector y = (y1, . . . , yt)
T ∈ {0, 1}t.
The procedure to get the outcome vector y is called encoding procedure. The
procedure used to identify defective items from the outcome y, i.e., recovering
x, is called decoding procedure.
2.1 Disjunct matrix
The union of l ≥ 1 vectors y1, . . . ,yl where yi = (y1i, y2i, . . . , yti)T for
i = 1, . . . , l and some integer t ≥ 1, is defined as vector y = ∨li=1yi :=
(∨li=1y1i, . . . ,∨li=1yti)T , where ∨ is the OR operator. A vector u = (u1, . . . , ut)T
is said not to contain vector v = (v1, . . . , vt)
T iff there exists the index i such
that ui = 0 and vi = 1. To exactly identify at most d defective items, the union
of at most d columns of T must not contain other columns [15], where each col-
umn of T is treated as a vector here. In the other words, for every d+1 columns
of T , denoted by j0, j1, . . . , jd, with one designated column, e.g., j0, there ex-
ists a row, e.g., i0, such that ti0j0 = 1 and ti0ja = 0, where a ∈ {1, . . . , d}. In
short, for every d+ 1 columns of T , there exists an (d+ 1)× (d+ 1) identity
matrix constructed by placing those columns in an appropriate order. We call
such T a t × N d-disjunct matrix1. Note that a d-disjunct matrix is also a
d′-disjunct matrix for any integer d′ ≤ d.
The weight of a row (column) is the number of 1s in the row (column).
And a matrix is nonrandomly constructed if its entries can be computed in
polynomial time of the size of its row withour randomness. Then, from the
construction of d-disjunct matrices in [15], we have the following lemma (the
proof is in Appendix A).
Lemma 1 Given integers 1 ≤ d < N , there exists a nonrandomly constructed
h ×N d-disjunct matrix with the constant row and column weight, where the
weight of every row is less than N/2 and h = O(d2 log2N).
2.2 Noiseless and noisy non-adaptive group testing
Let⊗ be the Boolean operator for vector multiplication in which multiplication
is replaced with the AND operator and addition is replaced with the OR
1 We insist that a d-disjunct matrix always identifies exactly d defective items, but it is
not necessary for a matrix to be d-disjunctive in order to identify d defective items.
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operator. Ideally, if no error occurs in the tests, the outcome of t tests is
y = T ⊗ x :=
T1,∗ ⊗ x...
Tt,∗ ⊗ x
 := N∨
j=1
xjTj =
N∨
j=1
xj=1
Tj , (1)
where Ti,∗ and Tj are the ith row and the jth column of T , respectively. Ti,∗⊗x
equals 1 iff the dot product of Ti,∗ and x, i.e., Ti,∗·x =
∑N
j=1 tijxj , is larger than
0. We call this noiseless group testing. For exact identification of d defective
items, the number of tests is at least O(d log2N) for adaptive group testing
and O(d2 log2N/ log2 d) for NAGT [9]. If errors do occur in some tests, we call
that case noisy group testing. There are two types of errors: false positive and
false negative. Noisy NAGT has gained attraction and become popular due to
its connection to compressed sensing [1,19]. In the previous works cited here,
the authors treated noise as a random variable independent of measurement
matrix T or t tests. This is not suitable for certain circumstances, so that it
is required to develop a new model in which noise depends on the number of
items in each test.
An example of noiseless and noisy NAGT is illustrated in Fig. 1. In this
example, the defective set is G = {1, N}; i.e., the defective items are 1 and N .
Ideally, the outcome vector is the union of the columns 1 and N of T (the rows
1 and N of T T ); that is, ŷT = T T1 ∨ T TN . However, because there is noise, the
outcome of the test 2 is flipped from positive to negative (‘1’ to ‘0’), and that
of the test 4 is flipped from negative to positive (‘0’ to ‘1’). The final outcome
observed is y. The goal is to find the defective set G from y.
2.3 Decoding complexity
The normal decoding complexity in time is O(tN) for noiseless NAGT. If
the test outcome is negative, all items contained in the test are non-defective
and thus eliminated. The items remaining after eliminating all non-defective
items in negative outcomes are defective. Indyk et al. [13] and Cheraghchi [6]
made a breakthrough on the decoding complexity problem by presenting a
sub-linear algorithm that solves this problem in poly(t) time. Previous studies
have shown that an information-theoretic lower-bound for both the number of
tests and decoding complexity [4,17] can be almost achieved with O(d log2 d ·
log2N) tests and implemented in O(d log2 d·log2N) time by using a divide and
conquer strategy with high probability. The number of tests and the decoding
complexity are much smaller than those with the methods of Indyk et al. [13]
and Cheraghchi [6].
To the best of our knowledge, there has been no algorithm for identifying
defective items when noise depends on the number of items in the test.
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𝑇
 
Fig. 1: A t × N binary matrix T = (tij) represents for t tests and N items,
where i = 1, . . . , t and j = 1, . . . , N . Columns and rows represent items and
tests, respectively. An entry at the column j and the row i is 1 iff item j
belongs to test i. In this example, the defective set is G = {1, N}; i.e., the
defective items are 1 and N . Therefore, the outcome of t tests without noise
is the union of the columns 1 and N , where 0/1 denotes negative and positive
outcomes, namely ŷi = ti1 ∨ tiN for i = 1, . . . , t, where ŷ = (ŷ1, ŷ2, . . . , ŷt)T .
In the noisy case, the outcome of the test 2 is flipped from positive (‘1’) to
negative (‘0’) and that of the test 4 is flipped from negative (‘0’) to positive
(‘1’). As a result, the outcome observed is y. Our goal is to find defective items
from y.
2.4 Deterministic and randomized algorithms
There are four approaches when identifying defective items: to identify all
defective items, to identify all defective items with some false positives, to
identify a fraction of the defective items (with some false negatives and no
false positive), and to identify a fraction of the defective items with some
false positives (with/without some false negatives). Algorithms identifying all
defective items or a fraction of positive items with probability of 1 are called
deterministic. The other algorithms with probability less than 1 are called
randomized.
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3 Problem setup
3.1 Notations
We focus on noisy NAGT. For consistency, we use capital calligraphic letters
for matrices, non-capital letters for scalars, and bold letters for vectors. All
entries of matrices and vectors are binary. Here are some of the notations used:
– N, d: number of items and maximum number of defective items2.
– ⊗, ⊗˜: operation related to noiseless and noisy NAGT, where ⊗˜ is to be
defined later.
– T = (tij): t×N measurement matrix to identify at most d defective items,
where integer t ≥ 1 is the number of tests.
– M = (mij): k×N 1-disjunct matrix to identify at most one defective item,
where integer k ≥ 1 is the number of tests.
– A = (aij): K × N matrix to identify at most one defective item in noisy
NAGT, where integer K ≥ 1 is the number of tests.
– G = (gij): h×N matrix, where integer h ≥ 1.
– x,y,y: binary representation of N items, binary representation of the test
outcomes, and binary vector of noise.
– wt(.): Hamming weight of the input vector, i.e., the number of ones in the
vector.
– G: index set of defective items, e.g., G = {1, 3} means the items 1 and 3
are defective.
– θ0, θ1: probability of a false positive and of a false negative.
– Tj ,Mj ,Gi,∗: column j of matrix T , column j of matrix M, and row i of
matrix G.
– diag(Gi,∗) = diag(gi1, gi2, . . . , giN ): diagonal matrix constructed by input
vector Gi,∗ = (gi1, gi2, . . . , giN ).
– B(p): Bernoulli distribution. A random variable a has the Bernoulli dis-
tribution of probability p, denoted a ∼ B(p) if it takes the value 1 with
probability p (Pr(a = 1) = p) and the value 0 with probability 1 − p
(Pr(a = 0) = 1− p).
– e, log2, ln, exp(·): the base of natural logarithm, the logarithm of base 2,
the natural logarithm, and the exponential function.
– dae, bac: the ceiling and the floor functions of a.
We note that a d-disjunct matrix is a measurement matrix, but a measurement
matrix may not be a d-disjunct matrix.
3.2 Existing models
When working with noisy NAGT, there are two assumptions about the number
of errors in test outcome y. The first is that there are upper bounds on the
number of false positives and number of false negatives [6,19]; i.e., the number
2 For simplicity, we assume that N is to the power of 2.
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of errors is known. The second and more widely used assumption [1,17] is that
the number of errors is unknown. We only consider the latter assumption
here.
When the number of errors is unknown, researchers usually consider two
types of noise. One type is independent noise, where noise occurs randomly
in accordance with a probability distribution independent of the number of
items in each test. The other type is dependent noise, where noise occurs in
accordance with the number of items in each test. We use y = (y1, . . . , yt)
T
and y¯ = (y¯1, . . . , y¯t)
T in the sections 3.2.1, 3.2.2, 3.2.3.
0
1
0
1
1-ε1 
ε1  
∨𝑥∈𝔾 𝑡𝑖𝑥  𝑦𝑖 =  ∨𝑥∈𝔾 𝑡𝑖𝑥 ∨ 𝑦 𝑖  
Pr false positive = 𝜖1  
Pr false negative = 0 
Fig. 2: Additive noise type 1 model.
0
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0
1
1-ε2 
ε 
∨𝑥∈𝔾 𝑡𝑖𝑥  𝑦𝑖 =  ∨𝑥∈𝔾 𝑡𝑖𝑥 +ℤ2𝑦 𝑖  
1-ε2 
ε2
Pr false positive = 𝜖2 
Pr false negative = 𝜖2 
Fig. 3: Additive noise type 2 model.
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Fig. 4: Dilution type 1 model.
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1 − 𝜃1𝑖  
𝜃1𝑖
 
1 − 𝜃0𝑖  
𝑡𝑖𝑗0  
Fig. 5: Dilution type 2 model.
3.2.1 Additive noise type 1 model
Atia and Saligrama [1] proposed a model in which noise occurs in accordance
with a Bernoulli distribution. The observed outcome is y = (∨x∈GTx) ∨ y¯,
where y¯i ∼ B(1) and yi = (∨x∈Gtix) ∨ y¯i (Fig. 2) for i = 1, . . . , t, and 1 > 0.
In this model, a t × N measurement matrix T can be designed with t =
O
(
d2 logN
1−1
)
. Moreover, there is no decoding algorithm associated with this
matrix.
3.2.2 Additive noise type 2 model
Lee et al. [17] also proposed a model in which noise occurs in accordance with
a Bernoulli distribution. However, the error model is different: the observed
outcome is y = (∨x∈GTx) +Z2 y¯, where y¯i ∼ B(), +Z2 is the operation over
binary field Z2 (0+0 = 0, 0+1 = 1, 1+0 = 1, 1+1 = 0), and yi = (∨x∈Gtix)+Z2
y¯i (Fig. 3) for i = 1, . . . , t. In this model, at most d defective items can be
identified with probability at least 1− δ by using a t×N measurement matrix
T with t = O
(
c(2)d log2N
1−H(2)−δ
)
in time O(t), where c(2) is a value depending on
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2 > 0, H(2) = 2 log2
1
2
+ (1 − 2) log2 11−2 , and δ > 0. In addition, each
entry of T is generated randomly.
3.2.3 Dilution type 1 model
The third model is the dilution model [1], in which y = ∨x∈G(Tx ∧ y¯), where
y¯i ∼ B(1 − 3) and yi = ∨x∈G(tix ∧ y¯i) for i = 1, . . . , t. Each entry of Tx ∧ y¯
has the distribution shown as Fig. 4, i.e., the probability of false positive is 0
and of false negative is 3. In this model, a t×N measurement matrix T can
be designed with t = O
(
d2 log2N
(1−3)2
)
. Moreover, there is no decoding algorithm
associated with this matrix.
3.3 Proposed model: dilution type 2 model
In some circumstances, especially in biological screening, the three noise mod-
els above may not be suitable. The noise in biological screening depends on
the number of items in the test, and there have been no reports on this noise
model. Assume that there is only one defective item j0 in N items. Then
the binary representation vector of N items x := (x1, . . . , xN )
T has the only
non-zero entry xj0 = 1. We define the outcome of test i in noisy NAGT under
dilution type 2 model is as follows:{
Pr(outcome = 1|tij0 = 0) := Pr(Ti,∗⊗˜x = 1|tij0 = 0) = θ0i ≤ 12
Pr(outcome = 0|tij0 = 1) := Pr(Ti,∗⊗˜x = 0|tij0 = 1) = θ1i ≤ 12
(2)
where ⊗˜ is the operation for noisy NAGT3. When there is at most one defective
item in a test, the first and second equations indicate the probability of false
positive and false negative, respectively. Formally, we define the operation ⊗˜
in case |x| ≤ 1 as follows:
Pr(Ti,∗⊗˜x = 1) =
{
θ0i ≤ 12 if tij0 = 0
1− θ0i ≥ 12 if tij0 = 1
(3)
Pr(Ti,∗⊗˜x = 0) =
{
θ1i ≤ 12 if tij0 = 1
1− θ1i ≥ 12 if tij0 = 0
(4)
We note that there is no explicit function for the dependency on the number
of items in the test and on θ0i and θ1i. This model has an asymmetric noise
channel in which the probability of false positive θ0i and the probability of false
negative θ1i are free from having any explicit relationship such as θ0i = θ1i,
as illustrated in Fig. 5, where i = 1, . . . , t. Eq. (2) also shows that the number
of defective items in a test is at most one in this model.
3 It is reasonable to assume the probabilities of false positive and false negative are at
most 1
2
. Otherwise, our test designs must not be used because of its high unreliability.
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Assume that wt(Ti,∗) = mi for i = 1, . . . , t. From Eq. (2), the probability
that the outcome is correct is:
p0i = Pr(outcome is correct)
= Pr(outcome = 0|tij0 = 0) Pr(tij0 = 0)
+ Pr(outcome = 1|tij0 = 1) Pr(tij0 = 1) (5)
= (1− θ0i)×
(
1− mi
N
)
+ (1− θ1i)× mi
N
(6)
Eq. (6) is derived because Pr(tij0 = 1) =
wt(Ti,∗)
N =
mi
N .
We are now going to evaluate the expectation of the number of correct
outcomes. Let denote the event that the outcome of test i is correct as Xi. Xi
takes 1 if the outcome of test i is correct, and 0 otherwise. Then,
E(Xi) = 1× Pr(Xi = 1) + 0× Pr(Xi = 0) (7)
= Pr(outcome is correct) = p0i (8)
= (1− θ0i)×
(
1− mi
N
)
+ (1− θ1i)× mi
N
(9)
Assume that there are c independent tests 1, 2, . . . , c. Let X :=
∑c
i=1Xi
denote their sum and let µ := E(X) denote the expectation of X. The variable
X indicates how many outcomes are correct in c tests. Then, µ = E(X) =
E (
∑c
i=1Xi) =
∑c
i=1 E(Xi) =
∑c
i=1 p0i. Assume that
(
1
2 + ξ
)
c ≤ (1− λ)µ for
some ξ > 0 and any λ > 0. Using Chernoff’s bound, we have:
Pr
(
X ≤
(
1
2
+ ξ
)
c
)
≤ Pr (X ≤ (1− λ)µ) ≤ exp
(
−λ
2µ
2
)
. (10)
Eq. (10) implies that the probability where the number of correct outcome is
not dominant
(
Pr
(
X ≤ 12c
))
is at most exp
(
−λ2µ2
)
.
Assume that we have a test under the dilution type 2 model. We would
like to know the outcome of the test in noiseless setting, i.e., Ti,∗⊗x. One can
design tests as follows. Repeat c independent trials for the test. Then, we count
how many outcomes are 1 and how many outcomes are 0. Then if the number
of positive (negative) outcome is larger than 12c, we claim that the outcome
of the test in noiseless setting is positive (negative). Because of Eq. (10), our
claim is wrong with probability at most exp
(
−λ2µ2
)
. The parameters ξ and λ
will be specified in the next section.
3.3.1 The case of equal number of items in each test
We instantiate the model in Fig. 5 in the case when there is at most one
defective item (d = 1). Assume that the number of items in every test is
equal to N/2, i.e., m = m1 = . . . = mt =
N
2 . Therefore, the probability of a
false positive and of a false negative are 0 ≤ θ0 = θ01 = . . . = θ0t ≤ 12 and
0 ≤ θ1 = θ11 = . . . = θ1t ≤ 12 , respectively.
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Using Eq. (6) and mN =
1
2 , the probability where an outcome is correct is:
p0 = p01 = . . . = p0t = 1− 1
2
(θ0 + θ1). (11)
Hence, E(X1) = . . . = E(Xt) = p0 in Eq. (9) and µ0 =
∑c
i=1 E(Xi) = p0c.
The condition
(
1
2 + ξ
)
c ≤ (1− λ)µ becomes:
(
1
2
+ ξ
)
c ≤ (1− λ)µ0 = (1− λ)p0c (12)
⇐⇒p0 = 1− 1
2
(θ0 + θ1) ≥ 1/2 + ξ
1− λ (13)
⇐⇒ θ0 + θ1 ≤ 2
(
1− 1/2 + ξ
1− λ
)
. (14)
Thus, Eq. (10) becomes
Pr
(
X ≤
(
1
2
+ ξ
)
c
)
≤ Pr (X ≤ (1− λ)µ0) ≤ exp
(
−λ
2µ0
2
)
. (15)
If we carefully choose λ and ξ, the right term of Eq. (14) is almost 1. Then,
that inequality always holds.
3.3.2 The case of unequal number of items in each test
We instantiate the model in Fig. 5 when the number of defective items is at
most one (d = 1), and the number of items in every test does not exceed
N/2. In the latter sections, we will carefully design such tests. Obviously,
the assumption when the number of items in every test is equal to N/2 in
section 3.3.1 is a special case of this assumption.
Naturally, in biological screening [11,18], if the number of items is decreased
while keeping the same number of defective items, the probability that the
outcome of a test is correct increases. Since the number of items in every
test in section 3.3.1 is N/2 and the number of items in this model is at most
N/2, one implies p0i ≥ p0. Thus, µ =
∑c
i=1 E(Xi) ≥
∑c
i=1 p0 = µ0. Because(
1
2 + ξ
)
c ≤ (1−λ)µ0 (condition in Eq. (14)) and µ0 ≤ µ,
(
1
2 + ξ
)
c ≤ (1−λ)µ.
That means Eq. (14) always holds in this case. Therefore, Eq. (10) becomes
Pr
(
X ≤
(
1
2
+ ξ
)
c
)
≤ Pr (X ≤ (1− λ)µ) ≤ exp
(
−λ
2µ
2
)
(16)
≤ exp
(
−λ
2µ0
2
)
(17)
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3.3.3 On the number of defective items in a test
Since Eq. (10), Eq. (15), and Eq. (17) are only applicable when the number of
defective items in a test is up to one, we study the case when the number of
defective items in a test is more than one here. Note that the model in Fig. 5
is not applicable in this case. Let i and i′ be the tests having at most one
defective item and more than one defective item, respectively. They also share
the same number of items in the tests where the number of items does not
exceed N/2. Let p′0i be the probability that the outcomes of test i
′ is correct.
From biological screening [11,18], for the same number of items in a test, the
probability where the outcome is correct increases as the number of defective
items increases. Then p′0i ≥ p0i ≥ p0.
Let denote the event that the outcome of test i′ is correct as X ′i. X
′
i takes
1 if the outcome of test i is correct and 0 otherwise. Then,
E(X ′i) = 1× Pr(X ′i = 1) + 0× Pr(X ′i = 0) (18)
= Pr(outcome is correct) = p′0i. (19)
Assume that test i′ is repeated for c independent trials. Let X ′i be a random
variable that takes 1 if the outcome of trial s is correct, and 0 otherwise,
where s = 1, . . . , c. Let X ′ :=
∑c
s=1X
′
s denote their sum and let µ
′ := E(X ′)
denote the expectation of X ′. Again, the variable X ′ indicates how many
outcomes are correct in c trials4. Then, µ′ = E(X ′) = E (
∑c
s=1X
′
s) =∑c
s=1 E(X ′i) =
∑c
s=1 p
′
0i = p
′
0ic ≥ p0c = µ0. For some ξ > 0 and any λ > 0,
because
(
1
2 + ξ
)
c ≤ (1−λ)µ0 (condition in Eq. (14)),
(
1
2 + ξ
)
c ≤ (1−λ)µ0 ≤
(1 − λ)µ′. That means Eq. (14) always holds in this case. Using Chernoff’s
bound, we have:
Pr
(
X ′ ≤
(
1
2
+ ξ
)
c
)
≤ Pr (X ′ ≤ (1− λ)µ′) ≤ exp
(
−λ
2µ′
2
)
(20)
≤ exp
(
−λ
2µ0
2
)
. (21)
3.3.4 Summary
Model: Let θ0 and θ1 be the probabilities of false positive and false negative
in a test in which there is at most one defective item among N items, and the
number of items in a test is N/2. For some ξ > 0 and any δ > 0, assume that
θ0 + θ1 ≤ 2
(
1− 1/2+ξ1−λ
)
. Moreover, any test has at most N/2 items and there
is no restriction on the number of defective items in a test. We also assume
that the probability where an outcome is correct is at least p0 (as analyzed in
section 3.3.1, 3.3.2 and 3.3.3).
When the number of items in every tests equals to N/2 and there is only
one defective item in N item, this model reduces to the model in section 3.3.1.
4 X′ is used here to distinguish with notation X in Eq. (10). However, they share the
same meaning, which indicates how many outcomes are correct.
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Note that there is no explicit function for operation ⊗˜ when |x| ≥ 2. The
only general information induced from |x| is that the probability where the
outcome of test i, i.e., Ti,∗⊗˜x, is correct is at least p0.
In this model, the outcome of t tests using a t×N measurement matrix T
can be formulated using operator ⊗˜ as follows:
y = T ⊗˜x =
T1,∗⊗˜x...
Tt,∗⊗x
 ∈ {0, 1}t. (22)
Suppose that a test has at mostN/2 items and is repeated for c independent
trials. Let Y be the number of the correct outcomes in c trials. From Eq. (15),
Eq. (17), and Eq. (21), the following inequality holds without distinction on
the number of defective items in the test:
Pr
(
Y ≤ 1
2
c
)
≤ Pr
(
Y ≤
(
1
2
+ ξ
)
c
)
≤ exp
(
−λ
2µ0
2
)
, (23)
where µ0 = p0c =
(
1− 12 (θ0 + θ1)
)
c.
Then, the simple rule to identify the outcome of the test in noiseless setting:
if the number of positive (negative) outcome is larger than 12c, the outcome
of the test in noiseless setting is positive (negative). Because of Eq. (23), our
claim is wrong with probability at most exp
(
−λ2µ02
)
.
4 Proposed scheme
4.1 Overview of divide and conquer strategy
Our interest in decoding one defective item was sparked by the schemes pro-
posed by Lee et al. [17] and Cai et al. [4]. These schemes make defective items
easier to decode using a divide and conquer strategy. If there are more than
one defective item in a test, the test outcome is always positive. Then, it is
difficult to identify them because it is not sure that how many defective items
are in the test. Therefore, if there is only one defective item in a test, it is
easier to find that item. This means there should be at least d tests among t
tests, each contains only one defective item and all defective items belongs to
those d tests. However, these schemes are incompatible to the dilution type
2 model. Therefore, we propose schemes to solve this problem.
4.2 Decoding a defective item
4.2.1 Overview
Here we consider the dilution type 2 model in section 3.3.4 in which the number
of defective items in a test is arbitrary, but the number of items in the test is up
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toN/2. Let B be a k×N measurement matrix and x = (x1, . . . , xN )T ∈ {0, 1}N
be the binary representation of N items in which xj = 1 iff item j is defective.
Assume that y′ ∈ {0, 1}k is the outcome vector of k tests, i.e., y′ = B ⊗ x. B
is designed as follows:
(i) If y′ is a non-zero column of B, the index of the column is always iden-
tified.
(ii) If y′ is a zero column or the union of at least two non-zero columns of
B, there is no defective item identified.
(iii) The Hamming weight of any row of B is at most N/2.
Item j is in vector r if its corresponding column in a matrix, e.g., j, belongs
to r, i.e., j ∨ r = r. Condition (i) ensures that if there is only one defective
item among N items in the outcome vector, it is always identified. Condition
(ii) ensures that there is no defective item identified in the case where there
is none or more than one defective item in the outcome vector. Condition (iii)
ensures that the dilution type 2 model in section 3.3.4 holds.
A bigger K × N matrix A, which is generated from B, is used to deploy
tests. To comply the condition in the dilution type 2 model in section 3.3.4, the
weights of any rows in B and A are at most N/2. To avoid ambiguous notations
and misunderstanding, A is denoted for the measurement matrix instead of T
as usual because it will be used in case d ≥ 2 in the latter section 4.3.
The basic idea of our scheme can be summarized as follows. Given a k×N
matrix B =
B1,∗...
Bk,∗
, a K ×N measurement matrix A, where K = ck for some
c > 0, is created as:
A :=

B1,∗
...
B1,∗
...
Bk,∗
...
Bk,∗

 c times
... c times
(24)
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Our goal is to derive y′ = B ⊗ x =
y′1. . .
y′k
 ∈ {0, 1}k from
y∗ :=

y1
...
yk

:=

y11
...
yc1
...
y1k
...
yck

=:

B1,∗⊗˜x
...
B1,∗⊗˜x
...
Bk,∗⊗˜x
...
Bk,∗⊗˜x

= A⊗˜x ∈ {0, 1}K , (25)
which is what we observe. Note that y′i = Bi,∗⊗x and yi =
y
1
i
...
yci
 =
Bi,∗⊗˜x...
Bi,∗⊗˜x
 ∈
{0, 1}c for i = 1, . . . , k. Then x can be recovered by using B. On the other hand,
x is efficiently recovered as B is efficiently decoded. Matrix B will be addressed
in section 4.2.3.
The idea can be illustrated here:
B enlarge−−−−−−−−→
ENCODING
A ⊗˜x−−−−−−−−→
ENCODING
y∗ = A⊗˜x −−−−−−−−→
DECODING
y′ = B ⊗ x
B−−−−−−−−→
DECODING
(No) defective
item
4.2.2 The SAFFRON scheme
Encoding procedure: Lee et al. [17] propose the following k ×N measurement
matrix:
M :=
[
b1 b2 . . .bN
b1 b2 . . .bN
]
=
[M1 . . .MN] (26)
where k = 2 log2N , bj is the log2N -bit binary representation of integer j− 1,
bj is bj ’s complement, and Mj :=
[
bj
bj
]
for j = 1, 2, . . . , N . Remember that
wt(Mj) = log2N and wt(Mi,∗) = N/2 for i = 1, . . . , k.
For any x = (x1, . . . , xN )
T ∈ {0, 1}N , we have:
M⊗ x =
N∨
j=1
xjMj =
N∨
j=1
xj=1
Mj (27)
Decoding procedure: Thanks to the fact that the Hamming weight for each
column of M is log2N , given any vector of size k = 2 log2N , if its Hamming
weight equals to k/2 = log2N , the index of the defective item is derived from
its first half (bj for some j ∈ {1, . . . , N}). If a vector is the union of at least
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2 columns of M or zero vector, the Hamming weight of that vector is never
equal to log2N because of Eq. (27). Therefore, given an input outcome vector,
we can either identify the defective item or there is no single defective item in
the outcome vector. The latter case is considered that no defective item in the
outcome vector.
For example, let us consider the case N = 8, k = 2 log2N = 6. Assume
that
M =

0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
 , (28)
and the outcome vectors are m1 = (0, 0, 0, 1, 1, 1)
T and m2 = (1, 0, 1, 1, 1, 0)
T .
Since wt(m1) = 3 = log2N , the index of the defective item is 1 because its
first half is (0, 0, 0). Similarly, since wt(m2) = 4 6= 3 = log2N , there is no
defective item corresponding to this outcome vector m2.
4.2.3 Extension of the SAFFRON scheme
Given u = (u1, . . . , uL) ∈ {0, 1}L and v = (v1, . . . , vL) ∈ {0, 1}L, we define
u∧v := (u1 ∧ v1, . . . , uL ∧ vL). Assume that g = (g1, . . . , gN ) ∈ {0, 1}N , then
B is constructed as follows:
B :=M× diag(g) = [g1M1 . . . gNMN] =
M1,∗ ∧ g...
Mk,∗ ∧ g
 =
B1,∗...
Bk,∗
 (29)
where diag(g) = diag(g1, . . . , gN ) is the diagonal matrix constructed by input
vector g, and Bi,∗ =Mi,∗∧g for i = 1, . . . , k. It is easy to confirm that B =M
when g is the vector of all ones, i.e., g = 1 = (1, 1, . . . , 1) ∈ {1}N or diag(g)
is the N ×N identity matrix. Moreover, the weight of any row of B is at most
N/2.
Given x = (x1, . . . , xN )
T ∈ {0, 1}N , we have:
y′ = B ⊗ x =
B1,∗ ⊗ x...
Bk,∗ ⊗ x
 =
(M1,∗ ∧ g)⊗ x...
(Mk,∗ ∧ g)⊗ x
 (30)
=
N∨
j=1
xjgjMj =
N∨
j=1
xj=1
gjMj =
N∨
j=1
xjgj=1
Mj . (31)
Therefore, the outcome vector y′ is the union of at most |x| columns of M.
Because of the decoding of the SAFFRON scheme, given an input outcome
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vector, we can either identify the only one defective item presented in it or
there is no single defective item in the outcome vector. That means conditions
(i) and (ii) in section 4.2.1 holds. Condition (iii) also holds because of the
construction of B. Note that even when there is only one defective item j, i.e,
|x| = 1 and xj = 1, the defective item cannot be identified if gj = 0.
4.2.4 Encoding procedure
Since matrix B in Eq. (29) is insufficient to identify the defective item in the
dilution type 2 model, we are going to design a bigger K × N matrix A as
follows. For any δ > 0, let denote c = 2 ln(2 log2N/δ)p0λ2 for some λ > 0 and p0 is
defined in Eq. (11). Then the measurement matrix A is designed as follows:
A :=

B1,∗
...
B1,∗
...
Bk,∗
...
Bk,∗

=

M1,∗ ∧ g
...
M1,∗ ∧ g
...
Mk,∗ ∧ g
...
Mk,∗ ∧ g

 c times
... c times
; A? :=

M1,∗
...
M1,∗
...
Mk,∗
...
Mk,∗

 c times
... c times
(32)
y∗ := A⊗˜x =

B1,∗⊗˜x
...
B1,∗⊗˜x
...
Bk,∗⊗˜x
...
Bk,∗⊗˜x

=

y11
...
yc1
...
y1k
...
yck

=

y1
...
yk

; yi =
y
1
i
...
yci
 =
Bi,∗⊗˜x...
Bi,∗⊗˜x
 (33)
where every row Bi,∗ is repeated c times, andK = c×k = O
(
log2N×ln(log2N/δ)
p0λ2
)
for i = 1, . . . , k. When g = 1, A is denoted as A?. Straightforwardly, A? is
nonrandomly constructed. If g is nonrandomly constructed, then A is also
nonrandomly constructed.
Assume that y∗ ∈ {0, 1}K is the outcome vector we observe. Then y∗ =
A⊗˜x as Eq. (33), where yli = Bi,∗⊗˜x ∈ {0, 1}, and yi =
y
1
i
...
yci
 ∈ {0, 1}c for
i = 1, . . . , k and l = 1, . . . , c. Remember that each yli has the probabilities of
false positive and false negative such that the probability where the outcome
is correct is at least p0. In addition, the weight of every row of A is at most
N/2.
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This procedure is illustrated as follows:
B enlarge−−−−→ A ⊗˜x−−→ y∗ = A⊗˜x =
y1...
yk

4.2.5 Decoding procedure
The decoding procedure is described as Algorithm 1 with descriptions, and
illustrated as follows:
y∗ =
y1...
yk

Section−−−−→
3.3.4
y′1 = B1,∗ ⊗ x
...
Section−−−−→
3.3.4
y′k = Bk,∗ ⊗ x
→ y′ = B ⊗ x Section−−−−→4.2.3 wt(y′)→ (No)defective
item
The function base10(·) converts the binary input vector into a decimal
number. For example, base10(1, 0, 1) = 1 × 20 + 0 × 21 + 1 × 22 = 5. This
procedure is briefly described here: step 1 initializes the value of the defective
item. If there is no defective item in y∗, the algorithm returns −1. Step 4 scans
all outcomes. Steps 4–11 recover y′i = Bi,∗ ⊗ x from yi. As steps 4–11 finished
running, one gets y′ = B ⊗ x. Step 12 is to check whether there is only one
defective item in y′ as described in section 4.2.3. Step 13 is to compute the
index of the defective item if it is available.
Algorithm 1 Dec1Defect(y∗, N, c)
Input: Outcome vector y∗, number of items N , a constant c.
Output: The defective item j0 (if available).
1: j0 = −1; // The initial index for the defective item.
2: k = 2× log2N ; // The number of rows in M.
3: y′ = (0, . . . , 0)T ; // The initial value for y′.
4: for i = 1 to k do // Scan from y1 to yk
5: if wt(yi) >
1
2
c then // #1s in yi is dominant
6: y′i = 1. // The true outcome is 1.
7: end if
8: if c− wt(yi) > 12 c then // #0s in yi is dominant
9: y′i = 0. // The true outcome is 0.
10: end if
11: end for
12: if wt(y′) = log2N then // There exists only one defective item.
13: j0 = base10(y′1, . . . , y
′
k/2
). // Identify the defective item.
14: end if
15: Return j0. // Return the defective item.
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4.3 Decoding d ≥ 2 defective items
We present the decoding algorithm for the case of at most d defective items.
The basic ideas are: a measurement matrix is created when the number of
items in each test does not exceed N/2; and there are at least d tests where
each contains only one defective item and all defective items belong to them.
Each specific test is associated with the matrix A in Eq. (32) for efficient
identification.
4.3.1 Encoding procedure
There are two steps in creating a t×N measurement matrix T . The first step
is to create a h×N matrix G having the property as follows:
1. The row weight is constant and not exceeded N/2.
2. For every d columns of G (representing for d potential defective items),
denoted j1, . . . , jd, with one designated column, e.g., j1, there exists a row,
e.g., i1, such that gi1j1 = 1 and gi1ja = 0, where a ∈ {2, 3, . . . , d}. In short,
for every d columns of G, there exists an d× d identity matrix constructed
by those d columns.
The first condition is to make the dilution type 2 model in section 3.3.4 hold.
The second condition is to guarantee that at most d defective items can be
identified. To fulfill these conditions, G is chosen as a (d− 1)-disjunct matrix
generated in Lemma 1. We note that h < d2 log22N because of the construction
of G in the Appendix A.
Then, the second step is to create a K ×N signature matrix A such that
given an arbitrary column of A, its column index in A can be efficiently iden-
tified. A is chosen as A? in Eq. (32) for c = 2 ln(2d2 log32N/δ)p0λ2 , and K = ck.
Finally, the measurement matrix T is created as follows:
T :=
A
? × diag(G1,∗)
...
A? × diag(Gh,∗)
 =
A
1
...
Ah
 ; (34)
where t = h ×K = h × c × k = O
(
d2 log32N×ln(d2 log32N/δ)
p0λ2
)
and Aw := A? ×
diag(Gw,∗) ∈ {0, 1}K×N for w = 1, . . . , h. We note that each Aw is created
by setting g = Gw,∗ in Eq. (32). It is equivalent that Aw is created from
Bw =M× diag(Gw,∗), which is achieved by setting g = Gw,∗ in Eq. (29). The
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precise formulas of Bw and Aw are defined in Eq. (35) and Eq. (36).
Bw :=M× diag(Gw,∗) =
M1,∗ ∧ Gw,∗...
Mk,∗ ∧ Gw,∗
 =
B
w
1,∗
...
Bwk,∗
 (35)
Aw := A? × diag(Gw,∗) =

Bw1,∗
...
Bw1,∗
...
Bwk,∗
...
Bwk,∗

 c times
... c times
(36)
Since the row weight of Gw,∗ does not exceed N/2, the weight of every row
in Aw does not exceed N/2. Therefore, the weight of every row in T does not
exceed N/2. In addition, T is nonrandomly constructed because A? and G are
nonrandomly constructed.
The outcome of tests using the measurement matrix T is:
y = T ⊗˜x =
A
1⊗˜x
...
Ah⊗˜x
 =
y
1
∗
...
yh∗
 ∈ {0, 1}t (37)
where
yw∗ := Aw⊗˜x =

Bw1,∗⊗˜x
...
Bw1,∗⊗˜x
...
Bwk,∗⊗˜x
...
Bwk,∗⊗˜x

 c times
... c times
=

yw1
...
ywk

∈ {0, 1}K (38)
and
ywi =
B
w
i,∗⊗˜x
...
Bwi,∗⊗˜x
 (39)
for i = 1, . . . , k and w = 1, . . . , h.
This procedure is illustrated as follows:
A?,G → T =
A
? × diag(G1,∗)
...
A? × diag(Gh,∗)
 ⊗˜x−−→ y = T ⊗˜x =
y
1
∗
...
yh∗

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4.3.2 Decoding procedure
To identify the defective items, one simply decodes each yw∗ by using Algo-
rithm 1, for w = 1, . . . , h. The decoding procedure is summarized in Algo-
rithm 2 and illustrated here:
y =
y
1
∗
...
yh∗

Dec1Defect(y1∗,N,c)−−−−−−−−−−−−→ (No) defective item
...
Dec1Defect(yh∗ ,N,c)−−−−−−−−−−−−→ (No) defective item
Algorithm 2 Decoding at most d defective items
Input: Outcome vector y, number of items N , a constant c, h.
Output: Set of defective items.
1: S = ∅. // Create an empty set of defective items.
2: for w = 1 to h do // Scan all outcome vectors
3: index = Dec1Defect(yw∗ , N, c).// Find the defective item in yw∗ .
4: if index 6= −1 then // If there is a defective item in yw∗ .
5: S = S + {index}. // Add the defective item into the defective set.
6: end if
7: end for
8: Return S. // Return the defective set.
5 Main results
5.1 Decoding a defective item
Assume that there is only one defective item in N items. Since the model in
the section 3.3.1 is an instance of the model in the section 3.3.4, the following
theorem is to summarize the encoding and decoding procedures in section 4.2:
Theorem 1 Let 1 < N be an integer, 0 ≤ θ0, θ1 ≤ 12 be real scalars, and
0 < λ, ξ. Suppose that θ0 + θ1 ≤ 2
(
1− 1/2+ξ1−λ
)
. Assume that there is at most
one defective item in N items. And noise in the test outcome depends on the
number of items in a test under dilution type 2 model in the section 3.3.1, in
which the probabilities of a false positive and of a false negative are θ0 and θ1,
and the number of items in every test is N/2. For any δ > 0, there exists a
nonrandomly constructed K × N matrix, where K = O
(
log2N×ln(log2N/δ)
(1− 12 (θ0+θ1))λ2
)
,
such that a defective item can be identified in time O(K) with probability at
least 1− δ.
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Proof Let A? in Eq. (32) be the measurement matrix. Then B = M and
g = 1 in Eq. (35). Then A? can be nonrandomly constructed because of its
construction. Since the Hamming weight of its row is N/2, the number of
items in each test using A? is equal to N/2. On the other hand, θ0 + θ1 ≤
2
(
1− 1/2+ξ1−λ
)
. Therefore, the dilution type 2 model in the section 3.3.1 can
be applied here.
From the construction of A?, we have
K = O
(
log2N × ln(log2N/δ)
p0λ2
)
= O
(
log2N × ln(log2N/δ)(
1− 12 (θ0 + θ1)
)
λ2
)
. (40)
We start analyzing Algorithm 1 now. Steps 5–10 are to recover the correct
outcome. Using Eq. (23), the probability that y′i = Bi,∗⊗x is wrongly derived
from yi =
Bi,∗⊗˜x...
Bi,∗⊗˜x
 is at most:
exp
(
−λ
2µ0
2
)
≤ exp
(
−λ
2
2
· 2
λ2
· ln 2 log2N
δ
)
=
δ
2 log2N
. (41)
Since i = 1, . . . , k, using union bound, the total probability that Algo-
rithm 1 fails to recover any y′i = Bi,∗ ⊗ x, i.e., recover y′ = B ⊗ x, is at
most:
k × δ
2 log2N
= 2 log2N ×
δ
2 log2N
= δ. (42)
Thus, Algorithm 1 can recover the defective item with probability at least
1− δ. Since y′ = B⊗x =M⊗x, the defective item can be identified by using
the decoding procedure in the section 4.2.2. Since we scan the test outcomes
once, the decoding complexity of the algorithm is K = O(K). 
5.2 Decoding d ≥ 2 defective items
From the encoding and decoding procedures in the section 4.3, the probability
of successfully identifying at most d defective items is stated as follows:
Theorem 2 Let 1 < d < N be integers, 0 ≤ θ0, θ1 ≤ 12 be real scalars, and
0 < λ, ξ. Assume that θ0 + θ1 ≤ 2
(
1− 1/2+ξ1−λ
)
. Noise in the test outcome
depends on the number of items in that test under dilution type 2 model in
the section 3.3.4 in which the number of items in a test is up to N/2, and
the probability where an outcome is correct is at least p0 = 1 − 12 (θ0 + θ1).
For any δ > 0, there exists a nonrandomly constructed t×N matrix T , where
t = O
(
d2 log32N×ln(d2 log32N/δ)
(1− 12 (θ0+θ1))λ2
)
, such that at most d defective item can be
identified in time O(t) with probability at least 1− δ.
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Proof From the construction of matrix T in the section 4.3.1, it is nonrandomly
constructed. The number of tests is t = O
(
d2 log32N×ln(d2 log32N/δ)
(1− 12 (θ0+θ1))λ2
)
and the
weight of each row in T is up to N/2. That means the number of items in each
test in T does not exceed N/2. In addition, θ0 + θ1 ≤ 2
(
1− 1/2+ξ1−λ
)
. Then,
noise in the test outcome depends on the number of items in that test under
dilution type 2 model in the section 3.3.4.
Step 3 in Algorithm 2 is interpreted here. Because yw∗ is defined as Eq. (38),
the function Dec1Defect(yw∗ , N, c) first recovers y
′
w from y
w
∗ (Steps 4–11 in
Algorithm 1), where
y′w = Bw ⊗ x =
B
w
1,∗ ⊗ x
...
Bwk,∗ ⊗ x
 = N∨
j=1
xjgwj=1
Mj . (43)
We note that Bw is the matrix B in Eq. (29) by setting g = Gw,∗. Matrix Bw is
used to generate the matrix Aw in Eq. (36). Then y′w is decoded as described
in the section 4.2.3. The decoding complexity of step 3 in Algorithm 2 is O(ck).
We are going to estimate the probability that Algorithm 1 fails to recover
y′w from y
w
∗ . Since c =
2 ln(2d2 log32N/δ)
p0λ2
, we have µ0 = p0c =
2 ln(2d2 log32N/δ)
λ2 .
Then, from Eq. (23), the probability that Bwi,∗⊗x is not recovered from c trials
of test Bwi,∗⊗˜x in yw∗ is at most:
exp
(
−λ
2µ0
2
)
≤ exp
(
−λ
2
2
· 2 ln(2d
2 log32N/δ)
λ2
)
=
δ
2d2 log32N
where i = 1, . . . , k,
Since there is k = 2 log2N , the probability that Algorithm 1 fails to recover
y′w from y
w
∗ is at most:
k × δ
2d2 log32N
= 2 log2N ×
δ
2d2 log32N
=
δ
d2 log22N
(44)
From Algorithm 2, since w = 1, . . . , h and h < d2 log22N , using union
bound, the total probability that the algorithm fails to decode any y1∗, . . . ,y
k
∗
is at most:
h× δ
d2 log22N
< d2 log22N ×
δ
d2 log22N
= δ (45)
Let G = {j1, . . . , j|G|} be the defective set, where |G| ≤ d. Our task now is
to prove that there exists y′i1 , . . . ,y
′
i|G| such that j1 = Dec1Defect(y
′
i1
, N, c), . . .,
j1 = Dec1Defect(y
′
i|G| , N, c). Since the role of each element of G is equiv-
alent, we only need proving that there exists row i1 of G such that j1 =
Dec1Defect(y′i1 , N, c). The rest of the element in G can be identified in the
same way.
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Indeed, because of the property 2 of G in the section 4.3.1, for column j1,
there exists row i1 such that gi1j1 = 1 and gi1ja = 0, where a ∈ {2, 3, . . . , |G|}.
Then Eq. (43) becomes:
y′i1 =
N∨
j=1
xjgi1j=1
Mj =
N∨
j∈G
xjgi1j=1
Mj =Mj1 . (46)
Therefore, j1 = Dec1Defect(y
′
i1
, N, c). Thus, there exists y′i1 , . . . ,y
′
i|G| such
that j1 = Dec1Defect(y
′
i1
, N, c), . . . , j|G| = Dec1Defect(y′i|G| , N, c). Consequently,
Algorithm 2 can identify the defective items with probability at least 1− δ.
For decoding complexity, because Algorithm 2 scans the test outcome y
once and the decoding complexity of the step 3 is O(ck), the decoding com-
plexity is h×O(ck) = O(t). 
6 Evaluations
6.1 Overview
We summarized our scheme compared with those in [1,17]. The results are
shown in Table 1, where × means that it is not considered, “Indept.” and
“Dept.” stand for “Independent” and “Dependent”. The notations in Table 1
are described in sections 3.2 and 3.3.
Table 1: Comparison with existing work.
Model
Noisy
type
Defective
items (d)
Tests
t
Decoding
complexity
Decoding
type
Construction
type
Additive noise
type 1 [1]
Indept. ≥ 1 O
(
d2 logN
1−1
)
× × ×
Additive noise
type 2 [17]
Indept. ≥ 1 O
(
6c(2)d log2 N
1−H(2)−δ
)
O(t) Random Random
Dilution
type 1 [1]
Indept. ≥ 1 O
(
d2 log2 N
(1−3)2
)
× × ×
Dilution type 2
(Proposed)
Dept.
1
≥ 2
O
(
log2 N×log2(log2 N/δ)
(1− 12 (θ0+θ1))λ2
)
O
(
d2 log32 N×log2(d2 log32 N/δ)
(1− 12 (θ0+θ1))λ2
) O(t) Random Nonrandom
Since the noise type in each model is different in the sections 3.2 and 3.3, it
is incompatible to evaluate which model is better. Therefore, we demonstrate
our simulations from the view point of the number of tests needed, accuracy,
and decoding time. All the decoding times are the averages of a hundred runs.
Our proposed schemes are outperformed to the existing schemes in term
of construction of measurement matrices. Because our proposed construction
is nonrandom, there is no need in storing the measurement matrices. On the
contrary, the rest of the existing schemes is random, in which each entry is
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generated randomly and measurement matrices needed to be stored before
implementing tests.
6.2 Parameter settings
Let λ = 13 and ξ = 0.001. θ0 and θ1 are chosen such that Eq. (14) holds,
i.e., θ0 + θ1 ≤ 0.4970. In particular, θ0 is up to 0.2 and θ1 is up to 0.1.
Therefore, there are five parameters left to be considered here. These are the
number of items N , the maximum number of defective items d, the precision of
decoding algorithms δ, the probability of false positive θ0, and the probability
of false negative θ1. We fix the precision δ = 0.001 to reduce the number of
experiments.
First, N = {221, 228, 230, 232, 233} is the collection of the number of items
used here. When d ≥ 2, the number of defective items used are 3, 6, and 16.
θ0 and θ1 are set up in each simulation.
The h × N (d − 1)-disjunct matrix G is generated in Lemma 1. As we
mentioned in the proof in Appendix A, G is generated from a [n, r, n− r+ 1]q
MDS code C as a Reed-Solomon code [20] and an q × q identity matrix. Note
that N = qr, h = qn, and d − 1 = bn−1r−1 c. Table 2 shows 5 instances for
Reed-Solomon code, which are used in our simulations. For each n, there are
a corresponding d− 1 and h. For example, in case 〈1〉, if n = 5 then d− 1 = 2
and h = qn = 640, n = 11 then d− 1 = 5 and h = qn = 1, 408. We note that
for a fix value d − 1, there are many classes of Reed-Solomon code satisfying
condition d− 1 = bn−1r−1 c as in Table 2.
Table 2: Settings for h×N (d− 1)-disjunct matrix G.
Case q n r d− 1 h = qn N = qr
〈1〉 128 {5; 11; 31} 3 {2; 5; 15} {640; 1, 408; 3, 968} 128
3 = 221
= 2, 097, 152
〈2〉 128 {7; 16; 46} 4 {2; 5; 15} {896; 2, 048; 5, 888} 128
4 = 228
= 268, 435, 456
〈3〉 64 {11; 21; 61} 5 {2; 5; 15} {704; 1, 344; 3, 904} 64
5 = 230
= 1, 073, 741, 824
〈4〉 256 {7; 16; 46} 4 {2; 5; 15} {1, 792; 4, 096; 11, 776} 256
4 = 232
= 4, 294, 967, 296
〈5〉 2048 {5; 11; 31} 3 {2; 5; 15} {10, 240; 22, 528; 63, 488} 2048
3 = 233
= 8, 589, 934, 592
We run simulators for our proposed schemes in Matlab R2015a and test
them on a HP Compaq Pro 8300SF with 3.4 GHz Intel Core i7-3770 and 16
GB memory.
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6.3 Number of tests and accuracy
When d = 1, the number of tests in our simulations is t = 2 log2N×d 18 ln(2 log2N/δ)p0 e.
(θ0, θ1) is set to be (0.002, 0.001), (0.02, 0.01), (0.05, 0.02), and (0.2, 0.1). Fig. 6
shows that the numbers of tests in these cases do not exceed 16, 000, even
when N = 233 ≈ 9 billion. The graph has the shape of the logarithmic func-
tion, which is likely linear to log2N . It is also shown that the larger the sum
of θ0 and θ1, the larger the number of tests.
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θ0 = 0.2, θ1 = 0.1
Fig. 6: Number of tests for d = 1 when varying N , θ0, and θ1.
When d ≥ 2, the number of tests in our simulations is t = 2 log2N ×
qn × d 18 ln(2d2 log32N/δ)p0 e. We set (θ0, θ1) = {(0.002, 0.001), (0.2, 0.1)} and d =
{3, 6, 16}. Fig. 7 shows that the numbers of tests in these cases are scaled to
N , d, θ0, and θ1 in the shape of a quadratic function. It is likely to fit to our
formula. Moreover, the number of tests is still small (at most 2.5 billion tests)
comparing to the number of items, which is at most N = 233 ≈ 9 billion.
It is noted that all defective items (d ≤ 16) are identified with probability
1 for all simulations.
6.4 Decoding time
We also set (θ0, θ1) = {(0.002, 0.001), (0.2, 0.1)} in this simulation. When d =
1, the running time is always less than 6 microsecond because the number of
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Fig. 7: Number of tests for d = 3, 6, 16 when varying N , d, θ0, and θ1.
tests is smaller than 16,000. Therefore, we only show the decoding time when
d ≥ 2, specifically, d = {3, 6, 16}. Experimental results in Fig. 8 show that
the decoding time does not exceed 7 seconds even when N = 233 ≈ 9 billion.
Moreover, the decoding time is linear to the number of tests.
Since the number of tests is proportional to the sum θ0 +θ1, it increases as
θ0 + θ1 increases. Then the decoding time should increase as θ0 + θ1 increases
because it is linear to the number of tests. However, Fig. 8 somehow shows that
the decoding time is increasing when θ0+θ1 slightly decreases. We can explain
this phenomenon by looking at the construction of T . There likely are more
operations executed in the step 3 in Algorithm 2 when p0 decreases. Since the
step 3 in Algorithm 2 calls Algorithm 1, we start analyzing Algorithm 1 here.
Because of the construction of G, the number of rows that satisfies the con-
dition 2 in the section 4.3.1 likely decreases when p0 increases. Consequently,
there are more operations executed at the step 13 in Algorithm 1. Therefore, it
is not a disadvantage that the number of tests sometimes increases. However,
in general, there is a huge difference in decoding time when p0 is close to zero
comparing to the case where p0 is close 1.
7 Conclusion
We have proposed efficient schemes to identify defective items in noisy NAGT
in which the outcome for a test depends on the number of items it contains.
The number of tests in this model is not scaled to O(d2 logN) as usual, but
is slightly higher. However, the decoding complexity of our proposed schemes
is linear to the number of tests. The open problem is whether exists a scheme
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Fig. 8: Decoding time when varying N , d, θ0, and θ1.
that fits to the dilution type 2 model by using O(d2 logN) tests to identify at
most d defective items in time O(d2 logN).
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A Proof of Lemma 1
There are two concepts needed to be introduced before going to prove this lemma. The first
one is maximum distance separable code and the second one is concatenation technique.
We first brieftly introduce the notion of maximum distance separable (MDS) code. We
recommend the reader reading the text book [12] for further reading. Consider an [n, r,∆]q-
code C where n, r, ∆, and q are block length, dimension, minimum distance, alphabet size,
respectively, which satisfy 1 ≤ r ≤ n < q. All arithmetic for C is done in the Galois field
Fq . Code C is a subset of [q]n and |C| = qr, where [q] = {0, 1, . . . , q − 1}. Each element in
C is called a codeword, which is a vector of size n× 1. Each entry of a codeword belongs to
Fq . ∆ is the minimum distance, that is the minimum number of positions in which any two
codewords of C differ. C is called an MDS code if ∆ = n − r + 1. The following lemma is
useful to enumerate how many codewords in C if we fix a coordinate position.
Lemma 2 (Section 3 [21])
Let C be an [n, r, n− r + 1]q-MDS code over the alphabet Fq. Fix a position i0 and let
α be an element of Fq. Then there are exactly qr−1 codewords with α in the position i0.
In this paper, we choose C as a Reed-Solomon code [20]. Set N = qr. Let C = (cij) be
the n×N matrix constructed by putting all codewords of C as its columns. Because of the
construction of Reed-Solomon code, C is nonrandomly constructed.
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We next introduce concatenation technique. . LLet I be an q × q identity matrix. The
concatenation code between C and I in which the h × N resulting matrix G, denoted as
G = C ◦ I, is defined as:
G = C ◦ I = [C1 ◦ I . . . CN ◦ I] =

Ic11+1 Ic12+1 . . . Ic1N+1
Ic21+1 Ic22+1 . . . Ic2N+1
.
..
.
..
. . .
.
..
Icn1+1 Icn2+1 . . . IcnN+1
 (47)
where h = nq and Cj is the jth column of C for j = 1, . . . , N . In short, the concatenation
technique maps an element β in Fq to a column Iβ+1 of matrix I. From this construction, the
Hamming weight of each column in G is n. In term of matrices, an example of concatenated
code is presented below in which q = 8, n = 7, r = 3. Then N = qr = 512. Since C is a
7× 512 matrix, which is rather large, we only present a concatenation of a column of C and
I as follows:
C2 =
[
1 0 0 6 1 6 7
]T
; (48)
C2 ◦ I =
[I2,∗ I1,∗ I1,∗ I7,∗ I2,∗ I7,∗ I8,∗]T ; (49)
It is known that for any d = bn−1
r−1 c, G is a h × N d-disjunct matrix, where h <
d2 log22N [15]. Moreover, the matrix G is nonrandomly constructed because C and I are
nonrandomly constructed.
Our task now is to prove that the Hamming weight of each row in G is equal to qr−1.
Indeed, from Lemma 2, any element α of Fq appears exactly qr−1 times in any row of C.
Because C is concatenated with an q × q identity matrix I, the Hamming weight of every
row in G would be equal to qr−1 < qr
2
= N/2.
