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1. Introduction
This paper studies the dynamics of the parabolic quasilinear model
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
−
(
u′√
1+ κ(u′)2
)′
= λu, t > 0, 0< x< 1,
u(0, t) = u(1, t) = 0, t > 0,
u(·,0) = u0 > 0, in (0,1),
(1.1)
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where
′ = D := d
dx
,
and κ > 0 is a constant. This problem establishes a quasilinear continuum deformation between the
linear parabolic problem
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
− D2u = λu, t > 0, 0< x< 1,
u(0, t) = u(1, t) = 0, t > 0,
u(·,0) = u0 > 0, in (0,1),
(1.2)
and the problem (1.1), which is a parabolic problem associated to the one-dimensional mean curvature
operator. It is well known that the unique solution of (1.2) is given from the linear heat semigroup
through
u(x, t;u0) := e(D2+λ)tu0
and, consequently,
lim
t↑∞u(x, t;u0) =
{
0, if λ < π2,
∞, if λ > π2, for all x ∈ (0,1),
whereas at λ = π2, the problem (1.2) possesses a straight half-line of positive steady-states. Namely,
all positive multiples of sin(πx). These solutions have been represented in Fig. 1.1, where we are
plotting the parameter λ versus the derivative u′(0).
Although the non-negative steady-states of (1.2) are given through the linear eigenvalue problem
{
−u′′ = λu, 0< x< 1,
u(0) = u(1) = 0, (1.3)
the steady-states of (1.1) are given by the non-negative solutions of the quasilinear boundary value
problem
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⎪⎩
−
(
u′√
1+ κ(u′)2
)′
= λu, 0< x< 1,
u(0) = u(1) = 0,
(1.4)
which can be equivalently written as
⎧⎨
⎩−
u′′
[1+ κ(u′)2]3/2 = λu, 0< x< 1,
u(0) = u(1) = 0,
(1.5)
or {
−u′′ = λu[1+ κ(u′)2]3/2, 0< x< 1,
u(0) = u(1) = 0. (1.6)
The main results of this paper concerning the existence of positive solutions for (1.4) can be summa-
rized in the following list:
• Problem (1.4) has a positive solution if and only if
8B2 < λ < π2, B :=
1∫
0
dθ√
θ−4 − 1 . (1.7)
• The positive solution of (1.4) is unique if it exists. Subsequently, we denote it by uλ .
• uλ is symmetric around 1/2 for all λ satisfying (1.7).
• uλ satisﬁes
lim
λ↓8B2
u′λ(0) = ∞, lim
λ↓8B2
‖uλ‖∞ = 1
2B
√
κ
(1.8)
and
lim
λ↑π2
‖uλ‖∞ = lim
λ↑π2
uλ(1/2) = 0.
Therefore, the bifurcation diagram of Fig. 1.1 perturbs into the bifurcation diagram of Fig. 1.2 as κ
perturbs from zero to any positive value. Note that the interval of values of λ for which (1.4) admits
a positive solution does not depend on the value of κ > 0, though κ measures the maximal size of all
positive steady-states uλ through (1.8). Each point in the thicker curve of Fig. 1.2 represents (λ,u′λ(0)),
where uλ is the unique positive solution of (1.4).
As far as concerns to the dynamics of (1.1), the main ﬁndings of this paper, in the most interesting
case when condition (1.7) holds, can be shortly summarized as follows:
• For every λ ∈ (8B2,π2), uλ is linearly unstable, as a steady-state of (1.1). Moreover,
(a) If u0 < ηuλ for some η < 1, then
lim
t↑∞u(x, t;u0) = 0 ∀x ∈ (0,1),
where u(x, t;u0) stands for the unique solution of (1.1).
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(b) If u0 > ηuλ for some η > 1, then
lim
t↑∞u(x, t;u0) = ∞ ∀x ∈ (0,1).
Throughout this paper we use the following notations and conventions. Given a function u ∈ C[0,1]
it is said that u > 0 if u  0 but u = 0. Similarly, given u ∈ C1[0,1], we say that u is strongly positive,
and write u  0, if u(x) > 0 for all x ∈ (0,1), u′(0) > 0 if u(0) = 0, and u′(1) < 0 if u(1) = 0.
For any V ∈ C[0,1], we shall denote by σ [−D2 + V ] the principal eigenvalue of −D2 + V under
homogeneous Dirichlet boundary conditions in the interval (0,1). In particular,
σ
[−D2]= π2.
According to a celebrated theorem of M.G. Krein and M.A. Rutman [5], if ϕ > 0 is an eigenfunction
associated to σ [−D2 + V ], then ϕ  0. Actually, the strict positivity here also follows because ϕ is a
solution of a second order ODE, so it cannot have a degenerate zero.
The contains of this paper have been distributed as follows. Section 2 uses some standard tech-
niques from bifurcation theory to show the existence of a component (closed and connected subset
which is maximal for the inclusion) of the set of positive solutions of (1.4) emanating from u = 0 at
λ = π2, and shows the instability of any positive steady-state of (1.1) through the theorem of charac-
terization of the maximum principle. These techniques can be easily adapted to cover more general
models than (1.1) even in the presence of spatial heterogeneities. Section 3 characterizes the existence
of symmetric positive solutions and Section 4 shows that any positive solution must be symmetric.
Finally, Section 5 analyzes the dynamics of (1.1) and proposes some open problems.
Some pioneering closely related results to those found here were given by M. Nakao in [12]. We are
glad to knowledge to Mr. Andrea Tellini, PhD student of J. López-Gómez, for providing the authors
with the reference of M. Nakao [12]. The results of M. Nakao contain some serious gaps coming from
the direct use of the global unilateral theorems of P.H. Rabinowitz [13], which are false as stated, as
shown by E.N. Dancer [3] through a counterexample.
2. The existence of positive steady-states
As the linearization of (1.5) at (λ,u) = (λ,0) is given by (1.3), by the local bifurcation theorem of
M.G. Crandall and P.H. Rabinowitz [1], (1.4) possesses a curve of positive solutions emanating from
(λ,u) = (λ,0) at λ = π2. Actually, π2 is the unique bifurcation value from u = 0 to positive solutions
of (1.4). The next result shows that this bifurcation is sub-critical.
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 0 and 0 < λ < π2 . Moreover, there exists
x0 ∈ (0,1) such that u′(x) > 0 for all x ∈ [0, x0), u′(x0) = 0, and u′(x) < 0 for all x ∈ (x0,1]. In particular,
u(x0) = ‖u‖∞.
Proof. Suppose u > 0 is a positive solution of (1.4). Then, setting
V := [1+ κ(u′)2]3/2  1,
it is apparent that u provides us with a positive eigenfunction associated to the zero eigenvalue of
−D2 − λV under Dirichlet boundary conditions in (0,1). Consequently, by the theorem of M.G. Krein
and M.A. Rutman [5],
σ
[−D2 − λV ]= 0 and u  0.
Let x0 ∈ (0,1) be such that
u(x0) = ‖u‖∞ > 0.
Then, u′′(x0) 0 and, hence,
−u′′(x0) = λu(x0)V (x0) 0.
Thus, λ 0. Necessarily, λ > 0, for as u = 0 is the unique solution of −u′′ = 0 in (0,1) with u(0) =
u(1) = 0, and, therefore,
u′′(x) = −λu(x)V (x) < 0
for all x ∈ (0,1). Consequently, u′(x) > 0 if 0 x< x0, u′(x0) = 0, and u′(x) < 0 if x0 < x 1.
Finally, multiplying (1.6) by sin(πx) and integrating in (0,1), we are lead to
π2
1∫
0
sin(πx)u(x)dx = −
1∫
0
sin(πx)u′′(x)dx
= λ
1∫
0
sin(πx)u(x)V (x)dx
> λ
1∫
0
sin(πx)u(x)dx,
because V > 1, for as u = 0 if V = 1. Therefore, λ < π2. The proof is complete. 
The next result establishes the existence of a component of positive solutions of (1.4) emanating
from (λ,u) = (λ,0) at λ = π2. By a component, it is meant a closed and connected subset which is
maximal for the inclusion.
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nent
C+ ⊂ (0,π2)× int P ⊂R× C10 [0,1]
of the set of non-zero solutions of (1.4) such that (λ,u) = (π2,0) ∈ C+ and
C+ ∩ ([0,π2]× {0})= {(π2,0)}.
Proof. As (1.3) is the linearization of (1.6) at (λ,0) and λ = π2 is the unique eigenvalue of (1.3)
associated with it there is a positive eigenfunction, a rather standard compactness argument shows
that λ = π2 is the unique bifurcation value from (λ,0) to positive solutions of (1.6). Note that u is a
positive solution of (1.6) if and only if
u = λ(−D2)−1(u[1+ κ(u′)2]3/2), (2.1)
where
(−D2)−1 : C[0,1] → C20 [0,1]
stands for the inverse operator of −D2 in (0,1) under Dirichlet boundary conditions. Thus, (2.1) can
be re-written as a ﬁxed point equation associated to the nonlinear compact operator K : C10 [0,1] →
C10 [0,1] deﬁned by
Ku := (−D2)−1(u[1+ κ(u′)2]3/2), u ∈ C10 [0,1].
Indeed, in terms of K, (2.1) can be expressed as
u = λKu, u ∈ C10 [0,1]. (2.2)
The compactness of the integral operator K follows from the compactness of the embedding
C20 [0,1] ↪→ C10 [0,1], which is a byproduct of the Ascoli–Arzelà theorem. It is very easy to check that
(2.2) enjoys the structural requirements for applying the unilateral global bifurcation theory of [7,
Sections 6.4, 6.5] (by a counterexample of Dancer [3], the global unilateral theorem of Rabinowitz
[13] is false as stated. So, it cannot be used). As the theorem of Crandall and Rabinowitz [1] applies
to get the local bifurcation to positive solutions from (λ,0) at λ = π2, the algebraic multiplicity of
Esquinas and López-Gómez [4] (see [11, Chapter 4]) equals 1 and, therefore, by [7, Theorem 5.6.2],
or [11, Proposition 12.3.1], the local index of 0 as a ﬁxed point of I − λDK(0) changes sign as λ
crosses π2. We are denoting by DK(0) the Fréchet differential of K at zero. The remaining assertions
of the theorem are straightforward consequences from [7, Theorem 6.5.5], or [10, Theorem 1.1]. 
The next result establishes that all positive steady-states of (1.1) are linearly unstable. It is consis-
tent with the exchange stability principle of Crandall and Rabinowitz [2].
Proposition 2.3. Any positive steady-state of (1.1), u0  0, is linearly unstable.
Proof. The linearized stability of u0 is determined by the sign of the real parts of the eigenvalues τ
of the linear boundary value problem in (0,1)
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⎩−
[
1+ κ(u′0)2]−3{[1+ κ(u′0)2] 32 u′′ − 32
[
1+ κ(u′0)2] 12 κ2u′0u′u′′0}− λu = τu,
u(0) = u(1) = 0,
which follows by linearizing (1.5) at u0. Now, taking into account that
−u′′0 = λu0
[
1+ κ(u′0)2] 32 (2.3)
and rearranging terms, the previous problem can be equivalently written as
{
−[1+ κ(u′0)2]− 32 u′′ − 3κλ[1+ κ(u′0)2]−1u0u′0u′ − λu = τu,
u(0) = u(1) = 0.
In other words, {
Lu = τu,
u(0) = u(1) = 0, (2.4)
where L stands for the one-dimensional elliptic operator
L := −[1+ κ(u′0)2]− 32 D2 − 3κλ[1+ κ(u′0)2]−1u0u′0D − λ. (2.5)
According to (2.3) and (2.5), it is apparent that
Lu0 = −3κλ
[
1+ κ(u′0)2]−1u0(u′0)2 < 0
for as κ > 0 and λ > 0, by Lemma 2.1. Thus, the differential operator L cannot satisfy the strong max-
imum principle in (0,1) and, consequently, owing to [8, Theorem 2.5] (attributable to [9]), we have
that σ [L] 0. Actually, we have that
σ [L] < 0,
for as, in case σ [L] = 0, the equation
Lu = −3κλ[1+ κ(u′0)2]−1u0(u′0)2 < 0
cannot admit a positive solution, by the Fredholm alternative. Finally, as (2.4) admits a negative eigen-
value, u0 is linearly unstable. By the linearized stability principle, it is apparent that u0 must be
unstable as a steady-state of (1.1). 
3. The existence of symmetric positive steady-states
In this section we are interested in the existence of positive solutions of (1.4) symmetric around
1/2. By Lemma 2.1, such solutions must satisfy
u′(x) > 0 if x ∈ [0,1/2), u′(1/2) = 0, u′(x) < 0 if x ∈ (1/2,1].
Thus,
u(1/2) = ‖u‖∞.
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u0 := u(1/2), v0 := u′(0), v := u′. (3.1)
Thanks to (3.1), (1.5) can be written in the form
v ′
(1+ κv2)3/2 = −λu
and, hence,
vv ′
(1+ κv2)3/2 = −λuu
′,
or, equivalently,
d
dx
(
− 1
κ
(
1+ κv2)−1/2 + λu2
2
)
= 0.
Therefore, for every x ∈ [0,1], we have that
λ
κ
2
u2(x) − 1√
1+ κv2(x) = −
1√
1+ κv20
= λκ
2
u20 − 1 (3.2)
and, consequently,
λ
κ
2
u20 < 1 (3.3)
and
v(x) = u′(x) = κ−1/2
√[
λ
κ
2
(
u2(x) − u20
)+ 1]−2 − 1 for all x ∈ [0,1/2], (3.4)
while
v(x) = u′(x) = −κ−1/2
√[
λ
κ
2
(
u2(x) − u20
)+ 1]−2 − 1 for all x ∈ [1/2,1].
Thus, necessarily
1
2
= √κ
1/2∫
0
u′(x)√
[λκ2 (u2(x) − u20) + 1]−2 − 1
dx = √κ
u0∫
0
1√
[λκ2 (u2 − u20) + 1]−2 − 1
du
= √κ
1∫
0
u0√
[λκ2 u20(θ2 − 1) + 1]−2 − 1
dθ.
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Equivalently,
1
2
= √κ I(λ,u0), (3.5)
where I : D(I) →R+ := (0,∞), is the function deﬁned by
I(λ, ξ) :=
1∫
0
ξ√
[λκ2 ξ2(θ2 − 1) + 1]−2 − 1
dθ (3.6)
for all (λ, ξ) ∈ D(I), where
D(I) :=
{
(λ, ξ) ∈R+ ×R+: 1− λκ
2
ξ2  0
}
.
Owing to (3.3), it can be easily seen that the symmetric positive solutions of (1.5) are in one-to-one
correspondence with the pairs (λ,u0) ∈ D(I) satisfying (3.5). The domain of I , D(I), has been repre-
sented in Fig. 3.1. It consists of the region enclosed between the coordinate axis and the hyperbolic
branch
H :=
{
(λ, ξ) ∈ D(I): λξ2 = 2
κ
}
. (3.7)
Along the curve H , the integral function I is given through
I(λ, ξ) = Bξ, where B :=
1∫
dθ√
θ−4 − 1 ,0
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ξ∗ := 1
2B
√
κ
, λ∗ := 2
κ(ξ∗)2
= 8B2,
we have that
√
κ I
(
λ∗, ξ∗
)= 1
2
. (3.8)
Moreover, (λ∗, ξ∗) is the unique point of H satisfying (3.8).
The next result provides us with some important monotonicity properties of the function I(λ, ξ).
Proposition 3.1.
(i) For every ξ > 0, the function λ → I(λ, ξ) is decreasing and
lim
λ↓0 I(λ, ξ) = ∞. (3.9)
(ii) For every λ > 0, the function ϕ(ξ) := I(λ, ξ) satisﬁes ϕ′(ξ) < 0 for all ξ > 0, and, hence, it is decreasing.
From Proposition 3.1 it readily follows that any positive solution (λ,u) of (1.5) satisﬁes
u0 = ‖u‖∞  ξ∗ = 1
2B
√
κ
,
because
√
κ I(λ, ξ) = √κBξ > √κBξ∗ = 1
2
for all ξ > ξ∗.
Similarly, according to Lemma 2.1, one has that
√
κ I(λ, ξ) >
1
2
for all λ π2
with (λ, ξ) ∈ D(I).
Proof. The proof of (i) is straightforward and, hence, we omit its details. The proof of (ii) is more
delicate. From (3.6), differentiating with respect to ξ and rearranging terms, we ﬁnd that
ϕ′(ξ) =
1∫
0
{[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−2 − 1}−
3
2
[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−3λκξ2(θ2 − 1)dθ
+
1∫
0
{[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−2 − 1}−
1
2
dθ
=
1∫
0
{[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−2 − 1}−
3
2
{[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−3λκξ2(θ2 − 1)
+
[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−2 − 1}dθ.
S. Cano-Casanova et al. / J. Differential Equations 252 (2012) 323–343 333Subsequently, we ﬁx λ > 0 and ξ > 0 such that
1> λ
κ
2
ξ2
and set
α(θ) :=
[
λ
κ
2
ξ2
(
θ2 − 1)+ 1]−1, 0 θ  1. (3.10)
Then,
α(θ) > 0 and α2(θ) − 1> 0 ∀θ ∈ [0,1]
and
ϕ′(ξ) =
1∫
0
(
α2 − 1)− 32 [α3λκξ2(θ2 − 1)+ α2 − 1]dθ.
On the other hand, according to (3.10), it becomes apparent that
αλκξ2
(
θ2 − 1)= 2(1− α)
and, hence,
ϕ′(ξ) =
1∫
0
(
α2 − 1)− 32 [2α2(1− α) + α2 − 1]dθ
= −2
1∫
0
(
α2 − 1)− 32 (1− α)2(α + 1
2
)
dθ < 0.
The proof is complete. 
Now, we are ready to establish the main result of this section.
Theorem 3.2. The set of symmetric positive solutions of (1.5) consists of a differentiable monotone curve,
denoted by S (see Fig. 1.2), connecting (λ∗, ξ∗) with (π2,0). As S is monotone, for each λ ∈ (λ∗,π2), the
problem (1.5) admits a unique symmetric positive solution. Moreover, if uλ stands for the unique symmetric
positive solution of (1.5), then u′λ(0) is strictly decreasing in (λ∗,π2) and
lim
λ↓λ∗ u
′
λ(0) = ∞.
Furthermore, the point-wise limit
uλ∗ := lim
λ↓λ∗ uλ
provides us with a solution of (1.5) at λ∗ which is singular at 0 and 1 in the sense that
u′λ∗(0) = −u′λ∗(1) = ∞.
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√
κ I(λ, ξ) > 1/2
for suﬃciently small λ > 0. Moreover, for the unique λ such that (λ, ξ) ∈ H we have that
√
κ I(λ, ξ) = √κBξ < √κBξ∗ = 1
2
,
because ξ < ξ∗ . Therefore, by continuity, there exists a unique λ = λ(ξ) such that
√
κ I
(
λ(ξ), ξ
)= 1/2. (3.11)
By Lemma 2.1, λ(ξ) < π2. Moreover, by construction,
lim
ξ↑ξ∗ λ(ξ) = λ
∗.
We claim that
λ(0) := lim
ξ↓0 λ(ξ) = π
2. (3.12)
Indeed, after some straightforward manipulations, (3.11) can be equivalently written as
1
2
= 1√
λ(ξ)
1∫
0
1+ λκ2 ξ2(θ2 − 1)√
1− θ2 − λκ4 ξ2(1− θ2)2
dθ
and, therefore, since 0< 8B2 < λ(ξ) < π2, letting ξ → 0, we obtain that
1
2
= 1√
λ(0)
1∫
0
dθ√
1− θ2 =
1√
λ(0)
π
2
,
which ends the proof of (3.12).
By the monotonicity and continuity of I , ξ → λ(ξ) must be continuous and decreasing. The differ-
entiability of S is a direct consequence from Proposition 3.1(ii) and the implicit function theorem.
Finally, according to (3.2), we have that, for each λ ∈ (λ∗,π2),
− 1√
1+ κ(u′λ(0))2
= λκ
2
(
uλ(1/2)
)2 − 1. (3.13)
As uλ(1/2) = ‖uλ‖∞ is strictly decreasing in (λ∗,π2), it follows from (3.13) that u′λ(0) is also strictly
decreasing in (λ∗,π2). On the other hand, by construction,
lim
λ↓λ∗ uλ(1/2) = ξ
∗.
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lim
λ↓λ∗ λ
κ
2
(
uλ(1/2)
)2 − 1= λκ
2
(
ξ∗
)2 − 1 = 0.
Therefore, letting λ ↓ λ∗ in (3.13), shows that u′λ(0) → ∞ as λ ↓ λ∗ , which concludes the proof. 
4. C+ = S
According to the last assertion of Theorem 3.2, S is an unbounded sub-continuum (closed and
connected subset) of R× C10 [0,1], though, according to Fig. 3.1, it is paradoxical that S seems to be
bounded, because we are plotting the parameter λ versus ξ = uλ(1/2) which is always bounded.
To avoid any possible confusion, one should take into account that, according to Theorem 3.2,
u′λ(0) ↑ ∞ as λ ↓ 8B2, in full agreement with Fig. 1.2.
By the local uniqueness given by the bifurcation theorem of Crandall and Rabinowitz [1], we have
that
C+ = S in a neighborhood of (π2,0) in R× C10 [0,1],
where C+ is the component of positive solutions of (1.5) given by Theorem 2.2. Consequently, C+ con-
sists of symmetric solutions in a neighborhood of (π2,0). The next result shows that actually C+ = S .
Theorem 4.1. Any positive solution of (1.4)must be symmetric around 1/2. Therefore, C+ = S.
Proof. First, we will characterize the existence of symmetric positive solutions of the problem
⎧⎨
⎩−
u′′
[1+ κ(u′)2]3/2 = λu, 0< x< L,
u(0) = u(L) = 0,
(4.1)
for all L > 0. The change of variable
u(x) = v(y), y := x/L, 0 x L, (4.2)
transforms (4.1) into
⎧⎨
⎩−
v ′′(y)
[1+ κ˜(v ′(y))2]3/2 = λ˜v(y), 0< y < 1,
v(0) = v(1) = 0,
(4.3)
where we are denoting
κ˜ := κ/L2, λ˜ = λL2. (4.4)
It should be noted that
κ˜ λ˜ = κλ ∀L > 0. (4.5)
As (4.3) is of the same type as (1.5), by the analysis already done in Section 3, it becomes apparent
that (4.1) possesses a positive solution symmetric around L/2 if and only if
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2
L2
< λ <
π2
L2
.
Moreover, by (4.4)–(4.5), setting
uM := u(L/2) = v(1/2),
it is easy to see that the positive symmetric solution is characterized through the identity
1
2
=
√
κ
L
1∫
0
uM√
[λκ2 u2M(θ2 − 1) + 1]−2 − 1
dθ. (4.6)
Let u(x) be an arbitrary positive solution of (1.5). By Lemma 2.1, λ > 0 and u(x) > 0 for all x ∈ (0,1).
Moreover, there exists η ∈ (0,1) such that u′(x) > 0 for all x ∈ [0, η), u′(η) = 0, and u′(x) < 0 for all
x ∈ (η,1]. Necessarily,
uM := ‖u‖∞ = u(η). (4.7)
Symmetric solutions are those for which η = 1/2, while non-symmetric solutions are those for which
η = 1/2.
Suppose u(x) is a positive solution of (1.5) with η = 1/2 and set (4.7). Then, by reﬂection around η,
problem (4.1) with L = 2η admits a symmetric solution uη satisfying
uM := ‖uη‖∞ = uη(η).
Similarly, by reﬂection around 1 − η, problem (4.1) with L = 2(1 − η) admits a symmetric solution
u1−η satisfying
uM := ‖u1−η‖∞ = u1−η(1− η).
Consequently, according to (4.6), we must have that
1
2
=
√
κ
2η
1∫
0
uM√
[λκ2 u2M(θ2 − 1) + 1]−2 − 1
dθ
=
√
κ
2(1− η)
1∫
0
uM√
[λκ2 u2M(θ2 − 1) + 1]−2 − 1
dθ
and, therefore, η = 1/2, which is a contradiction. The proof is complete. 
One of the (anonymous) referees suggested to us the next alternate proof of the symmetry, which
would generalize better to a broader class of equations. Following (4.7), without lost of generality,
we can assume that η < 1/2 if η = 1/2. Indeed, it suﬃces to consider the reﬂected solution u(1− x),
instead of the original u(x). Now, one should observe that u(2η − x) is also a solution of (1.5). More-
over,
u(η) = u(2η − η), u′(η) = −u′(2η − η) = 0.
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u(x) = u(2η − x)
for all x ∈ [0,1]. In particular, 0 = u(0) = u(2η). As 2η < 1, this contradicts the fact that u(x) > 0 for
all x ∈ (0,1) and ends the proof.
5. The parabolic problem
In this section we study the parabolic problem (1.1). Its variational equation at u = 0 is given
through the linear heat equation
∂u
∂t
− ∂
2u
∂x2
= λu
and, therefore, u = 0 is stable if λ < π2, while it becomes unstable if λ π2.
5.1. Some global energy estimates
The following result provides us with an upper estimate of the L2-norm of the solution of (1.1).
Lemma 5.1. Let u(x, t) := u(x, t;u0) denote the unique solution of (1.1). Then,
1∫
0
u2(x, t)dx e2λt
1∫
0
u20(x)dx, (5.1)
and, in particular,
lim
t↑∞
1∫
0
u2(x, t)dx = 0 for all λ < 0. (5.2)
Proof. Multiplying the differential equation of (1.1) by u(x, t) and integrating in [0,1] we ﬁnd that
1∫
0
u
∂u
∂t
dx =
1∫
0
u
(
u′√
1+ κ(u′)2
)′
+ λ
1∫
0
u2
= −
1∫
0
(u′)2√
1+ κ(u′)2 + λ
1∫
0
u2
and, hence,
1
2
d
dt
1∫
0
u2  λ
1∫
0
u2.
The estimate (5.1) follows by integrating this differential inequality. 
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lim
t↑∞
1∫
0
u(x, t)dx = 0 for all λ < 0. (5.3)
The next result provides us with an optimal suﬃcient condition so that
lim
t↑∞
1∫
0
u(x, t)dx = ∞. (5.4)
Lemma 5.2. The following conditions are satisﬁed:
(i) Suppose λ ∈ (8B2,π2) and let uλ be the unique positive steady-state of (1.1). Then,
1∫
0
uλ <
2
λ
√
κ
.
(ii) Suppose λ > 0 and u0 satisﬁes
1∫
0
u0 >
2
λ
√
κ
. (5.5)
Then, (5.4) holds.
According to (5.5), in order to have (5.4), we should take u0 with
∫ 1
0 u0 ↑ ∞ as λ ↓ 0, which is
consistent with (5.3).
Proof. Let λ ∈ (8B2,π2) and uλ be the unique positive steady-state of (1.1). Then, integrating (1.4) in
(0,1) shows that
λ
1∫
0
uλ = u
′(0)√
1+ κ(u′(0))2 −
u′(1)√
1+ κ(u′(1))2 . (5.6)
By Lemma 2.1, u′(0) > 0 and u′(1) < 0. Now, note that the function f deﬁned by
f (x) := x√
1+ κx2 , x 0,
satisﬁes f (0) = 0, f ′(x) > 0 for all x 0, and
lim
x↑∞ f (x) =
1√
κ
.
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λ
1∫
0
uλ = u
′(0)√
1+ κ(u′(0))2 −
u′(1)√
1+ κ(u′(1))2 = f
(
u′(0)
)+ f (−u′(1))< 2√
κ
,
which concludes the proof of part (i).
Subsequently, we suppose that u0 satisﬁes (5.5) and denote by u the unique solution of (1.1). Then,
integrating the differential equation in [0,1], we ﬁnd that
d
dt
1∫
0
u =
1∫
0
(
u′√
1+ κ(u′)2
)′
+ λ
1∫
0
u
= u
′(1)√
1+ κ(u′(1))2 −
u′(0)√
1+ κ(u′(0))2 + λ
1∫
0
u
= − f (−u′(1))− f (u′(0))+ λ
1∫
0
u
> − 2√
κ
+ λ
1∫
0
u.
Thus,
dI
dt
(t) > − 2√
κ
+ λI(t), I(t) :=
1∫
0
u(x, t)dx, t > 0. (5.7)
The change of variable
I(t) = eλt J (t), t ∈R,
transforms (5.7) into
d J
dt
(t) > − 2√
κ
e−λt, t > 0, (5.8)
and, hence, integrating (5.8) in [0, t], we are driven to
J (t) − J (0) > − 2√
κ
t∫
0
e−λs ds = 2
λ
√
κ
(
e−λt − 1), t > 0.
Thus,
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0
u(x, t)dx = eλt J (t) > eλt
1∫
0
u0 + 2
λ
√
κ
(
1− eλt)
=
( 1∫
0
u0 − 2
λ
√
κ
)
eλt + 2
λ
√
κ
for all t > 0 and, therefore, (5.5) indeed implies (5.4), which concludes the proof. 
5.2. Point-wise monotonicity and asymptotics for λ ∈ (8B2,π2)
In this section we suppose 8B2 < λ < π2 and denote by uλ the unique positive steady-state
of (1.1). The following result establishes that ηuλ is a supersolution (resp. subsolution) of (1.5) if η < 1
(resp. η > 1).
Lemma 5.3. Suppose 8B2 < λ < π2 . Then,
(i) ηuλ is a supersolution of (1.5) for all η < 1;
(ii) ηuλ is a subsolution of (1.5) for all η > 1.
Proof. For a given η > 0, ηuλ is a subsolution of (1.5) if and only if
− ηu
′′
λ
[1+ κη2(u′λ)2]3/2
 ληuλ, in (0,1),
or, equivalently,
[1+ κ(u′λ)2]3/2
[1+ κη2(u′λ)2]3/2
 1, in (0,1),
which holds true if η 1.
Similarly, ηuλ is a supersolution of (1.5) if and only if
[1+ κ(u′λ)2]3/2
[1+ κη2(u′λ)2]3/2
 1, in (0,1),
which holds true if η 1. This ends the proof. 
Now, combining Lemma 5.3 with the abstract theory developed by D. Sattinger in [14], one can
easily obtain the next result.
Theorem 5.4. Suppose 8B2 < λ < π2 . Then:
(i) For every η < 1 and x ∈ (0,1), the map t → u(x, t;ηuλ) is decreasing and
lim
t↑∞u(x, t;ηuλ) = 0. (5.9)
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lim
t↑∞u(x, t;ηuλ) = ∞. (5.10)
Proof. In case (i), the monotonicity of u(x, t;ηuλ) with respect to t is a consequence from the fact
that ηuλ is a supersolution of (1.5). As
0< u(x, t;ηuλ) < ηuλ
for all t > 0, the solution should stabilize to a non-negative steady-state of (1.1) as t ↑ ∞. As uλ is the
unique positive steady-state, (5.9) holds.
Next, we consider the case (ii). Fix a constant η > 1. By Theorem 3.2, we can easily see that there
exists λ1 ∈ (8B2, λ) such that
uλ1(x) ηuλ(x) (5.11)
for all x ∈ [0,1]. Set
v(x, t) := e(λ−λ1)t/2uλ1(x), t > 0, x ∈ [0,1].
Then,
v(0, t) = v(1, t) = 0 ∀t > 0
and
v(x,0) = uλ1(x) ηuλ(x) = u(x,0;ηuλ)
due to (5.11). Moreover,
∂v
∂t
−
(
v ′√
1+ κ(v ′)2
)′
− λv = λ − λ1
2
e(λ−λ1)t/2uλ1
− e
(λ−λ1)t/2u′′λ1
[1+ κ(e(λ−λ1)t/2u′λ1)2]3/2
− λe(λ−λ1)t/2uλ1
−λ + λ1
2
e(λ−λ1)t/2uλ1 −
e(λ−λ1)t/2u′′λ1
[1+ κ(u′λ1)2]3/2
= −λ + λ1
2
e(λ−λ1)t/2uλ1 + λ1e(λ−λ1)t/2uλ1
= −λ − λ1
2
e(λ−λ1)t/2uλ1 < 0
in the interval (0,1). Therefore, u(x, t;ηuλ) is a solution of
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⎪⎪⎪⎩
∂u
∂t
−
(
u′√
1+ κ(u′)2
)′
= λu, t > 0, 0< x< 1,
u(0, t) = u(1, t) = 0, t > 0,
u(·,0) = ηuλ, in (0,1),
(5.12)
while v is a subsolution of (5.12). The parabolic comparison principle (see, for example, [6, Section 9])
implies that
u(x, t;ηuλ) v(x, t) = e(λ−λ1)t/2uλ1(x)
for all t > 0 and x ∈ (0,1). Since uλ1  0, we obtain that
lim
t↑∞u(x, t;ηuλ) = ∞
for all x ∈ (0,1). The proof is complete. 
5.3. Point-wise decay to zero when 0< λ < 8B2
The main result of this section is the next one.
Proposition 5.5. Suppose λ ∈ (0,8B2) and let u∗ denote the function deﬁned by
u∗(x) := lim
λ↓8B2
uλ(x) ∀x ∈ [0,1].
Assume that u0  u∗ , in the sense that there exists ε > 0 such that u0 < uλ if 8B2 < λ < 8B2 + ε. Then,
lim
t↑∞u(x, t;u0) = 0 ∀x ∈ [0,1]. (5.13)
Proof. As u0  u∗ , we have that
u(x, t;u0) u(x, t;u8B2+δ) (5.14)
for suﬃciently small δ > 0. Moreover, since 8B2 + δ > λ, u8B2+δ provides us with a supersolution
of (1.5) and, therefore, t → u(x, t;u8B2+δ) is decreasing. As (1.5) does not admit a positive solution if
λ < 8B2, necessarily
lim
t↑∞u(x, t;u8B2+δ) = 0 ∀x ∈ [0,1]. (5.15)
Obviously, (5.14) and (5.15) imply (5.13). 
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By a rather standard compactness argument, it can be shown that the function
u∗ := lim
λ↓8B2
uλ
does actually provide us with a singular positive solution of (1.4) at λ = π2, in the sense that it
satisﬁes the differential equation in (0,1),
u∗(0) = u∗(1) = 0,
and
u′∗(0) = ∞ = −u′∗(1).
We conjecture that these singular solutions do actually exist for all values of λ ∈ (0,8B2] and that
Lemma 5.2 and Theorem 5.4 can be adapted to cover the range λ ∈ (0,8B2] by inter-exchanging the
role of uλ in these theorems by the role of the associated singular positive solution u∗,λ . The main
technical diﬃculty that we should overcome to get these results is to extend all classical parabolic
theory to the case when the initial data has some singularities on the boundary of the underlying
domain.
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