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Abstract
In this paper we study the equation of viscoelasticity
utt − uxxt − F(ux)x = f (x, t)
with the nonlinear damping term on the boundary. Making use of the so-called energy perturbation method and a comparison
inequality we prove the relationship between decay rate of solutions and f (x, t), that is, they have the same exponential decay or
algebraic decay for the case F(s) = s + |s|α−2 (α  2), and for the case F(s) = |s|α−2 (α > 2), they have the same algebraic
decay.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the energy decay of the solutions to the following mixed problem
utt − uxxt − F(ux)x = f (x, t), x ∈ (0,1), t > 0, (1.1)
u|x=0 = 0,
(
ux + |ut |ρut
)∣∣
x=1 = 0, t  0, (1.2)
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ [0,1], (1.3)
where F is a real twice continuously differentiable function, ρ  0 is a constant, and u0(x), u1(x), f (x, t) are given
functions.
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models longitudinal oscillations of a bar under the Kelvin state equation. And many authors have studied the Cauchy
problem or mixed problems of Eq. (1.1) and similar equation with the Dirichlet or Neumann conditions at x = 0,
x = 1 [2–5]. In addition, G.G. Doronin et al. [6] studied the following nonlinear hyperbolic problem with nonlinear
second-order boundary conditions:
utt − a(u)uxx + g(ut ) = f (x, t), (x, t) ∈ (0,1) × (0, T ), (1.4)
u(0, t) = 0, (ux + K(u)utt + h(ut ))(1, t) = 0, (1.5)
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ (0,1). (1.6)
It was proved that the problem (1.4)–(1.6) has global strong solution without any restrictions on the size of initial data
and f by the method of Galerkin and compactness arguments. And by straight calculations of the energy decay rate,
the exponential decay of the energy was also proved under the condition of f = 0. The regularity results for another
kind of nonlinear hyperbolic problems with dynamic boundary conditions were established in [7]:
utt − p(ux)xt − q(ux)x = 0, x ∈ (0,1), t > 0,
u(0, t) = 0, (p(ux)t + q(ux))(1, t) + kutt (1, t) = 0, t  0,
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ (0,1).
More recently, in [8], the exponential decay and the algebraic decay of global solutions of the above problem are
proved by using the Nakao’s inequality.
As to the problem (1.1)–(1.3), A.T. Cousin et al. [9] proved the existence and uniqueness of global weak solutions
by the Galerkin method and the contraction mapping theorem. And when f = 0, by using the Nakao’s inequality [9],
established the exponential decay and algebraic decay for the cases F(s) = s + |s|α−2 (α  2) and F(s) = |s|α−2
(α > 2), respectively.
In this work, we will prove the decay rate of global solutions for the case of f = 0 by virtue of a so-called energy
perturbation method and the following Lemma 1.2. In Section 2, we prove that the solution and f (x, t) have the same
exponential decay or algebraic decay for the case F(s) = s + |s|α−2 (α  2). For the case F(s) = |s|α−2 (α > 2), the
same algebraic decay of solution and f (x, t) are established in Section 3.
Throughout this paper, we use the following notations: Ω = (0,1), Q = Ω × (0, T ), H1(Ω) = {u ∈ H 1(Ω),
u(0) = 0}, (f, g) = ∫
Ω
fg dx, ‖ · ‖q denotes the norm of space Lq(Ω), ‖ · ‖ = ‖ · ‖2 especially. We state the following
lemma.
Lemma 1.1. (See [9].) Let u0 ∈ H 2(Ω) ∩ H1(Ω), u1 ∈ H1(Ω) and the following equality holds
u0x(1) +
∣∣u1(1)∣∣ρu1(1) = 0.
If F ∈ C2(R),F (0) = 0,F ′(s) 0,∀s ∈ R. Then ∀T > 0,∀f ∈ L2(Q), the problem (1.1)–(1.3) has a unique solution
u ∈ L∞(0, T ;H 2(Ω) ∩ H1(Ω)),
ut ∈ L∞
(
0, T ;H1(Ω)
)∩ L2(0, T ;H 2(Ω)),
utt , uxxt ∈ L2(Q).
And the following comparison lemma of differential inequalities will play an essential role in derivation of decay
rate when f = 0.
Lemma 1.2. (See [10].) Suppose that x and y are absolutely continuous functions and satisfy
d
dt
x(t) + c1xβ(t) g(t), t  0,
d
y(t) + c2yβ(t) h(t), t  0,dt
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x(0) y(0),
then
x(t) y(t), ∀t ∈ [0,∞).
2. Case of F(s) = s + |s|α−2s (α  2)
In this section, we will study the decay rate of the solutions of problem (1.1)–(1.3) when F(s) = s + |s|α−2s
(α  2). The conclusion that the solutions and f (x, t) have the same exponential decay or algebraic decay will be
proved.
Now, Eq. (1.1) becomes
utt − uxxt − uxx −
(|ux |α−2ux)x = f (x, t). (2.1)
Multiplying the both sides of (2.1) by ut (x, t), and integrating the obtained result with respect to x, we obtain
1∫
0
(
utt − uxxt − uxx −
(|ux |α−2ux)x)ut dx =
1∫
0
f (x, t)ut dx. (2.2)
It follows from the conditions (1.2), we get
−
1∫
0
uxxtut dx = ut (1, t) d
dt
(∣∣ut (1, t)∣∣ρut (1, t))+ ‖uxt‖2
= (ρ + 1)ut (1, t)
∣∣ut (1, t)∣∣ρutt (1, t) + ‖uxt‖2
= ρ + 1
ρ + 2
d
dt
∣∣ut (1, t)∣∣ρ+2 + ‖uxt‖2,
−
1∫
0
uxxut dx = ut (1, t)
∣∣ut (1, t)∣∣ρut (1, t) +
1∫
0
uxuxt dx =
∣∣ut (1, t)∣∣ρ+2 + 12 ddt ‖ux‖2,
−
1∫
0
(|ux |α−2ux)xut dx = ∣∣ut (1, t)∣∣ρα+α−ρ + 1α ddt ‖ux‖αα.
Inserting the above three equalities into (2.2), we have
d
dt
(
1
2
‖ut‖2 + 12‖ux‖
2 + 1
α
‖ux‖αα +
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2
)
+ ‖uxt‖2 +
∣∣ut (1, t)∣∣ρ+2 + ∣∣ut (1, t)∣∣ρα+α−ρ
=
1∫
0
f ut dx.
Let
E(t) = 1
2
‖ut‖2 + 12‖ux‖
2 + 1
α
‖ux‖αα +
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2,
then, obviously, we have
d
dt
E(t) = −‖uxt‖2 −
∣∣ut (1, t)∣∣ρ+2 − ∣∣ut (1, t)∣∣ρα+α−ρ +
1∫
f ut dx. (2.3)0
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φ(t) = E(t) + ε1(u,ut ) + ε1
∣∣ut (1, t)∣∣ρut (1, t)u(1, t),
where ε1 is a small positive number determined later.
Lemma 2.1. Suppose that f (·, t) ∈ L2(Ω), and E(t) is bounded on [0,∞). Then for small ε1
1
2
E(t) φ(t) 2E(t), ∀t ∈ [0,∞), (2.4)
d
dt
φ(t) + C1φ(t) C2‖f ‖2, ∀t ∈ [0,∞), (2.5)
where ε1,C1,C2 > 0 depend on the bound of E(t).
Proof. Firstly, from u|x=0 = ut |x=0 = 0 we find
‖u‖ ‖ux‖, (2.6)
‖ut‖ ‖uxt‖. (2.7)
Therefore,
ε1
∣∣(u,ut )∣∣ ε1
(
1
2
‖u‖2 + 1
2
‖ut‖2
)
 ε1
(
1
2
‖ux‖2 + 12‖ut‖
2
)
. (2.8)
Noting that
∣∣u(1, t)∣∣=
∣∣∣∣∣
1∫
0
ux(x, t) dx
∣∣∣∣∣
1∫
0
∣∣ux(x, t)∣∣dx  ‖ux‖,
we get∣∣u(1, t)∣∣ρ+2  ‖ux‖ρ+2. (2.9)
Thanks to the Young inequality, we deduce that
ε1
∣∣∣∣ut (1, t)∣∣ρut (1, t)u(1, t)∣∣ ε1
(
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2 + 1
ρ + 2
∣∣u(1, t)∣∣ρ+2)
 ε1
(
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2 + ‖ux‖ρ
ρ + 2 ‖ux‖
2
)
. (2.10)
Combining (2.8), (2.10), and by virtue of the bounded property of E(t), we obtain (2.4) holds for small ε1.
In what follows, we will prove that (2.5) holds. According to (2.3), we conclude that
d
dt
φ(t) = d
dt
E(t) + ε d
dt
(u,ut ) + ε1 d
dt
(∣∣ut (1, t)∣∣ρut (1, t)u(1, t))
= −‖uxt‖2 −
∣∣ut (1, t)∣∣ρ+2 − ∣∣ut (1, t)∣∣ρα+α−ρ +
1∫
0
f ut dx + ε1‖ut‖2
+ ε1
1∫
0
u
(
uxxt + uxx +
(|ux |α−2ux)x)dx + ε1
1∫
0
f udx + ε1 d
dt
(∣∣ut (1, t)∣∣ρut (1, t)u(1, t))
= −‖uxt‖2 −
∣∣ut (1, t)∣∣ρ+2 − ∣∣ut (1, t)∣∣ρα+α−ρ +
1∫
f ut dx + 3ε12 ‖ut‖
2 − ε1
2
‖ut‖2
0
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1∫
0
uxuxt dx + ε1uux |10 − ε1‖ux‖2 + ε1u|ux |α−2ux |10 − ε1‖ux‖αα + ε1
1∫
0
f udx
+ ε1 d
dt
(∣∣ut (1, t)∣∣ρut (1, t)u(1, t)). (2.11)
By the Young inequality and (2.7), we obtain
1∫
0
f ut dx 
ε1
2
‖uxt‖2 + 12ε1 ‖f ‖
2, (2.12)
ε1uuxt |10 = −ε1u(1, t)
d
dt
(∣∣ut (1, t)∣∣ρut (1, t))= −ε1 d
dt
(
u(1, t)
∣∣ut (1, t)∣∣ρut (1, t))+ ε1∣∣ut (1, t)∣∣ρ+2, (2.13)
−ε1
1∫
0
uxuxt dx 
ε1
4
‖ux‖2 + ε1‖uxt‖2. (2.14)
It follows from the Young inequality and (2.9) that
ε1uux |10 = −ε1u(1, t)
∣∣ut (1, t)∣∣ρut (1, t)
 ε1
(
ε2
∣∣u(1, t)∣∣ρ+2 + C3(ε2)∣∣ut (1, t)∣∣ρ+2)
 ε1ε2‖ux‖ρ‖ux‖2 + ε1C3(ε2)
∣∣ut (1, t)∣∣ρ+2, (2.15)
ε1u|ux |α−2ux |10 = −ε1u(1, t)
∣∣ut (1, t)∣∣ρα+α−ρ−2ut (1, t)
 ε1
(
ε3
∣∣u(1, t)∣∣ρα+α−ρ + C4(ε3)∣∣ut (1, t)∣∣ρα+α−ρ)
 ε1ε3‖ux‖ρα+α−ρ−2‖ux‖2 + ε1C4(ε3)
∣∣ut (1, t)∣∣ρα+α−ρ, (2.16)
ε1
1∫
0
f udx  ε1
4
‖ux‖2 + ε1‖f ‖2, (2.17)
where ε2, ε3 are small positive numbers determined later. Substituting (2.12)–(2.17) into (2.11), we arrive at
d
dt
φ(t)−
(
1 − 3ε1
2
− ε1
2
− ε1
)
‖uxt‖2 −
(
1 − ε1 − ε1C3(ε2)
)∣∣ut (1, t)∣∣ρ+2
− (1 − ε1C4(ε3))∣∣ut (1, t)∣∣ρα+α−ρ +
(
1
2ε1
+ ε1
)
‖f ‖2
− ε1
2
‖ut‖2 − ε1
(
1
2
− ε2‖ux‖ρ − ε3‖ux‖ρα+α−ρ−2
)
‖ux‖2 − ε1‖ux‖αα. (2.18)
Taking advantage of the bounded property of E(t), and noting that ρα + α − ρ − 2 0, we can choose ε2, ε3 small
enough, such that
1
2
− ε − 2‖ux‖ρ − ε3‖ux‖ρα+α−ρ−2 > 0,
and choose ε1 small enough, such that
1 − 3ε1, 1 − ε1 − ε1C3(ε2), 1 − ε1C4(ε3) > 0.
Then, it follows from (2.4) and (2.18) that
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dt
φ(t)−(1 − ε1 − ε1C3(ε2))∣∣ut (1, t)∣∣ρ+2 − ε12 ‖ut‖2 − ε1
(
1
2
− ε2‖ux‖ρ − ε3‖ux‖ρα+α−ρ−2
)
‖ux‖2
− ε1‖ux‖αα +
(
1
2ε1
+ ε1
)
‖f ‖2
−C5E(t) + C6‖f ‖2
−C5
2
φ(t) + C6‖f ‖2,
that is, (2.5) holds. This ends the proof of the lemma. 
Theorem 2.2. (1) Suppose that
‖f ‖2 M1(1 + t)−λ1,
where M1  0, λ1 > 1. Then there exists C7 > 0, such that
E(t)C7(1 + t)−λ1 .
(2) Suppose that
‖f ‖2 M2e−λ2t ,
where M2  0, λ2 > 0. Then there exist C8, λ3 > 0, such that
E(t)C8e−λ3t .
Proof. (1) Obviously, ‖f ‖2 ∈ L1[0,∞). From (2.3) and the Young inequality, we have
d
dt
E(t) C9‖f ‖2.
Therefore,
E(t)E(0) + C9
∞∫
0
‖f ‖2 dt,
that is E(t) is bounded. Hence, according to Lemma 2.1, we get
d
dt
φ(t) + C1φ(t) C2M1(1 + t)−λ1 .
Let
y(t) = Kφ(0)(C10 + t)−λ1,
where
C10 
2λ1
C1
, K max
{
C
λ1
10 ,
2C2M1 max(Cλ110 ,1)
φ(0)C1
}
.
Then we obtain
d
dt
y(t) + C1y(t)C2M1(1 + t)−λ1 .
Noting that y(0) φ(0), by virtue of Lemma 1.2, we have
φ(t) y(t).
Again taking advantage of (2.4), we complete the proof of (1).
(2) Obviously, ‖f ‖2 ∈ L1[0,∞), then E(t) is bounded. According to Lemma 2.1, we arrive at
d
φ(t) + C1φ(t) C2M2e−λ2t .dt
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have
φ(t) e−C1t
(
φ(0) + C2M2
t∫
0
e(C1−λ2)t dt
)
.
Therefore, the proof is completed. 
3. Case of F(s) = |s|α−2s (α > 2)
In this section, we consider F(s) = |s|α−2s (α > 2), and we will prove the algebraic decay of solutions. First of all,
Eq. (1.1) becomes
utt − uxxt −
(|ux |α−2ux)x = f (x, t). (3.1)
Multiplying the both sides of (3.1) by ut (x, t), and integrating the obtained result with respect to x, we obtain
1∫
0
(
utt − uxxt −
(|ux |α−2ux)x)ut dx =
1∫
0
f (x, t)ut dx.
It follows from the conditions of (1.2), we get
d
dt
(
1
2
‖ut‖2 + 1
α
‖ux‖αα +
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2
)
+ ‖uxt‖2 +
∣∣ut (1, t)∣∣ρα+α−ρ =
1∫
0
f ut dx.
Let
E˜(t) = 1
2
‖ut‖2 + 1
α
‖ux‖αα +
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2,
then, we get
d
dt
E˜(t) = −‖uxt‖2 −
∣∣ut (1, t)∣∣ρα+α−ρ +
1∫
0
f ut dx. (3.2)
Let
φ˜(t) = E˜(t) + ε4E˜β(t)(u,ut ) + ε4E˜β(t)
∣∣ut (1, t)∣∣ρut (1, t)u(1, t),
where ε4 is a small positive number determined later, β = α−2α > 0.
Lemma 3.1. Suppose that f (·, t) ∈ L2(Ω), and E˜(t) is bounded on [0,∞). Then for small ε4
1
2
E˜(t) φ˜(t) 2E˜(t), ∀t ∈ [0,∞), (3.3)
d
dt
φ˜(t) + C11φ˜ 2α−2α (t) C12‖f ‖2, ∀t ∈ [0,∞), (3.4)
where ε4,C11,C12 > 0 depend on the bound of E˜(t).
Proof. By virtue of (2.6), the Sobolev embedding theorem and the bounded property of E˜(t), we have
∣∣ε4E˜β(t)(u,ut )∣∣ ε4E˜β(t)
(
1
2
‖ux‖2 + 12‖ut‖
2
)
 ε4E˜β(t)
(
1‖ux‖2α +
1‖ut‖2
)
2 2
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(
1
2
(
αE˜(t)
) 2
α + E˜(t)
)
= ε4E˜(t)
(
1
2
α
2
α + E˜β(t)
)
 ε4C13E˜(t). (3.5)
It follows from the Young inequality (2.9), the Sobolev embedding theorem and the bounded property of E˜(t), that
ε4E˜
β(t)
∣∣ut (1, t)∣∣ρut (1, t)u(1, t) ε4E˜β(t)
(
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2 + 1
ρ + 2
∣∣u(1, t)∣∣ρ+2)
 ε4E˜β(t)
(
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2 + 1
ρ + 2‖ux‖
ρ+2
α
)
 ε4E˜β(t)
(
E˜(t) + 1
ρ + 2
(
αE˜(t)
) ρ+2
α
)
= ε4E˜(t)
(
E˜β(t) + 1
ρ + 2α
ρ+2
α E˜
ρ
α (t)
)
 ε4C14E˜(t). (3.6)
Combining (3.5) and (3.6), we arrive at (3.3) holds for small ε4.
Next, we will prove that (3.4) holds.
d
dt
φ˜(t) = d
dt
E˜(t) + ε4βE˜β−1(t)(u,ut ) d
dt
E˜(t) + ε4E˜β(t) d
dt
(u,ut ) + ε4 d
dt
(
E˜β(t)
∣∣ut (1, t)∣∣ρut (1, t)u(1, t))
= (1 + ε4βE˜β−1(t)(u,ut )) d
dt
E˜(t) + ε4E˜β(t)‖ut‖2 + ε4E˜β(t)
1∫
0
u
(
uxxt +
(|ux |α−2ux)x + f )dx
+ ε4 d
dt
(
E˜β(t)
∣∣ut (1, t)∣∣ρut (1, t)u(1, t))
= (1 + ε4βE˜β−1(t)(u,ut )) d
dt
E˜(t) + 2ε4E˜β(t)‖ut‖2 − ε4E˜β(t)‖ut‖2 + ε4E˜β(t)uuxt |10
− ε4E˜β(t)
1∫
0
uxuxt dx + ε4E˜β(t)u|ux |α−2ux |10 − ε4E˜β(t)‖ux‖αα + ε4E˜β(t)
1∫
0
uf dx
+ ε4 d
dt
(
E˜β(t)
∣∣ut (1, t)∣∣ρut (1, t)u(1, t)). (3.7)
Thanks to the boundary conditions (1.2), we obtain
ε4E˜
β(t)uuxt |10 = −ε4E˜β(t)u(1, t)
d
dt
(∣∣ut (1, t)∣∣ρut (1, t))
= −ε4 d
dt
(
E˜β(t)u(1, t)
∣∣ut (1, t)∣∣ρut (1, t))+ ε4E˜β(t)∣∣ut (1, t)∣∣ρ+2
+ ε4u(1, t)
∣∣ut (1, t)∣∣ρut (1, t)βE˜β−1(t) d
dt
E˜(t).
Substituting the above inequality into (3.7), we get
d
dt
φ˜(t) = (1 + ε4βE˜β−1(t)(u,ut ) + ε4u(1, t)∣∣ut (1, t)∣∣ρut (1, t)βE˜β−1(t)) d
dt
E˜(t) + 2ε4E˜β(t)‖ut‖2
− ε4E˜β(t)‖ut‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 − ε4E˜β(t)
1∫
0
uxuxt dx + ε4E˜β(t)
1∫
0
uf dx
+ ε4E˜β(t)u|ux |α−2ux |1 − ε4E˜β(t)‖ux‖αα. (3.8)0
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Therefore, choosing ε4 small enough, we arrive at
1
2
 1 + ε4βE˜β−1(t)(u,ut ) + ε4u(1, t)
∣∣ut (1, t)∣∣ρut (1, t)βE˜β−1(t) 2.
Consequently, combining (3.2) and (3.8), we deduce that
d
dt
φ˜(t)−1
2
‖uxt‖2 − 12
∣∣ut (1, t)∣∣ρα+α−ρ + 2
∣∣∣∣∣
1∫
0
f ut dx
∣∣∣∣∣+ 2ε4E˜β(t)‖ut‖2 − ε4E˜β(t)‖ut‖2
+ ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 − ε4E˜β(t)
1∫
0
uxuxt dx + ε4E˜β(t)
1∫
0
uf dx + ε4E˜β(t)u|ux |α−2ux |10
− ε4E˜β(t)‖ux‖αα. (3.9)
By virtue of the Cauchy inequality and the Sobolev embedding theorem, we conclude that
2
∣∣∣∣∣
1∫
0
f ut dx
∣∣∣∣∣ 18‖uxt‖2 + 8‖f ‖2. (3.10)
Owing to the bounded property of E˜(t), we can choosing ε4 small enough, such that
2ε4E˜β(t)‖ut‖2  2ε4E˜β(t)‖uxt‖2  18‖uxt‖
2. (3.11)
From the Young inequality and the Sobolev embedding theorem, we find
−ε4E˜β(t)
1∫
0
uxuxt dx  ε4E˜β(t)
(
1
4
‖ux‖αα + C15‖uxt‖α
′
α′
)
 ε4
4
E˜β(t)‖ux‖αα + ε4C15E˜β(t)‖uxt‖α
′
, (3.12)
where α′ = α
α−1 < 2, and
ε4E˜
β(t)
1∫
0
uf dx  ε4E˜β(t)
(
1
4
‖u‖αα + C15‖f ‖α
′
α′
)
 ε4
4
E˜β(t)‖ux‖αα + ε4C15E˜β(t)‖f ‖α
′
. (3.13)
It follows from the Young inequality, the Sobolev embedding theorem and (2.9) that
ε4E˜
β(t)u|ux |α−2ux |10 = −ε4E˜β(t)u(1, t)
∣∣ut (1, t)∣∣ρα+α−2−ρut (1, t)
 ε4E˜β(t)
(
ε5
∣∣u(1, t)∣∣ρα+α−ρ + C16(ε5)∣∣ut (1, t)∣∣ρα+α−ρ)
 ε4ε5E˜β(t)‖ux‖ρα−ρα ‖ux‖αα + ε4C16(ε5)E˜β(t)
∣∣ut (1, t)∣∣ρα+α−ρ, (3.14)
where ε5 is a small positive number determined later. Inserting (3.10)–(3.14) to (3.9), we have
d
dt
φ˜(t)−1
4
‖uxt‖2 −
(
1
2
− ε4C16(ε5)E˜β(t)
)∣∣ut (1, t)∣∣ρα+α−ρ + 8‖f ‖2
− ε4E˜β(t)‖ut‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 − ε4
(
1
2
− ε5‖ux‖ρα−ρα
)
E˜β(t)‖ux‖αα
+ ε4C15E˜β(t)‖uxt‖α′ + ε4C15E˜β(t)‖f ‖α′ . (3.15)
Thanks to the Young inequality, we obtain
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β(t)‖uxt‖α′ = ε4C15E˜β(t)‖uxt‖ αα−1
 ε4
(
1
64
(
E˜β(t)
) 2α−2
α−2 + C17
(‖uxt‖ αα−1 ) 2α−2α
)
= ε4
64
E˜β+1(t) + ε4C17‖uxt‖2, (3.16)
ε4C15E˜
β(t)‖f ‖α′ = ε4C15E˜β(t)‖f ‖ αα−1  ε464 E˜
β+1(t) + ε4C17‖f ‖2. (3.17)
Substituting (3.16) and (3.17) into (3.15), we get
d
dt
φ˜(t)−
(
1
4
− ε4C17
)
‖uxt‖2 −
(
1
2
− ε4C16(ε5)E˜β(t)
)∣∣ut (1, t)∣∣ρα+α−ρ
+ (8 + ε4C17)‖f ‖2 − ε4E˜β(t)‖ut‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2
− ε4
(
1
2
− ε5‖ux‖ρα−ρα
)
E˜β(t)‖ux‖αα +
ε4
32
E˜β+1(t). (3.18)
Firstly, choosing ε5 small enough, such that 12 − ε5‖ux‖ρα−ρα  14α , and choosing ε4 small enough, such that
1
4
− ε4C17  18 ,
1
2
− ε4C16(ε5)E˜β(t) 0.
Then, from (3.18), we deduce that
d
dt
φ˜(t)−1
8
‖uxt‖2 + (8 + ε4C17)‖f ‖2 − ε4E˜β(t)‖ut‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 − ε44α E˜β(t)‖ux‖αα
+ ε4
32
E˜β+1(t). (3.19)
Since
∣∣ut (1, t)∣∣=
∣∣∣∣∣
1∫
0
uxt dx
∣∣∣∣∣ ‖uxt‖,
we obtain
−1
8
‖uxt‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 −18
∣∣ut (1, t)∣∣2 + ε4E˜β(t)∣∣ut (1, t)∣∣ρ+2
= −
(
1
8
∣∣ut (1, t)∣∣−ρE˜−β(t) − ε4
)
E˜β(t)
∣∣ut (1, t)∣∣ρ+2. (3.20)
By virtue of the bounded property of E˜(t), we can choosing ε4 small enough, such that
1
8
∣∣ut (1, t)∣∣−ρE˜−β(t) −
(
1
16
ρ + 1
ρ + 2 + 1
)
ε4  0,
consequently,
1
8
∣∣ut (1, t)∣∣−ρE˜−β(t) − ε4  116 ρ + 1ρ + 2ε4.
Substituting the above inequality into (3.20), we have
−1
8
‖uxt‖2 + ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2 − 116 ρ + 1ρ + 2ε4E˜β(t)
∣∣ut (1, t)∣∣ρ+2.
Inserting the above inequality into (3.19), and noting (3.3), we obtain
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dt
φ˜(t)−ε4E˜β(t)
(
‖ut‖2 + 116
ρ + 1
ρ + 2
∣∣ut (1, t)∣∣ρ+2 + 14α ‖ux‖αα
)
+ ε4
32
E˜β+1(t) + (8 + ε4C17)‖f ‖2
− ε4
32
E˜β+1(t) + (8 + ε4C17)‖f ‖2
− ε4
32
2−β−1φ˜β+1(t) + (8 + ε4C17)‖f ‖2.
That is, (3.4) holds. The lemma is proved. 
Theorem 3.2. Suppose that
‖f ‖2 M3(1 + t)−λ4,
where M3  0, λ4 > 1. Then there exist C19,C20 > 0, such that ∀t ∈ [0,∞),
E˜(t)C19(1 + t)−
αλ4
2α−2 , 1 < λ4 
2α − 2
α − 2 ,
E˜(t)C20(1 + t)− αα−2 , λ4 > 2α − 2
α − 2 .
Proof. Obviously, ‖f ‖2 ∈ L1[0,∞), therefore it follows from (3.2) that E˜(t) is bounded. And from Lemma 3.1, we
obtain
d
dt
φ˜(t) + C11φ˜ 2α−2α (t) C12M3(1 + t)−λ4 .
When 1 < λ4  2α−2α−2 , let
y˜(t) = φ˜(0)K(1 + t)− αλ42α−2 ,
where K  1, and the following inequality holds
C11
(
φ˜(0)K
) 2α−2
α − C12M3 − φ˜(0)K α2α − 2λ4  0.
Then, we have
d
dt
y˜(t) + C11y˜ 2α−2α (t) C12M3(1 + t)−λ4 ,
and
y˜(0) φ˜(0).
According to Lemma 1.2, we get
φ˜(t) y˜(t).
Again taking advantage of (3.3), we obtain the conclusion.
When λ4  2α−2α−2 , let
y˜(t) = φ˜(0)K(1 + t)− αα−2 ,
where K  1 satisfying
C11
(
φ˜(0)K
) 2α−2
α − C12M3 − φ˜(0)K α
α − 2  0.
Then, we have
d
dt
y˜(t) + C11y˜ 2α−2α (t) C12M3(1 + t)−λ4 ,
and
y˜(0) φ˜(0).
Thanks to Lemma 1.2 and (3.3), we complete the proof of the theorem. 
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