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Abstract—Conversational agents (CAs) play an important role
in human computer interaction (HCI). Creating believable move-
ments for CAs is challenging, since the movements have to be
meaningful and natural, reflecting the coupling between gestures
and speech. Studies in the past have mainly relied on rule-
based or data-driven approaches. Rule-based methods focus on
creating meaningful behaviors conveying the underlying message,
but the gestures cannot be easily synchronized with speech. Data-
driven approaches, especially speech-driven models, can capture
the relationship between speech and gestures. However, they
create behaviors disregarding the meaning of the message. This
study proposes to bridge the gap between these two approaches
overcoming their limitations. The approach builds a dynamic
Bayesian network (DBN), where a discrete variable is added to
constrain the behaviors on the underlying constraint. The study
implements and evaluates the approach with two constraints:
discourse functions and prototypical behaviors. By constraining
on the discourse functions (e.g., questions), the model learns the
characteristic behaviors associated with a given discourse class
learning the rules from the data. By constraining on prototypical
behaviors (e.g., head nods), the approach can be embedded in
a rule-based system as a behavior realizer creating trajectories
that are timely synchronized with speech. The study proposes
a DBN structure and a training approach that (1) models the
cause-effect relationship between the constraint and the gestures,
(2) initializes the state configuration models increasing the range
of the generated behaviors, and (3) captures the differences in
the behaviors across constraints by enforcing sparse transitions
between shared and exclusive states per constraint. Objective and
subjective evaluations demonstrate the benefits of the proposed
approach over an unconstrained baseline model.
Index Terms—Speech-driven animation, Conversation agents,
Behavior Synthesis, Discourse function.
I. INTRODUCTION
Body language is an essential part of face-to-face conversa-
tions. People consciously or unconsciously use head motion,
hand gestures, and facial expressions while speaking. We use
these modalities for multiple purposes including to emphasize
ideas, parse sentences into smaller syntactic units, complement
verbal information, and express our emotions. Therefore, in-
corporating naturalistic behaviors that fulfill these communi-
cation goals is important in the design of a conversational
agent (CA) [8]. CAs are playing a relevant role in several
fields including business enterprises, healthcare, entertainment,
and education. Their use has also increased with new website
and mobile applications, providing a great platform for virtual
reality, visual aid for hearing impaired individuals, and virtual
agents for online shopping [10].
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Creating behaviors that are perceived natural while convey-
ing the underlying meaning in the message is challenging.
Most studies in this field are focused on either rule-based or
data-driven systems [31]. Rule-based systems create contextual
rules to trigger behaviors, emphasizing the semantic and
syntactic information [1], [8], [17]. However, the variation of
the gestures generated using rules is bounded by the predefined
dictionary of handmade gestures [13]. Furthermore, scheduling
the movement with speech is challenging [9], [39]. Data-
driven approaches learn the behaviors directly from data. There
are several studies that have used speech to create behaviors
[4], [5], [7], [11], [20], [21], [23]. Speech prosody is highly
correlated with facial expression and head movements [6], so
it is possible to generate behaviors that are timely aligned with
speech (rhythm, emphasis). However, speech-driven methods
do not consider the meaning of the sentence. While the
gesture may be perfectly aligned with speech, its meaning may
contradict the message (e.g., nodding while saying “no”).
This study leverages the advantages of rule-based and
speech-driven systems, bridging the gap between these meth-
ods by overcoming their drawbacks. We address this problem
by constraining our speech-driven model by contextual infor-
mation to generate behaviors with meaning. This approach
relies on dynamic Bayesian models (DBNs) capturing the
temporal relationship between speech and gestures (in this
study, hand and head motion). We introduce the constraints
as an extra discrete variable that conditions the state config-
uration between speech and gestures, modeling the specific
behavioral characteristics associated with the given constraint.
We demonstrate the potential of the proposed approach with
two evaluations, where the constraints are either discourse
functions (negation, affirmation, questions and suggestion)
or predefined prototypical hand and head gestures. With the
discourse functions, we aim to synthesize head movement
trajectories that are commonly associated with a given dis-
course function (e.g., head roll for questions, head shakes
for negations). Instead of creating hand-crafted rules, the
proposed model learns the statistical patterns from data. For
prototypical gestures, we aim to learn statistical models that
generate pre-defined hand and head behaviors, and their joint
representations with prosody features. This model plays the
role of a behavior realizer in the SAIBA framework [17], and
has the potential to be integrated into a rule-based system. We
consider three prototypical hand gestures (To-Fro, So-What,
and Regress) and head gesture (Head Nod and Head Shake).
The constraints are introduced as input to the system, changing
the discrete variable that conditions the generated gestures.
During synthesis, the models will create novel realizations of
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2these gestures that are timely synchronized with speech. The
proposed models are effective, producing realizations that are
perceived more natural than the unconstrained models, bridg-
ing the gap between rule-based and speech-driven methods.
II. RELATED WORK
Several studies have proposed schemes to generate gestures,
which can be categorized into rule-based and data-driven
methods.
A. Rule-Based Systems
Cassell et al. [8] presented one of the early studies on
rule-based framework to synthesize behaviors. They defined
several rules to generate appropriate behaviors dictated by the
meaning of the message. In a later study, Cassell et al. [9]
introduced the behavior expression animation toolkit (BEAT),
which uses text to create animations with appropriate and
synchronized gestures. BEAT tags semantic labels in the text,
which are mapped into appropriate behaviors by heuristics
rules suggested after observing human-human nonverbal dis-
plays. The synchronization is decided based on the timing of
the words in the text. Poggi et al. [28] introduced GRETA,
which is an embodied conversational agent (ECA), comprising
several modules such as emotional mind, dialog manager,
plan enrichment and body generator. The body enrichment
module labels text with appropriate behaviors assigning syn-
chronization points, which are realized by the body generator
module. GRETA includes a number of predefined gestures
which can be exploited to generate animations with specific
communicative goals. Kopp and Wachsmuth [18] proposed
to find a prominent word or phrase to synchronize speech
and gestures. The prominent words convey the communicative
goal, creating anchors for the peak of the gesture. Marsella
et al. [24] proposed a framework to generate animation from
speech. Their system uses an automatic speech recognition
(ASR) module to get the transcriptions, which are semantically
analyzed to extract communicative goals in the message. They
defined a list of behaviors associated with the communica-
tive goals, mapping the text to behaviors. Their system also
analyzes emotional cues in speech extracting arousal level,
which dictates the selection of the behaviors generated for
each communicative goal.
B. Data-Driven Systems
An alternative approach to generate behaviors is using data-
driven methods that exploit the relationship between body
movements and acoustic features (e.g., prosody). Vigot et al.
[38] demonstrated that there is a statistically significant corre-
lation between prosodic features and raw body movements.
Graf et al. [14] showed that there is correlation between
prosodic events and behaviors such as eyebrow and head
movements. Busso et al. [6] reported that the correlation
between prosodic features and head movements across dif-
ferent emotions are on average more than ρ = 0.69, using
canonical correlation analysis (CCA). Speech and gestures
also co-occur. The study from McNeill [25] showed that more
than 90% of the gestures occur while speaking, showing the
tied connections between these modalities. These results have
motivated synthesizing behaviors using speech-driven models.
Busso et al. [5] proposed emotion dependent hidden Markov
models (HMM) to synthesize head movements with prosodic
features. Mariooryad et al. [23] investigated several dynamic
Bayesian networks (DBNs) to jointly model head and eyebrow
movements driven by speech, capturing the dependencies not
only between speech and facial behaviors, but also between
head and eyebrow motions. Some studies have argued that
speech is correlated with the kinematics of the behaviors. Le
et al. [20] proposed to jointly model prosodic features and
kinematic features of head motion using Gaussian Mixture
Models (GMM). Levine et al. [21] presented a system to
synthesize body movement using hidden conditional random
fields (HCRFs), modeling the relationship between prosody
and kinematic features of the joint rotations. The task was
to predict kinematic parameters from speech. They use re-
inforcement learning to select behaviors in the database that
match the inferred kinematics parameters. Bozkurt et al. [3]
designed a system for generating upper body beat gestures
based on prosodic features. They clustered prosodic features
into intonational phrases, and movements into gestural phrases.
These units were jointly modeled using a hidden semi Markov
model (HSMM), which allowed asynchrony between the ges-
tures and prosodic phrases by modeling the state duration
of the hidden state. Chiu et al. [11] proposed to use hier-
archical factored conditional restricted Boltzmann machines
(HFCRBMs) which learns how to generate the joint poses for
the next frame based on the previous frame conditioned on
the prosodic features.
C. Hybrid Approaches
Rule-based and data-driven methods have advantages and
disadvantages. Rule-based methods do not capture the range
of behaviors observed during human interaction, are limited
by the stored behaviors, and often result in repetitive behav-
iors. The synchronization between behaviors and speech is
challenging, since they do not learn the synchronization from
natural recordings. However, they can consider the meaning
of the message to derive appropriate behaviors. Speech-driven
methods can capture broader variations of behaviors, learn-
ing appropriate synchronization between speech and gestures.
However, they may not create appropriate behaviors that match
the intended communicative goal. Using pure speech-driven
methods may be enough to predict beat gestures but not
iconic or metaphoric gestures which are closely related to
the message. Bridging the gap between rule-based and data-
driven frameworks has the potential to create behaviors that
are meaningful, timely synchronized, and representative of the
range of variations observed during human interaction.
Studies have attempted to combine both approaches creat-
ing hybrid frameworks. Stone et al. [36] designed a hybrid
system to generate meaningful behaviors given the text. They
jointly segment audio and motion capture recordings into units
expressing pre-defined communicative intents. Given an input
text, they parse the input into their predefined categories, using
3dynamic programming to find speech and motion capture seg-
ments that have the same communicative goal. The generation
with this framework is limited to the stored speech segments.
Sadoughi et al. [33] proposed to constrain a speech-driven
model based on the discourse functions of the sentence to
generate more meaningful head and eyebrow motion. The
study was limited to only two discourse functions: affirmation
and question, where the subjective evaluation of the result
showed improvements for the constrained model versus the
unconstrained model when the constraint was question.
D. Contribution and Relation to our Prior Work
This paper proposes a framework to create meaningful be-
haviors driven by speech. This framework creates animations
based not only on prosodic features, but also on constraints
which are either discourse functions (i.e., semantic structure
of speech), or prototypical behaviors (e.g., head nods). This
study builds upon our previous work, which we summarize in
this section.
Sadoughi et al. [33] proposed a model to generate speech-
driven head and eyebrow movements constrained on discourse
functions. The preliminary study tested the constrained model
on one session of the IEMOCAP corpus, constraining the
models on two dialog acts: question, and affirmation. The
subjective evaluation of the models showed that the behaviors
from the constrained models are more preferable, natural and
appropriate compared to the unconstrained model. In Sadoughi
and Busso [29], we explored the idea of constraining the
models using prototypical behaviors such as head nods. The
models were trained with gestures directly retrieved from the
corpus by providing few examples.
The models presented in our preliminary studies have sev-
eral limitations. First, the variability of the generated behaviors
is limited since the model optimization is susceptible to a
poor initialization to reduce the mean square error, often
resulting in average trajectories. Second, the structure of the
proposed models requires balanced datasets per constraint,
which is an unnecessary restriction. This study presents an
improved speech-driven model that overcomes these problems
by changing the structure of the model and the training strat-
egy, which systematically reduces the confusion between the
constraints during training. The contributions of this paper are
(1) designing a constrained speech-driven model to generate
more meaningful behaviors (Sec. VII-A), (2) an initialization
technique which increases the range of motion associated with
the behaviors (Sec. VI-C), and (3) a novel training approach
to effectively learn distinct patterns associated with different
constraints (Sec. VII-B).
III. OVERVIEW
This study aims to improve nonverbal displays of CAs
using speech-driven models that are constrained by either the
underlying discourse function in the message or prototypical
behaviors specified by rule-based systems. In an attempt
to create meaningful gestures, Marsella et al. [24] defined
several functions based on the content of the speech. These
discourse related functions create a mapping between content
Speech
Discourse Function Question
Have you seen my bag?
Target Gesture So-What
Constraint
Animation
Synthesis
Fig. 1. Overview of the proposed system to generate behaviors. In addition
to speech, the models take constraints as input (either discourse functions of
target gesture), generating meaningful data-driven behaviors.
and behaviors. Likewise, Poggi et al. [28] designed a toolkit
with several embedded functions to generate behaviors. The
inputs to these mappings are communicative goal of the
utterance, which we call discourse functions. These discourse
functions are associated with relevant gestures that contribute
in understanding the underlying message of the speech.
Figure 1 gives the overview of our system, which takes
as input speech and the underlying discourse function or
intended gesture, producing meaningful behaviors that are
timely synchronized with speech, convey the right message,
and display the range of behaviors observed during human
interactions. Our framework can take the role of behavior
realizer proposed under the SAIBA framework [17], bridging
the gap between rule-based and data-driven approaches.
We aim to answer the following questions in the context of
CAs, “do discourse functions affect behaviors?” If so, “is there
a principled framework to capture the characteristics behaviors
associated with discourse functions?” Knowing the target
gesture, “can we effectively create the gesture which is syn-
chronized with and modulated by speech?” We address these
questions by exploring four discourse functions: negation,
affirmation, question and suggestion. The analysis in Section
V reveals that the behaviors observed during these discourse
functions are in fact different. We propose a principled speech-
driven approach to capture the characteristic behaviors for each
discourse function. We also propose to constrain the models
with prototypical behaviors. While the framework is general,
we evaluate three hand gesture and two head gestures.
IV. RESOURCES
This section provides a brief description of the corpus used
in this study, focusing on the annotation process and the
method used to retrieve target gestures.
A. The MSP-AVATAR Database
We collected the MSP-AVATAR corpus [34] to study the
role of discourse functions and gestures. This corpus was
collected to provide data to synthesize more meaningful and
naturalistic behaviors.
The MSP-AVATAR corpus contains recordings of dyadic
interactions based on improvisations of daily scenarios. It
encompasses the recordings from six actors interacting in
four dyadic interactions. The scenarios are carefully designed
such that they include the use of eight discourse functions:
4(a) Upper-body markers (b) Actress with markers
Fig. 2. The MSP-AVATAR database [34]. One of the subjects wore markers
that were tracked with a VICON system.
contrast, confirmation/negation, question, uncertainty, sugges-
tion, giving orders, warning, and informing. There are also
scenarios prompting the actors to use iconic gestures (e.g.,
large, small) and deictic gestures for pronouns (e.g., “me”,
“you”). The discourse functions in this corpus are carefully
chosen based on previous studies [24], [28], which are likely
to elicit characteristic behaviors.
The corpus consists of audio, video and motion capture
recordings, collected at the Motion Capture laboratory of the
University of Texas at Dallas. In each dyadic session, one
of the actors wore 43 facial markers, and a suit in which
we attached 28 markers (Fig. 2). Therefore, we have motion
capture data for four different subjects. The facial markers
include most of the feature points (FPs) in the MPEG-4
standard [26]. For the upper body, we follow the position
of the markers in the Vicon skeleton template (VST). For
each of the actors, we used a Lavalier microphone (SHURE
MX150) connected to a portable digital recorder (TASCAM
DR-100MKII). The microphone recorded the speech at a
resolution of 16 bit and a sampling rate of 44.1 KHz. We used
two Sony handycams HDR-XR100 which recorded at 1,920 ×
1,080 resolution. The cameras were positioned to record the
frontal view of each actor, without interfering with the Vicon
system. In total, we have 74 sessions with a duration of two
hours and fifty eight minutes.
B. Annotation of Discourse Functions
We manually annotated the 74 sessions, identifying sen-
tences associated with discourse functions. Some of the dis-
course classes are harder to reliably annotate, so we only
consider four classes: asking questions (question), showing
agreement (affirmation), showing disagreement (negation),
and making suggestions (suggestion). The evaluation was
conducted with Amazon mechanical turk (AMT), using the
OCTAB interface designed by Park et al. [27]. This toolkit
is suitable for segmental annotations of the videos, where
annotators can mark the beginning and end of segments in the
videos where they noticed the requested discourse function. To
improve the quality of the annotations, our approach identifies
good evaluators using a screening phase. We ask the evaluators
to annotate the discourse function questions, which is one of
the easiest tasks. We also annotated this discourse function
in our laboratory. We manually compared the annotations
provided by each evaluator with our annotations, selecting the
ones who provided reasonable answers. Then, we invited the
selected evaluators to complete the rest of the assignments
for the other three discourse functions. We recruited three
annotators per assignment.
We use the method proposed by Zhou et al. [40] to
aggregate the annotations coming from different annotators.
This method solves a crowdsourcing model which estimates
the hidden variables relevant to the difficulty of the tasks
and the hidden variables relevant to the reliability of the
annotators by using the minimax conditional entropy principle.
The approach not only provides the hard labels after fusion,
but also gives a confidence level in the assigned label (i.e., the
soft assignment). To use this method, we consider our task as
a binary classification where each video frame either belongs
to the target discourse function or not (30fps). We derive
a soft assignment for each of the four discourse functions
using the three evaluations per frame. We only consider the
frames whose soft assignments are more than 0.9 for one of
the discourse function, increasing the reliability in the labeled
segments. Notice that the annotated frames are not mutually
exclusive among the discourse functions. If we separately
consider the co-occurrences between two or more discourse
functions (e.g. suggest and question) as extra constraints, we
would need enough realizations of these combinations. Un-
fortunately, the total durations of the co-occurrences of labels
between 2 or more discourse functions vary between 0.5s to
310s, which is not enough. For simplicity, we enforce mutually
exclusive segments by removing the overlaps, keeping as many
segments as possible. This approach results in total durations
of 734.4s for affirmation, 1,118.7s for negation, 1,149.1s for
question, 1,582.5s for suggestion, and 6,111.7s for other.
C. Motion & Audio Features
The data-driven models take speech features as input, gener-
ating the most likely behaviors. This study considers head and
hand gestures. We use the upper body joint rotations derived
after solving the skeleton of the motion capture recordings in
Blade. We consider the pitch, yaw, and roll rotations for the
head (i.e., 3 degree of freedom (DOF)), arms (3 DOF × 2)
and forearms (2 DOF × 2), normalizing these features using
z-normalization per subject. The sampling rate for the motion
capture data is 120fps.
The acoustic features correspond to prosodic features, fol-
lowing our previous work [5], [23], [30], [33]. We extract the
fundamental frequency and energy using Praat [2], estimating
their first and second order derivatives resulting in a 6D feature
vector. These features are extracted using 40ms windows every
16.67ms with 23.3ms overlap (i.e., 60fps). We interpolate
the unvoiced segments in the fundamental frequency to avoid
discontinuities. The feature vector is up-sampled to match the
sampling rate of the motion capture data (i.e., 120fps).
D. Prototypical Behaviors
This study demonstrates that it is possible to create prototyp-
ical behaviors using data-driven models. While the framework
is general, we only consider three prototypical behaviors for
hand and two prototypical behaviors for head movements.
5(a) So-What (b) To-Fro (c) Regress
Fig. 3. Illustration of the three prototypical hand gestures considered in this study. These gestures were defined by Kipp [16].
TABLE I
PROTOTYPICAL GESTURE CONSIDERED IN THE BEHAVIOR RETRIEVAL
FRAMEWORK. NUMBER OF EXAMPLES IN THE TRAIN, AND TEST &
DEVELOP SETS.
Region Behavior #SamplesTrain #SamplesTest&Dev
HEAD Nod 56 308Shake 39 237
HAND
To-Fro 47 77
So-What 28 72
Regress 24 114
Figure 3 illustrates the target hand gestures. The behaviors
are defined as follows:
Head Nod: One or more pitch rotations of head.
Head Shake: One or more yaw rotations of head.
To-Fro: Movement of both hands form side to side.
So-What: Movement of both hands in an arc in an outward
manner.
Regress: Movements of hands in circles towards the body.
The data-driven models require enough examples of these
gestures to effectively train the models. We use the supervised
framework introduced by Sadoughi and Busso [29] to auto-
matically retrieve these instances from the dataset. The key
idea is to annotate few examples of the target behavior, and
retrieve the rest of the segments until we have enough data
to train the models. The approach is a supervised approach
that simultaneously solves the segmentation and detection of
the target gestures. The first step is downsampling the motion
capture sequences using clusters. This is a nonuniform down-
sampling approach that discards segments without variations
while keeping changes in the trajectories. Then, we use a
multi-scale sliding window framework that considers windows
of different sizes, accounting for variation in the duration
of the gestures. The next step is to determine whether the
selected segments include the target gesture. The approach
consists of two steps. In the first step, we screen the segments
using one-class support vector machine (SVM), which reduces
the potential segments, removing everything that departs from
trajectories of the training examples. The second step uses the
dynamic time alignment kernel (DTAK) algorithm to evaluate
the candidate segments in more detail. For DTAK, we use the
implementation provided by Zhou et al. [41].
In Sadoughi and Busso [29], we set the detection threshold
by maximizing the f-score. However, for this study it is more
important that the selected segments are indeed from the
target gestures (i.e, recall rate is less important). Therefore,
in this study we set the detection thresholds per subject by
maximizing the precision on the developing set.
TABLE II
THE PRECISION RATES OF THE RETRIEVED GESTURES ON THE TEST SET.
Region Behavior SamplesTest&Dev
Precision Retrieved gestures
[%] [#]
H
ea
d Shake 97.10 69
Nod 96.55 87
H
an
ds So-What 80.00 20
To-Fro 68.18 22
Regress 90.48 42
We manually annotated three sessions per subject to eval-
uate the behavior retrieval framework (3 × 4 = 12). Table I
gives the number of examples annotated per target behavior
in these 12 sessions (column #SamplesTest&Dev ). These 12
sessions are partitioned into development (two session per
speaker) and test (one session per speaker) sets using three-
fold cross-validation. The development set is exclusively used
to set the detection thresholds. Table II shows the accuracy of
the behavior retrieval framework. The precision rates for head
gestures are higher than 96%. For hand gestures the precision
rates are higher for so-what (80%) and regress (90.5%). The
precision rate is lower for the to-fro, since the behaviors are
more complex.
Since our algorithm independently solves the detection of
gestures, it is possible to have overlaps between two or more
target gestures. We observe that the durations of these overlaps
are 552.4s for head gestures, and between 30.2s to 91.3s for
hand gestures. Similar to the annotation of discourse func-
tions, we separately remove the overlap segments, resulting in
mutually exclusive segments for hand and head gestures. For
head gestures, we identify 1029.9s for shake, 2056.3s for nod.
The remaining frames are labeled as other (7484.1s). For hand
gestures, we identify 201.6s for so-what, 448.6s for to-fro, and
567.3s for regress. The remaining frames are labeled as other
(9352.7s).
V. STATISTICAL ANALYSIS OF THE CONSTRAINTS
Before constraining our models on either discourse func-
tions or target behaviors, we explore whether the hand and
head behaviors vary across different categories of the con-
straints (e.g., differences in head motion for questions and
affirmations). If all the different discourse functions or target
behaviors do not have any effect on the behaviors, there is no
value in constraining our speech-driven model, so this analysis
is relevant.
6We use statistical tests to evaluate whether the presence of
different discourse functions creates a significant difference in
the behaviors. We consider pitch, yaw, and roll rotations for
the head and joint rotations for the arms and forearms. The
Kolmogorov-Smirnov test indicates that the distribution of the
data is not normal, so we rely on the Kruskal-Wallis (KW)
test for the evaluation, asserting significance at p-value<0.05.
When the KW test rejects the null hypothesis, meaning that at
least two of the distributions are not the same, we use Dunn
& Sida´k’s approach (DSA) to perform pairwise comparisons
to identify which pairs are different. Table III gives the results
for the pairs whose distributions are statistically different. The
behaviors associated with the four discourse functions are
different across different regions. For instance, negation and
affirmation show differences in head yaw and pitch rotations,
but not in roll rotation. Also, there are differences between
arm rotations for both hands when the sentence is either an
affirmation or a suggestion.
We also analyze how discourse functions affect the proto-
typical behaviors for head and hand gestures. This analysis
considers the frames assigned to each discourse function for
each of the five prototypical gestures. Figure V displays the
normalized distribution of the target behaviors per discourse
function, which is estimated by normalizing by the number
of frames assigned to each discourse function (the addition of
the distribution is 1 in each subfigure). This normalization is
necessary, since some discourse functions are more frequent
than others. The figure displays separate results for head and
hand movements. These histograms reveal some interesting
relationships between discourse functions and behaviors. For
example, the proportion of head shake increases for negation,
whereas the proportion of head nod increases for affirmation.
Some intuitive results are that the prototypical behavior so-
what occurs more often during questions, regress occurs
more often during suggestions, and to-fro occurs more often
during questions. These histograms demonstrate that there are
differences between the behaviors associated with discourse
functions, which our models aim to capture.
VI. BASELINE MODEL
We consider speech-driven methods built with dynamic
Bayesian network (DBN). This section introduces the original
DBN proposed by Mariooryad and Busso [23], which is the
building block of the proposed models. This DBN framework
also serves as a baseline for our models.
Figure 5 illustrates the baseline model, which was referred
to as jDBN3 in Mariooryad and Busso [23]. This structure was
the best model to jointly capture not only the relation between
speech and facial features, but also the relation between
facial features. In the diagram, the circle nodes represent the
observation variables and the rectangle nodes represent the
hidden variables. In our model, the node Speech represents the
prosodic features and the node Motion represents either hand
or head motions. The nodes Speech and Motion are continuous
variables and are modeled with Gaussian distributions. The
hidden discrete state variable Hm&s represents the state con-
figuration between speech features and the gesture. It serves
TABLE III
JOINT ROTATIONS THAT HAVE SIGNIFICANT DIFFERENCES USING THE KW
TEST ASSERTING SIGNIFICANCE AT p-VALUE<0.05 (Neg: NEGATIONS, Aff :
AFFIRMATIONS, Que: QUESTIONS, Sug: SUGGESTIONS, Other: NONE OF
THE FOUR DISCOURSE FUNCTIONS, r: RIGHT, AND l:LEFT).
Neg-Aff Neg-Aff Neg-Sug Sug-Other(r,l)
Neg-Que Neg-Que Aff-Sug Neg-Que(r,l)
Neg-Other Neg-Sug Aff-Other Neg-Other(r,l)
Aff-Que Neg-Other Que-Sug Aff-Que(r,l)
Aff-Sug Aff-Que Que-Other Aff-Sug(r,l)
Aff-Other Aff-Other Que-Other(r,l)
Que-Sug Que-Sug Neg-Aff(r)
Que-Other Que-Other Aff-Other(l)
Sug-Other Sug-Other Que-Sug(l)
Neg-Aff(r,l) Que-Sug(r,l) Neg-Aff(r,l) Neg-Aff(r,l)
Neg-Other(r,l) Sug-Other(r,l) Neg-Que(r,l) Que-Other(r,l)
Aff-Que(r,l) Aff-Sug(r,l) Sug-Other(r,l) Neg-Other(r,l)
Aff-Sug(r,l) Aff-Other(r,l) Neg-Other(r,l) Aff-Que(r,l)
Aff-Other(r,l) Neg-Aff(r) Aff-Que(r,l) Sug-Other(r,l)
Que-Other(r,l) Neg-Sug(r) Aff-Sug(r,l) Que-Sug(r,l)
Sug-Other(r,l) Neg-Que(l) Aff-Other(r,l) Neg-Que(r)
Neg-Que (l) Neg-Other(l) Que-Other(r,l) Aff-Sug(r)
Neg-Sug (l) Aff-Que(l) Neg-Sug(r) Aff-Other(l)
Que-Sug(l)
as a discrete codebook constraining the speech and gesture
space. The transition matrix between the hidden variables is
ergodic, where the transition probabilities follow the Markov
property of order one. The time unit of the DBN is the time
frame in the data (120fps).
In this model, the nodes Speech and Motion are condition-
ally independent given Hm&s. When the speech features are
entered in the models, Bayesian inference updates the marginal
probabilities of the state configuration node Hm&s, affecting
the node Motion. This model preserves the full dependencies
of the features within a modality by having full covariance
matrices. This section describes the inference and synthesis
method, emphasizing the improvement presented in this study,
which enhances the range of movements synthesized by the
model.
A. Inference
There are differences in the inference process for learning
and synthesizing the gestures. During learning, we have access
to the observations for the nodes Motion and Speech, so we use
the full observation probability (OFt (i)) in Equation 1. During
synthesis, we only have observations for the variable Speech,
and the task is to predict the variable Motion. Therefore, we
use partial observation probability (OPt (i)) in Equation 2.
OFt (i) =P (Speecht|Hm&st = i)
·P (Motiont|Hm&st = i)
(1)
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Fig. 4. The histograms of the behaviors for hand (left) and head (right) for
each discourse function (Neg: negations, Aff : Affirmations, Que: questions,
Sug: Suggestions, Other: Other behaviors in the hand/head region).
Hm&s 
Speech Motion 
Hm&s 
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Fig. 5. Baseline DBN [23], which jointly models speech features and body
movements (head or hand gestures in this paper).
OPt (i) = P (Speecht|Hm&st = i) (2)
B. Synthesis
During synthesis of the Motion variable, we find the prob-
abilities of the states γ(i) at each time given the partial
observation sequence and the model (Eq. 3), using the Viterbi
algorithm (qt is the state at time t, O is the partial observation
and λ represents the parameters of the model). Equation 4
calculates the expected value for the node Motion given speech
(a) Random Initilaization (b) VQ based initialization
Fig. 6. Comparison of the means and covariance of the hidden states using
random and VQ-based initializations. The VQ-based method increases the
range of behaviors generated by the models.
features, where µih is the mean of the i
th state for the variable
Motion.
γt(i) = P (qt = i|O, λ) (3)
E [Motiont|Speech] =
n∑
i=1
µihγt(i) (4)
C. Initialization of the States using Vector Quantization
The parameters of the models are learned with conven-
tional expectation maximization (EM). Since EM finds local
optimum, the initialization is very important. In Mariooryad
and Busso [23], we randomly initialized the models. Since
the generated behaviors correspond to the expected values
given the speech features (Eq. 4), the states may converge
to the average position of the behaviors, reducing the range
of behaviors generated by the model. Figure 6(a) visualizes
this problem. The figure shows the distribution of the original
data for two head angles. Each ellipse represents the 16 states
after training the models with random initialization. Each
ellipse is centered at its mean vector and shaped according to
its covariance matrix. The figure shows that all the clusters
converge to the origin limiting the range of behaviors in
the models (e.g., limited variability in the codebook for the
speech-behavior space). To address this problem, we increase
the representation of the initial states by using the Linde-Buzo-
Gray vector quantization (LBG-VQ) technique [22]. After
splitting the data into clusters, we initialize the statistical
properties of the states (µi and σi) using the results of
the LBG-VQ. This approach leads to sparser states which
increase the range of behaviors generated by the models.
Figure 6(b) shows the final 16 states achieved by the VQ-
based initialization for two angles of the head position. The
Figure shows that the VQ based initialization reaches a better
representation of the data.
We smooth the trajectories generated by this network fol-
lowing the approach proposed by Busso et al. [5]. The method
selects equidistant key-points. The value of the joint rotations
in these key-points are transformed into their quaternion
representation, where they are interpolated. The interpolation
connects the key-points providing smooth transitions. We
implement this method using 12 key-points per second for
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Fig. 7. Proposed framework that adds a constraint to generate meaningful
data-driven behaviors.
the hand motion, and 15 key-points per second for the head
motion.
VII. PROPOSED CONSTRAINED MODELS
This section describes the proposed model built upon the
improved version of the DBN proposed by Mariooryad et al.
[23] described in Section VI. The key goal is to introduce con-
straints to generate meaningful behaviors. The constraints are
either discourse functions or predefined prototypical gestures.
The discourse function constraints bridge the gap between
rule-based and data-driven system. The prototypical gesture
constraints can serve as the behavior realizer in rule-based
systems, capturing the intrinsic variability of each gesture,
while preserving their temporal coupling with speech.
A. Adding Constraints to the DBN Model
Figure 7 illustrates the constrained model proposed in this
study, which we refer to as Constrained DBN (CDBN). The
key addition with respect to the baseline model is the node
Constraint which is introduced as a parent of the hidden state
variable Hm&s. With this additional node, the state variable
is directly conditioned on the given constraint, affecting the
relationship between gesture and speech. Effectively, this
model has transition matrices, prior probabilities, and state
prior probabilities for each constraint, learning the intrinsic
characteristics of the gestures conditioned on the given con-
straint.
This structure is different from the model proposed in our
previous work, where the constraint was introduced as a child
[33]. By adding the constraint node as a parent we obtain
the following advantages: (1) we separately model the prior
probabilities of the constraints and their affect on the hidden
states, (2) we handle constraint categories with unbalanced
training data, and (3) we model a more reasonable cause-effect
relationship between the variables.
The constraint added to the baseline model is a discrete ob-
servation node, representing the presence of a given constraint
for each frame. We add the label other when the constraint is
not specified as an input. Equation 5 explicitly highlights that
the transition probabilities akij from the previous state to the
current state depend on both the previous state and the current
constraint:
akij = P [qt = j|qt−1 = i, Ct = k] , (5)
where qt is the state at time t, Ct is the constraint at time t, and
akij is the transition probability between the ith and jth state
when the constraint is k. During synthesis, partial observation
for this model includes Speech and Constraint. Equation 6
defines the expected value for the node Motion using partial
inference. In this equation, c1:t represents the constraint se-
quence for the whole turn, meaning that γc1:t(i) depends not
only on the Speech1:t, but also on the Constraint1:t.
E [Motion|Speech,Constraint] =
n∑
i=1
µihγc1:t(i) (6)
B. Training Sparse Transition Matrices
The characteristic patterns associated with each constraint
are captured by the constraint-dependent transition matrices
(akij). If these transition probabilities are similar, the be-
haviors generated after imposing the constraints will also be
similar, and the model will fail to generate the characteristic
patterns analyzed in Section V. As a result, we want to
increase the differences in the transition probability assigned
to each constraint. For this purpose, we propose a novel
training approach to make the conditional transition matrices
sparse. First, we create N states per constraint in node Hm&s,
which are separately trained using the data associated with
the given constraint (e.g., data annotated with either discourse
functions or prototypical gestures). These N states capture
the characteristic patterns for each discourse function. If we
have K constraints, this step will generate N × K states.
Using all these states is not practical since it unnecessarily
increases the number of states in Hm&s, and, therefore, the
number of parameters. Furthermore, many of these states are
redundant. Instead, we merge similar states, creating shared
states and constraint specific states. We merge similar states
using Kullback-Leibler divergence (KLD). Since each state is
a multivariate Gaussian distribution, we use Equation 7 to find
similar states:
KL(Pj , Qi) =
1
2
[ tr(Σ−1qi Σpj )− log(Σ−1qi Σpj )
−d+ (µqi − µpj )TΣ−1qi (µqi − µpj )
] (7)
where Pj and Qj are the multivariate conditional Gaussian
distribution for states pi, and qj , with covariance matrices Σpj
and Σqi , and mean vectors µpj and µqi , and d is the dimension
of the Gaussian. First, we select all the states associated with
a constraint. For each of them, we find the closest state from
the states associated with other constraints, as determined by
the KLD metric. If the difference is less than a threshold
(empirically set to 1), we merge the states, becoming a shared
state across constraints. We sequentially repeat this process
for the states of each of the constraints. Finally, we create a
new state which is shared between all the constraints to allow
transition between the constraints. The resulting conditional
transition matrices for each constraint is sparse, allowing only
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Fig. 8. The state graph of the model with sparse transition matrix for a model
with 3 constraints and 5 states per constraint (C: Constraint).
transitions between the N states plus the additional state
shared across constraints. This is the initialization phase for
the model, and the parameters are refined afterward using EM.
Figure 8 gives an illustration of the states for a model with 3
constraints and 5 states per constraint. States 1, 2, 3, 5 and 8
are shared across more than one constraint, and states 4, 6, 7,
and 9 are exclusive.
To illustrate the importance of these sparse transition ma-
trices, we compare the transition matrices when (1) the N
states are shared across constraints, and (2) the N states
per constraint are defined using the proposed approach. We
estimate these transition matrices for head shakes, head nods,
and other, using N = 8. The average of the L∞ distances
between the transition matrices conditioned on Head Nods (A),
and Head Shakes (B) are 0.018 for option 1 (shared states)
and 0.96 for option 2 (sparse matrices). This result shows
that the training approach is more successful at capturing the
differences between different constraints. Therefore, we rely
on this approach for training the CDBN models.
d∞(A,B) = max
1≤i≤N
max
1≤j≤N
|aij − bij | (8)
VIII. EXPERIMENTS & RESULTS
This section reports the experiments and the results of the
evaluation of the proposed models. The baseline model is
the improved framework proposed by Mariooryad and Busso
[23] (Sec. VI). We compare the models using objective and
subjective metrics. We separately train the models for head and
hand, since the gesture constraints do not necessarily coincide.
The evaluation relies on ten-fold cross-validation to maximize
the use of the corpus.
A. Optimization of Number of States
Before training the models, we need to determine the
number of states. Optimizing this parameter is computationally
expensive since the CDBN models need to be trained multiple
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Fig. 9. Changes of LLR and CCA as we increase the number of states for
the model constrained on discourse functions for hand and head movements.
times as we vary N , repeating the approach for each fold in the
cross-validation process. Therefore, we simplify the evaluation
by setting one of the ten partitions as a validation set. We use
the other nine partitions to train the models. This process is
conducted once, using the optimal parameters for the rest of
the evaluation.
We use two objective metrics. The first metric is the average
canonical correlation analysis (CCA) between the original
trajectory of the behaviors and the synthesized movements
(CAAm, where m is either hand or head motion). CCA
projects two multidimensional data into a common space
where their correlations are maximized. The value range
between 0 and 1, where 1 implies perfect correlation and 0
no correlation between the variables. We estimate CCAm per
turn, reporting the average results. The second metric is the
average log likelihood rate (LLR) of the model ( logP (O|λ)T ),
where T is the number of frames, and P (O|λ) is the observa-
tion probability given the model parameter λ. We determine
the number of state such that the CCAm and the LLR of the
model are both high.
We separately estimate the number of parameters for each
model (baseline models for head and hand, CDBN models for
head and hand with discourse and gesture constraints). Figure
9 shows an example of the changes observed for LLR and
CCAm in the validation set for the CDBN model for head and
hand motions constrained on discourse functions. This figure
shows that the CCAm and LLR values start to saturate when
the number of states is N=7 for head and N=8 for hand. We
obtain similar figures for other cases, not reported in the paper,
setting the optimal value for n. The row #States/Const in
Tables IV and V provides the number of states per constraint
(e.g., N ) for all the conditions. We use these parameters for
the rest of objective and subjective evaluations
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TABLE IV
OBJECTIVE EVALUATIONS ON THE MODELS TRAINED FOR HEAD
MOVEMENTS. THE TABLE LISTS THE NUMBER OF STATES. ASTERISKS
DENOTE SIGNIFICANT DIFFERENCES FOR THE CORRESPONDING METRICS
WITH RESPECT TO THE BASELINE MODEL (**: p < 0.001).
Region Head Movements
Model Baseline CDBN-Dis CDBN-Ges
#States 7 28.1 22.2
#States/Const 7 7 8
#Params 300 1000.7 786.0
CCAm
M 0.680 0.691 0.677
SD 0.226 0.222 0.230
CCAms
M 0.823 0.770** 0.760**
SD 0.135 0.186 0.187
KLD 7.593 2.718 2.957
TABLE V
OBJECTIVE EVALUATIONS ON THE MODELS TRAINED FOR HAND
MOVEMENTS. THE TABLE LISTS THE NUMBER OF STATES. ASTERISKS
DENOTE SIGNIFICANT DIFFERENCES FOR THE CORRESPONDING METRICS
WITH RESPECT TO THE BASELINE MODEL (*: p < 0.05).
Region Hand Movements
Model Baseline CDBN-Dis CDBN-Ges
#States 12 40 37
#States/Const 12 8 9
#Params 1247 3356.0 3130.0
CCAm
M 0.933 0.942* 0.936
SD 0.100 0.086 0.096
CCAms
M 0.927 0.924 0.923
SD 0.079 0.083 0.086
KLD 1.346 1.176 0.827
B. Objective Evaluation
For the objective evaluation, we use ten-fold cross-
validation approach. We avoid using the partition used for
validation in the test set. Therefore, we only consider nine
folds where the test set in each cross validation is one of
the remaining nine partitions. After selecting the test set, we
form the training set with the other nine partitions, adding the
partition used for validation.
We separately evaluate the models constrained on discourse
functions (CDBN-Dis) and prototypical gestures (CDBN-Ges)
by comparing the generated trajectories with the baseline
model (Sec. VI). We evaluate the generated movements in
terms of the CCA between the original and generated motion
sequences (CCAm), and the CCA between the generated
motion sequences and the speech sequence (CCAms). We
also use the KLD. The KLD(p||q) measures the amount
of information lost when distribution q is used to represent
distribution p. We evaluate the KLD between the synthesized
movements (q) and the original movements (p). Ideally, this
value should be as small as possible, indicating that the
generated movement sequences have similar distributions as
the original motion sequences.
As a reference, the CCA between the original head motion
and speech is ρ = 0.694, and the CCA between the original
hand motion and speech is ρ = 0.847. These high correlation
values show the strong coupling between the joint movements
and the prosodic features. Tables IV and V give the results
for the synthesized head and head movements, respectively.
The results show that the constrained model on discourse
function, achieves higher CCAm than the baseline model
for the hand region (t-test: p = 0.0269) . The results also
indicate that the constrained models for head region give lower
CCAms than the baseline model (t-test: p < 1e−11). While the
constrained models reduce the coupling between the generated
trajectory and speech, their values are still higher than the
coupling between original head movement and speech (e.g.,
ρ = 0.694). As demonstrated by the subjective evaluation,
the movements are more natural and appropriated when we
constrain the models with discourse functions. The results
for the KLD shows improvements on all the constrained
models compared with the baseline models. The distributions
of the generated behaviors are closer to the distributions of
the original trajectories, compared to the baseline model.
C. Subjective Evaluations
This section reports the subjective evaluations of the behav-
iors generated with the proposed models. We use the Smart-
body toolkit [37] for rendering the movements, where the only
variable that we control is the hand gesture and head motion.
Everything else is kept consistent across conditions (e.g., facial
expressions). We separately evaluate the models constrained
on either discourse functions or prototypical gestures. The
train and test partitions are the same as the ones described
in Section VIII-B.
The first part of the subjective evaluation is when we con-
strain the models on the discourse functions (Sec. IV-B). We
evaluate the perceived appropriateness and naturalness of the
movements generated by the baseline model and CDBN model
constrained on the discourse functions. For each constraint, we
randomly selected 10 segments labeled with the corresponding
discourse function. To provide enough context, we include the
speaking turn preceding the selected turn. The animation is
idle when the CA is listening to the other speaker (the MSP-
AVATAR corpus consists of dyadic scenarios).
We use Amazon mechanical turk (AMT) for the perceptual
evaluations, using the interface shown in Figure 10. We
display the questions after the video is played to assure that
the evaluators do not answer the questions before the video
is played. We randomize the order of the videos for each
evaluator. We only allow workers from the United States with
overall acceptance rate of more than 80%.
We evaluate 120 segments (4 discourse functions ×3 con-
ditions ×10 videos) animated using (1) the original motion
capture data (Original), (2) the baseline model (baseline),
and (3) the CDBN models constrained on discourse functions
(CDBN). Each video was annotated by five different evalu-
ators. We asked the subjects to rate the animations in terms
of naturalness and appropriateness of the movements using
a five-point Likert-like scale (Fig. 10). In total, we have 15
evaluators, where nine are females and six are males (average
age is 31.1).
Figures 11(a) and 11(b) give the average of the ratings
given by the evaluators for appropriateness and naturalness,
respectively. The Cronbach’s alpha between the annotators
is α =0.48. The Kruskal-Wallis test shows that the videos
synthesized by the three conditions are different (p < 1e−10).
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How natural do the behaviors of the avatar look? 
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How appropriate do the behaviors of avatar look with 
respect to the context? 
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Fig. 10. The interface for rating the animations based on appropriateness and
naturalness using five-point Likert-like scales. The questions are displayed
after the video is played.
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Fig. 11. Results of the perceptual evaluations when the constraints are
discourse functions. The bars represent the means per condition. Asterisks
represent statistically higher values with respect to the bar indicated by the
color of the asterisk (p-value<0.05).
The pairwise comparisons of the results are denoted in the
figures with a color coded asterisks. The color of the asterisk
indicates that the given condition is statistically higher than
the condition associated with the bar with the given color
(we assert performance at p-value<0.05). The pairwise com-
parison of the results shows that the original motion capture
recordings are perceived as more natural and appropriate than
the animations synthesized by both models (p < 0.001).
However, the CDBN models are perceived with higher level of
appropriateness and naturalness than the baseline models. The
difference is statistically significant for naturalness (p < 0.01).
We also analyze the performance of the constrained model
per discourse functions. Figure 12 gives the results. With
the exception of questions, the CDBN model improves the
perception of naturalness and appropriateness over the baseline
models. The differences are statistically different for affir-
mation (p < 0.001), where the values are slightly higher
than the videos rendered with the original sequences. The
consistency in the results reveal that the proposed models and
training strategy can effectively capture the range of behaviors
characteristic of the given constraint.
The second part of the subjective evaluation is when we
constrain the models on the prototypical behaviors (Sec.
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Fig. 12. Results of the perceptual evaluations per discourse function. The
bars represent the means per condition. Asterisks represent statistically higher
values with respect to the bar indicated by the color of the asterisk (p-
value<0.05).
IV-D). We synthesize 60 segments per gesture (i.e., where
the constraint is the target gesture). We randomly choose
these segments from the fully annotated sessions. We find the
accuracy per gesture by watching the animations generated
for these segments, where a success is considered when the
generated behavior matches the target gesture. Table VI gives
the accuracy for different head and hand gestures. The gener-
ated head gestures for Nod and Shake match the target gesture
more than 80% of times. This high accuracy demonstrates
the benefits of the proposed constrained models. For hand
movements, the gesture So-What has the highest accuracy
(85%). The accuracy for To-Fro and Regress is not as high. We
hypothesize that the accuracy for Regress may be due to the
high variability observed in the training samples. For To-Fro,
the result may be related to the lower precision of the samples
retrieved for this prototypical behavior (Table II). The results
from these evaluations are encouraging, suggesting that there
is room for improvements.
IX. CONCLUSIONS
This paper explored the idea of introducing constraints in
speech-driven models to generate behaviors with meaning that
are timely coupled with speech. We evaluated a unified model
with two types of constraints for hand and head movements:
discourse functions and prototypical gestures. We incorpo-
rated discourse functions into the speech-driven framework
to capture the characteristics behaviors associated with each
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TABLE VI
ACCURACY OF THE SYNTHESIZED GESTURES USING THE CDBN
FRAMEWORK WHEN WE CONSTRAIN THE MODELS ON PROTOTYPICAL
GESTURES.
Region Behavior Accuracy[%]
HEAD Nod 81.7Shake 80.0
HAND
To-Fro 61.7
So-What 85.0
Regress 55.0
of the four classes considered in the study (negations, affir-
mations, questions and suggestions). As demonstrated by the
analysis, individuals displayed characteristic patterns for these
discourse functions, which our model aims to capture (e.g.,
generating meaningful gestures when people are asking ques-
tions). Likewise, we constrained the models with predefined
prototypical gestures for head (shake, nod) and hand (so-what,
to-fro, regress) gestures. This model can be used by a rule-
based system as a behavior realizer. The proposed approach
not only creates the appropriate behavior, but also captures
the temporal coupling between speech and the synthesized
movement, which is not easily achieved with only rule-based
systems.
The proposed framework is built upon the DBN models
proposed by Mariooryad and Busso [23], providing three
important contributions to effectively constrain the models on
the underlying discourse function or prototypical gesture. First,
we introduce a variable that constrains the state configuration
between speech and gestures, capturing the cause-effect rela-
tion of the gesture production. Second, we proposed a better
initialization of the models using vector quantization. The
proposed training approach effectively increases the range of
the movements generated by the model. Third, we introduced
shared and exclusive states for each of the constraints, creating
sparse transition probability matrices. Some of the states
are shared between constraints, while other are exclusively
associated with a constraint. This approach effectively captures
the differences in the behaviors across constraints.
The results from the objective and subjective evaluations
demonstrated the benefits of the proposed approach. The re-
sults of the perceptual evaluation showed significant improve-
ment for the constrained model over the unconstrained baseline
model, especially for affirmation. The results for prototypical
gestures also revealed the potential of the proposed work. The
head gestures synthesized by the constrained model generated
the target gesture with 80% accuracy. The hand gestures
generated by the constrained model showed 85% accuracy for
so-what. For to-fro, and regress the accuracies are lower.
The study opens interesting opportunities to increase the
role of data-driven models in CAs. For example, the proposed
approach can be combined with rules driven from natural
recordings [12] to create meaningful and naturalistic gestures.
One limitation of the approach is that it requires speech.
We are exploring training schemes to extend the models by
driving the behaviors using synthetic speech [30], [35]. If we
can solve the challenges in using synthetic speech instead of
natural speech, we can increase the range of CA applications
for data-driven models. With the transcription, we can also
infer discourse functions using automatic algorithms. Dialog
acts are semantic tags which can be retrieved from the text
using supervised classifiers. These tags can then be translated
into discourse functions, resulting in an autonomous mean-
ingful behavior generator. Finally, we can address the lower
performance for prototypical hand gestures by adding more
data, capturing intrinsic variability between people, and by
using more powerful frameworks. Advances in deep learning,
in particular, offer appealing alternatives for this task [15],
[19], [32].
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