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ABSTRACT
Drainage or katabatic flows are common mesoscale circulations established as a result of differential ra-
diative cooling of near-surface air masses in sloping terrain. The initial irruption of these flows, with sudden
shifts in wind speed and direction, may result in vertical displacements of air parcels from their equilibrium
position, which prove to be a common source of internal gravity waves. This paper illustrates this mechanism and
describes the main features of the oscillations following the study of observational data gathered throughout one
night during the Stable Atmospheric Boundary Layer Experiment in Spain 2006 (SABLES2006) field campaign.
Pressure differences, measured by microbarometers set at different levels of a tower, help to interpret the
evolution of other atmospheric variables, provide a detailed picture of the irruption of a drainage current, and
reveal the formation of gravity waves at its top. The main parameters of the waves are derived from wavelet
cross correlation of pressure time series, recorded by a surface array of microbarometers. The analysis yields,
among other parameters, the horizontal component of the phase and group velocities of the gravity waves,
which compare well with the velocity of irruption of the drainage current. Wavelet and other multiresolution
techniques are also applied to sonic anemometer records to study the interaction between turbulence and
larger-scale motions. The analysis shows evidence of heat flux divergence induced by the gravity waves, which
may constitute a key factor for the vertical thermal profile in the nocturnal boundary layer (NBL) in situations
of weak turbulence and important wave activity.
1. Introduction
In the absence of strong synoptic-scale forcing, when
there is a weak horizontal pressure gradient, the struc-
ture and evolution of the nocturnal boundary layer (NBL)
are dominated by mesoscale or even microscale con-
ditions. Both regional and local circulations are driven
mainly by surface heterogeneities, with the different
scales of topographical features as the main forcing fac-
tor (Cuxart et al. 2007; Martı´nez et al. 2010). Drainage
flows, also known as katabatic winds and density or
gravity currents, are very common in virtually any slop-
ing terrain. Even over flat land, drainage circulations
originated by topographical features in the vicinity may
be observed (Barry 1992; Maguire et al. 2006; Yagu¨e et al.
2007; Martı´nez and Cuxart 2009).
Observations of katabatic winds indicate a generally
unsteady nature, even in the most quiescent conditions
(Poulos et al. 2000, and references therein). This un-
steady character, the shallow depth of these currents,
and their dependence on small-scale features of the ter-
rain topography prevent NWP or climate models from
explicitly simulating these circulations with acceptable
accuracy. As a consequence, the role of drainage flows
in the evolution of the NBL conditions sometimes has
to be parameterized (e.g., Terradellas and Cano 2007;
Zammett and Fowler 2007).
From the early work of Fournet (1840), which ex-
plained the mechanism driving the mountain breeze in
the Rhone valley, many studies have been devoted to
drainage flows from different points of view: theoretical
or observational works (e.g., Simpson 1982, 1997; Rottman
and Linden 2001), numerical simulations (Thyer 1966;
Parish 1984; Banta and Gannon 1995; Cuxart et al. 2007),
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and laboratory experiments in tanks (Ellison and Turner
1959; Simpson 1969; Simpson and Linden 1989; Patterson
et al. 2006). Moreover, there have been several field
campaigns with the study of katabatic flows as one of
the main objectives: for example, the Atmospheric Stud-
ies in Complex Terrain (ASCOT) program, carried out
in Colorado in the 1980s and early 1990s (Doran 1993;
Poulos et al. 2000) or, more recently, the Vertical Trans-
port and Mixing (VTMX) campaign (Doran et al. 2002).
The organization of these circulations at the scale of
a basin, with the presence of slope and out-valley cir-
culations and the possible formation of cold pools, is
extremely complex. Its study usually has to be based on
numerical simulations, as in Cuxart et al. (2007) for the
island of Majorca or in Martı´nez et al. (2010) for the
Duero basin, both in Spain. The coexistence of circu-
lations at different scales and the three-dimensional
character of the drainage flows lead to the existence
of areas with important horizontal mass divergence/
convergence and, consequently, with relatively large values
of downward/upward vertical velocity. Banta et al. (2007)
state that these areas show an enhanced vertical transport
that may be large compared to the background mixing that
would occur without drainage flows. Cano and Terradellas
(2008) discuss the importance of such vertical motions
in the particular aspect of fog formation.
On the other hand, internal gravity waves (IGWs)
may be important in the context of the NBL. These are
oscillations inside a stably stratified layer, induced by
buoyancy forces when an air parcel is vertically displaced.
The vertical shifting forced by the terrain topography is
generally considered as the main source of gravity waves
in northern midlatitudes (McFarlane 1987). Poulos et al.
(2000) consider that topographically induced gravity
waves of some form develop whenever a stably stratified
flow encounters a barrier. However, many other sources
of gravity waves have been postulated: convection (Larsen
et al. 1982; Beres 2004), geostrophic adjustment asso-
ciated with unbalanced flow (Uccellini and Koch 1987),
cold fronts (Gall et al. 1988; Fritts and Nastrom 1992;
Ralph et al. 1999), and wind shear (Lalas and Einaudi
1976; Mastrantonio et al. 1976; Fritts 1982), among others.
The present study analyses an event in which IGWs are
apparently generated by the outbreak of a katabatic
flow. Many studies report oscillations in katabatic flows
(Gryning et al. 1985; Helmis and Papadopoulos 1996;
Van Gorsel et al. 2003; Bastin and Drobinski 2005), but
few authors mention the generation of gravity waves by
katabatic flows, with Chemel et al. (2006) and Hertzog
et al. (2008) being among them. Nappo et al. (2008) found
traces of gravity waves a few minutes after the onset of
a density current at a site. Their analysis focused on the
impact of the wave on turbulence statistics and plume
diffusion, but a possible relationship between the wave
and the density current was not explored. This last point
is interesting, and it will be one of the focusing aspects
in this work. McNider (1982) had already introduced
buoyancy in his theoretical model for drainage flows and
predicted oscillations with the Brunt–Va¨isa¨la¨ frequency.
Poulos et al. (2000, 2007) theorized that gravity wave
pressure perturbations are transmitted through the at-
mospheric column to the surface and, through altered
horizontal pressure gradient forcing, to the surface-based
katabatic flow.
As occurs with katabatic flows, the effects of gravity
waves cannot be explicitly reproduced by global-scale
NWP or climate models, or by mesoscale simulations,
because of their low resolution. Like other subgrid-scale
processes, they are commonly introduced in the physical
parameterizations of the models. Different parame-
terization schemes have been developed for the dif-
ferent processes to be represented and types of gravity
waves involved, such as orographic gravity wave drag
(McFarlane 1987; Gregory et al. 1998; Scinocca and
McFarlane 2000), gravity wave drag induced by subgrid-
scale cumulus convection (Kershaw 1995; Bossuet et al.
1998; Chun and Baik 1998; Chun et al. 2001), and
so on.
The IGWs can appear in the atmosphere in a very
wide range of scales, and in the present work we are
interested in those affecting the atmospheric boundary
layer and scales associated with it. Several studies have
been published on the interaction of gravity waves with
turbulence in the atmospheric boundary layer (Stewart
1969; Finnigan et al. 1984; Finnigan 1988; Einaudi et al.
1989; Einaudi and Finnigan 1993). However, gravity waves
are a complex phenomenon with a high level of vari-
ability and nonlinearity; the effects produced by a given
wave propagating along an experimental site are hardly
reproduced in the same way by other waves in the same
location, let alone at other sites. Moreover, the range of
temporal and spatial scales involved in wave motions is
also affected by a number of additional mesoscale mo-
tions that often make the stable boundary layer (SBL)
nonstationary over time scales of less than an hour
(Mahrt 2007, 2010; Acevedo and Mahrt 2010). Some of
these mesoscale structures are well identified, such as
drainage currents, microfronts, or solitons, but others
have an unknown origin, such as meandering motions
(Belusˇic´ and Gu¨ttler 2010) or horizontal modes. Addi-
tionally, the largest turbulent eddies may present time
scales similar to waves or mesoscale structures. In such
cases, an explicit separation of turbulence, wave, and me-
soscale motions is not feasible (Vickers and Mahrt 2003;
Voronovich and Kiely 2007; Viana et al. 2009), which
makes the mutual influences difficult to study.
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As a consequence of all these points, the presence
of IGWs in stably stratified boundary layers and their
interaction with turbulence is an open-ended question,
which is not yet well understood. However, good knowl-
edge in this field could better help us to learn some of
the different physical processes taking place and their
effects during stably stratified nights in midlatitudes.
One of the main motivations of this work is the study of
turbulent mixing in NBLs where IGWs are present, in
situations with a weak synoptic-scale pressure gradient.
Forecasting models (even mesoscale models) cannot ac-
curately represent these situations, preventing the achieve-
ment of good simulations of important issues where an
accurate evaluation of the turbulent mixing is neces-
sary, such as minimum temperatures, low-level winds,
fog episodes, or air-quality levels.
This work uses data gathered during a single night of
the Stable Atmospheric Boundary Layer Experiment in
Spain 2006 (SABLES2006) field campaign (Yagu¨e et al.
2007) to describe the irruption of a drainage flow on the
site and the generation of gravity waves on its top. It
aims to be an in-depth analysis of a gravity wave event
associated with a drainage flow during the development
of an SBL. It uses both traditional and not very extended
data (such as those coming from high-resolution mi-
crobarometers installed near the surface and in a 100-m
tower) in order to advance knowledge of the physical
processes present in these situations and the origin of the
waves formed, which are sometimes far from clear. Two
modern multiscale tools have been used to achieve this
objective: the wavelet transform (Torrence and Compo
1998; Terradellas et al. 2001) and multiresolution flux
decomposition (MRFD; Howell and Mahrt 1997). The
combination of both techniques seems to be very appro-
priate to study nonstationary regimes where turbulence
and waves coexist. Furthermore, these methods con-
siderably improve the evaluation of turbulent fluxes
and kinetic energy, compared to the traditional eddy-
covariance calculations, especially when a spectral gap
is found separating turbulence from larger scales, which
results in a more accurate estimation of turbulent mix-
ing in stable conditions. The focus is then put on the
characteristics of these waves and their interaction with
the turbulent regime. In section 2 a brief description of
the experimental site and the available data is provided.
Section 3 explains the multiscale methods applied to
data analysis. In section 4 the night of 22–23 June is
analyzed in detail and the main results are shown. Some
conclusions are stated in section 5.
2. Site and data collection
The SABLES2006 field campaign (Yagu¨e et al. 2007;
Viana et al. 2009) took place between 19 June and 12 July
2006 at the Research Center for the Lower Atmosphere
(CIBA in Spanish). The atmospheric laboratory is run
by the University of Valladolid and the Spanish Mete-
orological Agency (AEMET). It is situated at 418499N,
48569W, 840 m MSL, about 30 km northwest of the city
of Valladolid, in the northern part of the Iberian Penin-
sula, in the upper Duero basin (San Jose´ et al. 1985). This
basin is a broad plain with an average height of 800 m
MSL, surrounded by mountain ranges over 2500 m MSL
(Fig. 1a), with a narrow pass allowing the river to flow
into the Atlantic. During nights with weak synoptic
forcing, mountain-valley winds and a general westward
drainage circulation are organized at a meso-beta scale
(Cuxart 2008; Bravo et al. 2008). A smaller, quite flat
and homogeneous plateau of nearly 800 km2 known as
Montes Torozos rises about 40 m over the rest of the
Duero basin. The CIBA is located in the middle of this
plateau, more than 100 km away from the surrounding
mountains. The terrain is covered by low open shrub land
surrounded by crop fields, mainly autumn-sown cereal
crops, with a roughness parameter of about 1.1 cm (San
Jose´ et al. 1985).
The field campaign was designed to fill in some gaps
detected during previous campaigns carried out at the
same place (Cuxart et al. 2000), especially regarding the
observation of IGWs. The laboratory’s main facility is a
100-m mast, equipped with fast-response sonic anemom-
eters and a set of conventional sensors that measure
wind speed and direction, air temperature and relative
humidity at different heights, soil temperature, and at-
mospheric pressure at the surface (see Table 1 for de-
tails). This instrumentation was installed by the Risoe
National Laboratory in 2001 as part of a project to up-
grade the tower, which had been active since the 1980s
(San Jose´ et al. 1985; Cuxart et al. 2000; Conangla et al.
2008). In addition, six Paroscientific microbarometers
especially intended for the detection and characteriza-
tion of IGWs were installed during the campaign; three
of them were set on the tower at 20, 50, and 100 m AGL,
and the remaining three were deployed at 1.5 m AGL
on the vertices of a triangle of approximately 200 m per
TABLE 1. Main instrumentation installed on the 100-m mast.
Instrument Alt (m)
Sampling
rate (Hz)
Metek USA-1 sonic
anemometers
3, 19.6, 96.6 20
Wind vanes 9.6, 34.6, 74.6, 98.6 5
Cup anemometers 2.3, 9.6, 34.6, 50, 74.6, 98.6 5
Platinum resistance
thermometers
2.3, 10.5, 20.5, 35.5, 97.5 1
Microbarometers 20, 50, 100 2
Humidity sensors 10, 97 5
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side (Fig. 1b). The devices were configured to measure
the absolute pressure at a sampling rate of 2 Hz and
a resolution of around 0.002 hPa. These values were
set as a compromise between having a high enough
sampling rate and the necessary resolution to register
low-amplitude pressure perturbations (both parameters
are inversely related in these quartz-based devices).
The records of the microbarometers proved to be ideal
for observing the propagation of wavelike structures
and estimating the wave parameters (Viana et al. 2007,
2008, 2009).
Other data sources available during the campaign in-
cluded wind and temperature data both from a Radio
Acoustic Sounding System (RASS) sodar and tethered
balloon soundings; however, these will not be used
intensively in our study because of the poor quality or low
availability of the data for the selected night.
3. Multiscale methods
a. The wavelet transform
Since the early 1990s, wavelet analysis (Daubechies
1992) has been widespread in different scientific fields.
It was soon applied in fluid mechanics (Farge 1992) and,
in particular, in oceanography and meteorology (Meyers
et al. 1993). The wavelet transform provides an estima-
tion of the time evolution of the amplitude (or the en-
ergy) of the different oscillations embedded in a time series
of any magnitude. In the present work, wavelet techniques
are applied to the identification and characterization of
gravity waves, and other coherent structures, in time
series of different boundary layer variables. Wavelet-
based methods are remarkably useful to analyze the
different scales that are present and that play an active
role in boundary layer dynamics. Furthermore, they allow
investigation into the interaction between these scales.
Following Terradellas et al. (2001), who analyzed time
series of different meteorological variables recorded at
the CIBA atmospheric laboratory during the SABLES
98 field campaign (Cuxart et al. 2000), the energy density
per time and scale unit of a real time series may be de-
fined as
e
f
s,t5
2
CC
F
s,t
 2
s2
, (1)
where CC is a normalizing factor and Fs,t is the wavelet
transform of the time series f at the scale s and time t,
defined as
F
s,t
5
ð‘
‘
f (t9)C
s,t
* (t9) dt9, (2)
where the asterisk means complex conjugation and Cs,t(t)
is the wavelet function, which is generated by scaling
and shifting a mother wavelet C(t) along the time se-
ries. The normalizing factor CC depends on the shape
of the wavelet function:
FIG. 1. (a) The position of the CIBA experimental site on the upper Spanish plateau, showing main topographic
features, and (b) aerial image of the CIBA site, with the location of the 100-m tower (T) and the triangular array of
microbarometers (A, B, C). Light colors in the upper left and lower right areas correspond to crop fields surrounding
the CIBA site.
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CC 5 2p
ð‘
‘
C^(z)
 2
zj j dz, (3)
with C^(z) being the Fourier transformed mother wavelet.
In the current study, the Morlet function—a plane
wave modulated by a Gaussian function—has been cho-
sen as the mother wavelet. The small variance of its
Fourier transform makes this function well suited to the
analysis of series with oscillatory behavior. It has also the
advantage that, because of its sinusoidal shape, it is pos-
sible to define an equivalency between s and the equiv-
alent Fourier period of the wavelet, which are directly
proportional to each other [see Meyers et al. (1993) for
the specific relationship].
b. Multiresolution flux decomposition
The MRFD (Howell and Mahrt 1997; Vickers and
Mahrt 2003) is an alternative approach to evaluate tur-
bulent fluxes and other turbulent parameters. The method
reduces the contamination of these fluxes by mesoscale
motions, large-scale structures, and other nonturbulent
contributions, through a suitable selection of the time
scales included in the evaluation of the fluxes. Spectra
and cospectra are built from the original time series (usu-
ally wind components and potential temperature) using
the Haar (Haar 1910), rather than the Fourier, transform.
The Haar transform is based on a simple subtraction of
windowed, unweighted averages of decreasing length.
The MRFD requires two time series of length 2N (for
instance, vertical wind speed w and potential tempera-
ture u) with a sampling time DT. The process is per-
formed as follows:
1) First, the covariance of the full time series is com-
puted, yielding the total eddy-covariance flux. We
refer to it as cumulative multiresolution flux at the
scale 2NDT (i.e., CMRFN).
2) Each series is split up into two subseries of equal
length and the respective averages are removed from
them. The covariances of the resulting series yield
the CMRF at the scale 2N21DT (i.e., CMRFN21).
3) Each subseries is in turn split up into two parts and
the respective averages are removed. The resulting
covariances now represent the CMRF at the scale
2N22DT (CMRFN22).
4) The process continues up to the step with two-point
subseries, yielding CMRF1.
After each iteration, the transformed time series re-
tain only fluctuations with time scales smaller than the
length of the last averaging window applied. Every
CMRFn coefficient (n 5 1, . . . , N) may be thought of
as the average eddy covariance flux of the whole couple
of time series, based on averaging windows of 2n points.
Therefore, CMRFn coefficients only include the flux
produced by fluctuations with a time scale below 2nDT.
The representation of CMRFn versus the time scale 2
nDT
is similar to Ogive curves (Desjardins et al. 1989; Friehe
et al. 1991), but with a spectral decomposition based on
the Haar transform instead of the Fourier transform.
In turn, the differences between consecutive coefficients
form the multiresolution flux cospectra (MRFC):
MRFC
n
5CMRF
n
 CMRF
n1, (4)
where n 5 1, . . . , N and CMRF0 5 0, since 1-point
subseries have no variance or covariance. A plot rep-
resenting the MRFCn versus the time scale t 5 2
nDT
shows the contribution of every spectral range to the
total flux. After converting from n to t, we will refer to
these cospectra as hwuit (or whatever pair of variables
had been used). If a spectral gap is identified (i.e., a time
scale or range of time scales in which the contribution to
the total flux is small or null), it can be set as the upper
limit for the integration of the multiresolution cospectra
in order to provide a better estimation of the turbulent
flux, excluding the large-scale nonturbulent terms.
The procedure described may also be used for spectra
evaluation. In this case, it is applied to single time series,
and variances are calculated instead of covariances along
the different time scales. For instance, the multiresolution
decomposition of the velocity components can be used to
derive the spectrum of kinetic energy (we avoid the use of
the word ‘‘turbulent’’ because the spectrum will be ex-
tended to nonturbulent time scales):
KE
t
5
1
2
[huui
t
1hyyi
t
1hwwi
t
]. (5)
c. Identification and analysis of structures
The analysis of time series of atmospheric pressure (or
other variables) recorded by an array of sensors has
often been used to estimate the spatial characteristics
and motion of waves during oscillatory events. These
estimations have usually been made through cross cor-
relation (Rees and Mobbs 1988; Einaudi et al. 1989),
beamsteering (Denholm-Price and Rees 1999), or other
methods of lag analysis (Nappo 2002). All these tech-
niques have the important drawback of a need to de-
termine in advance the ideal analysis window. Since they
are applied in a time or in a frequency space, it is some-
times very difficult to build a window that does not con-
tain oscillations other than the structure being analyzed.
Terradellas et al. (2001) estimated the wavelength l,
phase velocity c, and direction of propagation dir of
structures detected simultaneously in a surface array of
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microbarometers from the phase differences of the
wavelet transformed time series.1 This method yields
a result (l, c, dir) as a function of time and scale and
avoids the need for a precise window definition. Nev-
ertheless, it fails to yield a unique value for the wave
parameters.
In this paper, we use cross correlation in the wavelet
domain, sometimes referred to as wavelet cross corre-
lation. The method, described by Gao and Li (1995) and
Li and Nozaki (1997), yields a unique solution (l, c, dir)
for the whole analysis window and therefore requires
a preliminary definition of this window, as in ordinary
cross correlation. Nevertheless, the definition is per-
formed in a time–scale space where the elimination of
spurious oscillations from the perturbation of interest is
easier and more precise than in the physical or spectral
domains. Given the timescale window (t1:t2, s1:s2), for
any pair of records ( f, g), the method finds the time lag j
that maximizes the following function:
f 8 g(j)5
ðs2
s1
ðt2
t1
F
s,t
*G
s,t1j ds dt, (6)
where Fs,t and Gs,t are the wavelet transforms of f and g.
The lag represents the time the wave front takes to travel
from one sensor to the other. After this time lag has been
computed for two different pairs of sensors, the solution
of a simple geometric problem yields the values of c, dir,
and l.
In addition to the phase velocity, it is also interesting to
evaluate the group velocity cg. Using wavelet methods,
Meyers et al. (1993) estimated it from the time the max-
imum of the transform modulus takes to travel between
different points. Much more precise is the double trans-
form method described in Terradellas et al. (2001) be-
cause it determines the traveling time at any point of
the series, not only at the peak. The main problem
of the last method is that it requires a relatively good
identification of the scale (or frequency) of the per-
turbation. This identification is not easy because of the
intrinsic uncertainty of the wavelet transform.
In this work, group velocities are also evaluated using
wavelet cross correlation. The transit times of the energy
between the different pairs of sensors is found from the
maximization of the convolution of the energy density
functions:
e
f
s,t 8 e
g
s,t(j)5
1
C2C
ðs2
s1
ðt2
t1
F
s,t
 2 G
s,t1j
 2 ds dt
s4
. (7)
d. Evaluation of vertical heat fluxes
As stated in section 3b, MRFD is used in this paper to
analyze how the contribution of the different scales to
the total kinetic energy and vertical fluxes changes over
the different stages of evolution of the katabatic current.
Similar results can be obtained by the application of the
wavelet transform to time series of wind components
and potential temperature, as in Cuxart et al. (2002) and
Terradellas et al. (2005). The vertical kinematic heat flux
density per scale unit Hs,t can be defined after the gen-
eralization of Eq. (1) for two different variables:
H
s,t
5
2
CC
Q
s,t
W
s,t
*
s2
, (8)
where Ws,t and Qs,t are, respectively, wavelet trans-
formed vertical wind component and potential temper-
ature. Both methods have similar performance and,
when a spectral gap is identified, integrating multi-
resolution cospectra or cross-wavelet coefficients per
unit scale up to a time scale close to the gap, yield sub-
stantially improved results when compared to tradi-
tional eddy-covariance calculations.
The Morlet wavelet is a natural choice when the ob-
ject of study consists of perturbations causing smooth
variations in the time series (e.g., gravity waves, whose
oscillations are indeed very similar in shape to the
Morlet wavelet). On the other hand, the footprints left
by turbulence in atmospheric time series are far from
being smooth. Therefore, the Haar transform used in the
MRFD method is more suitable for the study of turbu-
lent signals (Howell and Mahrt 1997). Here, the concept
of ‘‘time scale’’ is related to the width of the fluctuations
in the time series, as opposed to the periodicity from
the wavelet or Fourier transforms, which is primarily
influenced by the lag between fluctuations in the time
series. Turbulent motions are not periodic events (e.g.,
Tennekes 1976), which may lead to some interpretation
issues when using Fourier or Morlet as a basis for a
multiscale decomposition. Howell and Mahrt (1997)
compared multiresolution and Fourier-based cospectra
from aircraft data and detected a regular shift of the
relevant peaks in Fourier cospectra toward larger length
scales.
The wavelet transform allows estimation of local spec-
tra and cospectra at every single point of the time series.
The temporal resolution of a wavelet transform is eval-
uated through the variance of their wavelet functions
1 From surface arrays, only the horizontal propagation of the
wave can be studied. Therefore, all references to wave parameters
in this study (i.e., phase velocity c, wavelength l, direction of
propagation dir, etc.) refer to the horizontal components of the
phase or group velocities.
3954 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 67
Cs,t(t), which is proportional to the scale of the wavelet
(Mallat 1998). For a well-localized mother wavelet as the
Morlet function, this means that the smaller trans-
porting eddies can be resolved almost individually. By
contrast, the MRFD provides an ensemble mean of the
turbulence along the analyzing window of length 2NDT
(the temporal resolution common to all time scales),
which may be preferable for some applications. For in-
stance, in a stable case where the turbulent heat flux
should be downward (negative), part of the turbulent
eddies would transport heat upward just by chance,
which will produce unexpected positive flux in a fraction
of the local wavelet cospectra. In this way, some im-
portant average features of the turbulence may be
masked by the excessive resolution provided by the
wavelet transform. The maxima in spectra and cospectra,
as well as the gap separating turbulence from larger-
scale motions, cannot easily be located in wavelet pe-
riodograms: as is often said, ‘‘you can’t see the wood for
the trees.’’ For the reasons set out above, in the fol-
lowing sections the wavelet transform is used whenever
the stress of the discussion is on the low-frequency,
larger-scale features and the MRFD is used when the
behavior of turbulence needs to be explored in detail.
4. Results
a. Overview of the night and outbreak of the drainage
current
The synoptic situation of the night of 22–23 June 2006
was dominated by a high pressure area centered north-
west from the Azores Islands and covering most of the
northern Atlantic midlatitudes. There was a very weak
horizontal pressure gradient over the Iberian Peninsula,
as may be seen in the surface analysis at 0000 UTC
23 June 2006 made by the High-Resolution Limited-
Area Model (HIRLAM) at a 0.58 horizontal resolution
(see Fig. 2).
Under these conditions, a sudden shift in the wind has
commonly been observed at the CIBA site (Yagu¨e et al.
2007). It usually occurs between several tens of minutes
and a few hours after the establishment of the stable re-
gime. In any case, during the night of our study, a rapid
reorganization of the dynamic and the mass fields was pro-
duced soon after sunset (which took place at 1958 UTC).
The values recorded at the different levels of the mast
(Fig. 3) show a weak northwest wind during the late
afternoon, turning north and northeast after sunset, at
a rate that points to the presence of an inertial oscil-
lation. Surface radiative cooling favored a temperature
inversion of nearly 58C between the surface and the top
of the 100-m mast. The pressure records from the three
surface microbarometers enable the analysis of the hori-
zontal pressure gradient during this night (Fig. 4). In the
evening and early night hours, the strong daytime local
pressure gradient pointing southeast quickly evolved
to a nearly flat nocturnal pressure field. Similar variations
occurred on other days of the campaign (not shown),
suggesting that fast local-scale variations are usual on
days with a weak synoptic-scale pressure gradient.
The aforementioned wind shift was produced around
2130 UTC, when a sudden intrusion of an eastern cur-
rent of moderate speed (about 10 m s21 at the highest
levels of the mast) occurred. The sudden change in the
wind velocity matched a rapid fall in temperature, es-
pecially at the highest levels (Fig. 3c). There was a re-
duction of the thermal inversion and an increase of the
specific humidity (Fig. 3d). These changes suggest the
outbreak of a katabatic flow. Nevertheless, the absence
of steep slopes in the surroundings and a distance of more
than 100 km to the nearest mountains lead us to rule out
a pure drainage flow as the cause of the irruption. Pre-
vious studies based on different mesoscale models (Bravo
et al. 2008; Cuxart 2008; Martı´nez et al. 2010) have shown
that under a weak synoptic-scale forcing, a complex set
of drainage flows and nocturnal mesoscale circulations of
different scales usually develop, interact, and become
organized within the Duero basin. These drainage circu-
lations typically lead to a northeast flow over the Torozos
plateau (see Fig. 1 in Martı´nez et al. 2010), which is
consistent with observations at the experimental site
during this and similar nights of the campaign. However,
complete experimental evidence of these modeled cir-
culations throughout the whole Duero basin is not avail-
able: in a stably stratified environment, wind records of
ordinary weather stations, with sensors at 10 m AGL,
usually include values that are too weak and too much
FIG. 2. Sea level pressure analysis at 0000 UTC 23 Jun 2006 made
by HIRLAM.
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affected by small-scale topographical or land-use features
to be used in mesoscale analysis.
b. Findings from tower microbarometers
Static atmospheric pressure is not a local flow vari-
able; the atmospheric pressure at a given location de-
pends on the whole overlying atmospheric layer. This is
also true for the small pressure fluctuations measured
by microbarometers, which can be affected by perturba-
tions far above the measuring point (Monin and Yaglom
1975). When several instruments are available at dif-
ferent heights, the analysis of the pressure differences
between levels isolates phenomena occurring in the col-
umn bounded by the measuring levels.
The middle and lower time series of Fig. 5a represent
the pressure differences between the three measuring
levels (DP50–100 andDP20–50). The irruption of the colder
air mass is clearly visible in these records: both time se-
ries present a pressure rise around 2130 UTC, indicating
a sudden fall of the air temperature in these layers (the
rise is also present in the upper series, P100). The wave-
let transforms of the pressure differences are shown in
Figs. 5b and 5c. The outbreak of the drainage flow produces
an increase in the wavelet energy density per time and
period unit of DP20–50 from 2125 to 2130 UTC (Fig. 5c).
Since it is a nonoscillatory event, a wide range of periods
from 1 to 20 min is affected. Although the outbreak of
the cold current lasts for a brief time period, it appears
enlarged in time by the intrinsic uncertainty of the wavelet
transform. A similar signal also appears in the wavelet
transform of the pressure records gathered in the sur-
face array (not shown). On the contrary, the signal is
scarcely perceptible in the wavelet transform ofDP50–100
(Fig. 5b) and is not present at all in the wavelet trans-
form ofP100 (not shown). It means that the drainage flow
has an initial depth of slightly more than 50 m. Using
surface pressure data and the wavelet cross-correlation
technique, the group velocity and direction of the cold
current were determined to be about 6.2 m s21 and 3508,
respectively. The sudden increase in the meridional
FIG. 3. (a) Wind speed, (b) wind direction, (c) temperature, and (d) specific humidity
at different tower levels during the night of 22–23 June 2006.
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component of the pressure gradient (arrow in Fig. 4b) at
the time of the irruption of the drainage current fits in
with the idea of a northern origin of the cooler air mass.
After the initial outbreak of the drainage current,
traces of IGWs appear in the pressure records. They are
easily observed in DP50–100 and its wavelet transform
(Figs. 5a,b), where there is an intense peak, centered
around 2200 UTC, with a period of around 9 min. The
wavelet transform of these high-resolution pressure re-
cords proves to be a valuable source of information when
trying to establish a conceptual model of the outbreak
of the drainage flow and the subsequent generation of
gravity waves. Furthermore, it may help to provide a
better interpretation of the evolution of other variables
measured at the site. Figure 6a shows the vertical cross
section of the drainage flow reaching the site. It recalls
the classic picture of a cold front. The measuring tower
is drawn at different time points representing its posi-
tion relative to the drainage current, and the different
graphs below show the time series of vertical wind speed,
temperature, and pressure at different levels. The time-
line of events can be sketched as follows:
1) At time A, the drainage current has not yet arrived at
the site. All variables are steady.
2) The cold air mass reaches the tower at time B; it af-
fects levels below 50m AGL in the first place (the
temperature falls in one single step at z 5 19.6 m).
The displaced air in these levels is pushed upward (an
updraft current is clearly noticeable in the vertical wind
speed record at z 5 96.6 m shortly before 2130 UTC;
Fig. 6c), producing a first drop in the temperature at
z 5 96.6 m due to the arrival of colder air from be-
low. A small downdraft can be seen at z 5 19.6 m
(see zoomed region below Fig. 6c), indicating low-
level divergence at the nose of the microfront.
3) At time C, the cold current progressively extends to
levels above z5 50 m, causing an increase inDP50–100.
4) During times D–F, gravity waves are excited slightly
below z 5 100 m, at the top of the drainage current,
as observed in DP50–100. Then, as the interface be-
tween the cold current and the warmer air mass
above is pushed up and down the top of the tower,
periodic temperature oscillations at z 5 96.6 m are
registered. These temperature steps are frequently
observed in field studies (Einaudi and Finnigan 1993;
Chimonas 1999). First, short pulses of negative tem-
perature anomalies appear, meaning that the main
oscillations are produced below that level. Then, as
the thickness of the cold current grows, the warm–
cold boundary gets closer to the measurement level,
and the cold temperature anomalies take up longer
time intervals. Eventually, as the separating layer is
displaced well above, these oscillations vanish at
around 2215 UTC.
Surface microbarometers also registered a low-
frequency periodic disturbance similar to that shown in
FIG. 4. (a) Zonal and (b) meridional components of the horizontal pressure gradient during
the first half of the night of 22–23 June, estimated from the horizontal array of micro-
barometers. Arrow marks the arrival of the cold current.
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Fig. 6b. Results from wavelet cross correlation show that
the wave, with a period around 9.2 min, propagated
roughly from the north (208) with a phase velocity of
6.5 m s21 and a wavelength of nearly 3500 m. A rough
estimation of the Brunt–Va¨isa¨la¨ frequency from the
temperature profile following the cold air mass pre-
dicts oscillations with a period of around 3 min at least.
Regardless of the roughness of the estimation, the ob-
served period is also compatible with the minimum for an
isothermal atmosphere (5 min; Nappo 2002).
After 2230 UTC, DP50–100 and DP20–50 are nearly
constant, revealing the homogeneous and nearly sta-
tionary structure of the temperature inversion below
100 m (the rate of radiative cooling is approximately the
same for all tower levels from 2230 to 0230 UTC; Fig. 3c).
The drainage current had flooded low levels and its top
was well above 100 m. The pressure disturbances ob-
served earlier in DP50–100 have now shifted to higher
levels and can be observed in P100, embedded in a slow
mesoscale pressure trend (Fig. 7a). Sodar data reveal
that the drainage current had formed a low-level jet
(LLJ) with a peak at around 160 m, and that the cold air
of the drainage current had mixed with the warmer air
above (not shown); the initial warm–cold interphase had
thickened and formed a smooth transitional inversion
layer that extended up to 180–200 m. As a result, waves
were not trapped vertically in a thin layer around 100 m
and were able to propagate more freely up and down
within the drainage current, sensing and reacting to the
different local conditions as they move, leading to a less
monochromatic behavior. The wavelet transform ofP100
reveals the existence of intermittent oscillations with
FIG. 5. Values of (a) P100 (2905.5 hPa), DP50–100 (21.6 hPa) and DP20–50 on 22 Jun 2006. The
wavelet transforms of the (b) middle and (c) lower time series, respectively.
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periods between 15 and 20 min (Fig. 7b). Cross-correlation
analysis of some of these disturbances observed from
the surface array results in wave parameters similar to
those of the wave analyzed at 2200 UTC (see Table 2
for a summary of the events characterized using cross
correlation). Sometimes the amplitude of the pressure
fluctuations at z5 100 m decreases during a few minutes
and new pressure fluctuations appear at lower layers (for
instance, at around 0140–0220 UTC at DP50–100, or at
around 0400 UTC at DP50–100 and DP20–50; Fig. 7a). It
suggests that the gravity waves suffered transient in-
cursions to levels below z 5 100 m. Their wave param-
eters are in accordance with the aforementioned idea (see
last row in Table 2): dir is similar to that of the ‘‘mother’’
waves but, since the waves were accessing atmospheric
layers with stronger stratification, the period is lower, as
can be explained by wave theory (e.g., Stull 1988; Nappo
2002).
FIG. 6. (a) Schematic view of the shape of the drainage current and location of the measuring
tower relative to it at six different instants, (b)DP50–100, (c) vertical wind speed at z5 19.6 (red)
and 96.6 m (blue) (12 m s21), and (d) virtual temperature measured by the sonic anemometers
at z 5 19.6 (red) and 96.6 m (blue) (128C).
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c. Turbulent and low-frequency fluxes
In this section, classic micrometeorological parame-
ters such as heat fluxes or kinetic energy are analyzed by
means of multiresolution and wavelet transform. MRFD
of vertical heat flux hwuit and kinetic energy KEt have
been evaluated for the whole night, using 13.6-min sub-
series (820 s, 214 data points) recorded by the sonic ane-
mometers. The subseries have been constructed with a
60-s overlap in order to achieve better time resolution.
A planar-fit (long term) rotation (Wilczac et al. 2001) is
performed before applying the multiresolution algo-
rithm to define the vertical axis z and calculate the cor-
rected vertical wind componentw. Results for z5 19.6 m
and z 5 96.6 m are shown in Figs. 8 and 9 using con-
tour plots. Each vertical slice in these figures can be
thought of as the local multiresolution spectrum (for the
kinetic energy) or cospectrum (for the heat flux).
We begin by studying turbulence at low levels (Fig. 8).
The surface layer usually presents the strongest wind
shear and well-defined spectra and cospectra. Different
features of the evolution of the spectrum of turbulence
are revealed at z 5 19.6 m. First, a period of quiescent
turbulence preceded the cold air mass, which reached
the site about 2130 UTC. Although there was a tem-
perature inversion close to the surface below z5 10.5 m
due to radiative cooling, the lapse rate and the wind
shear around z 5 19.6 m and above were null or very
small (this can be seen in Figs. 3a and 3c). Turbulence
was probably restricted to a shallow layer over the ground.
After the outbreak of the cold air mass, strong wind
shear developed from the surface to at least z 5 96.6 m
and, in spite of the abrupt cooling, the temperature dif-
ference between 2.3 and 97.5 m was more homogeneously
distributed. Then, a downward turbulent heat flux and
the typical turbulence spectrum of stable atmospheres
with weak or moderate stratification (Vickers and Mahrt
2003; Viana et al. 2008, 2009) quickly developed. The
maximum contributions are found around 10 s (Figs.
8a,b; around 2130–2200 UTC), revealing the mean time
scale of the turbulent eddies. This turbulent heat flux
remains during the rest of the night, although it is more
TABLE 2. Events analyzed with wavelet cross correlation and their main parameters.
Type of event Time (UTC) Period (min) c and/or cg (dir) l (if applicable)
Katabatic irruption 2130 2–10 cg 5 6.3 m s
21 (dir 5 3518) —
Gravity wave along the
cold–warm interphase
2145–2215 9.2 c 5 6.2 m s21 (dir 5 208)
cg 5 6.5 m s
21 (dir 5 3518)
3400 m
Gravity wave above 100 m 0050–0140 18 c 5 7.2 m s21 (dir 5 28) 7800 m
Gravity wave between 50 and 100 m 0140–0220 10 c 5 8.3 m s21 (dir 5 148) 5000 m
FIG. 7. (a) Values of DP50–100 (21.6 hPa), P100 (2904 hPa), and DP20–50;
(b) wavelet energy density of P100 (hPa
2 s21).
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intense right after the irruption of the cold current, and
it is temporarily weakened from 2330 to 0100 UTC.
During most of the night, the gap separating turbulence
from mesoscale motions is located between 50 and 200 s
(not shown). This result is similar to that obtained in
Viana et al. (2009) on a weakly stable night with similar
values of wind shear but no thermal inversion.
Unexpected positive (countergradient) heat fluxes are
found for a few minutes around 2125 UTC at large time
scales, between 200 and 800 s approximately (see circled
region in Fig. 8b). These fluxes are due to the combined,
though physically unrelated, action of (i) the rapid drop
of nearly 58C in temperature at z 5 19.6 m, occurring
from 2128 to 2140 UTC, and (ii) the downward motion
established within the drainage air mass at z 5 19.6 m
(vertical wind speed values at that height in Fig. 6c are
mainly negative after 2130 UTC). Multiresolution fluxes
resulting from temperature and vertical wind speed time
series covering these events connect negative perturbations
of w and T, resulting in a transient upward heat flux,
which (unlike the turbulent transfer) is due not to a ther-
mal stratification but to a cold horizontal advection.
The picture at 96.6 m AGL is completely different.
Figure 9 shows KEt and hwuit at that level. Turbulence
excited after the arrival of the cold current is much
weaker than at z5 19.6 m, and it lasts for a shorter time
period. A regular, turbulent cospectrum of downward
heat flux is only noticeable for a few minutes around
2200 UTC (Fig. 9b), but the maximum revealing the
mean turbulent eddies is spread along time scales be-
tween 1 and 15 s. The shape of the turbulent heat co-
spectrum is platykurtic during this period, or nearly flat
during the rest of the night. This is due to the higher
homogeneity of wind and temperature at this level (i.e.,
small vertical gradients inhibit turbulent motions) and
to the inability of the sonic anemometers to correctly
resolve the smallest turbulent eddies, as is explained in
Viana et al. (2009). The spectral gap is also not well
FIG. 8. Multiresolution decomposition of (a) kinetic energy (m2 s22) and (b) vertical heat flux
(K m s21) evaluated at z 5 19.6 m from 2000 to 0600 UTC.
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defined because of the overlapping of strong contribu-
tions of mesoscale or submesoscale motions (some fall-
ing out of the range of values used in the color bar), with
time scales larger than 100 s (Figs. 9a,b, from 2130 UTC
onward, but especially until 2230 UTC). These non-
turbulent motions were not affected by the inhibition
produced by the small vertical gradients of wind and
temperature.
Among these motions were the gravity waves pres-
ent at this level, which are better described in terms of
wavelet analysis than using multiresolution, as explained
earlier, in section 3d. Therefore, time scales from 5 to
20 min have been reanalyzed using wavelet transform to
compute vertical fluxes. Results from 2100 to 2300 and
from 0030 to 0300 UTC are studied (Fig. 10). The most
remarkable feature is the dipole structure of positive–
negative heat flux present from 2145 to 2215 UTC (Fig.
10a). Different signs suggest that the structure is related
to the IGW described in the previous section. First, its
time and period match those of the waves. In addition,
upward heat flux turns downward at the precise time
that the cold–warm interphase, where the IGW was trap-
ped, surpasses the measuring level (z 5 96.6 m). As is
widely known, linear wave theory predicts that the total
vertical heat flux induced by a gravity wave should be
zero, since the oscillations of vertical velocity and po-
tential temperature should be 908 out of phase. However,
most gravity waves observed in field experiments do not
show regular, monochromatic behavior (e.g., Chimonas
1999; Nappo 2002). Furthermore, several authors report
nonzero vertical heat fluxes at the scale of the wave
(Finnigan and Einaudi 1981; Finnigan 1988). Viana et al.
(2009) studied from multiresolution decomposition the
scale interaction between turbulence and a ducted grav-
ity wave episode of high amplitude and mesoscale ex-
tension. They showed the overlapping of both types of
motions along similar time scales, as well as a wave-
related heat flux changing from positive to negative
values every few minutes in an irregular way. Results
in the present case suggest the existence of an upward
flux above the main level of the oscillation and a down-
ward flux below it. This vertical heat flux divergence
FIG. 9. As in Fig. 8, but evaluated at z 5 96.6 m from 2000 to 0510 UTC.
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around a gravity wave may be not a particular but a
general result. Figure 10b shows a sort of tripole of
negative–positive–negative heat flux at z 5 96.6 m
around 0200 UTC, when the analysis of pressure differ-
ences suggests a fast, transient incursion of a gravity wave
below z 5 100 m (Fig. 7a).
5. Summary and conclusions
A single night from SABLES 2006 field campaign,
which may be considered as ‘‘prototypical’’ of the noc-
turnal evolution of the planetary boundary layer at the
CIBA site when the synoptic forcing is weak, has been
studied. The focus was centered on the effects of a drain-
age current regularly established at the site, with spe-
cial emphasis on the generation of gravity waves at its
top. The analysis of the local surface pressure gradient,
as well as pressure differences between levels, helps to
establish a conceptual model for the spreading of the
cold current along the plateau, improving the interpre-
tation of other atmospheric variables, such as the evo-
lution of the heat fluxes. The drainage current in many
senses resembles a classic cold front. Its irruption causes
horizontal mass convergence and, therefore, induces an
upward motion that is a source of gravity waves: in the
case analyzed, these are shown to propagate first along
a thin atmospheric layer separating the cold current from
the pre-existing warmer air, and then to lose their near-
monochromatic character and move along a broader
layer as both air masses mix together.
The main parameters of the IGW (c, cg, l, dir, etc.) as
well as the velocity and direction of the arriving cold
current were determined through wavelet cross correla-
tion, a methodology that has proved to be easier to apply
and less demanding than previous methods. Both the
cold current and the induced waves propagate southward
with similar phase and group speeds, which proves the
link between both processes.
By means of both multiresolution and wavelet anal-
ysis, the vertical heat flux and the kinetic energy have
been studied from sonic anemometer data both at the
time scales of the turbulence and the waves. An increase
in turbulent activity at z 5 19.6 m and z 5 96.6 m is
produced at the outbreak of the cold current: at some
periods, this turbulent activity overlaps with a larger-
scale component produced by the mesoscale contribu-
tion, mainly the irruption of the cold current and the
formation and vertical displacement of the gravity wave.
Of particular interest is a heat flux divergence produced
by the wave moving vertically, which could explain the
countergradient fluxes sometimes found in the stable
boundary layer, associated with the presence of IGWs but
without a clear physical interpretation in the literature
(Nai-Ping et al. 1983; Yagu¨e and Redondo 1995). It seems
to be a typical footprint of gravity waves observed at the
site; however, further studies are needed to clarify the
importance of these flux components, which may become a
key factor to force the vertical profile of wind and tem-
perature when other factors (i.e., turbulence) are weak.
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FIG. 10. Vertical kinematic heat flux density per scale unit (K m s22) at large time scales evaluated at z 5 96.6 m at different moments
of the night showing wave activity.
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