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It was recently reported that the conscious intention to produce speech affects the speed
with which lexical information is retrieved upon presentation of an object (Strijkers et al.,
2011).The goal of the present study was to elaborate further on the role of these top-down
inﬂuences in the course of planning speech behavior. In an event-related potentials (ERP)
experiment, participants were required to overtly name pictures and words in one block
of trials, while categorizing the same stimuli in another block of trials. The ERPs elicited
by the naming task started to diverge very early on (∼170ms) from those elicited by the
semantic categorization task. Interestingly, these early ERP differences related to task
intentionality were identical for pictures and words. From these results we conclude that
(a) in line with Strijkers et al. (2011), goal-directed processes play a crucial role very early
on in speech production, and (b) these task-driven top-down inﬂuences function at least in
a domain-general manner by modulating those networks which are always relevant for the
production of language, irrespective of which cortical pathways are triggered by the input.
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INTRODUCTION
A substantial body of research in the last two decades has provided
compelling evidence that top-down processes can have a power-
ful inﬂuence on certain early low-level perceptual processes (e.g.,
Corbetta et al., 1990; Posner and Dehaene, 1994; Desimone and
Duncan, 1995; Luck et al., 1997; Hillyard et al., 1998; Kastner et al.,
1999; Bar, 2003; Bar et al., 2006; Gilbert and Sigman, 2007). These
ﬁndings have been crucial with respect to the way we conceptual-
ize visual processing, in that the traditional automatic bottom-up
view has changed dramatically when taking into account goal-
directed behavior related to a visual act. That is, recognizing visual
input does not solely proceed in a unidirectional manner from
lower to higher levels of representation, but rather is achieved
through the dynamical interplay of stimulus-driven processes with
early top-down inﬂuences facilitating access to those representa-
tions that are relevant to the desired behavior. However, the role
top-down processes play in regulating higher goal-directed behav-
iors, such as producing speech, has not received nearly as much
attention. This would appear to be an important issue to explore
though, since speaking is in principle an intention-driven activity.
A speaker knows beforehand, at least most of the time, whether
he/shewants to verbalize or not certain ideas, thoughts, and stimuli
in his environment. Consequently, it seems reasonable to assume
that these a priori goal-directed settings should exert an impor-
tant inﬂuence on the way speech planning proceeds. Nevertheless,
most speech production models assume that the inﬂuence of task
intentions come about relatively late, namely after word selection
(e.g., Dell, 1986; Caramazza, 1997; Levelt et al., 1999). Such a view
is clearly in disagreement with the more dynamical accounts of
brain processing that are emerging in the ﬁelds of vision and object
recognition. One of the reasons for this discrepancy might be that
the temporal role of top-down inﬂuences of task intentionality
has never been systematically investigated for language behavior.
To this end, we aimed at increasing our understanding of when
goal-directed inﬂuences associated with speech production affect
the course of processing. In particular, we compared the brain’s
electrical response (event-related potentials; ERPs) in a task where
one has the conscious intention to articulate the name of the stim-
ulus (naming task) vs. a task where no naming intention is present
semantic categorization task (SCT) both for non-linguistic stimuli
(pictures) and linguistic stimuli (written words). By doing so, we
aimed to see when the brain starts differentiating the same visual
input as a function of task intention, and whether these top-down
inﬂuences vary depending on the type of processing required for
different input modalities.
There is a long-standing tradition in the ﬁeld of language
production that has explored whether items that a speaker does
not intend to name nevertheless activate lexical representations.
Within this tradition there have been a large number of studies
investigating whether distractor items (items we do not wish to
utter) affect the speed with which we name a target item, as well
as a smaller number of studies assessing the presence of linguistic
effects in non-verbal tasks (e.g., Kroll and Potter, 1984; Glaser and
Glaser, 1989; Schriefers et al., 1990; Levelt et al., 1991; Roelofs,
1992, 2003, 2008; Jescheniak and Levelt, 1994; Starreveld and La
Heij, 1996; Meyer et al., 1998, 2007; Cutting and Ferreira, 1999;
Costa and Caramazza, 2002; Morsella and Miozzo, 2002; Navar-
rete and Costa, 2005; Bles and Jansma, 2008). However, unlike
the current study, these studies did not aim at uncovering how
goal-directed speech behavior inﬂuences the course of processing
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within the system. Instead, they sought to assess whether acti-
vated concepts automatically transmit information to the lexical
system and up to which level of representations this spreading
activation extends. For instance, in linguistic Stroop-like tasks it is
frequently reported that distractors having a semantic or phono-
logical relationship with a target affect the speed with which that
target is named. From these ﬁndings it has been concluded that
both speech intended and speech non-intended concepts activate
the lexicon in parallel. Such a conclusion is in accordance with
models of lexical access that embrace the principle of spreading
activation, according to which activated concepts percolate to the
lexical system regardless of the intention of a speaker (e.g., Dell,
1986; Caramazza, 1997; Levelt et al., 1999; but see Bloem and La
Heij, 2003). However, what has not been addressed is when and
how intentional processes do come into play in order to eventually
produce the desired behavior. In other words, previous compar-
isons between items we intend to verbalize and items we do not
intend to verbalize have mainly served the purpose of improving
our understanding of how concepts activate lexical representa-
tions (and beyond) during language production, but this line of
research did not aim to uncover how this lexicalization process
or even earlier processes leading up to lexical access may interact
with task intentional processing. Therefore, in order to develop
accounts of language production which do not solely accommo-
date language-related processing, but instead try to incorporate
this within the broader spectrum of human information process-
ing, it is important to study how language processing progresses
in relation to goal-directed behavior.
Recently, Strijkers et al. (2011) investigated this question explic-
itly and reported evidence that the top-down intention to speak
seems to affect the language system in a proactive manner; that
is, prior to the spreading activation between concepts and words.
Speciﬁcally, these authors compared the brain’s electrical response
for a variable known to affect lexical access, namely word fre-
quency, during overt object naming and non-verbal object catego-
rization. They found that during naming, ERPs elicited for objects
with low frequency names started to diverge from those with high
frequency names as early as 152ms after stimulus onset (pP2),
while during non-verbal categorization the same frequency com-
parison appeared 200ms later at a qualitatively distinct component
(N400). Two important conclusions were drawn from these ﬁnd-
ings: ﬁrst, in linewith spreading activationmodels of lexical access,
activation in semantic representations percolates to the lexical sys-
tem regardless of a speaker’s intention; Second, and in contrast
to the predictions of most language production models, initial
access to the lexicon is instigated by the top-down intention to
speak. Put differently, when there is conscious intention to name
an object the brain will engage substantially faster in lexical access
compared to when no such intention is present due to top-down
signals pre-activating the lexical system prior to the conceptually
driven activation of words. To our knowledge, this was the ﬁrst
study to directly demonstrate the vital and early role top-down
processes play in facilitating the retrieval of words one intends to
utter. This result places novel constraints on language production
models in that initial access to the lexicon from activated concepts
is not as automatic as originally thought, but can be better seen as
a dynamical process driven by goal-directed intentions.
Here we aimed to extend the ﬁndings of Strijkers et al. (2011)
by examining when the goal-directed operations determined by
task intention penetrate stimulus-evoked processing. Like Strijk-
ers et al. (2011) we compared the time-course of ERP effects in a
task requiring speech production (naming) vs. a task where speech
is not necessary (semantic categorization). However, rather than
exploring how the intention to speak may interact with a partic-
ular production operation, here we sought to directly ascertain
the temporal dissociations related to task intention. Exploring
the electrophysiological signature of task intention in isolation,
should enable us to pinpoint when the most evident ERP deﬂec-
tions associated with naming and categorization intention occur.
This is relevant for two reasons: ﬁrst, it can provide an indepen-
dent test of the conclusions reached by Strijkers et al. (2011). In
that study, the authors argued that top-down intention to speak
penetrates the lexico-semantic system prior to concept selection.
If this conclusion is correct, ERP differences elicited by task inten-
tion in general (naming vs. categorization) should occur prior
to, or in the temporal vicinity of the time-course uncovered by
Strijkers and colleagues (i.e., around 150–200ms after stimulus
onset). Second, given that no particular linguistic operation such
as lexical access is targeted, we will be able to provide a more
general assessment of the processing differences between speech
production and semantic categorization. In this way, potentially
important ERP effects other than those that are lexically driven
(for instance, already during visual and/or conceptual processing)
may become apparent.
An important aspect of the current experiment is that we also
explored whether top-down involvement differs as a function of
presentation modality. By comparing effects across modalities we
should be able to ascertain whether the top-down intention to
speak affects the language network in a modality-general manner
or whether this process elicits distinct modulations depending on
the input. Compared to picture naming, where the production of
speech entails active retrieval from memory, word naming directly
conveys the linguistic information which has to be uttered (i.e.,
written words are automatically associated with the required out-
put). As a consequence, early top-down processes that facilitate
lexical retrieval may be especially relevant for more demand-
ing processing situations such as picture naming compared to
the more predominantly stimulus-driven processing associated
with word naming. Given these differences in linguistic vs. non-
linguistic input, and consequently, differences in the dynamics for
retrieving the same words between the two tasks, it will be inter-
esting to see whether goal-directed inﬂuences display the same or
distinct time-courses.
In two blocks of trials undergraduate participants were pre-
sented with a combination of black and white pictures of common
objects (picture condition) and the written words that were the
names of objects (word condition). In one block participants were
asked to rapidly name (naming task block), and in another block
they were asked to categorize (SCT) the words or objects. ERPs
time-locked to the onset of words and pictures in both blocks were
recorded along with the overt response. This approach has only
recently been employed successfully to study language production
(e.g., Christoffels et al., 2007; Koester and Schiller, 2008; Chauncey
et al., 2009; Costa et al., 2009; Dell’Acqua et al., 2010; Strijkers
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et al., 2010). The design was a two (Modality: words vs. pictures)
by two (Task: naming vs. semantic categorization) factorial. In
light of the results of Strijkers et al. (2011) we predicted electro-
physiological deﬂections within 200ms of stimulus onset when
depicted objects had to be named compared to being categorized.
For printed word naming, if the top-down mechanisms related to
task intention are qualitatively similar across modalities and pro-
cessing dynamics, we expect to see the same early, and perhaps
even slightly earlier, ERP dissociations between naming and cate-
gorization as for pictures. If, however, the inﬂuences generated by
the higher goal-directed processes operate as a function of a partic-
ular input and/or whether the task-relevant representations have
to be retrieved internally (pictures), then distinct and potentially
later ERP modulations for written words compared to pictures
might be obtained.
MATERIALS AND METHODS
PARTICIPANTS
Twelve native English speakers (six females, mean age 18.67 years)
participated and were compensated for their time. All participants
were right-handed, with normal or corrected-to-normal visual
acuity and no history of neurological insult or language disability.
STIMULI
The picture stimuli consisted of 184 black and white line draw-
ings of common objects, selected from a standardized inventory
(Snodgrass and Vanderwart, 1980). The word stimuli were 184
English words that corresponded to the line drawings. Of these,
24 words and 24 images were so-called “probe” items. The ERPs
to probe items were not analyzed. All stimuli were presented in
white on a black background. Both pictures and words were pre-
sented together in two mixed blocks (see below), arranged in a
pseudo-random order to prevent expectation and priming effects.
PROCEDURE
Participants were seated in a comfortable armchair facing a com-
puter monitor in a sound-attenuated room for electrode place-
ment. Each trial started with a ﬁxation cross in the middle of the
screen for 500ms and a blank screen for 500ms. The stimulus (a
picture or aword) then appeared for 400ms, followed by a 1100ms
blank screen, and a blink signal for 1700ms. This was followed by
another blank screen for 500ms and the ﬁxation cross for the next
trial (see Figure 2 for examples of both trial types). Participants
were asked to blink during the blink signal if necessary, and min-
imize eye movements for the rest of the time. There were two
scheduled 1-min breaks during each block of the experiment.
In the ﬁrst block participants engaged in a go/no–go SCT, in
which they were instructed to press a button whenever they saw
either a picture or aword referring to a humanbody part (so-called
“probe” items). Probes made up 12% of trials with equal numbers
of picture and word body parts. No response was required to the
remaining 88% of critical stimuli which were averaged in the ERPs
reported here.
In a secondblockof trials participantswere told to rapidly name
all picture and word stimuli. The exact same trial structure was
used in this second block, although the word and picture stimuli
were switched such that all items that were formerly pictures were
now words and vice versa. Stimuli that appeared in picture format
for one participant for a given task appeared in word format for
another participant, and vice versa, and the order of the two blocks
(semantic categorization andnaming)was counterbalanced across
participants.
EEG RECORDINGS
Electroencephalograms were collected using 32-channel caps
(Electro-cap International). The tin electrodes were arranged
according to International 10–20 system (see Figure 1). In addi-
tion, an electrode below the left eye (LE) was used to monitor
for blinks and vertical eye movements and an electrode beside
the right eye (HE) was used to monitor for horizontal eye move-
ments. Two electrodes were placed behind the ears on the mastoid
bone; the left mastoid site (A1) was used as a reference for all
electrodes, and the right mastoid site (A2) was recorded to evalu-
ate differential mastoid activity. Impedance was kept at less than
5 kΩ for all electrode sites except the lower eye channel, which was
below 10 kΩ. The EEG was ampliﬁed using an SA Bioampliﬁer
(SA Instruments, San Diego, CA, USA) operating on a bandpass
of 0.01 and 40Hz. The digitizing computer continuously sampled
FIGURE 1 |Two sample trials, one with a word stimulus and one with a picture stimulus.
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the EEG at a rate of 200Hz while a stimulus computer simultane-
ously presented stimuli to a 19′′ CRT monitor located 54′′ in front
of the participant (all stimuli subtended less than 7˚ of horizontal
visual angle).
DATA ANALYSIS
Averaged ERPs were computed for all word and picture stimuli for
each participant in each block of trials (task) at the 29 scalp sites
shown in Figure 2. Epochs with eye movement artifacts between
−100 and 600ms post stimulus onset were excluded prior to aver-
aging. The resulting ERPs were baselined between −100 and 0ms
and re-referenced to the average of the 29 scalp sites (average ref-
erence – Joyce and Rossion, 2005). The resulting ERP data were
measured by calculating mean amplitudes within three latency
windows: 150–250ms and 250–350ms for picture and word stim-
uli and also between 350 and 450ms for picture stimuli (the late
window was not used with the word stimuli because a substantial
number of trials in the naming task had signiﬁcant speech artifact
starting just after 350ms post-word onset – see the anterior sites
in Figure 5).
The data were analyzed with repeated measures ANOVAs with
four independent variables: TASK (SCT vs. Naming), MODAL-
ITY (words vs. pictures), ANTERIOR–POSTERIOR (prefrontal
vs. frontal vs. temporal–parietal vs. occipital for average refer-
ence data and frontal, vs. central vs. parietal vs. occipital for
mastoid reference data), and LATERALITY (left vs. midline vs.
right – see Figure 2 for the electrode sites included in the analy-
sis). Signiﬁcant interactions involving the TASK and MODALITY
factors were followed up with planned ANOVAs breaking down
the interaction.
FIGURE 2 |Thirty-two-channel electrode montage.
RESULTS
BEHAVIORAL ANALYSES
The behavioral analyses were restricted to the naming data (given
that for the categorization experiment the critical trials –no–go tri-
als – did not require a behavioral response). Here it was observed
that word naming resulted in faster reaction times (520ms; SD:
69ms) compared to picture naming (790ms; SD: 78ms). A paired
t -test between word and picture naming conﬁrmed that this
difference was signiﬁcant [t (10)= 29.12, p< 0.001].
ERP ANALYSES
150–250 ms. As can be seen in Figure 3, in this epoch
there are substantial differences between ERPs to stimuli pre-
sented during a SCT compared to the same items pre-
sented during a naming task. This observation is supported
by both a main effect of TASK [F(1,11)= 5.41, p = 0.04] as
well as an interaction between TASK and the two scalp site
variables [TASK×ANT–POST× LATERALITY: F(8,88)= 4.39,
p = 0.0002]. Figures 4 and 5 reveal that the effects of TASK
differed as a function of MODALITY (words vs. pictures) and
scalp site [TASK×MODALITY×ANT–POST× LATERALITY:
F(8,88)= 3.23, p = 0.0029]. To better understand this interaction
we conducted follow-up analyses examining the two modalities
separately. In the analyzes of ERPs recorded to picture stimuli we
found signiﬁcant differences between the TASKS as a function of
scalp site [TASK×ANT–POST: F(4,44)= 3.37, p = 0.0172]. This
interaction was due to the naming task producing more negative-
going ERPs over posterior sites but more positive-going ERPs over
the most anterior sites than the SCT (see the FP row of sites in
Figure 4). It is important to note that there was no trend for
this effect to differ as a function of laterality (i.e., TASK ×ANT–
POST× LATERALITY, and TASK× LATERALITY, ps> 0.1). For
the word stimuli there was a similar pattern of posterior negativity
and anterior positivity for naming compared to semantic catego-
rization [TASK×ANT–POST: F(4,44)= 3.66, p< 0.07], but this
trend tended to be greater over the left hemisphere and midline
toward the back of the head [O1, Oz, and T5, TASK ×ANT–
POST× LATERALITY: F(8,88)= 7.06, p< 0.0001 – see voltage
maps in the bottom left panel of Figure 6]. In summary, an
N170-like negativity at posterior sites was larger for naming than
semantic categorization, and this effect tended to be larger over
the left than right hemisphere, but only for word stimuli.
250–350 ms. Differences between conditions continued into
this second measurement window. There was not, however,
a signiﬁcant main effect of MODALITY as in the previ-
ous window, although this factor did interact with the TASK
variable [TASK×MODALITY: F(1,11)= 5.27= 0.0423]. There
were also signiﬁcant [TASK×MODALITY× LATERALITY and
TASK×MODALITY×ANT–POST× LATERALITY interactions
(F(2,22)= 7.14, p = 0.0041; F(8,88)= 4.51, p = 0.0001, respec-
tively]. To better understand these interactions we conducted
follow-up analyses for the two modalities separately. For the pic-
ture modality we found a signiﬁcant interaction of the TASK
variable with both of the scalp site variables [TASK ×ANT–
POST× LATERALITY: F(8,88)= 3.33, p = 0.0022]. Pictures in
the naming task tended to produce more negative-going ERPs
over left posterior and central sites, but more positive-going ERPs
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FIGURE 3 | Main effect ofTASK. ERPs collapsed across item type. Solid lines are ERPs from all 28 scalp sites during a semantic categorization task (SCT) and
dashed lines are ERPs recorded to the same stimuli in a naming task. Stimulus onset is the vertical calibration bar and each tic mark on the x -axis is 100ms.
FIGURE 4 | Event-related potentials s recorded to pictures of objects, solid lines are ERPs during a semantic categorization task (SCT) and dashed
lines are ERPs recorded in a picture naming task.
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FIGURE 5 | Event-related potentials recorded to words, solid lines are ERPs during a semantic categorization task (SCT), and dashed lines are ERPs
recorded in a word naming task.
over midline and left hemisphere sites than did ERPs to the same
items during the SCT (see Figure 4). While the basic pattern of
TASK effects was similar for words, the left lateralized nature of
the posterior negativity and anterior positivity was stronger than
for pictures [TASK × LATERALITY: F(2,22)= 5.79, p = 0.012;
TASK×ANTERIOR–POSTERIOR× LATERALITY: F(8,88)=
8.12, p< 0.00001].
350–450 ms. As previously mentioned, because of the ear-
lier onset of articulation in word naming, we only analyzed the
ERP data for picture stimuli in this epoch. As can be seen in
Figure 4, ERPs to pictures in this epoch tended to be more
negative-going in the naming task than the SCT at most scalp sites
with the notable exception of the most anterior electrodes (FP1,
FPz, and FP2) and Pz. At these sites the naming tasks generated
clearlymore positive-going ERPs thandid the SCT [TASK ×ANT–
POST× LATERALITY interaction: F(8,88)= 4.29, p = 0.0002].
As can be seen in Figure 6, the pattern for picture stimuli in this
epoch is similar to the pattern seen in the previous epoch for words
(compare Figure 6 bottom right with top right).
DISCUSSION
We found that ERPs elicited by the naming task started to diverge
very early on (∼170ms) from those elicited by the SCT, and
these effects were qualitatively similar for pictures and words,
aside from some hemispheric differences potentially reﬂecting the
distinct visual input. Concretely, naming elicited enhanced nega-
tive brain responses peaking around 170ms at occipital electrodes
(N170) and enhanced positive amplitudes peaking around 200ms
at anterior sites (P2) compared to semantic categorization. In later
time-windows some expected differences between pictures and
words became apparent: (a) picture naming implied additional
frontal ERP enhancements, arguably reﬂecting a more effortful
word retrieval for the former; (b) word naming resulted in an ear-
lier onset of motor preparation than picture naming did, nicely
mimicking the behavioral naming latencies. The results demon-
strate that within 200ms, top-down processes associated with task
intentionality start inﬂuencing the course of brain processing. The
data extends the increasing body of evidence fromothermodalities
demonstrating that cognitive processing arises as a consequence
of the early interplay between externally and internally driven
processes (e.g., Desimone and Duncan, 1995; Ullman, 1995; Kast-
ner and Ungerleider, 2000; Engel et al., 2001; Gilbert and Sigman,
2007) to the realm of language processing, and more speciﬁcally is
in agreement with recent work arguing that the brain’s fast engage-
ment in lexical access is driven by the intention to speak (Strijkers
et al., 2011).
In addition, the current results suggest that these early goal-
directed modulations play a central part in the ﬂow of activation
regardless of themodality inwhichparticipants had to perform the
task. This ﬁnding is consistent with the hypothesis that the mecha-
nismbehind these top-down inﬂuences is domain-general. That is,
the manner in which the task intentional mechanism guides activ-
ity rapidly toward relevant representations is independent of the
input processes1. A straightforward manner in which to interpret
1Note that, under the right conditions, this does not exclude the potential
involvement of input speciﬁc top-down processes in speech production as well.
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FIGURE 6 |Voltage Maps based on difference waves calculated by
subtracting ERPs recorded to items during the semantic categorization
task (SCT) from ERPs recorded to items recorded during naming. (A)
(Top) are for picture stimuli, and (B) (bottom) are for word stimuli.
this ﬁnding is to assume that the intention to speak sets the brain
in a general naming state, enhancing those representations which
are always relevant for speech production regardless which cortical
pathways are triggered by the input. A similar scenario unfolds for
the SCT in that the system is tuned toward rapid activation of those
representations that are crucial for classifying items as belonging
to a particular category. In support of this notion is the fact that
ERP task differences are similar for the two input modalities, even
before the deﬂections associated with the different inputs become
apparent. A ﬁnal conclusion that can be derived from the similar
early enhancements caused by task intention across input modali-
ties is that top-down processes are not simply a helpful asset for the
brain to calculate a motor program for speech production. Rather
it suggests that early top-down processing forms an integral part of
any speech production act. To summarize, the main contribution
of the present study is the demonstration that the intentional act
of producing speech requires the early involvement of domain-
general top-down processes enhancing information relevant for
producing speech irrespective of the input and the processing
dynamics associated with that input. In what follows we will ten-
tatively suggest potential loci where these goal-directed inﬂuences
may take place in the course of speech planning.
A ﬁrst potential locus for the early inﬂuence of top-down
processes identiﬁed in the present study is at the lexical level. As
mentioned in the Introduction, Strijkers and colleagues already
demonstrated that in picture naming, lexical access is facilitated
in a proactive manner by the intention to speak. Given the
overlapping time-course (∼150–200ms) between the ERP effects
reported in that study and the current study, a similar conclusion as
proposed by Strijkers et al. (2011) could be entertained here. In the
case of naming, a task intentional mechanism will a priori increase
the baseline activity of the lexical system so that when the actual
stimulus is presented, there is facilitated and privileged access to
word representations in order to rapidly and efﬁciently produce
speech. In the case of semantic categorization, there is no need
for top-down signals associated with task intention to enhance
speech-related representations. Instead, goal-directed activity will
“push” the sensory-driven processing of the incoming stimulus
toward those semantic features that are relevant for deciding to
which category the input belongs to, allowing us to categorize
objects independently from the lexical information associatedwith
that object (e.g., Dell’Acqua and Grainger, 1999).
Within this view, the ERP components we identiﬁed (or at least
one of them), an anterior P2 and a posterior N170, can be con-
ceived as reﬂecting the task intentional mechanism itself. That is,
if the ERP modulations would reﬂect the top-down signals acting
upon a particular process, lexical access in the present framework,
we should have seen a similar pP2 (descriptively labeled production
P2–pP2) modulation as reported by Strijkers et al. (2011), at least
in the case of pictures. This posteriorly distributed positive-going
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component,whichhas been shown tobe sensitive to a range of lexi-
cal variables (Costa et al., 2009; Strijkers et al., 2010),was selectively
modulated for naming intention (Strijkers et al., 2011). Strijkers
et al. proposed that its modulation likely is engendered by the
interaction between top-down processing and lexical activation
levels. Here, no such pP2 modulation between naming and cate-
gorization was found, but instead a frontally maximal P2 and an
occipital N170 were elicited. Thus, if we wish to maintain that
these cortical deﬂections represent top-down inﬂuences which
affect lexicalization, we must assume that the particular electro-
physiological expression(s) observed here are associated with the
top-down processes in isolation. If so, naming appears to require
increased top-down involvement, which seems reasonable given
that naming is a process requiring amuchmore speciﬁc behavioral
response compared to semantic categorization.
Alternatively, the task driven ERP differences uncovered here
may not be reﬂecting the same top-down signals as in the study
of Strijkers et al. (2011). In that study, a particular linguistic stage
was targeted by manipulating lexical frequency, whereas in the
present study goal-directed inﬂuences might be acting upon other
levels of processing. This conclusion ﬁnds support in a compar-
ison of the effects seen in two early components affected by task
in the present study, the anterior P2 and posterior N170, with
the results from studies in other ﬁelds shown to modulate these
components. In visual search paradigms the amplitude of the
P2 is larger for attended stimuli and target-relevant information,
whichhas beenproposed to reﬂect attention-driven enhancements
of the perceptually-relevant features of the input (e.g., Hillyard
and Munte, 1984; Luck and Hillyard, 1994; Mangun and Hill-
yard, 1995). In language comprehension, similar P2 amplitude
increases are found when words or pictures are highly expected in
a given sentence, or follow related prime words (e.g., Federmeier
and Kutas, 2002, 2005; Federmeier et al., 2005, 2007; Federmeier,
2007). As in vision, these effects are thought to index top-down
driven anticipatory activation of the perceptual features related to
an expected upcoming word. Given that the current P2 modu-
lation, and in contrast to the pP2 encountered by Strijkers et al.
(2011), has a similar frontal distribution as the P2 modulations
reported in the above studies, it is possible that we are dealing with
a similar effect as encountered in visual perception and language
comprehension. In this case, our ﬁndings would suggest that the
intention to speak can already affect processes related to the input.
Such ﬁndings would be highly intriguing since they would indi-
cate that the mere intention to engage in speech behavior not only
inﬂuences the manner in which we retrieve lexical representations
(Strijkers et al., 2011), the crucial units which must be retrieved for
engaging in a speech act, but already alters the way our brain reacts
to the input. Put differently, the intention to speak would change
the manner in which we “perceive” an object and a word very
early on compared to the visuo-conceptual processing of the same
stimuli when the perceptual and/or semantic goals are different
from those required for a speech act.
Interestingly, the fact that another early component, the N170,
was affected by task intention, ﬁts nicely with this conclusion.
Typically, this occipito-temporal negative going component is
enhanced for objects with which we have great expertise, such as
faces (e.g., Bentin et al., 1996; Tanaka and Curran, 2001; Gauthier
et al., 2003; Rossion et al., 2003; but see Liu et al., 2002; Thierry
et al., 2007). It is worth mentioning, especially in the current con-
text, that a few studies also reported similarN170-likemodulations
for expertise with written words (e.g.,McCandliss et al., 2003;Yum
et al., 2011). If the N170 modulation reported here can be consid-
ered similar to the one thought to be sensitive to visual expertise,
this would mean that naming leads to more speciﬁc visual iden-
tiﬁcation processes compared to categorization, which is not that
surprising given the differences in task demands. To sum up, the
fact that the input-related N170 was affected by differences in task
intention rather than differences between stimuli provides support
for our tentative proposal that the intention to speak may already
affect the manner in which we visually and/or semantically process
stimuli. This is a highly interesting possibility which clearly merits
further investigation in future work.
CONCLUSION
In the present study, by comparing brain responses elicited by the
same visual input in two different tasks, we were able to estab-
lish that goal-directed top-down inﬂuences penetrate and affect
early processing of words and objects. These results concur with
the evidence reported in a recent study (Strijkers et al., 2011)
emphasizing the crucial role of early intention-driven processes
for the production of speech. In addition, the results of the cur-
rent study showed that these top-down signals are, at least partly,
generated by a domain-general system, likely to be functional each
time we want to speak. Whether these inﬂuences operate at the
level of word representations, as demonstrated in previous work,
or even during visuo-conceptual processing could not be deter-
mined explicitly on the basis of the present results. Nevertheless,
the current results contribute some important insights regarding
a topic which has received little attention in the literature so far,
and paves the way for future research that will help to gradually
narrow down the functional nature and sources of goal-directed
processing in language production.
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