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I explicitly construct a strong zero mode in the XYZ chain or, equivalently, Majorana wires coupled via a four-
fermion interaction. The strong zero mode is an operator that pairs states in different symmetry sectors, resulting
in identical spectra up to exponentially small finite-size corrections. Such pairing occurs in the Ising/Majorana
fermion chain and possibly in parafermionic systems and strongly disordered many-body localized phases. The
proof here shows that the strong zero mode occurs in a clean interacting system, and that it possesses some
remarkable structure – despite being a rather elaborate operator, it squares to the identity. Eigenstate phase
transitions separate regions with different types of pairing.
Introduction: eigenstate phase transitions – A quantum
phase transition is by definition a property of the ground state,
occurring where the ground-state energy is non-analytic in the
couplings [1]. A focus on the ground state and the low-lying
excitations is natural, given that these dominate physical prop-
erties at low temperatures where quantum effects are most
prominent. However, recent work on many-body localization
(MBL) [2] has focused attention on the many interesting prop-
erties of the full energy spectrum. One fascinating idea aris-
ing is an eigenstate phase transition, where properties of full
spectrum undergo a sharp transition as couplings are varied
[3]. Such transitions need not occur concern the ground state;
one proposal of Ref. [3] is a change between types of statistics
governing all energy-level spacings.
One substantial complication in understanding eigenstate
phase transitions in the MBL context is that properties of the
full spectrum (e.g. the eigenstate thermalization hypothesis)
are typically subtle. Complicating the analysis further is that
strongly disordered couplings are typically needed to obtain
the novel physics. Thus unfortunately the dominant tools uti-
lized in these studies are intuition and numerical analysis.
I discuss in this paper an eigenstate phase transition that has
the virtues of being fairly easy to characterize, and tractable
analytically. This transition is for a strong zero mode, an op-
erator that commutes with the Hamiltonian, up to corrections
that fall off exponentially in system size [4–6]. I prove that
a strong zero mode occurs in a system without disorder, with
interesting consequences for the full energy spectrum.
The canonical example of a strong zero mode is in the
Ising/Majorana quantum chain in the ordered phase with free
boundary conditions on both ends. The strong zero mode
pairs each state in the even-fermion number with one in the
odd, requiring their energies are the same up to exponentially
small finite-size corrections [4, 7]. It therefore results in a
much stronger constraint on the energy spectrum that the con-
straint of (topological) order, where only pairing of ground
states is necessary. This behavior is robust; the pairing per-
sists when the couplings are allowed to vary spatially, as long
as the strong zero mode operator remains normalizable (i.e.
when acting on any normalizable state it gives another one).
The strong zero mode and hence the pairing go away precisely
at the quantum phase transition between spin/topological or-
der and disorder, so in this case eigenstate and quantum phase
transitions occur at the same coupling.
There have been suggestions that the strong zero mode does
not survive the inclusion of interactions, unless the disorder
is strong enough to create an MBL phase [3, 8, 9]. This is
true in some cases. The three-state Potts chain has in a triv-
ially solvable limit a threefold analog of the pairing, but the
strong zero mode disappears for arbitrarily small interactions,
although the spin/topological order and a “weak” zero mode
remain [5, 6, 10, 11]. The splitting between would-be de-
generate energy levels here depends on the system size via a
power law.
On the flip side, there is good but not definitive evidence for
a strong zero mode once chiral interactions are included in the
three-state Potts chain [5, 6]. An operator can be constructed
to all orders in perturbation theory that seems to fit the bill
[5], but it has not yet been proven to be normalizable. More-
over, perturbative arguments show that the splitting in pairs of
low-lying excited states remains exponentially small in sys-
tem size [6]. In addition, the pairing survives to at least first
order in perturbation theory when interactions are included in
the Ising/Majorana case [12]. In the case studied in this paper,
a glance at the left of figure 1 below provides another com-
pelling suggestion that the pairing survives interactions.
In this paper I promote this suggestion to a proof. By ex-
plicit construction I find a strong zero mode in a clean system
with strong interactions, the XYZ spin chain with free bound-
ary conditions or equivalently, two Majorana chains coupled
by a particular four-fermion interaction. As apparent from (2)
below, the operator involves many terms, but the form is quite
elegant. I show that is normalizable by using brute force to
derive a striking property: its square is the identity operator!
These properties indicate that the strong zero mode is a fun-
damental property of the system.
The definition of a strong zero mode – Given a quantum
Hamiltonian H acting on a L-site chain with open boundary
conditions, a strong zero mode Ψ is an operator satisfying [13]
• [H,Ψ] → 0 as L → ∞, with finite-size corrections opera-
tors whose expectation values vanish as uL with |u| < 1.
• For some D generating a discrete symmetry, [Ψ,D] 6= 0.
• Ψn ∝ I , the identity operator, for some integer n > 1.
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2Labelling sectors by eigenvalues of D, the last two conditions
mean that acting with Ψ on a state in one sector must give a
state in another. Combining this with the first condition means
acting with Ψ on an eigenstate ofH gives a different state with
the same energy, up to corrections going to zero exponentially
fast as L → ∞. The last condition could be relaxed, but
here and elsewhere (e.g. for free parafermions [14]), it holds.
Since this property seems highly non-trivial and fundamental,
it seems worthy to emphasize it via this definition. It is worth
noting that in general the strong zero mode is not a symmetry
– the spectrum is only asymptotically degenerate unless the
finite-size corrections to [H,Ψ] exactly vanish.
The XYZ chain – The XYZ chain is an integrable strongly
interacting quantum spin chain [15]. The Hilbert space is a
chain of L two-state systems and the Hamiltonian is
H =
L−1∑
j=1
(
Jxσ
x
j σ
x
j+1 + Jyσ
y
j σ
y
j+1 + Jzσ
z
jσ
z
j+1
)
, (1)
where σαj for α = x, y, z is the Pauli matrix σ
α acting on
the two-state system at the jth site. For Jx = ±Jy , this is
the XXZ chain, and Jx = Jy = Jz the antiferromagnetic
spin-1/2 Heisenberg chain. The operators Dα =
∏L
j=1 σ
α
j
implement a Z2 × Z2 symmetry. When |Jα| is the largest
coupling, the model is ordered with the corresponding discrete
symmetry spontaneously broken [15]. Critical lines separate
the different orderings; they occur when |Jα| = |Jβ | ≥ |Jγ |
for any α 6= β 6= γ.
A Jordan-Wigner transformation maps the Hamiltonian to
a fermion one [16]. Any two of the three terms in (1) can
be mapped to fermion bilinears, but the third is then a four-
fermion term. Thus when one coupling vanishes, the model is
free, and turns out to have the same spectrum as two copies of
the Ising chain [16]. The two copies are dual to each other,
meaning that when one copy is in the ordered/topological
phase, it has a strong edge zero mode [4], while the other is
disordered and does not.
As in the Ising/Majorana chain [4], the strong edge zero
mode is apparent in a trivially solvable limit. When Jx =
Jy = 0, any basis state |ζ〉 in the basis where all σzi are di-
agonal is an eigenstate of the Hamiltonian. The symmetry
operator Dx then flips all spins, so Dx|ζ〉 6= |ζ〉. There-
fore |ζ〉 + Dx|ζ〉 and |ζ〉 − Dx|ζ〉 are distinct eigenstates of
both Dx and H having the same energy. Since the opera-
tor σz1 anticommutes with Dx, it must map between the two:
σz1(|ζ〉 + Dx|ζ〉) = ±(|ζ〉 − Dx|ζ〉). Therefore in this limit
Ψ(0) = σz1 is a strong zero mode localized at the edge.
Computing the finite size spectra using exact diagonaliza-
tion strongly suggests that the strong zero mode here survives
interactions. The plots for L = 10 in the XXZ case for two
values of Jz are plotted in Fig. 1. The ordered case shows
clear evidence for pairing between Dx = ±1 sectors. Further
checks indicate that as L is increased to 14 (in the sector with
vanishing Sz =
∑L
j=1 σ
z
j ), the splitting between pairs does
indeed fall off exponentially.
!D!!=!!1! !%1!x"
J!!!=!4!z! J!!!=!1/2!z!
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Energy!
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FIG. 1. Spectra of the XXZ spin chain Jx = Jy = 1 in Dx = ±1
sectors for 10 sites; on the right the energy is rescaled for easier
comparison. In the left plots Jz = 4 so that the model is ordered,
whereas in the right ones Jz = 1/2 so that it is critical. Only in the
ordered case is a pairing between the states apparent.
The main result – Before its proof, I state the main result.
Letting X = Jx/Jz, Y = Jy/Jz and
〈aa′〉 = Y a−a′(1−X−2)σxaσxa′ +Xa−a
′
(1− Y −2)σyaσya′ ,
the exact strong edge zero mode for X2 < 1, Y 2 < 1 is
Ψ =
∞∑
S=0
∑
{a},b
(XY )b−1σzb
S∏
s=1
〈a2s−1a2s〉 (2)
where the second sum is over all sets of 2S + 1 positive inte-
gers obeying 0 < a1 < a2 < · · · < a2S < b ; if S = 0 the
product is 1. Terms involving the operator σzL+1 are at least
order L/2 in X and/or Y .
Despite the elegance of this expression, the gargantuan
number of terms makes it far from obvious that Ψ2 is pro-
portional to the identity operator. Nevertheless, by brute force
I prove in the appendix that for X2 < 1 and Y 2 < 1,
Ψ2 =
1
(1−X2)(1− Y 2) . (3)
The cases X2 = 1 and/or Y 2 = 1, where the strong zero
mode is not normalizable, are critical lines.
Eigenstate phase transitions occur at the same couplings as
the conventional quantum phase transitions. If a coupling, say
3X2, is increased past 1, then |Jx| becomes the largest cou-
pling, and the entire analysis can be repeated with Jx ↔ Jz .
A strong zero mode therefore exists everywhere except along
the critical lines; different orderings are associated with dif-
ferent strong zero modes.
Strong zero mode for Jx = 0 – When any of the three
couplings vanishes, the XYZ Hamiltonian can be written in
terms of fermion bilinears. The strong zero mode is then a
linear combination of fermion operators, because commuting
a fermion bilinear with any linear combination returns another
linear combination. Computing the strong zero mode (and all
the raising/lowering operators [14, 16]) is then rather simple.
It is not difficult to find this strong zero mode directly, but
as a warm-up it is useful to compute it by iteration. Taking
|Jz| > |Jy| and Jx = 0, the Z2 ordering arises from the oper-
ator V ≡ Jz
∑L−1
j=1 σ
z
jσ
z
j+1 dominating H . The zeroth order
contribution to the strong zero mode, Ψ(0) = σz1 , necessarily
commutes with V , but not with H0 = H|Jx=0:
[H0 , σ
z
1 ] = Jy[σ
y
1σ
y
2 , σ
z
1 ] = 2iJyσ
x
1σ
y
2 .
The iterative method relies on finding an operator that gives a
cancelling contribution when commuted with V . Here
[V, σx1σ
x
2σ
z
3 ] = Jz[σ
z
2σ
z
3 , σ
x
1σ
x
2σ
z
3 ] = 2iJzσ
x
1σ
y
2
yields the first correction to the zero mode, whose commutator
with H0 is
[H0 , σ
z
1 − Y σx1σx2σz3 ] = −2iJyY σx1σx2σx3σy4 .
The second correction cancels this term of order J2y :
[V, Y 2σx1σ
x
2σ
x
3σ
x
4σ
z
5 ] = 2iJyY σ
x
1σ
x
2σ
x
3σ
y
4 ,
The pattern now is obvious. It is easy to show directly that
Ψ
∣∣∣
Jx=0
=
∞∑
s=0
(−Y )s σz2s+1
2s∏
j=1
σxj (4)
obeys
lim
L→∞
[H0 , Ψ]
∣∣∣
Jx=0
= 0 .
When X = 0, the full expression (2) reduces to (4), which
indeed is a sum of Majorana fermion operators.
For the zero mode to be meaningful, it must be normaliz-
able. Because each term in the sum in (4) anticommutes with
the others, Ψ2 is proportional to the identity:
Ψ2
∣∣∣
Jx=0
= 1 + Y 2 + Y 4 + · · · = (1− Y 2)−1 ,
where the series converges and can be resummed when Y 2 <
1, i.e. |Jy| < |Jz|. This zero mode therefore exists throughout
the z-ordered region; only at the critical point |Jy| = |Jz| is
it not normalizable. If |Jz| < |Jy| instead, then the entire
calculation goes through with y ↔ z. Thus whenever the
Jx = 0 model is ordered, it possesses a strong zero mode.
Strong zero mode by iteration – The iterative approach
works for Jx 6= 0 as well, although it requires considerably
more effort. Two useful pieces of notation for this analysis
are
[[f(X,Y )]]aa′ ≡ 2i(f(X,Y )σxaσya′ − f(Y,X)σyaσxa′), (5)
{{f(X,Y )}}aa′ ≡ f(X,Y )σxaσxa′ + f(Y,X)σyaσya′ , (6)
where f is some function of X and Y . Any function symmet-
ric inX and Y can be pulled out of or into the double brackets,
e.g. [[XY f(X,Y )]] = XY [[f(X,Y )]].
Proceeding as with Jx = 0, it is easy to verify that
[H, σz1 ] = Jz[[Y ]]12 = [V, {{Y }}12σz3 ] .
This yields the first correction to the strong zero mode to be
Ψ(1) = −{{Y }}12σz3 . Iterating again yields[
H, σz1 − {{Y }}12σz3
]
= −Jz{{Y }}12[[Y ]]34 + Jz[[XY ]]13
= −[V, Ψ˜(2)] , (7)
where the putative second-order correction is
Ψ˜(2) = {{Y }}12{{Y }}34σz5 − {{XY }}13σz4 . (8)
I say putative because at next order a complication arises.
Note that[
H, {{XY }}13σz4
]
= −Jzσz1 [[XY 2]]23σz4 + . . . .
The right-hand-side does appear in a commutator with V , but
only in combination with another term:[
V, {{f}}23(ασz1 + βσz4)
]
= Jz(β − α)(1− σz1σz4)[[f ]]23 .
Thus any commutator of V will yields the product
[[XY 2]]23(1− σz1σz4), which does not arise in [H, Ψ˜(2)]. The
way forward is to note any function of the σzj commutes with
V . Thus at any given order, one can add such a function to the
zero mode, and the effects will only be felt at the next order,
after the commutation with the full H is done. Namely, if the
second-order correction is modified to be
Ψ(2) = Ψ˜(2) +XY σz2 ,
the commutation relation (7) is still satisfied, but [H,Ψ(2)]
now gives the desired combination:[
H, XY σz2−{{XY }}13σz4
]
= Jz(1−σz1σz4)[[XY 2]]23+ . . .
With this modification, a Ψ(3) obeying [H,Ψ(2)] =
−[V,Ψ(3)] can indeed be found.
The iteration can proceed straightforwardly by doing such
modifications; it turns out one needs to include a term
(XY )nσzn+1 in Ψ
(2n). Intriguingly, another consequence of
the modifications is that they make Ψ2 proportional to the
identity operator order by order. Although the number of
terms grows exponentially, staring at the results for a while
leads to (2).
4The proof – Here I prove that the expression (2) satisfies
lim
L→∞
[H,Ψ] = 0 . (9)
For the proof, the XYZ Hamiltonian is split into pieces:
H = Jz
L−1∑
j=1
(Tj + Vj)
Vj ≡ σzjσzj+1 , Tj ≡ Xσxj σxj+1 + Y σyj σyj+1 .
Each term in the sum (2) is labelled as ψ{a},b,S . It is con-
venient to separate out of this the pieces ψ(q){c},b,S , which has
the added restriction that q < c1 < c2 · · · < c2S , along with
ηp ≡
∏l
s=1〈a2s−1 a2s〉, where a1 < a2 < · · · < a2l < p.
Finding the appropriate cancellations is best done by “fol-
lowing” the σz , i.e. keeping track of the location of the the
zero or two σzj present in each term in [H,Ψ].
First, consider terms in [H,Ψ] with no σzj , which necessar-
ily involve a non-trivial commutation with the σzb in Ψ. Three
commutators where this happens arise from terms in Ψ
[Tb, ηbσ
z
b ] = ηb[[Y ]]b,b+1,
XY [Tb, ηbσ
z
b+1] = −XY ηb[[X]]b,b+1,
(XY )2[Vb+1, ηb〈b b+ 1〉σzb+2] = ηb[[Y (X2 − 1)]]b,b+1 .
The factors of XY in front are precisely the relative factors
appearing in Ψ, so the corresponding contributions to [H,Ψ]
sum to zero for any ηb. The only other contributions with no
σz arise from the commutators with a2S = b− 1:
[Tb−1, ηp〈p b− 1〉σzb ] = −ηp[[Y p−b+1(X −X−1)]]pb,
XY [Vb, ηp〈pb〉σzb+1] = XY ηp[[Y p−b(1−X−2)]]pb
where l in ηp obeys l = S − 1. Again, the relative factors
of XY are exactly as they occur in the expansion of Ψ, and
again, the commutators cancel for any p and ηp. Thus all terms
in [H,Ψ] with no explicit σzb cancel.
A given term in [H,Ψ] containing σzr [[pq]] has an “inside”
σzr when p < r < q, and “outside” otherwise. Two canceling
pairs with outside σz are
[Tp, 〈p q〉] = σzp [[Xp−q+1(1− Y −2)]]p+1,q ,
[Vp, 〈p+ 1 q〉] = −σzp [[Xp−q+1(1− Y −2)]]p+1,q,
[Tq−1, 〈p q〉] = −σzq [[Y p−q+1(1−X−2)]]p,q−1 ,
[Vq−1, 〈p q − 1〉] = σzq [[Y p−q+1(1−X−2)]]p,q−1 ,
where q ≥ p + 2. Any terms in [H,Ψ] with outside σz can
be obtained by multiplying the above commutators by any
ηpψ
(q), so all terms with no inside σz cancel.
The analogous terms with an inside σz are
[Tp, 〈p+ 1 q〉] = σzp+1[[Xp−q+2(1− Y −2)]]p,q ,
[Vp, 〈p q〉] = −σzp+1[[Xp−q(1− Y −2)]]p,q ,
[Tq−1, 〈p q − 1〉] = −σzq−1[[Y p−q+2(1−X−2)]]p,q ,
[Vq−1, 〈p q〉] = σzq−1[[Y p−q(1−X−2)]]p,q .
The sum S of these four commutators is zero only if q = p+2.
However, when q > p+ 2, an inside σz arises from
[Tr, 〈p r〉〈r + 1 q〉] = (1−X−2)(1− Y −2)
× (σzr+1[[Y p−rXr−q+2]]p,q − σzr [[Y p−r+1Xr−q+1]]p,q)
for any p < r < q − 1. Summing these up gives
q−2∑
r=p+1
[Tr, 〈p r〉〈r + 1 q〉] = −S ,
cancelling the original four. Multiplying these by any ηpψ(q)
means that all the commutators with an inside σz cancel; note
that [Vr, 〈p r〉〈r + 1 q〉] = 0.
This analysis accounts for all non-vanishing terms in
[H,Ψ], and shows all cancel. Thus (9) indeed holds.
Ψ as a symmetry operator The boundary conditions used
in (1) are free at each end. An interesting and useful fact is
that if the boundary conditions at the far end are instead fixed,
Ψ commutes with H without taking L → ∞. Precisely, the
Hamiltonian is modified to H˜ = H + JzVL, so that the spin
on the site L + 1 is fixed: no term in H˜ can flip it, but it
still interacts with that at site L. Letting ΨL be Ψ with the
additional requirement that that b ≤ L + 1, the preceding
proof then shows that [H˜,ΨL] = 0.
Thus, with free boundary conditions at one end and fixed
at the other, ΨL indeed generates a symmetry. The catch is
that flipping the spins changes the fixed boundary condition,
so Dx no longer generates a symmetry. The pairing becomes
trivial: the energies with boundary condition σzL+1 = 1 are
identical to those with σzL+1 = −1. Thus acting with ΨL no
longer results in degeneracies.
Finite-Size Effects This observation allows the finite-
size correction to [H,Ψ] → 0 to be determined. Since
[H˜,ΨL] = 0, it follows that [H,ΨL] = [H˜ − JzVL,ΨL] =
−Jz[σzLσzL+1,ΨL]. Non-vanishing contributions to this com-
mutator must have a2S = L and b = L+ 1. These are neces-
sarily at least order L/2 in X and Y , with the leading contri-
butions those from X = 0 or Y = 0, as in (4). This and the
normalizability condition (3) ensure that the finite-size correc-
tions do indeed go to zero exponentially fast.
However, the precise bounding seems difficult to determine.
One complication is that (ΨL)2 is not proportional to the iden-
tity, although perhaps it could be modified to make it so. Since
ΨL commutes with H˜ , Ψ2L must as well. Therefore, Ψ
2
L may
involve powers of H˜ , but since the XYZ chain is integrable,
it may involve the commuting higher Hamiltonians as well.
Understanding this may provide a route to a much nicer proof
of (3) than than horrible brute force one in the appendix.
Conclusion– I have found the strong zero mode in the
clean XYZ chain. An important issue left mostly unexplored
is the role the integrability plays. Although very probably the
integrability is why the explicit expression is so elegant (and
why it could be found straightforwardly by iteration), it is not
clear whether or not it is necessary for the strong zero mode
5to exist. The XYZ chain is not integrable when it has disor-
dered couplings. Nonetheless, low-order calculations indicate
that the iterative method still works, but that the expressions
become much more complicated. This, along with the work
on parafermionic models [5, 6] and on the Ising chain plus in-
teractions [12, 17, 18], gives a good sign that integrability is
not necessary for a strong zero mode.
Moreover, at strong disorder, the resulting MBL phase is ar-
gued to also exhibit the same pairing in the spectrum [3, 8, 9].
Since MBL phases are believed to resemble integrable sys-
tems, for example in having local integrals of motion [19–21],
it would be very interesting if there were a precise correspon-
dence between pairing in clean and very dirty systems. If there
is no correspondence, then the interesting question is: what
happens at weak disorder?
The eigenstate and quantum phase transitions here occur
at the same couplings. The parafermion case, however, hints
that this correspondence is not true in general. A tool that
may prove useful in answering this and other questions is the
entanglement spectrum [22]. This is much easier to compute
numerically than the energy spectrum, and it would be inter-
esting to understand if the pairing and the strong zero mode
occur in this context as well.
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Appendix: The proof that Ψ2 = (1−X2)−1(1− Y 2)−1
Here I prove that for X < 1, for Y < 1, Ψ2 obeys (3), so that the sum in (2) gives a normalizable operator.
Terms that do survive Terms in Ψ2 proportional to the identity come exclusively from the “diagonal” terms (ψ{a},b,S)
2 .
Each diagonal term is built from the square
〈aa′〉2 = Y 2a−2a′(1−X−2)2 +X2a−2a′(1− Y −2)2 − 2σzaσza′ (XY )a−a
′
(1−X−2)(1− Y −2) . (10)
The first aim then is to compute
∞∑
S=0
∑
{a},b
(ψ{a},b,S)
2
∣∣∣
I
=
∞∑
S=0
∑
{a},b
(XY )2b−2
S∏
j=1
(Y 2a2j−1−2a2j (1−X−2)2 +X2a2j−1−2a2j (1− Y −2)2) , (11)
where the I subscript on the left means to include only the terms proportional to the identity.
Despite its nasty looks, this sum turns out to be rather easy to do. The strategy is to fix a value of S, and do the sum over all
6a1 < a2 < · · · < a2S < b individually by starting with b and working all the way down. The first is
∞∑
b=a2S+1
(XY )2b−2 =
(XY )2a2S
1− (XY )2 .
The factor in the numerator nicely cancels the X−2a2S or Y −2a2S coming from (11). This means that the needed identity for the
rest is for a sum over all integers a2j−1 and a2j obeying a2j−2 < a2j−1 < a2j for a fixed a2j−2:
∞∑
a2j−1=a2j−2+1
∞∑
a2j=a2j−1+1
X2a2j−1Y 2a2j =
Y 2
1− Y 2
∞∑
a2j−1=a2j−2+1
(XY )2a2j−1 =
(XY )2a2j−2+2
(Y −2 − 1)(1− (XY )2)
and likewise with X ↔ Y . Each sum over a pair a2j−1, a2j in (11) therefore results in a factor−(XY )2a2j−2+2(X−2 +Y −2−
2), yielding ∑
{a},b,S
(ψ{a},b,S)
2
∣∣∣
I
=
∞∑
S=0
(X2 + Y 2 − 2X2Y 2)S
(1− (XY )2)S+1 =
1
(1−X2)(1− Y 2) (12)
as advertised.
The strategy The much tricker task now is to show that all other terms in Ψ2 cancel. As with the proof that [H,Ψ] = 0, the
key is to organize the terms properly, and to “follow the σz”. Ψ can be written as a sum over monomials in the σxi and σ
y
i times
a single σzb at “the end”. Then, because different Pauli matrices anticommute and same ones square to 1, the product of any term
ησzb with any other one η
′σzb′ that gives an odd number of σ
z must obey
{ησzb , η′σzb′}
∣∣∣
odd #σz
= 0 .
Since all non-diagonal terms in Ψ2 occur as anticommutators of different terms in Ψ, this vanishing means that all terms in Ψ2
with an odd number of σz cancel immediately. Thus the “follow the σz” strategy will lead to focussing on the “last” two σzbσ
z
b′ ,
i.e. those where b′ > b > j for any other σzj present in a given term in Ψ
2. More specifically, I take in turn the cases: 1) terms
with only σz present, 2) terms with no σz at the end, or two σz at the end, 3) terms with one or two σx or σy in between the last
two σz , and 4) terms with any number in between.
1) Terms with only σz present It is simplest to start with the sum over all terms without any σx or σy present, namely
Ψ2
∣∣∣
no σx,σy
=
∞∑
S=0
∑
{a},b,b′
ψ{a},b,Sψ{a},b′,S . (13)
The appropriate cancellation can be found simply by examining the last two σz . There are two ways in which these arise here.
One is from the explicit σz in Ψ, and come from (13) with b 6= b′. These result in terms in Ψ2 of the form (XY )b+b′−2η2σzbσzb′ .
The other way is from the product (10) in the diagonal terms in (13), giving many terms of the form
−2(XY )b−b′(1−X−2)(1− Y −2)σzbσzb′ η2 (ψ(b
′)
{c},b˜,S)
2
∣∣∣
I
,
using the definition after (9). Summing over all ψ(b
′) here is almost the same calculation as that of (12) above; it yields∑
{c},b˜,S
(ψ
(b′)
{c},b˜,S)
2
∣∣∣
I
=
(XY )2b
′
(1−X2)(1− Y 2) .
Putting these all together that for any fixed b 6= b′, the contributions to (13) cancel:
(XY )b+b
′−2η2σzbσ
z
b′ − (XY )b−b
′
(XY )2b
′
(XY )−2η2σzbσ
z
b′ = 0 .
Thus the only terms remaining in (13) are those diagonal ones proportional to the identity coming from (12):
Ψ2
∣∣∣
no σx,σy
=
1
(1−X2)(1− Y 2) , (14)
An almost-identical calculation useful below yields∑
{c},b,b′,S
ψ
(q)
{c},b,Sψ
(q)
{c},b′,S =
(XY )2q
(1−X2)(1− Y 2) . (15)
72) Terms with no σz at the end, or two of them This calculation is simple to generalize to contributions to Ψ2 with either no
σz at the end, or two of them. These cancel in a very similar way to those discussed in the previous paragraph. Similarly to ηp
above, define η′p =
∏l′
j′=1〈a′2j′−1a′2j′〉 with a2l′ < p. Let q > a2l and consider two terms in Ψ:
χ ≡ ηqψ(q){c},b,S and χ′ = η′p〈pq〉ψ(q){c},b′,S ; (16)
the reason for not including 〈pq〉 inside η′ will soon become apparent. The appearance of q in the definition of χ is not a typo; it
is to ensure that there are zero or two σz at the end in χχ′. Using the identity (15) to sum over all χχ′ gives∑
{c},b,b′,S
χχ′ =
(XY )2q
(1−X2)(1− Y 2)ηqη
′
p〈pq〉 . (17)
and similarly for χ′χ. All other terms in Ψ2 that end in zero or two σz come from multiplying
ξt ≡ ηq〈qt〉ψ(t){c},b,S by ξ′t = η′p〈pt〉ψ(t){c},b′,S ,
where t > q > p. Fixing t momentarily, and using again the sum in (15) gives∑
{c},b,b′,S
ξtξ
′
t =
(XY )2t
(1−X2)(1− Y 2)ηqη
′
p〈qt〉〈pt〉 . (18)
There are four terms in the product 〈qt〉〈pt〉; two with σzt and two without, the latter being
〈qt〉〈pt〉
∣∣∣
no σzt
= {{Y p+q−2t(1−X−2)2}}pq ,
using the notation introduced in (6). Inserting the no-σz terms inside (18) gives an operator independent of r up to a constant.
Doing the sum over t for these terms gives
∞∑
t=q+1
∑
{c},b,b′,S
ξtξ
′
t
∣∣∣
no σzt
=
1
(1−X2)(1− Y 2)ηqη
′
p
∞∑
t=q+1
{{Y p+qX2t(1−X−2)2}} = − (XY )
2q
(1−X2)(1− Y 2)ηqη
′
p〈pq〉 .
Comparing with (17) gives
Ψ2
∣∣∣
with σx,y ; zero or two σz at end
= {χ, χ′}+
∑
t
{ξt, ξ′t}
∣∣∣
no σzt
= 0. (19)
3) Terms with σzb{{F}}pqσzb′ at the end Still unaccounted for are the terms with a single σzb′ at the end, separated from
another σzb by some σ
x or σy . Such terms can come from products like χχ′ but where the q superscript in the definition (16) of
χ is replaced with some value a2l less than q. They also can arise allowing the σzr pieces into (18). Two examples of the former
type are
(XY )3{σz1 , 〈23〉σz4 } = 2(XY )3σz1σz4{{Y (1−X−2)}}23 ,
(XY )5 { 〈12〉σz3 , 〈13〉σz4 } = 2(XY )3σz1σz4{{Y (1−X−2)(1− Y −2)}}23 .
An example of the latter type is∑
{c},b˜
{ 〈12〉〈34〉ψ(4){c},b˜ , 〈14〉ψ
(4)
{c},b˜ }z =
(XY )8
(1−X2)(1− Y 2){〈14〉 , 〈12〉〈34〉}z = −2(XY )
3σz1σ
z
4{{Y (1−X−2)}}23 ,
where the sum is as in (15), and the z subscript on the anticommutator means to keep only the terms with σz1σ
z
4 . The sum of
these three is zero.
Unfortunately, cancellations in general are not so simple, but the above points the way. Now consider a more general situation,
with two σx or σy located at p and q in between the last two σz , located at b and b′, with the locations obeying b < p < q < b′.
The generalizations of the three anticommutators in the previous paragraph are
(XY )b+b
′−2{ηbσzb , η′b〈pq〉σzb′} = Z{{Y p−q(1−X−2)}}pq , (20)
(XY )b
′+q−2{ηb〈bp〉σzq , η′b〈bq〉σzb′}z = Z{{Y q−p(1−X−2)(1− Y −2)}}pq , (21)∑
{ηb〈bp〉〈qb′〉ψ(b
′) , η′b〈bb′〉ψ(b
′)}z = −Z{{Y q−p(1−X−2)}}pq , (22)
8where Z = {ηb, η′b}(XY )b+b
′−2σzbσ
z
b′ . These three contributions to Ψ
2 all end up in the form Z{{F}}pq , but sum to zero only
when q = p+ 1.
When q − p > 1, there are other anticommutators that cancel with the preceding three. For example, a contribution similar to
(21) is
(XY )b
′+q−2{〈br〉σzq , 〈bp〉〈rq〉σzb′}no σzr = −Z{{Y p−q(1−X−2)(1− Y −2)2}}pq .
Only terms with no σzr are included because by assumption the two last σ
z are at b, b′. It is necessary that b < p < r < q < b′; if
one instead tried to take r < p, the result would not satisfy the assumption (both parts of the anticommutator would begin with
〈br〉, and (10) shows that 〈br〉2 includes either no σzb or the product σzbσzr ). More generally, there are anticommutators similar
to (21) involving multiple rn obeying b < p < r1 < r2 < · · · < rN < q < b′. For N even and odd these respectively are
(XY )b
′+q−2{ηb〈bp〉〈r1r2〉 . . . 〈rN−1rN 〉σzq , η′b〈br1〉〈r2r3〉 . . . 〈rNq〉σzb′ }0 = Z{{Y q−p(1−X−2)(1− Y −2)N}}pq,
(XY )b
′+q−2{ηb〈br1〉〈r2r3〉 . . . 〈rN−1rN 〉σzq , η′b〈bp〉〈r1r2〉 . . . 〈rNq〉σzb′}0 = −Z{{Y q−p(1−X−2)(1− Y −2)N}}pq,
where the 0 subscript means only terms with no σzrn are kept. The key thing to note is that the right-hand side is independent of
the specific values of rn, their presence being felt only in the power (−1)N (1 − Y −2)N . For each site R in between p and q,
there are the independent possibilities that R = rn for some n , contributing a factor Y −2− 1 to the anticommutator, or R 6= rn
for any n, contributing a factor 1. Thus summing over all possibilities for rn (including the case N = 0, the anticommutator
(21) ) results in
q−p−2∑
N=0
∑
{r}
(Y 2 − 1)N =
q−p−2∏
N=0
(1 + Y −2 − 1) = Y 2p−2q+2 . (23)
Thus after all the corresponding anticommutators are included, (21) is replaced with∑
{r},N
Z{{Y q−p(1−X−2)(1− Y −2)N+1}}pq = Z{{Y p−q+2(1−X−2)(1− Y −2)}}pq . (21’)
Including rn into (22) in a similar fashion and summing over all possibilities gives
−Z
∑
{r},N
{{Y q−p(1−X−2)(1− Y −2)N}}pq = −Z{{Y p−q+2(1−X−2)}}pq . (22’)
Since (20) has an explicit σzb on the left-hand side, it is not possible to include any rn here. The anticommutators in (20, 21’,22’)
therefore account for all contributions to Ψ2 that are of the form Z{{F (X,Y )}}pq . These three indeed sum to zero for any
choice of ηb, η
′
b.
This calculation is easy to modify to the case of a single σx or σy between b and b′, i.e. p < b < q < b′, ηb → ηp. The
anticommutator (20) is unchanged if p ↔ b, while the Y q−p in (21) and (22) is modified to Y q+p−2b. The rn here must be
modified to have b < r1 < r2 < · · · < rm < q, for the same reason that r1 > p before. This modifies the factor from the
sum (23) over all rn, to Y 2b−2q+2. Since Y q+p−2bY 2b−2q+2 = Y p−q+2, the modifications cancel , and one recovers the same
right-hand sides (21’,22’) even with p < b. Thus the cancellation still happens in this case.
4) The remaining terms So far I have shown that all terms with 0, 1 or 2 σx or σy in between the last two σz cancel. The
remaining terms still comprise the vast majority of those appearing in Ψ2. Luckily, most of these cancel pairwise, and those that
do not cancel in a fashion similar to those above.
As above, I start by taking an even number of σx and σy to be between the last two σz , at locations b < p1 < q1 < p2 < q2 <
· · · < pK < qK < b′, with b′ at the end. The corresponding terms in Ψ2 involve the operators
σzbσp1σq1σp2σq2 . . . σpKσqKσ
z
b′
where a missing superscript in σ means it could be either x or y. An anticommutator resulting in such terms is the obvious
generalization of (20):
A = (XY )b+b′−2{ηbσzb , η′b〈p1q1〉 . . . 〈pKqK〉σzb′} = Z
K∏
k=1
{{Y pk−qk(1−X−2)}}pkqk , (24)
where b < p1.
9Many of the others can be seen immediately to cancel. For example, consider one generalization of (21):
{ηb〈bp1〉σb˜ , η′b〈bq1〉〈p2q2〉 . . . 〈pKqK〉σzb′}z , (25)
where as before the z subscript means to keep only terms containing σzb . If b˜ 6= pk or qk for some k, then (25) violates the
stipulation that the last two σz are at b and b′. However, if b˜ = pk or b˜ = qk for any k > 1, then another anticommutator can be
built from the same components as (25) by switching some of them to the other side:
{ηb〈bp1〉〈pkqk〉 . . . 〈pKqK〉σzb′ , η′b〈bq1〉〈p2q2〉 . . . 〈pk−1qk−1〉σzb˜}z . (26)
This anticommutator (26) is the opposite of (25). Thus the only possible non-cancelling contributions to Ψ2 of this type occur
when b˜ = q1 (by necessity b˜ > p1), thus providing only a very obvious generalization of (21).
The only contributions that do not cancel in this fashion are necessarily of “completely overlapping” type, where it is not
possible to switch some components to the other side. For example, (25) is overlapping when b˜ = q1 because this prohibits
〈bp1〉 from being swapped with 〈bq1〉. The rn-dependent anticommutators leading up to (23) are all overlapping as well. To give
more general overlapping contributions, define M distinct integers obeying 1 ≤ t1 < t2 < . . . tM ≤ K. For M odd, let
B{t} = 〈bp1〉P1,t1〈qt1pt2+1〉Pt2+1,t3 . . . 〈qtM−2ptM−1+1〉PtM−1+1,tMσzqtM ,
C{t} = 〈bpt1+1〉Pt1+1,t2〈qt2pt3+1〉Pt3+1,t4 . . . 〈qtM−3ptM−2+1〉PtM−2+1,tM−1〈qtM−1qtM 〉
(
K∏
k=tM+1
〈pkqk〉
)
σzb′ .
where Pt,t′ =
∏t′−1
k=t 〈qkpk+1〉 with Ptt = 1. For M even, let
B{t} = 〈bp1〉P1,t1〈qt1pt2+1〉Pt2+1,t3 . . . 〈qtM−3ptM−2+1〉PtM−2+1,tM−1〈qtM−1qtM 〉
(
K∏
k=tM+1
〈pkqk〉
)
σzb′
C{t} = 〈bpt1+1〉Pt1+1,t2〈qt2pt3+1〉Pt3+1,t4 . . . 〈qtM−2ptM−1+1〉PtM−1+1,tMσzqtM .
The complete overlap between B{t} and C{t} is because one of each pair 〈qtm−1ptm+1〉, 〈qtmptm+1+1〉 is in B{t}, and the other
in C{t}. Because qtm−1 < qtm < ptm+1 < ptm+1+1, the swap that led to (26) cancelling with (25) is not possible here. The
product of the two for any M therefore is given by
B{t}C{t} = (−1)M 〈bp1〉〈qtM−1qtM 〉
(
M−2∏
m=0
〈qtmptm+1+1〉
)(
M−1∏
m=0
Ptm+1,tm+1
)(
K∏
k=tM+1
〈pkqk〉
)
σzqtM
σzb′ (27)
where t0 ≡ 0 and q0 ≡ b; for M = 1 the product ending at M −2 is omitted. The sign in front arises because for odd M the end
σzqtM
appears in B{t} while 〈qtM−1qtM 〉 appears in C{t}, and vice versa for even M . The two operators anticommute, so writing
B{t}C{t} in the form (27) results in the (−1)M .
In the special case tM = qK , there is another contribution to Ψ2 generalizing (22), i.e. where the σzb′ is obtained by a
σxb′ in B˜ and a σyb′ in C˜, or vice versa. A slight extension of the above calculation gives one additional contribution for each
{t˜} = {t1, t2, . . . tM−1, qK}, which for even M is
B˜{t˜}C˜{t˜} = 〈bp1〉〈qtM−1b′〉〈qKb′〉
(
M−2∏
m=0
〈qtmptm+1+1〉
)(
M−1∏
m=0
Ptm+1,tm+1
)
ψ(b
′)ψ(b
′) (28)
while for odd M the 〈qtM−1b′〉 and 〈qKb′〉 are reversed.
Each pk and qk appears precisely once in B{t}C{t}, as apparent from the explicit expression (27). This is true for any sequence
{t}; its role is solely to label how the overlaps happen. Therefore terms with different {t} can cancel with other as well as with
A, but this cancellation is subtler than those discussed above: one needs to “split” apart the overlapping bits. To this end, let
〈aa′〉 = 〈aa′〉x + 〈aa′〉y , where
〈aa′〉x = Y a−a′(1−X−2)σxaσxa′ , 〈aa′〉y = Xa−a
′
(1− Y −2)σxaσxa′ .
The key observation is then that
〈qtm−1ptm+1〉x〈qtmptm+1+1〉x = 〈qtm−1ptm+1+1〉x〈qtmptm+1〉x ,
〈qtm−1ptm+1〉y〈qtmptm+1+1〉y = 〈qtm−1ptm+1+1〉y〈qtmptm+1〉y .
(29)
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Consider then a sequence {tˆ}, which is {t} with tm removed, so it has only M − 1 entries. Then for 1 ≤ m < M − 1
B{t}C{t}
B{tˆ}C{tˆ}
=
(−1)M 〈qtm−1ptm+1〉Ptm−1+1,tm〈qtmptm+1+1〉Ptm+1,tm+1
(−1)M−1〈qtm−1ptm+1+1〉Ptm−1+1,tm+1
= −〈qtm−1ptm+1〉〈qtmptm+1+1〉〈qtm−1ptm+1+1〉〈qtmptm+1〉
. (30)
For m = M − 1, the relation is modified by sending ptM+1 → qtM . The ratio in (30) is exactly that for which the identity
in (29) holds. Thus any time 〈qtm−1ptm+1〉x is followed by 〈qtmptm+1+1〉x, these terms in B{t}C{t} are cancelled by the
corresponding terms in B{tˆ}C{tˆ}. The same holds for y subscripts. Since Ψ2 requires a sum over all sequences {t}, this cancels
almost everything. The only ones which survive are when 〈qtm−1ptm+1〉x is followed by 〈qtmptm+1+1〉y and likewise with the
subscripts x↔ y. Moreover, within the product Ptm+1,tm+1 , only the y components survive when 〈qtmptm+1+1〉x survives, and
likewise with the subscripts x↔ y. Explicitly, what survives for example is proportional to
. . . σyqtmσ
x
ptm+1
(σxqtm+1 . . . σ
x
ptm+1
)σxqtm+1
σyptm+1+1
(σyqtm+1+1
. . . σyqtm+2
) . . .
where the parentheses enclose the terms coming from Ptm+1,tm+1 restricted to all σ
x and Ptm+1+1,tm+2 restricted to all σ
y , and
the others come from 〈qtm−1ptm+1〉x, 〈qtmptm+1+1〉y , and 〈qtm+1ptm+2+1〉x. This pattern even persists at tM , because multi-
plying by the explicit σzqtM changes σ
x
qtM
↔ σyqtM , so that it coincides with the superscript at ptM coming from PtM−1+1,tM .
The upshot is that of the 2tM terms for a given B{t}C{t} only two of them for each {t} survive the sum over {t}. The two
that survive are quite simple to characterize: each tm labels a “domain wall” between qtm and ptm+1 separating regions of σ
x
and σy . For values of k greater than tM , domain walls can occur between any qk and pk+1, as follows from the product over k
in (27). Note each of the 2K terms coming from splitting apart A in (24) has exactly the same possibilities for domain walls!
Domain walls in the surviving terms always come between a qk and the subsequent pk+1, never between pk and qk. Terms
obtained by including the rn as above also behave in the same way, since by construction including any rn does not change the
resulting operator, only the coefficient. Moreover, the coefficient of each term can be obtained by multiplying bits coming from
each (pk, qk). Therefore, all surviving contributions can be written as a sum over terms of a remarkably simple form. Namely,
putting back in the ηb and η
′
b to account for operators before the last two σ
z means that
∑
{t}
{ηbB{t} , η′bC{t}}z = Z
∑
{αk=x,y}
K∏
k=1
(
Fk,αk σ
αk
pk
σαkqk
)
. (31)
The sum is over all all choices of αk = x, y. By symmetry under x↔ y, the functions obey Fk,x(X,Y ) = Fk,y(Y,X).
The remaining exercise is therefore to compute the coefficients Fk,αk for all the remaining overlapping contributions. After
all this work, this is relatively simple. First consider A coming from (24), which by definition of 〈pkqk〉 yields
A = Z
∑
{αk=x,y}
K∏
k=1
(
F
(A)
k,αk
σαkpk σ
αk
qk
)
with F (A)k,x = Y
pk−qk(1−X−2) . (32)
If k > tM , then the only appearance of pk and qk in (31) is via the product at the end of (27), so Fk>tk,x = Y
pk−qk(1−X−2),
as in F (A)k,x .
If k < tM , there are two contributions to Fk,x. One is from the explicit factor 〈qkpk+1〉 if k 6= tm or 〈qtm−1ptm+1〉 when
k = tm. In either case, it contributes a factor Y qk−pk(1−X−2). The second contribution comes from including and summing
over the rn. In the case M = K = 1 discussed above (21’), the rn can be included only between p1 and q1. It is easy to see that
the analogous result for general M ≤ K is that the rn can only be included between pk and qk for all k ≤ tM . Attempting to
include an rn in between qk and pk+1 wrecks the overlapping, and so the contributions cancel as in (25,26). Thus the sum over
rn between pk and qk goes as in (23), contributing a multiplicative factor Y 2+2pk−2qk to Fk,x. Combining the two factors gives
therefore
Fk<tM ,x = Y
qk−pk(1−X−2)Y 2pk−2qk+2 = Y pk−qk+2(1−X−2) ,
i.e. the result for k > tM multiplied by Y 2.
As is obvious from (27), the case k = tM looks different. For example, 〈qtM−1qtM 〉yσztqM contributes iX
−qtM (1 − Y −2)
to FtM ,x. It is also convenient to absorb into this factor the other constants from the terms in (27) not included into the above.
Assembling all them all gives
FtM ,x = (−1)M−1(XY )qtM Y −ptMX−qtM (1−X−2)(1− Y −2)Y 2ptM−2qtM+2 = (−1)M−1Y ptM−qtM (Y 2 − 1)
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again very similar to the other cases. This indeed agrees with the M = K = 1 case (21’). Putting these expressions together
gives
Fk,x = Y
pk−qk(1−X−2)×

Y 2 for k < tM
(Y 2 − 1) for k = tM
1 for k > tM
(33)
The (−1)M in (27) cancels, because αtM = x when M is odd and αtM = y when M is even, and multiplying by σqtM gives
different signs in the two cases. The computation of the analogous coefficient coming from the last piece (28) is very similar to
the preceding, yielding
F˜k,x = Y
pk−qk(1−X−2)×
{
Y 2 for k < tM = K
−Y 2 for k = tM = K
(34)
in agreement with (22’) for M = K = 1.
The completion of the proof is just a few sums away. For simplicity, first consider the case of no domain walls, i.e. either
αk = x for all k or αk = y for all k. There are still multiple contributions, since t1 = tM ranges from 1 . . .K, each of which
contributes
K∏
k=1
Fk,x
∣∣∣
M=1
= Y
∑
k(pk−qk)(1−X−2)K(Y 2 − 1)Y 2t1−2 .
Summing these along with those from the two other contributions (32) and (34) gives
1 +
K∑
t1=1
Y 2t1−2(Y 2 − 1)− Y 2K = 1− (1− Y 2K)− Y 2K = 0 ,
where the common factor Y
∑
k(pk−qk)(1−X−2)K is omitted. These contributions indeed cancel!
In general, let dl be the locations of the domain walls. The first M − 1 domain walls necessary occur at the tm, so dm = tm
for m ≤M − 1. There need not be a domain wall at tM , so for fixed number of domain walls D, M ≤ D + 1. Thus to find all
the contributions for a given d1, d2, . . . dD, one first fixes M and sums over all tM allowed, and then sums over all M ≤ D+ 1.
The sum over tM goes from dM−1 + 1 to dM , (or to K, if there are only M − 1 domain walls). Again ignoring common factors,
the sum over all terms for D even is
1 + (Y 2 − 1)
d1∑
t1=1
Y 2t1−2 + Y 2d1(X2 − 1)
d2∑
t2=d1+1
X2(t2−d1−1) + Y 2d1X2(d2−d1)(Y 2 − 1)
d3∑
t3=d2+1
Y 2(t3−d2−1)
+ . . . + Y 2d1X2(d2−d1) · · ·Y 2(dD−dD−1)
(
(X2 − 1)
K∑
tM=dD+1
X2(tM−dD−1) −X2(K−dD)
) (35)
where the contributions are respectively from (32) (effectivelyM = 0),M = 1,M = 2,M = 3 and, within the last parentheses,
from M = D + 1 and from (34). Doing the sums over the tM in (35) gives
1 + (Y 2d1 − 1) + Y 2d1(X2(d2−d1) − 1) + Y 2d1X2(d2−d1)(Y 2(d3−d2) − 1)
+ . . . + Y 2d1X2(d2−d1) · · ·Y 2(dD−dD−1)
(
(X2(K−dD) − 1)−X2(K−dD)
)
= 0.
For D odd, the sum is virtually identical; just send X → Y inside the last parentheses, and Y → X in the last factor before that.
It thus is also zero.
The last remaining case to check is when there are an odd number of σx, σy in between the last two σz in [H,Ψ]. This requires
only a slight modification of the preceding few pages, exactly as described at the end of case 3) above.
This horrible brute force proof is done! The huge number of cancellations are a pretty strong indication that there is a much
simpler method, but I haven’t found it. A guess for how this might work is presented in the main text.
