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Spatially homogeneous random evolutions arise in the study of the growth 
of a population in a spatially homogeneous random environment. The random 
evolution is obtained as the solution of a bilinear stochastic evolution equation. 
The main results are concerned with the asymptotic behavior of the solution 
for large times. In particular, conditions for the existence of a stationary random 
field are established. Furthermore space-time renormalization limit theorems 
are obtained which lead to either Gaussian or non-Gaussian generalized processes 
depending on the case under consideration. 
1. INTR~DUOTION 
We consider a class of random evolutions which arise from the study of the 
growth of a population in a spatially homogeneous random environment. To 
describe the random environment we begin with a function Q: Rd -+ R which is 
continuous and non-negative definite. The Fourier transform of Q, denoted by 
I&, is a non-negative, finite measure on lid and 
SC4 = j ex~(% 3) Qw 
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142 D.PWSON AND SALEHI 
where (x, A) denotes the scalar product of x and h in Rd. The measure & is 
assumed to be absolutely continuous with density, m(A). Under these conditions 
Q is the covariance function of a spatially homogeneous, mean zero, Gaussian 
random field on Rd. Then there exists a probability space (Q, F, P) and a 
Brownian motion W: L2 x R x Rd .+ R such that W( I, a) is a Gaussian random 
field with covariance function Q. In other words for s, t 3 0 and 4, # E S(Rd), 
the Schwartz space of functions which are rapidly decreasing at infinity, 
where (IV(t), 4) = s+(x) W(t, x) dx. Note that the spatial homogeneity implies 
that the process (W(.), #) has the same law as (IV(*), 8&) where 0,+(y) _I 
4(x + y). Furthermore IV(+) has a spectral representation of the form 
(1.3) 
where for each t 3 0, M(t, .) is a complex Gaussian random measure in the 
sense of ItB (cf. [16]) with orthogonal increments, that is, if A, B E B(Rd), the 
set of Bore1 subsets of Rd, then 
E(M(t, A)) = 0, and (1.4.a) 
E(M(t, A) M(t, B)) = &(A A B)t. (1.4.b) 
In addition, as a Gaussian measure on R x Rd, M(*, *) has orthogonal increments, 
that is, if A, , A, denote two subintervals of [0, co), A, BE B(Rd) and 
M(Ai x A) = M(ti + hiI A) - M(t, , A) where Ai = [ti , ti + IQ), i = 1, 2, 
then 
-WV, x 4 WA, x B)> = I A, n A, I $?(A n B), (1.5.a) 
M(A x A) = M(A x -A). (1.5.b) 
Thus 
E(W(t), ~>W(sh #>I = min(s, 4 Jj &4 &4 49 dh. (1.6) 
The main objective of this paper is the study of the random evolution deter- 
mined by the bilinear stochtic evolthm equation 
aX(t, x)/at = +AX(t, x) + uX(t, x) W’(t, x), (1.7a) 
X(0, x) = c > 0 for all x and u > 0, (1.7b) 
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where W(*, *) denotes the Brownian motion described above and IV(*, *) 
denotes its partial derivative with respect to t in the sense of Schwartz distribu- 
tions and A denotes the d-dimensional Laplacian operator. By itself, Equation 
(I .7) is purely formal; however it can be reformulated in a mathematically precise 
way as follows: 
X(t, x) = c + u J-it p(t - s; x, Y) -qs, Y> W& dY) (l-8) 
where ~(t; X, y) = (27rt))fd exp(- j x - y 12/2t). The integral on the right hand 
side of (1.8) is an It&type stochastic integral (cf. Metivier [20] and (2.5)). The 
existence and uniqueness of a solution to Equation (1.8) is established in 
Section 2. 
Equation (1.7) describes the growth of a spatially distributed population in a 
spatially homogeneous random environment and is the stochastic partial 
differential equation analogue of the It6 stochastic ordinary differential equation 
dz(t) = m(t) dt + m(t) d&t), (1.9a) 
z(0) = c > 0, (I .9b) 
where u > 0 and {b(t): t 3 0} . is a standard one dimensional Wiener process. 
The solution of Equation (1.9) is given by 
z(t) = c * exp(ub(t) + (a - $a)t), t > 0. (1.10) 
For a discussion of the biological significance of equations of this type, refer to 
Turelli [27]. Note that the solution (1.10) has the following property 
z(t) -+ 0 or cc with probability one as t -+ co (1.11) 
and consequently cannot have a non-zero stationary probability measure. In 
contrast to this, one of the results of this paper is that the solution to Equation 
(1.7) can have a stationary probability measure in addition to that concentrated 
on the identically zero function in the case that the dimension, d, is equal to 
or greater than 3. 
Random evolution equations similar to Equation (1.7) also arise in the study 
of the qualitative behavior of nonlinear spatially distributed systems in the 
neighborhood of their critical points (cf. Dawson [5]). 
2. EXISTENCE AND UNIQUENESS OF SOLUTIONS 
The existence of a solution to an equation closely related to 1.7 and on a com- 
pact domain was established by Mizuno [21]. Mizuno obtained a weak solution 
to Equation (1.7) and showed by an application of Trotter’s product formula for 
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semigroups that the solution is nonnegative if the initial condition is assumed 
to be nonnegative. Other related equations have been studied by Balakrishnan [ 11 
Chow [2], Dawson [3], Rozovskii [22], Shimuzu [24], and Viot [29]. 
The main results of this paper are concerned with the asymptotic behavior 
of the solution of Equation (1.7) and related renormalization limit theorems. 
The existence of a solution to Equation (1.7) will be established by a method 
introduced by Hida [12] and used by Mizuno [21]. It is an iterative method based 
on the properties of the iterated It8 integral and the multiple Wiener integral 
(cf. ItB [15, 161) with respect to the Gaussian orthogonally scattered measure 
M(dt x dA). 
Let L*(W) denote the family of square integrable random variables which are 
measurable with respect to the u-algebra a{W(t, x): t 3 0, x E P} = a{lM(t, A): 
t 3 0, A E B(P)}. Let I-&, denote the linear subspace of P(W) consisting of 
constant random variables. Let Hi denote the linear subspace of L2(W) con- 
sisting of random variables of the form JJr h(t, A) IM(dt x dh) where JJr 1 h(s, 
A)/” m(h) ds dh < co and the first integral denotes the multiple Wiener integral 
with respect to the complex Gaussian orthogonally scattered measure M(dt x dA). 
Similarly, let H,, n > 2, denote the linear subspace of L*( w> consisting of random 
variables which are multiple Wiener integrals of the form 
lo- j- ... 6 j- h(s, , A, ;...; s, , A,) M(ds, x dh,) +** M(ds, x d&J. (2.1) 
In (2.1), A(., .) is a complex-valued function which is symmetric under the 
permutation of indices, and 
h(s, , A, ;...; s, ) A,) = h(sl , -A, ;...; s, , -A,) 
where f denotes the complex conjugate of a, and 
lrn j- ... % sj h(s, , A, ;...; s, , h,)j2 m&) -1. m(h,) ds, dA, ... ds, dh, < ;2) 
(For a concise description of multiple Wiener integrals with respect to a Gaussian 
spectral measure, see Dobrushin [6].) The basic result on multiple Wiener 
integrals which we require below are summarized in the following theorem. 
THEOREM 2.1, 
(a) The subspaces H, are mutually orthogonal. 
(b) L2(W = Z:=o H, . 
(c) Let hi , i = I,..., m satisfy (2.2) with n = ni, respectiwely and let 
I(h,) E Hn, denote the associated multiple Wiener integral. 
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Th@Z 
E(l(h,) -*- I(h,)) = (rzl! a*- n,!)-1 c h, 
vEr(np...n,) 
if N = 72, + **.+n,isevenand 
r(nl ,..., fz,) is nonempty, 
= 0, otherwise, (2.3) 
where h(y) is the symmetrization of 
and 
&,z > A,,z) : j = l,..., nz , I = l,..., nt) 
= fi hz((sj.t , 5.~1 : j =1 9-.p no). 
The sum in (2.3) is over all complete diagrams, r(n, ,..., n,). A diagram of order 
(n, ,-**, n,,,) is an undirected graph of N vertices such that its vertices are indexed 
by a pair of integers, (j, k), j = I,..., n,; k = l,..., m, such that no more than one 
edge? enters each vertex and such that branches can only connect pairs of vertices 
(j, , k,), ( jz , k,) such that k, # k, . For even N a diagram, y, containing 4N edges 
for which one branch enters each vertex is called complete. 
Proof. (a) and (b) It6 [16]. (c) Dobrushin [6-J 
We next consider the It6 stochastic integral with random integrand. Let P 
denote the u-algebra of predictable events, that is, the o-algebra of subsets of 
[0, co) x Rd x Q which is generated by predictable rectangles of the form 
[s, t) x B x F where s < t, FE F, = u{W(r, x): 0 < r < s, x E Rd> and 
.B E B(Rd). Consider a random function Y: [O, co) x Rd x Q -+ R. Let E 
denote the class of predictable simple random functions of the form 
y = i cih,,,t,l~B~~F<(*, ‘9 *) 
i=l 
(2.4) 
where s, < t, , Fa E: F,$ and Bi E A(Ra), the algebra of subsets of Rd generated 
by the open sets. The process Y is said to be predictable if it is measurable from 
([0, co) x Rd x s;), P) -+ (RI, B(Rl)). A one parameter family of Hilbert 
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prenorn-3 II * llt , is defined on the linear space of predictable processes as 
follows: 
11 Y 11: = EIS,t J Y2(s, A) m(h) d/ids]. 
LetL2(P) denote the completed space of predictable processes such that 11 Y Jlt < 
co for every 0 < t < co. Note that E is dense in L2(P). 
We next define the It8 stochastic integral of a predictable process with 
respect to the process M(*, a). If Y is a simple predictable process of the form 
(2.4), then the stochastic integral is defined as follows: 
t fl Y(s, A) M(ds x dh) = f Cf . lFi(.) M((Si ) tJ x Bi). (2.5) 0 id 
Note that 
E [(I” j- Y(s, A) M(ds x dA))“1 = I” j- E( Y”(s, A)) m(h) dh d.s 
0 0 
= II Yllf . 
The stochastic integral is the extended to all of L’(P) by continuity. (For a more 
complete discussion of stochastic integrals with respect to infinite dimensional 
processes the reader is referred to Metivier [20].) 
In order to construct the solution to Equation (1.8), we define iteratively: 
Xo(t, X) E c > 0, for all t 3 0 and x E Rd, (2.6a) 
for n > 1, 
- s; x, Y) && Y) exp(i@, YN dr M(h X W 
(2.6.b) 
===u 
ss t PO 
- s; x, y) X,&y) W(ds x dy), a.s. 
0 
The a.s. equality of the two expressions on the right hand side of (2.6b) follows 
from a Fubini-type argument. This result for stochastic integrals is based on the 
following lemma. 
LEMMA 2.1. Let M(dx) denote u Gaussian spectral measure with spectral 
density m(x), p denote a bounded measure andg(*, *) a bout&d mea.wabZe fun&m. 
Then 
j (j Ax, Y) MW) ,+Y = j- (I g(x, Y) A@)) Mb’4 as. (2.7) 
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Proof. The result is readily verified for functions of the form 
&Y) = 5 Gz * L,(X) . lE,(Y) (2.8) 
7I=l 
where A,, , B, , n = l,..., N, are measurable sets. Without loss of generality 
we can assume that p is a probability measure. Then by Jensen’s inequality 
E (j-j gtx, Y) WW r(dr))’ G E (1 [I Ax, Y) WW]” PVY)) 
On the other hand, by another application of Jensen’s inequality we obtain 
The result follows by approximating g by a sequence of functions of the form 
(2.8), g, , such that g,, -+ g in L*(p x m). 
Note that the result of Lemma 2.1 can be extended to the case in which p is 
u-finite by a standard argument. 
The basic properties of the sequence {X,) defined by Eqiiation (2.6) are 
established in the following two theorems. 
THEOREM 2.2. Let X,, , n >, 0, defined by Equation (2.6). Then 
E(Xn2(t, x)) < c202n Q(O)“P/n! 
t 
JJ II E 0 Ptt - 3; x7 Y) X&, Y> expMy, 4) dr I2 44 dh h 
< c2uenQ(0)” tn/n! 
(2.9.a) 
(2.9.b) 
Xn(t, x) = crJn 
- M(ds, x dh,) -a. M(ds, x dh,) (2.10.a) 
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where the right hand side of (2.10a) denotes the multiple Wiener integral and 
(2.10.b) 
q&(4 4 -T& Y)) = 0 if nfm. (2.11) 
Proof. The proof of (2.9) and (2.10) proceeds by induction. First note that 
* exp@[(h ,n) - (X2 , rJ1) -Us1 , rd X&2 , Yz) 
- M(ds, x dh,) M(ds, x d&)) 
t 
=.zz u2 
s sss P(t - s; x, n) At - s; x, y2) * exp(i(h 33 -3~~)) 0 
- EGW~ rd -Us, y2N m(4 dyl dy2 d.~ dh 
< Q(O) 0’ j-” II -LWl12 ds. 
0 
Since I( Xl(t)l12 < c2uSQ(0)t, (2.9a) follows immediately. Similarly, 
l IS 
tE 
0 
p(t - s; 3, Y) X,4, Y) exp(i(y, A)) dy I2 m(h) dx ds 
< Q(0) u2 j-’ E(X;-,(s)) ds < Q(O)a a?v/n~ 
0 
To prove (2.10), note that 
t X1(t, x)= cu s ss p(t - s; x7 Y> exp(i& Y)) dy Wh x dh? 0 
t 
= cu 
ss 
exp(i(h, x)) exp(- 1 t - s 1 / h 1”) M(ds x dh 
0 
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The proof then proceeds by induction. To prove the induction step from n to 
(n + l), note that 
=~C,...s,“lexp(i(~~~,xjjexp(--(t--r)~l~~12) 
. cl exp (-(Sk - Sk+11 “Fk I 4 I?) 1 [0.&l) e-e l[o.3(h+l) 
j=l 
. M(ds,+, x d/i,+,) *** M(ds, x dh,). 
The last step above involves the result first proved by It8 [16] (see also Endo [9]) 
which establishes the identity between multiple Wiener integrals and iterated 
stochastic integrals and an application of Lemma 2.1. The proof proceeds by 
first demonstrating it for simple functions and then noting that the two associated 
norms are the same for symmetric functions. Finally, (2.11) follows since X, E H, 
and X, E H, and the latter are orthogonal if m # n by Theorem 2.1. 
THEOREM 2.3. Let 
Y,(t, x) E X,(t, x) - L’ @X&, x) ds. (2.12) 
Thmfm d E Wd), (Yn(t>, +> is a real-valued martingale with 
E(<Y&), W) = it !7n-l( s X - r> Q(x - Y) 464 d(r) dx 4 & Y (2.13) 
where qn(s, x) = E(Xn(s, 0) X,(S, x)). 
Proof. By (2.6), 
=$y(s,“JP(,- r; x, Y) -G-k, Y) Wdy x 44) W+) h 
=u~((I,‘ju+- r; x, y) X,&r, r> JVr x 49)s 4) ds 
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t =0 s ss p(t - r; x, Y> -JLdy, Y> Wfy x 49 d(x) dx 0 
t -0 fS -G-dr, Y> b(r) Wdy x 4% 0 
where d, refers to the Laplacian operator acting on the variable x. 
Therefore (Y,(t), 4) = a 1: JX,&r, y) $( y) W(dr x dy), an It6 stochastic 
integral and hence a martingale. Furthermore, 
z 9 
( jt jj WL-d~, Y) -G-k, 4) 44 NY) Q@ - Y) dy dx dy) 
0 
t 
= $ 
s 11 
!?n&, x - Y) Qtx - Y) b(x) NY) dx dr dye 
0 
Hence the proof of the theorem is complete. 
According to (2.1 l), (XJt, .z)l . f is or each (t, z) an orthogonal sequence of 
random variables and furthermore 
= c2 exp(uaQ(0)t). 
Hence CzCo X,(*, *) converges in L2(([0, T] x K x Sz), p x P) where p 
denotes Lebesgue measure on [0, T] x K and K is a compact subset of Rd. 
Furthermore since C,“=, naE(Xn2(t, CV)) < co, it follows that (cf. Doob [8, 
Theorem 4.21) xf, X,( *, -) converges a.s. with respect to TV x P. 
The process X(*, .) is defined as the sum 
X(t, x) E f Xn(t, x) if the sum converges 
n=O 
= 0, otherwise. (2.14) 
THEOREM 2.4. The process X(-, -) defined by (2.14) is the unite (up to 
equiwuZence) solution to Equation (1.8), that is 
X(t, x) = c + u It jjp(t - s; x, Y> -Q, y) exp(+, y)) dr M(d- x d$ (2.15) 
0 
U.S. b x P]. 
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Proof. (Existence). First note that the integral on the right hand side of 
(2.15) exists since 
E 
NS p(t - s; x, Y) exp(ith r>> -W, y) ~LY)~] 
< E (1 P@ - s; x, Y) I Xts, y)I dy)’ 
GE is 
~(t - s; x, y) 1 X(s, r)j” dy) (by Jensen’s inequality) 
= E(X2(s, y)) < c2 exp(u2Q(0)s). 
Hence 
E I! t 0 s u P(t - s; x, Y) exp(i(S Y)) xts, Y) dr)’ 49 dh ds] 
< c”Q(0) s’ exp(u2Q(0)s) ds < c2 exp(u2Q(0)t) 6. 
0 
Furthermore, 
E (J P@ - s; xp Y) exW4 YN (i. -Us, Y) - x(s, Y)) dy) 
< c2 f  (dQ(O)Q+t! 
n=Iv+1 
Hence 
Therefore we have t 
U s J p(t - s; x, Y) exp(i@, Y)) xts, Y) dy Wds x 4 0 
PO - s; x, Y) exptith Y)) (n\ -Th Y)) dr Wds x d4 
s; x, Y>  q-W, Y)) &ts, Y) 4 Wds x d4 
= !l Xn(t, x) = X(t, x) - Xo(t, x), a.s. 
and the proof of existence is complete. 
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To prove uniqueness let Y( *, *) EP( W) = L2(M) be a solution of Equation 
(1.8). Then 
Y(0, x) = c, 
w, 4 = c + (7 j” J-j PO - s; x, Y> expW4 y)) Y(s, Y) 4 Wds x 4. 
0 
Similarly, 
t Y(t, x) = c + ca 
II 
exp(i(A, x)) exp(-(t - s) ) X 12) M(ds x dh) 
0 
t s 
+ cc9 
I If I p(t - Sl ; x3 YJ P(G - s2 ; y1 , y2) exp(G v n)) 0 0 
* expW2 , y2)) W2 , y2) d.1 dy2 Wds, x dA2) 
. M(ds, x dh,). 
By a simple iteration we obtain 
where 
R&, x) = con SbJrj ~~~~~‘P(~--s,;~,rl)exp(i(h,,yl)~~~~ 
* P(k-1 - sn ; h1 , m> exp(@n p m>> Y(h , m) 
- 4, *-a dy,JV(ds, x dh,) -** M(ds, x dh,). 
Hence R, is orthogonal to C”,=, H, . Hence R = Y - Cf, X, is orthogonal 
to L2(M). However since Y gL2(M), Theorem 2.lb implies that R = 0 and 
the proof is complete. 
Remark 2.1. As a consequence of the proof of Theorem 4.5 it follows that 
the process X( *, *) has a realization on C([O, co), S’(Rd)), the space of continuous 
functions from [0, cc) into the space of tempered distributions, S’(P). 
3. THE COVARWVCE FUNCTION AND ITS ASYMPTOTIC BEHAVIOR 
The covariance function, q(*, *), of the solution of Equation (1.8) is defined by 
4(4 4 = Jfw(4 Y> X(4 x + Y)) (34 
where X(., *) is defined by (2.14). 
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THEOREM 3.1. Assume that Q E CO(Rd), the space of continuous functaim.s on 
Rd which vanish at inJinity. Then q( *, a) is given by the unique solution of the initial 
value Problem 
q(0, x) = 8 for all x, (32a) 
+(t, +)/at = A& *) + u”Q(*) q(t, a). (3.2b) 
Proof. Recall that 
X(4 x) = c + u loi J-j- PV - S; x, y) exp(+, y)) W, Y) dy Wds X d9 
Hence 
q-w, 4 -w, 0)) t 
=c=+OaE (1 JJ p(t - s; x, n) exp(i(h ~5)) P(t - s; 0, y2) 0 
* exp (--i(k yz)) -+& rd xh ~4 44 dyl dy, dx ds)- 
But since Jexp(i(A, yi - ya)) m(h) dh = Q( yl - ya), we obtain 
q(t, 4 = c2 + a2 Jy JJ p(t - s; x, n) p(t - s; 0, ~2) Q(rl - ~4 
* q(s, yl- YZ) dyl dy, h 
= q(0, x) + a2 sLt p(2t - 2s; 0, x - z) Q(z) q(s, z) dz ds. 
Therefore q(*, *) satisfies the equation 
@(t, -)/at = Aq(t, a) + gQ(-) q(t, *I- 
To establish the existence of a solution to Equation (3.2) without recourse to 
the process X(*, *) we note that if Q E Co(Rd), then it is in the strong center of 
of the semigroup (T,: t >, 0) generated by A. Then the existence of a solution 
follows from the Feynman-Kac formula (cf. Varadhan [28, Theorem 2.41). 
In particular 
46 4 = c2Ez [exp 0,' u2QW) ds ] 
where E, denotes the expectation with respect to a standard Wiener process 
{b(s): s > 01 with b(0) z x, and Var(b(s)) = 2s. 
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To prove uniqueness, assume that (3.2) has two solutions q1 and 9s and let 
pa = pr - qz . Then 
q,,(O) = 0, and 
!7o(t, 4 = fJ2 I t Tt-,(qo(s)Q!) ds. 0 
If 
then 
q*(t) = sup qo(4 x), 
0 
q*(t) < u2Q(0) it q*(s) ds. 
The fact that q*(t) = 0 follows from Gronwall’s inequality and the proof is 
complete. 
Remark 3.1. Since Q(a) is assumed to be absolutely continuous, it follows 
that Q(X) + 0 as 1 x 1 -+ co. This is a consequence of the Kernann-Lebesgue 
lemma which asserts that 
tprn Q(x) = ,$nm f exp(i(A, x)) m(A) dh = 0. 
Remark 3.2. Since dq(t, .) exists, X(t, X) is L2(P) differentiable in the X- 
variable, that is, 
h$[X(t, x + ck) - X(t, x)1/c exists in L2(P). 
We next determine the covariance structure of the orthogonal components, 
&(a, e). Define inductively, 
(3.4.a) 
qn+&, 4 = fJ2 t IS P@ - s; x> Y) qn(s, Y) Q(Y) 4 h n > 0. (3.4.b) 0 
LEMMA 3.1. Let q(*, *) and qn(-, a), a 2 0, be defined 0s in (3.1) mrd (3.4), 
respectively. Then 
q(t, x) = f q& 4, and 
n-0 
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Proof. From (3.4b) it follows that 
* exp -(t - sr) i 1 A, I2 
( 
*.* exp(-(s,-, - s,) I A, 1”) 
I=1 ) 
- m(AJ . . - m(A,) d.s, dh, -a - ds, dh, 
= w-,(4 0) X&9 4) 
and the proof is complete. 
Remmk 3.3. Since E(P(t, x)) < 8 exp(#Q(O)t), it follows from the 
Schwarz inequality that 
Q(C x) < c2 exp(~Q(W) for all x. 
The remainder of this section is devoted to the study of the asymptotic 
behavior of q(t, .) as t --f CD. If 
exists, then according to (3.3), 
where 
q*(x) = crEz(exp(u2T)) (3.6) 
Then 
T = om Q@(s)) ds. 
s (3.7) 
Hence, 
GU’) = & (jm Q(W) A) = la (T:Q&) dt- 
0 
E,(T) = co if d=l,2, 
= 
s 
(3.8) 
1 x - y I-(d-2) Q(y) dy if d > 3. 
Henceforth consideration is restricted to the case d > 3, Q(x) > 0 for all X, 
and it is assumed that 
I p;, Q(x) I Y I--(d-2) dr = LI < *; (3.9) 
683/10/2-2 
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Remark 3.4. The assumption $I(-) 3 0 is made for notational convenience. 
Essentially the same results can be obtained without it if appropriate hypotheses 
are placed on 1 Q I. For example, let Tl = J 1 Q@(s))/ ds. Then it can be verified 
that 
-UT,) = j I Q(r)1 I x -Y l(2-d) dy, d > 3. 
Therefore under the hypothesis 
I I QWI I Y Pd 4’ = L; < ~0, (3.9’) 
J%(T) < -UT,) < ~0, 
since ) T ) < T, , Exploiting the domination of Q by 1 Q ) and ) T 1 by Tl , the 
other results below can be extended to the case in which the assumption Q > 0 
is dropped. 
LEMMA 3.2. Under hypothesis (3.9), 
J%(T) d j- I x -Y l(2-d) Q(Y) 4 = ~52 < ~0, for all x, (3.10) 
and 
T -=c 00, Pm-as. for each x E Rd. (3.11) 
Proof. Note that 
5 Q(Y) I x -Y 12-’ dr = ~v,,r-2,<20 Q(Y) I x - Y l(2-d) dr 
+ L Iv-ahi*) Q(Y) I 3 -Y l(2-d) dr 
where6 = 1x1. 
Since Q(x) < Q(0) < ok, the first’ integral is bounded above by Q(0)(36)2/2. 
Furthermore, 
s (y,,v--z,>36) Q(Y) I x -Y lc2+) a'r < (4/3)6-2 [v,,r-z,,2al Q(Y) I Y 12-’ dy 
< co. 
J%(T) d 1 I x - Y I’““‘Q( Y) dy -c La, for all x, 
and (3.11) follows immediately. 
Consider the real Hilbert space 
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For 4 EL*(Q), the operator K is defined by 
(W(x) = s 4(y) Q(Y) I x -Y Pd) dr+ 
THEOREM 3.2. Assume that for each 8 > 0, 
J-1 (,z-y,,s) Q(x) Q(y) 1 x - y l’4-2d) dx dy = L3(“) < co. 
Then K is a positive self adjoint compact linear operator on L2( Q). 
Proof. First note that 
NWW G j I9(r)l Q(Y) I x -Y l(2-d) 4v 
Hence by Schwarz’s inequality, 
s I(K Q(x) dx 
zzz j- (j- d(r) Q(Y) I x -Y l’2-d) 4’)’ Q(x) dx 
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(3.12) 
(3.13) 
< 1 (j I #r)l” Q(Y) I x -Y l’2-d) dy 1 Q(Y) I * -Y l’2-d) dr) Q(x) dx 
G L2 11 d”(r) Q(Y) Q(x) I x -Y l’2-d) dx 4 (by (3.10)) 
d L22 s d"(r) Q(Y) dr.
Therefore K is a bounded operator and II K 11 < L, . To demonstrate the self- 
adjointness, note that 
WA 4)~ = fs d(r) Q(Y) I x -Y l(2-d) YW Q(x) dx4 
= (4, K+)o. 
Hence K = K*. Moreover, 
WA 40 = j-j- 9(r) d(x  Q(x) Q(Y) I x -Y lc2-‘) dx 4 2 0, (3.14) 
since the function 1 x /(2-d) is a positive definite function on Rd, d > 3. Hence K 
is a positive operator. To prove compactness, let K,(x, y) = 1++,1,8~ I x - y  l(2-d) 
and K,(x, y) = 1f12-yl<s) I x - y  l(2-d). Then 
j-1 G2(x, Y) Q(x) Q(Y) dx dr = js,,,,,,, Q(x) Q(Y) I x -Y l(4-2d) dx dr 
=L, < 00. 
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Hence KI is compact (cf. Yosida [30, p. 2771). Moreover, by Schwarz’s inequality, 
Note that 
Hence, 
Hence, 
‘(K2+)(x)‘2 G l~,s-v,$8) I Hr)l Q(Y) I x --Y Pd) 4~1’ 
< 11 (,5--y,$8) I +(r>l” Q(Y) I * -Y l(2-d) dyJ 
*I (,z-ar,t81 Q(Y) I x -Y l(2-d) d.. 
sup 5 I (In-VI<81 Q(Y) I x -Y /(2-d) &Y < Q(O) a2/2. 
” K2 “ 0 G s rJ;, -v,<8) +2(~) Q(Y) I x -Y l(2--d’ du 2 \ 
*s fh-d<8) Q(Y) I x -Y l(2-d) dy] Q(x) dx 
G QKW2/2)L2 j-V(u) Q(Y) d’- 
II K - & II2 < Q(O) a2L2/2. 
Thus K is a limit in the operator norm of a sequence of compact operators and 
hence it is compact (cf. Yosida [30, p. 2781). 
LEMMA 3.3. Let T be defined QS in (3.7). Then 
p&4 = E&W d WKkl)(4, (3.15) 
where 
(Kl)(x) = s Q(z) 1 x - z j(2-d) dz. 
Proof. Note that 
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= 2 j-= p(s; x, Y) j-j. Q(2) Q(Y) I Y - 2 I(2-d) dr d2 ds 
0 
< 2 
ss 
Q(z) Q(y) 1 x - y l(2-d) ) y - z l(2-d) dz dy 
= 2! K21. 
Similarly, 
I44 = WY 
= A! *a- 
f s Q(rJ **a Q(rrc> I x - ~1 l’2-d) *.. I YK--I - ysz I(~-~) 
- dyk *-a dy, 
< K!(K”l)(x) 
and the proof is complete. 
We next exploit a method introduced by Kac [18] to determine the asymptotic 
behavior of q(t, -) as t --+ co. Let (Ai: i = 1, I&...) denote the eigenvalues of K 
and {&} the corresponding normalized eigenvectors, that is, 
LEMMA 3.4. (a) Under the assumption 
WL 1) = j-1 Q(x) Q(y) I x - y /(2-d) dx dy < 00, 
then (3.13) is satis$ed and also 
fi;l = I Q(Y) I x - y j(2-d) dy eL2(Q). 
(3.17) 
(3.18) 
(b) (I,$,), < 03, for each j 2 1. 
Proof. (a) Note that 
I If 2 Q(Y) I * -Y IfsA) dr 3 Q(4 dx 
< L, s Q(y) Q(x) I x - Y l(2-d) dx dr < L,W, 110 . 
(b) follows since (3.18) implies that 
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LEMMA 3.5. Let h(.) be a measurable function on Rd such that J- h(x) &(x) 
Q(x) dx < co, for each n 2 I. Then 
(Kh, 4 3 f  (h, C& . A, . 
7L=l 
(3.19) 
Proof. Let hN = cz=, (h, 4,Jo . +,, . Then by the positivity of the kernel 
1 x 1(2-d), (K(h - hN), h - h,), > 0. Hence 
(Kh, h), = (I&q, h,)Q + (K(h - hN)* h - hi~)~ 
and the proof is complete. 
LEMMA 3.6. Under the hypothesis (3.17), 
~dx)Ik! G ?gl V%(X) f  +,3(y) Q(Y) dyv k 3 1, (3.20) 
where the convergence on the right hand side of (3.20) is in the sense of L2(Q). 
Proof. By Lemma 3.4, KY E L”(Q) for k 3 1. Then by (3.15), 
tL&)Ik! G (=1)(x) 
and the proof is complete. 
THEOREM 3.3. Under the hypotkesis (3.17), and with aa < l/U,, 
I 
(q*(x)/c8 - 1) Q(x) dx = a??&XF(u2T) - 1) 
< 02 f (A,/(1 1 h,u2)) c:, 
j=l 
where cj 3 (1, #Jo and Eo(exp(u2T) - 1) = J &(exp(u2T) - 1) Q(X) dx. 
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Proof. From Lemma 3.6, 
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= f h~u?Tj”/(l - A#) since 1 hjUz 1 < 1. 
j=l 
But by hypothesis (3.17) and Lemma 3.5, C,“p, A& < (Kl, 1)o < CO. Hence 
f hj2Cjs/(l - AjU') < CO, 
5=1 
which implies that 
Eo(exp(ZT) - 1) < co’ if 19<1/2&, 
and the proof is complete. 
THEOREM. 3.4. Let hypothesis (3.9) be satisfied, that is, 
s 
Q(x) 1 x ((2-d) dx = L, < 00, d > 3. 
Let q(-, -) denote the solution of Equation 3.2 and assume that ti < l/La where L, 
is the constant in (3.10). Then, 
(a) q*(x) = Em,,, q(t, x) < a, for each x E Rd, 
(b) for each compact set K C Rd, 
kit E ((1, W, 4 dx)‘) < 00, 
(c) dq*(-) + $Q(-) q*(e) = 0 and limlrl+m q*(x) = c2, if Q has regular 
variation at infnity (cf. Theorem 4.3), and 
(d) q*(m) is continuous. 
Proof. Let qO(t, X) denote the solution of the equation 
aq(t, -)/at = dq(t, a) + *Q(e) q(t, 9, q(O) = 8. 
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Then 
where for n > 1, 
G.&, 4 = I” Tt--sb-%,n-IQ) ds 
0 
T,-J(x) = (24t - s))-~/” l exp( -I x - y 12/2(t - s)) f(r) dy. 
Then 
q&, x) = it Tt-8(c2c9Q) ds = c2u2 j-” TdQ ds t c2u2 j-w T,Q a!~ 
0 0 
Hence, 
c&(x) = c2u2 s Q(Y) 1 X -3’ I(2-d) dy = CaGL, , and 
4o.2(c 4 = Jb Tt--s(~2Qs&N h 
= (32 kt Ts(Qc~,,(f - 4 ds ? u2 la TdQ&) tfs 
< u2 s C&(Y) I x -Y I(24) Q(Y) dr G c~OQL,~. 
Hence, 
Continuing in this way we conclude that 
which implies that 
CAT&) < C2(9L2)n, n b 1, 
q*(x) = f f& < c2 i (02LL,)n < S/(1 - (J352) 
n=o n=O 
if 02L, < 1. This completes the proof of (a). 
(b) follows since 
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if K is a compact set. To prove (c), observe that 
if o2 < l/L2 . 
From these it follows that lim t+m +Jt, -)/at = 0. Since qO(t, *) is the solution 
of (3.21) it follows that dq*(x) + Q(x) Q*(X) = 0 and liml,l,, q*(x) = c2 if 
liml,l,, Q(x) = 0. This completes the proof of(c). The continuity follows from 
a version of Weyl’s lemma (cf. Hellwig [I 1, 3.4.21). 
4. SCALING LIMIT THEOREMS 
Let X( -, *) denote the solution to Equation (1.8) for d > 3, and let q*( -) denote 
the solution of the equation (4.1 .a) dp*( *) + GQ(-) ~*(a) = 0, 
(4.1.b) 
or equivalently, 
q*(x) = c2 + o2 j Q(r) I x - y l(2-d) q*(y) dr. (4.2) 
Then 
n*(x) = n$o d(x) (4.3) 
where 
4%) = j$$ !7?& 4. (4.4) 
THEOREM 4.1. IfQ( *) E cK(Rd), the space of contimow functions with compact 
support, then 
(a) q*(a) is bounded above for suj’icimtly small 2, and 
(b) Uze asymptotic behavior of q*(x) for Zarge ( x 1 isgiwn by 
q*(x) - c2 N j x 1(2--d) as jxj+co. 
Proof. The solution can be obtained iteratively as 
m 
(4.5) 
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where 
q:(x) = 3, and 
d+1(4 = a2 s Q(Y) I x - Y 1(2-d) &y) dr. 
The boundedness property follows by induction since 
where spt( f) denotes the support of the function f. Hence 
SUP I qn*+dx)I G fm2 sup I !I:wi z z 
where a is a constant. Hence CT=‘=, sup= 1 q$(x)j is convergent for sufficiently 
small a2 and the proof of (a) is complete, For x $ spt(Q), 
4*64 - c2 = u2 j-Pt(0) Q(Y) I x - Y l12-d’ q*(y) dr. 
Then 
q*(x) - 8 N us 
U 813t(0) Q(Y) q*(r) 4) I x l(2-d), as IxI+co, 
and the proof of (b) is complete. 
THEOREM 4.2. Let q*(e) satisfy (4.5), c > 0, and Zet A, denote Q cube in Rd 
with sides of length K. Then f&r 0 < E < c, 
;+z ;;p{P(X(t, AK) < cKd)} = 0 (44 
where X(t, AK) = J,+ X(t, x) dx. 
Proof. Recall that 
E(X(t, AK)) = c 1 AK 1, where I - / denotes Lebesgue measure, 
W-W, 4~)) < jAK jA, 4*(x -9 do dy < UK*+=, 
where a is a constant. Then from Chebyshev’s inequality, 
q-w, AK) < E I 4 I) < q1 m 4 - c I 4 II > (c - 4 I 4 I) 
< v4w, 4c))I(C - 4” I -% I2 
= u’K~-~, where a’ is a constant. 
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Hence 
lim sup(P(X(t, A,) < &Cd)} < a’ lim KS-d = 0. 
K+m t* K+ZJ 
LEMMA 4.1. Let * denote comoluttim of real-valued functions defined on Rd 
and k, 1 2 0, k, 1 # d. For k > 0, let gk(.) represent a bounded nonnegative 
function on Rd such that 
kYk(X) - I x I--lc m IXl--+~, (4.7) 
in the sense that for some constants 0 < a, < 1 < a2 , 
a1 I x Irk < gk(X) < aa I x Pk 
for all suficif?ntly large 1 x I. 
Ifk+l>d,then 
fk “& “.&a (4.8) 
where 01 = min{k, 1, k + 1 - d} and N denotes membership in the equivalence 
class of functions defined by (4.7). 
Proof. First note that 
s gkh) dX = La (is, rg&) h) dr = 0 (Ia rd-k-l dr) 1 
Hence 
s gk@) ffX < CJ3 
if and only if k > d. (4.9) 
Next we show that under the hypotheses 
f 200, I f(x) dx < 00, and 
,I& f(x) x j x Id+* = 0, for some 71 > 0, 
(4.10a) 
(4.1Ob) 
then for 0 < p < d, 
f *(I x I-'"-6') - I x I-(d-i%, for large I x I. (4.1Oc) 
To prove (4.10), note that 
s f(x) 1 z - x I(B4) dx = s ,2-l;,<t,l, f (4 I 2 - .z Pd) dx 
f(x) / x - x j(B-d) dx. 
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where a1 and a2 ,..., a,, below denote constants. Moreover, 
s ,2-z,<*,z, f(x) I x - z j(0-d) dx < J1,,,< *,*, ~2 I x I-‘d+n) I x - z Pd) dx 
= a4 I z I-(d-fJ+n). 
Hence 
s 
f(x) I z - x I(B-d) dx N a6 I z I-fd-B), for large I x ) 
and the proof of (4.10) is complete. Note that if f  is also continuous, then f  * 
I x j-@-s) is bounded and consequently belongs to the equivalence class gd-s . 
A similar argument implies that g, * g, N g, with OL = min(k, 1) = min(K, Z, 
K+Z-d)ifK>d,Z>d.Inthiscaseg,*gl=h,+h,+h,withIt,(x)N 
( x I--md for large 1 x I where ml = Zz, ms = 2, and m, = (k + I - d) thus 
yielding the result. 
Thus it remains to prove the result in the case 0 < k < d, 0 < Z < d, 
k + Z > d. To accomplish this recall that the Fourier transform of the function 
u/$(x) ZE 1 x I-k, xeRd, (4.11) 
is given by (cf. Schwartz [23, p. 257j), 
d,(h) = a/j h Id-k, for 0 < k < d (4.12) 
where a is a constant. Using (4.11) and (4.12) it follows that 
provided that 
@-“) * @-1) = aa,--(k+Z-d) (4.13) 
O<k<d,O<Z<d,andk+Z>d. (4.14) 
Let g, , g, be as in the statement of the theorem and k, 1 satisfy (4.14). Then 
gk = h + h; g, = h, + h, 
gk*g,=h,hhz+hl*hd+hS*hz+h3*hq. (4.15) 
Note that 
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where ha, h, are integrable functions with compact ,support and there exists 
constants 4 < I < b, such that 
and 
b,r-” < h, < b,+, bIr-” < h, < bg-l, 
and 
(hI * h,)(x) N 1 x I-(k+z-6), for large 1 x 1, by (4.13), 
(4 *h,)(x) N ) x I-k, for large 1 x I, by (4.10), 
(h, * h,)(x) N 1 x I-z, for large 1 x I by (4.10), 
Hence 
(h, * hJ has compact support. 
gk *gZ “$?a 
where 01 = k + 1 - d = min(R, 2, K + 1 - d) and the proof of the lemma is 
complete. 
THEOREM 4.3. Let q*(a), q:(e) be dejined as in (4.3), (4.4), reqectierely. 
(a) Assume that d 2 3, Q(a) is bounded and continuous, and 
Q(x) - ( x I-(d-a), O<ol<d-2, as Jx(+co. 
Thenforn>land~x~-+m, 
q;(x) N j x (--n--l-a) if n < (d - 2)/(d - (Y - 2), 
- / x /-(d-W if n > (d - 2)/(d - OL - 2). 
(b) Assume that d > 3, J Q(x) ak < co, and 
,I$II Q(x) x 1 x Id+a = 0 for some r) > 0. 
Thenforalln 3 1, 
qn*(x) w 1 x [-(d-Z’. 
Proof. Recall that 
qZ+k) = ~~(1 x l-‘d-2’) * (4” * Q). 
(4.19) then follows immediately from (4.10). 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
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To prove (a) note that (4.8) and (4.10) yield 
*1*(x) = / x y-2) *g(d-oi) N I x 1-(+2-a) if d>ol+2, 
d(x) = I x lF2) * (A%-a-2 . g&-u) 
= I x I---2) * g(2&za-2) 
- 1 x I-% where (Ye = min(d - 2, 2(d - 01 - 2)). 
Continuing, we obtain 
qn*(x) N / x l4d--a--l) 
- / x /-(d-2) 
Hence the proof is complete. 
if II < (d - 2)/(d - (Y - 2), 
if n > (d - 2)/(d - 01 - 2). 
Remark 4.1. The results of Theorem 4.3 sharpen those of Theorem 3.3 
when Q(a) has regular variation at infinity. In fact, for Q( .) = g,-, , (RI, l), < co 
if and only if d > 201 + 2. 
Remark 4.2. Let X(., .) be a solution of Equation (1.8) for which q*(e) 
exists and is the density of a tempered measure. Then {X(t, e): t > 0) is a 
uniformly tight family of S’(Rd) valued random variables. To show this it 
suffices to demonstrate the uniform tightness of the family of real-valued 
random variables {(X(t), 4): t 3 0} for each $ E S(Rd). But the latter follows 
since for each (b E S(Rd), 
E(GW +>I” = jj (b(x) d(r) dt> x -Y) dx dr 
< ss b(x) +(Y) Q*(X - Y) dx dr 
Similarly, for each n > 1, the famiIy (XJt): t > O> is a uniformly tight family 
of S’(Rd)-valued random variables. Let X* denote a weak limit (not assumed 
to be unique) of X(t) as t -+ 0~). Similarly, X$ will denote a weak limit of 
XJt) as t -+ co. 
According to Theorem 4.3 the random fields X*, X2 have slowly decreasing 
covariance functions. For this reason it is appropriate to investigate their 
“scaling” limits. For a random field, Y(e), the group {RKq: K > 0} of scaling 
or renormdization transformations is defined as follows: for d, E S(P), t > 0 
where C&(Z) = #(z/K). A weak limit of RxnY as K -+ co, is invariant under the 
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scaling group and is termed self-similar (cf. Dobrushin [6j, Dawson [4]). The 
real number d - r] is known as the order of the scaling group. 
THEOREM 4.4. Assume that Q(e) satisfies (4.16) and o is small. Let 
Y; = RK”X*, Y& ES RR”X: 
with 7 = (d + 2 + 1x)/2. Then Ys converges weakly on S’(R*), as K + to, to a 
self-similar Gaussian generalized random jield of order (d - crl - 2)/2 and with 
covariunce kernel is given by 
qx, y) = 1 x - y I---=). (4.21) 
Proof. Let q& denote the covariance kernel of Y& . A simple calculation 
yields 
q&(x) = K-(d+2+rr)K2dq;(Kx) 
< an02n 1 x I--n(d--a-2) K-(n-lNd-w-2) 
where c is a constant if n < (d - 2)/(d - a! - 2). On the other hand if 
n > (d - 2)/(d - 01- 2), then 
q&(x) < unu2n 1 x I-(d-2) K+. 
Hence 
“(t (Y&c.~))~~O as N+ 00, 
?l=N 
uniformly in K > 1. (Note that (I can be chosen sufficiently small so that 
CI=, u”o2fl < co.) Moreover (Y& ,q5) --f 0 in probability as K -+ co, for all 
1z > 2. Therefore, 
Also, 
in probability as K + CO. 
&(x) --t 1 x p-+-2) as K+ co, (in $‘(Rd)). 
Therefore, Y& converges weakly to a Gaussian generalized random field with 
covariance kernel 
qx, y) = I x - y l--(d-+2), 
and the proof is complete. 
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We proceed to a finer study of the asymptotics of the solution of Equation (2.8). 
First we study the orthogonal components {X,(., a)> separately. Secondly it is 
more natural to view the entire process and not simply the stationary random 
field X*. For this reason we employ the space-time renormalization of X,(*, *) 
and X(., a) first suggested by Holley and Stroock [14]. For a space-time process, 
Y(*, *), let {Rxq: K > 0) be defined by 
THEOREM 4.5. Assume that Q(e) satisfies condition (4.16) and that u is suji- 
cieztly small. For 2 < n < (d - 2)/(d - o! - 2), let Y&v, *) = RKqXn(*, .) 
with 7 = d - n(d - 01 - 2)/2 > &(d + 2). Then Y,&., .) converges weakly on 
C([O, CQ), S’(Rd)) t o a self-similar non-Gaussian generalized random process of 
order n(d - (Y - 2)/2, denoted by Z,( 0, .). Furthermore, Z,( ., *) has a representa- 
tion in terms of multiple Wiener integrals as follows. For each + E S(Rd), t 3 0, 
(4 22) 
. M*(dsn x dh,) ... M*(ds, x dX,) 
where 
tw; Sl, 4 ;...; %I 9 hz) 
= exp (-(t - $1) i I 4 12) 
j=l 
and M*(ds x dh) is a Gaussian random measure with spectral measure m*(h) ds dh 
where m*(h) = 1 X 1-a. Similar representations can be obtained for flal (Z,(ti), d). 
Proof. By a simple change of variables we obtain 
. M,(ds, x A,) ... M&s, x dh,) 
where the spectral density m,( *) of MK( *, *) is given by 
m,(h) = K-mm(h/K). (4.23) 
Condition (4.16) and relation (4.12) imply that the spectral measures of the 
Gaussian measures M,(ds x dh) converge in S’(Rd) to the spectral measure of 
RANDOM EVOLUTIONS 171 
Af*(ds x dh). Then according to results of Dobrushin [6, Theorem 5.21 and 
Dobrushin and Major [7, Lemma 31, for each + E S(P), (Y&t), 4) converges 
weakly to (Z,,(t), +) provided that for t < co, 
- dh, ... dh, ds, .a. ds, (4.24a) 
and 
where 
- m*%J --* m*(X,) dh,., +** dh, ds, --- ds, (4.24b) 
< *o, 
A, Es {A, ,...) &I: Ix,+ *** + x, I < l>, and 
A, = (A, )...) ha: I 4 + *** + 43 I > 11, 
for some q < co. 
Condition (4.24a) is automatically satisfied since &(*) is bounded and OL < 
d - 2. Condition (4.24b) follows in the case tl < (d - 2)/(d - a - 2) with 
q > d by rewriting the proof of (4.17) in the spectral domain and noting the 
integrability near zero of j x ]-n(s-+2(n-1) or alternately from an extension of 
Dyson’s power counting theorem (cf. Dobrushin [6, (6.811). 
(Note that condition (4.24b) fails if n > (d - 2)/(d - 01- 2).) A similar 
result can be obtained for the sums CL, (Y&r,), $$). 
It remains to verify the uniform tightness on C([O, co), S’(Rd)). Modifying 
a result of Holley and Stroock [14, Lemma 4.21, it suffices to show that 
w~~rvn,K(Q, +>")Y'" < a1 II 4 II + Q2 II 4 II (4.25) 
where a, , a2 are constants and 11 l II denotes an appropriate norm, and 
<Yn.x(-),~>7 K 2 1, are uniformly tight on 
C([O, co), R1) for each fixed 4 E S(Rq. (4.26) 
We next verify these conditions for the case n > 1 (the Gaussian case, n = 1, 
was considered by Holley and Stroock). 
To prove (4.25) recall that according to Theorem 2.3, 
(Y,,&) - 1 W’n,r&) ds, 4)s n 2 1, 
683/10/z-3 
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is a real-valued martingale for each 4 E S(P). Then by Doob’s inequality and 
(2.13)~ 
< (E (( YdT) - tT &A Yn,&) 4 +)“,)l” 
, 
= (r,= j-1 ~n--1.&> x - Y> Q& - Y> 4(x) d(r) dx dr d~)l’~. 
But for n > 1 and fixed t, there exists M < 03 such that for 0 < s < T, K > I, 
(cf. proof of Theorem 4.4), 
I ~n--1.&, 4 SK(x) dx < M (4.27) 
where QK denotes the Fourier transform of mx(.). Hence applying Schwa&s 
inequality 
1. CL& x -Y) Q% -Y) +(x> +(Y) dx 4 
< (j-j- ~n-l.& x - Y) Q"(x - Y> qS2(4 dx dr) 
= II 4 II2 (1 ~n-ds, Y) Q”(Y) dy) G M II d 112- 
Hence 
(E (s-4& (Yn,KW - s,’ WY,*&) 4 Q2))” G =1 II 4 IL 
where a, is a constant. Then 
Also by Schwarz’s inequality and (4.27), 
Q T”’ (l= W<Yds), 4j2) ds)“’ G TM II 4 II < =, II 4 II. 
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Hence 
(E (s& Wn,dO, 9)2))1’2 G a, II d II + ~2 II 4 II, 
where al and a2 are constants independent of K and hence (4.25) is verified. 
To prove (4.26) it suffices to show that for fixed 4 E S(P) and 0 < t < T, 
~((Pn,,(t + 4399 - wn.K(t)~ $9)“) d a3 I h l1+a (4.28) 
for small 1 h 1, where a, is a constant independent of K and S > 0. 
But (4.28) can be obtained from the formula of Theorem 2.1~ by an elementary 
computation. (For an example of a detailed fourth moment calculation refer to 
(4.43) in the proof of Theorem 4.6.) Hence the proof is complete. 
Remark 4.3. Theorem 4.5 is the “space-time” analogue of the results of 
Dobrushin [q and Dobrushin and Major [7]. Note that the Laplacian operator 
in Equation (1.7) can be replaced by the infinitesimal generator of any Markov 
process in Rd in the “domain of attraction” of the Laplacian and the results of 
Theorem 4.5 remain true. This result is an analogue of the “non-central” 
limit theorem of Dobrushin and Major [7]. Furthermore, analogous results 
could be obtained by replacing the Laplacian operator by the infinitesimal 
generator of a symmetric stable process in Rd (cf. Dawson [4]). 
Consider the case d = 4 and Q(x) = I x lm2. In this case K2edm(A/K) = 
m(h) = 1 X l-2 and therefore the process X(., *) is a self-similar process. 
Under the conditions of Theorem 4.5 and n > (d - 2)/(d - cx - 2), it is 
conjectured that YSBK is asymptotically Gaussian as K -+ co (cf. Theorem 4.6). 
In the case tl = (d - 2)/(d - 2 - 01), t i is conjectured that an additional 
“logarithmic” term appears in the normalization factor. 
Remark 4.4. The argument employed in the proofs of Theorems 4.4 and 4.5 
fails under the hypothesis (4.18) since in this case Q:(X) - ( x I-(d-2) for all 
rz 3 1. Hence in this case the limit process 2, = lim,,, Yn,K are asymptotically 
of the same order of magnitude. 
THEOREM 4.6. Assume that d 3 3, and that Q(*) satisJies condition (4.18), 
that is, J Q(x) dx < 00, and 
,b,ym Q(x) x 1 x Id+B = 0 for some /3 > 0. 
For n > 1, let 
Y&m, .) = RK”&(., *I 
with 7 = &(d + 2). Then each Y&e, *) converges weakly on C([O, co), S’(Rd)) 
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to a generalized Ornstein Uhlenbeck process, that is, a seEf similar Gaussian general- 
ized process of order +(d - 1) whose covariance kernel is given by 
Cov(G-(t), $h MO, #>I 
= a s,mi*ct*t” J-J- P(t - s; x, y) p(t’ - s; x, r’> +(Y) 9(f) dx 4 dy’ ds. 
(4.29) 
where a is a constant. 
Proof. We give the proof in the case n = 2; the general case follows in an 
analogous manner. As in the proof of Theorem 4.5, conditions (4.25) and (4.26) 
can be verified for the process Y&e, .), thus implying the uniform tightness on 
C(P, a), S’(Rd)). 
Recall that 
X2(4 4 = J” Jj’ j expW, + A2 , f)) exp(-(t - s) 1 h, + ha 12) 
0 0 
* exp(-(s - r) [ A, I”) M(dr x dh,) M(ds x dh,). 
Therefore, 
Y2.& x) = Kd-n jotjls j exp(i(4 + X2 , ) exp(-(t - s)I A, + A2 12) 
(4.30) 
. exp(-(s - r) / h, 12) MK(dr x d&J M,(ds x dX,) 
where MK(., .) corresponds to Q”(a) where QK(x) = K2Q(Kx), that is, m,(h) = 
IF-dm(h/K). Note that under the hypothesis of the theorem, m(h) < m(0) < 00 
for all h. An argument similar to that in the proof of Theorem 4.3 implies that 
the covariance function q2,K(t, e) of Y2,K(t) converges to the solution of the 
equation 
&?p, .)/at = 4(t, .) + 6, (4.31) 
where S denotes the Dirac delta function. This fact also is a consequence of the 
argument below. 
Consider 
W) = (Y2*KW, 6). 
Then I(K) can be represented in the form 
A, + A,, s) exp(--(s - r) I X, I”) M&dr x dh,) n/f,(ds x dh,). 
(4.32) 
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Hence letting x = AI + 1\2 , 
Var(l(K)) = 1”s f2(& S) g&, S) dX ds . Kd-2 
0 
where 
(4.33) 
gK@ s, =Ilr,+d,=x) I ’ exp(-2(s - r) I A, 1”) m&/K) m(h,/K) dh, dh, ds 
= &K2-d 1 h j-2 (1 - exp( -2sK2 1 h I”)) m&K - A) m(h) dA. 
Recall that we also have 
E(K-(d+2)(X2(K2t), +K)2) 
Let 
= K-‘d+2, 
J ( 
qz K2c x - Y) $(Y/K) 4(x/K> dx 4 
= Kd-2 
s 
qzW2c W -Y)) d(r) d(x) dx 4. 
where 
gh 4 = G,(K) + G(K % 
G,(K) = $KS-d iA,<ry 1 h I-a(l - exp(-2sK2 1 h 1”) . m(x/K - A) m(h) dh, 
where 0 < y --c 2. 
Then if y > 2/d, 
G,(K) < K4-ds 1 
Ihl<A 
m&K - A) m(X) dA 
*us0 
- K2-d(ma(0) K2-d”)s N K2-do(K)s as K+co. 
G(K % = 9K2-d &A,>Iy I X l--2 (1 - exp(-2sK2 I A 1”) 
- m&K - A) m(A) dh 
N $K2--d 1 1 h l-2 m&K - A) m(h) dA 
-+ (I - Ksd, as K + 00, where a is constant, 
since J 1 X /-2m2(h) dh < 00. Hence it follows that the limiting covariance struc- 
ture is that of the Omstein Uhlenbeck process and (4.31) is verified. 
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It remains to prove the asymptotic normality of I(K) as K -+ co. Note that 
Y&t) = St j exp(@, x)) exp(-(t - s) / X 1”) N~(ds X dX) (4.34) 
0 
where 
N,(ds x dX) = jj exp( -(s - I) 1 X - A, 1”) M&s x dh,) M&Y x d(X - A,)). 
Hence it suffices to demonstrate the asymptotic normality of 
l(K) = jj (61(s) $2(X> N&s x 4 
- ssss 
- A(s) d2& + A,) exp(-(s - r> I A2 I”) 
. M&s x dh,) M,(dY x 4) 
for 54 E G(@), 42 E CK(Rd), respectively. To show this J(K) is decomposed 
as foIlows: 
l(K) = c ILL + 12 (4.36) 
k 
where the sum is over the space, Zd, consisting of d-tuples of integers. 
Jr,* , k E Zd, are obtained by restricting the region of integration on the right 
hand side of (4.35) to the sets, A, C Rd x Rd, respectively, where the A, are 
defined as follows: for k = (k, ,..., kd), 
j = l,..., d; (4 + A,) E sPt(M, 
where (A)j denotes the jth coordinate of X E p, j = I,..., d. For n E 2, a,, , b, are 
chosen so that: 
a, d b, d a,+, 
b, - a, = P, where 0 < ,f3 < I, 
a,,, - b, = 2L, where L is the diameter of spt(+2). 
(4.37) 
Then the sets A, are disjoint, are separated from each other by a distance of at 
least 2L and have pair-wise disjoint A,-projections. In other words, the par- 
titioning is done as in the standard proof of the central limit theorem for m- 
dependent random variables and {]l,k; k E Zd) forms a family of independent 
mean zero random variables. 
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Let +&., *) denote the indicator function of the set Al, , and 2/d < y < 2. 
Using formula (2.3), we obtain 
WJl.d = K2-d ljl/” +I?) b22(4 + X2) 4dh , X2> exd-26 - y) I X2 I21 
0 
- m(X,/K) m(h,/K) dA, dX, dr ds 
* m(A2) m(X,) dX, dh, . 
An elementary computation shows that for /3 > 0, 
T V4h.k) = O(l), 
and 
rnka Var&) < O(K-(d-fld-2”)) as K-co. (4.39) 
If we choose 2/d < y < d/2 and /3 < 1 - 2y/d, then 
and the contribution to the integral on the right hand side of (4.38) over the 
region (X1: 1 h, 1 < Kr) is asymptotically negligible. 
Next we compute E(JaZ). Note that y = 2/3 + E for sufficiently small E 
satisfies 2/d < y < d/2. Let q$(*, *) d enote the indicator function of the set 
AC E Rd - uk Ak . Noting that the proportion of the volume occupied by AC is 
of the order of K-8, 
E(J22) - sJ;A I>F Kd I A, I-’ AW, + Kh2) AW, 3 KM m(h) +2) 4 4 a 
GO yd-8 dy = O(K-Efd-2)/d). 
Hence 
Jw22) + cl as K-tea (4.40) 
Hence Ja + 0 in probability as K -+ CX). 
Thus it suffices to demonstrate the asymptotic normality of Ck Jllk . Since 
this is a sum of independent random variables, it suffices to verify Lindeberg’s 
condition 
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for every E > 0. Alternately, it suffices to show that 
(4.42) 
To do this we evaluate the fourth moment E(&J using the formula (2.3) of 
Theorem 2.1~. There are two types of complete graph to be considered. The 
first type of complete graph leads to terms corresponding to squares of second 
moments. It is easy to verify that the total contribution of this type of graph to 
the expression on the left hand side of (4.42) is zero. The second type of complete 
graph leads to expressions of the form 
* +2(x2 + 71) 952@2 + 72) h(4 Y 71) VW1 3 72) A@2 9 71) 
*$2(h2 y 72) exP(-(sl - rl> I n I”> exp(-(sl - r2) I r12 I”) 
* exrHs2 - 5) I 71 1”) exp(-(s, - r2) I r12 1”) 4W) 
. 3G21K) mh/W mb2/K) 4 ds, 6 dy2 4 dh2 drl 4, , 
where s, A s, = min(s, , s,). Hence for y > 2/d, 
A computation similar to that of (4.38) shows that 
rnfx I?,(&) < O(K-(2d-4~-Bd)). (4.44) 
Furthermore as in (4.38), the number of nonnegligible terms is of order 
O(K(l-B)d). Hence if 2/d < y < d/4, then 
c E2(Jfmk) ---f 0 as K-t co. (4.45) 
R 
Hence the Lindeberg condition (4.41) is satisfied. 
The asymptotic normality of J(K) as K -+ co follows from the central limit 
theorem for triangular arrays of independent random variables (cf. Gnedenko 
and Kolmogorov [IO, Chap. 41) and the proof of the theorem is complete. 
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