Abstract. The goal of this study is to detect anomalous queries from network logs using a dimensionality reduction framework. The fequencies of 2-grams in queries are extracted to a feature matrix. Dimensionality reduction is done by applying diffusion maps. The method is adaptive and thus does not need training before analysis. We tested the method with data that includes normal and intrusive traffic to a web server. This approach finds all intrusions in the dataset.
Introduction
The goal of this paper is to present an adaptive way to detect security attacks from network log data. All networks and systems can be vulnerable to different types of intrusions. Such attacks can exploit e.g. legitimate features, misconfigurations, programming mistakes or buffer overflows [15] . This is why intrusion detection systems are needed. An intrusion detection system gathers data from the network, stores this data to logfiles and analyzes it to find malicious or anomalous traffic [19] . Systems can be vulnerable to previously unknown attacks. Because usually these attacks differ from the normal network traffic, they can be found using anomaly detection [2] .
In modern networks clients request and send information using queries. In HTTP traffic these queries are strings containing arguments and values. It is easy to manipulate such queries to include malicious attacks. These injection attacks try to create requests that corrupt the server or collect confidential information [18] . Therefore, it is important to analyze data collected from logfiles.
An anomaly is a pattern in data that is different from the well defined normal data [2] . In network data, this usually means an intrusion. There are two main approaches for detecting intrusions from network data: misuse detection and anomaly detection [19] . Misuse detection means using predefined attack signatures to detect the attacks, which is usually accurate but detecting new types of Now with C2 SmartLight Oy.
attacks is not possible. In anomaly detection the goal is to find actions that somehow deviate from normal traffic. This way it is possible to detect previously unknown attacks. However, not all anomalous traffic is intrusive. This means there might be more false alarms. Different kinds of machine learning based methods, such as self-organizing maps and support vector machines, have been used in anomaly detection [20, 23] . Information about other anomaly detection methods can be found in the literature [19] . Unsupervised anomaly detection techniques are most usable in this case, because no normal training data is required [2] .
This study takes the approach of dimensionality reduction. Diffusion map is a manifold learning method that maps high-dimensional data to a low-dimensional diffusion space [5] . It provides tools for visualization and clustering [6] . The basic idea behind any manifold learning method is the eigen-decomposition of a similarity matrix. By unfolding the manifold it reveals the underlying structure of the data that is originally embedded in the high-dimensional space [1] . Diffusion maps have been applied to various data mining problems. These include vehicle classification by sound [21] , music tonality [10] , sensor fusion [12] , radio network problem detection [25] and detection of injection attacks [8] . Advantages of this approach are that the dimensionality of the data is reduced and that it can be used unsupervised [2] .
Method

Feature extraction
First let us define an n-gram as a consecutive sequence of n characters [7] . For example, the string ababc contains unique 2-grams ab, ba and bc. The 2-gram ab appears twice, thus having frequency of 2. A list of tokens of text can be represented with a vector consisting of n-gram frequencies [7] . Feature vector describing this string would be x ababc = [2, 1, 1]. The only features extracted are n-gram frequencies. Furthermore, syntactic features of the input strings might reveal the differences between normal and anomalous behavior. Computed ngrams can extract features that describe these differences.
The frequencies are collected to a feature matrix X whose rows correspond to lines in logfiles and columns to features. These n-gram frequencies are key-value fields, variable-length by definition. Key strings are ignored and 2-grams are produced from each parameter value. The count of occurrences of every occurring 2-gram is summed. In practice n-gram tables produced from real-life data are very sparse, containing columns in which there are only zero occurrences. To minimize the number of columns, the processing is done in two passes. If a column contains no variation between entries, that column is not present in the final numeric matrix X. That makes it reasonable to use diffusion maps to process n-gram tables directly with no further preprocessing.
Dimensionality reduction
The number of extracted features is so large that dimensionality reduction is performed using diffusion maps. It is a manifold learning method that embeds the original high-dimensional space into a low-dimensional diffusion space. Anomaly detection and clustering are easier in this embedded space [6] .
The recorded data describe the behavior of the system. Let this data be
Here N is the number of samples and n the dimension of the original data. In practice the data is a N × n matrix with features as columns and each sample as rows.
At first, an affinity matrix W is constructed. This calculation takes most of the computation time. The matrix describes the distances between the points. This study uses the common Gaussian kernel with Euclidean distance measure, as in equation 1 [6, 16] .
The affinity neighborhood is defined by . Choosing the parameter is not trivial. It should be large enough to cover the local neighborhood but small so that it does not cover too much of it [21] .
The rows of the affinity matrix are normalized using the diagonal matrix D, which contains the row sums of the matrix W on its diagonal.
P expresses normalization that represents the probability of transforming from one state to another. Now the sum of each row is 1.
Next we need to obtain the eigenvalues of this transition probability matrix. The eigenvalues of P are the same with the conjugate matrix in equation 4. The eigenvectors of P can be derived fromP as shown later.
If we substitute the P in equation 4 with the one in equation 3, we get the symmetric probability matrixP in equation 5. It is called the normalized graph Laplacian [4] and it preserves the eigenvalues [16] .
This symmetric matrix is then decomposed with singular value decomposition (SVD). BecauseP is a normal matrix, spectral theorem states that such a matrix is decomposed with SVD:P = U ΛU * . The eigenvalues on the diagonal of Λ = diag([λ 1 , λ 2 , . . . , λ N ]) correspond to the eigenvalues of the same matrixP because it is symmetric. Matrix U = [u 1 , u 2 , . . . , u N ] contains in its columns the N eigenvectors u k ofP . Furthermore, becauseP is conjugate with P , these two matrices share their eigenvalues. However, to calculate the right eigenvectors v k of P , we use equation 6 and get them in the columns of V = [v 1 , v 2 , . . . , v N ] [16] .
The coordinates of a data point in the embedded space using eigenvalues in Λ and eigenvectors in V are in the matrix Ψ in equation 7. The rows correspond to the samples and the columns to the new embedded coordinates [6] .
Strictly speaking, the eigenvalues should be raised to the power of t. This scale parameter t tells how many time steps are being considered when moving from data point to another. Here we have set it t = 1 [6] .
With suitable the decay of the spectrum is fast. [6] .
This diffusion map embeds the known point x i to a d-dimensional space. Dimension of the data is reduced from n to d. If desired, the diffusion map may be scaled by dividing the coordinates with λ 1 .
Anomaly detection
After obtaining the low-dimensional presentation of the data it is easier to cluster the samples. Because spectral methods reveal the manifold, this clustering is called spectral clustering. This method reveals the normal and anomalous samples [13] . Alternatively, k-means or any other clustering method in the lowdimensional space is also possible [17] . Another approach is the density-based method [25] .
Only the first few low-dimensional coordinates are interesting. They contain most of the information about the manifold structure. We use only the dimension corresponding to second eigenvector to determine the anomality of the samples. At 0, this dimension is divided into two clusters. The cluster with more samples is considered normal behavior. Conversely, the points in the other cluster are considered anomalous [22, 11, 13] . The second eigenvector acts as the separating feature for the two clusters in the low-dimensional space. The second eigenvalue is the solution to the normalized cut problem, which finds small weights between clusters but strong internal ties. This spectral clustering has probabilistic interpretation: grouping happens through similarity of transition probabilities between clusters [22, 14] .
Results
Data acquisition
The data is acquired from a large real-life web service. The logfiles contain mostly normal traffic, but they also include anomalities and actual intrusions. The logfiles are from several Apache servers and are stored in combined log format. Listing below provides an example of a single logline. It includes information about the user's IP-address, time and timezone, the HTTP request including used resource and parameters, Apache server response code, amount of data sent to the user, the web page that was requested and used browser software. The access log of a web site contains entries from multiple, distinct URLs. Most of them point to static requests like images, CSS files, etc. We are not focused to find anomalies at those requests because it is not possible to inject code via static requests unless there are major deficiencies in the HTTP server itself. Instead, we are focused in finding anomalies from dynamic requests because those requests are handled by the Web application, which is run behind the HTTP server.
To reach this goal, the access log entries are grouped by the resource URL. That is the part between host name and parameters in the HTTP URL scheme. Those resources containing only HTTP GET requests with no parameters are ignored. Each remaining resource is converted to a separate numerical matrix. In this matrix, a row represents a single access log entry, and a column represents an extracted feature.
Feature extraction is done in two passes. In the first pass the number of features is determined, and in the second pass the resulting matrix is produced. In our study we extracted the number of occurrences of 2-grams produced from HTTP GET parameters. These frequencies are normalized with logarithm in order to scale them. This ensures that the distances between the samples are comparable.
Data analysis
To measure the effectiveness of the method the data is labeled so that classification accuracy can be measured. However, this labeling is not used for training the diffusion map. The class labels are not input for the method.
Diffusion map reveals the structure of the data, and all the anomalies are detected. The n-gram features of the data are mapped to a lower dimensions. Figure 1 shows the resulting low-dimensional diffusion space with = 100. The normal behavior lies in the dense area to the lower right corner. Anomalous points are to the left of 0. Figure 2 shows that the eigenvalues converge rapidly with = 100. This means that the first few eigenvalues and eigenvectors cover most of the differences observed in the data. The first value is 1 and corresponds to the constant eigenvector that is left out in the analysis. Eigenvalues λ 2 = 0.331 and λ 3 = 0.065 cover large portions of the data when compared to the rest that have values below 0.005. Classification is tested with different values of , which defines the neighborhood for diffusion map. Accuracy of classification is defined as accuracy = (tp + tn)/(tp + f p + f n + tn). Figure 3 shows how the accuracy of classification changes when is changed. Higher values of result in better accuracy. Precision of classification is defined precision = tp/(tp+f p). The precision stays at 1 once any anomalies are detected, which means that all the anomalies detected are real anomalies regardless of the accuracy [9, p. 361] .
For comparison, principal component analysis (PCA) is performed on the same normalized feature matrix [9, p. 79] . Results are very similar to the diffusion map approach, because of the simple structure of the feature matrix. Furthermore, PCA reaches the same accuracy and precision as diffusion map. The low-dimensional presentation is also very similar. Figure 4 shows the first two coordinates of PCA.
We also apply support vector machines (SVM) to the same data [9, p. 337-344] . LIBSVM implementation is used [3] . We use one-class SVM with RBF kernel function. A subset of the data is used in the model selection for SVM (500 lines randomly selected). Then the rest of the data is used to test the method. The data labels are unknown, so the training data is not "clean" and contains some intrusions as well. It is possible to find the right parameters (ν and γ) for model selection if pre-specified true positive rate is known. The parameters which give a similar cross-validation accuracy can be selected [3] . However, this kind of information is not available. Fully automatic parameter selection for OC-SVM could be achieved by using more complicated methods, such as evolving training model method [24] . In this study the parameter selection is done manually. At best the accuracy is 0.999 and precision 0.998.
Conclusion
The goal of this study is to find security attacks from network data. This goal is met since all the known attacks are found. The proposed anomaly detection scheme could be used for query log analysis in real situations. In practice the boundary between normal and anomalous might not be as clear as in this example. However, the relative strangeness of the sample could indicate how severe an alert is. The diffusion map framework adapts to the log data. It assumes that the data lies on a manifold, and finds a coordinate system that describes the global structure of the data. These coordinates could be used for further analysis of characteristics of anomalous activities.
Because all the methods perform extremely well, the data in question is rather sparse and the discriminating features are quite evident from the feature matrix. This is the merit of n-gram feature extraction which creates a feature space that separates the normal behavior in a good manner. The features describe the data clearly, and they are easy to process afterwards.
One advantage of the diffusion map methodology is that it has only one metaparameter, . It can be estimated with simple interval search. If for some reason the threshold sensitivity needs to be changed, gives the flexibility to adapt to the global structure. For comparison, the SVM we used has two parameters, ν and γ. Searching the best parameters for the application gets more difficult as the number of parameters increases.
The presented anomaly detection method performs well on real data. As an unsupervised algorithm this approach is well suited to finding previously unknown intrusions. This method could be applied to offline clustering as well as extended to a real-time intrusion detection system.
