Abstract. In this paper, we present algorithms developed in order to implement a clausal resolution method for discrete, linear temporal logics, presented in [Fis91] . As part of this method, temporal formulae are rewritten into a normal form and both 'non-temporal' and 'temporal' inference rules are applied. Through the use of a graph-based representation for the normal form, "efficient" search algorithms can be applied to detect sets of formulae for which temporal resolution is applicable. Further, rather than constructing the full graph structure, our algorithms only explore and construct as little of the graph as possible. These algorithms have been implemented and have been combined with sub-programs performing translation to normal form and non-temporal resolution to produce an integrated resolution based temporal theorem-prover.
Introduction
Although resolution has been widely used as a decision procedure in classical logics, decision procedures in temporal logic have usually been tableau or automata based, for example [Wol83, Gou84, VW86, SV89] . However, some resolution proof procedures for temporal logics have been developed, for example [CdC84, Ven86, AM90] .
A naive application of the classical resolution rules to two complementary literals fails as the literals may occur in different moments in time. An obvious extension of the classical resolution rule to temporal logics is to try to resolve complementary formulae appearing within the context of the ' ' (always in the future) and '}' (sometimes in the future) operators using the rule
where A and B are formulae and p is a proposition. This rule is sound since, while ' p' states that p will always be true, '}¬p' states that p will be false at some point in the ? The work of the first author was supported by SERC under a PhD Studentship. future. However, due to the interaction (in discrete temporal logics) between ' ' and ' g ' (meaning at the next moment in time) operators, a formula implying p may be hidden within a set of other formulae containing ' g ' operators. For example, the formula (a ⇒ g a) ∧ a ∧ l ∧ (a ⇒ g l) implies l although this is not immediately obvious, and so this formula should be resolvable with }¬l.
To address these issues, a normal form for temporal formulae [Fis91, Fis92] , together with a resolution method relying upon the structure of the formulae within the normal form [Fis91] , have been developed. The resolution method uses both the classical resolution rule, in order to derive contradictions that occur solely within temporal contexts (termed non-temporal resolution), together with a new resolution rule, which derives contradictions across temporal contexts (termed temporal resolution).
In this paper, an implementation of the temporal resolution proof method is described. In particular, a graph-based approach to the detection of sets of formulae to which the temporal resolution rule can be applied is developed.
This paper is structured as follows. In §2, a description of the propositional temporal logic used in this paper is given, while, in §3, an outline of the temporal resolution method and an overview of the graph-based implementation of this method is presented. Details of the algorithms used are given in §4. The soundness and completeness of these algorithms are considered in §5. In §6, both related work and future work of the authors is outlined.
A Linear Temporal Logic

Syntax and Semantics
The logic used in this report is Propositional Temporal Logic (PTL), which is based on a linear, discrete model of time with finite past and infinite future. PTL may be viewed as a classical propositional logic augmented with both future-time and pasttime temporal operators. Future-time temporal operators include '}' (sometime in the future), ' ' (always in the future), ' g ' (in the next moment in time), ' U ' (until), ' W ' (unless or weak until), each with a corresponding past-time operator. Since our temporal models assume a finite past, for convenience, two last-time operators are used namely ' w ' (weak last) and ' c c d e e f f g ' (strong last). Thus for any formula A, c c d e e f f g A is false, when interpreted at the beginning of time, while w A is true at that point. In particular, w false can only be satisfied when interpreted at the beginning of time.
3
Models for PTL consist of a sequence of states, representing moments in time, i.e.,
Here, each state, s i , contains those propositions satisfied in the i th moment in time. As formulae in PTL are interpreted at a particular moment, the satisfaction of a formula ƒ is denoted by
where σ is the model and i is the state index at which the temporal statement is to be interpreted. For any well-formed formula ƒ, model σ and state index i, then either 
The full syntax and semantics of PTL will not be presented here, but can be found in [Fis91] .
A Normal Form for PTL
Formulae in PTL can be transformed to a normal form, Separated Normal Form (SNF), which is the basis of the resolution method used in this paper. SNF was introduced first in [Fis91] and has been extended both in [FN92] and [Fis92] . While the translation from an arbitrary temporal formula to SNF will not be described here, we note that such a transformation preserves satisfiability and so any contradiction generated from the formula in SNF implies a contradiction in the original formula. Formulae in SNF are of the general formî R i
where each R i is known as a rule and must be one of the following forms.
Here k a , l b , and l are literals. The outer ' ' operator, that surrounds the conjunction of rules is usually omitted. We take this opportunity to note a variant on SNF called merged-SNF (SNF m ) [Fis91] , for combining pairs of rules, that will be used later in this paper. Given a set of rules in SNF, the relevant set of SNF m rules may be generated by repeatedly applying the following rule. 
Overview of the Resolution Procedure
We here present a review of the temporal resolution method and an overview of its implementation. This provides the background necessary to understand the implementation techniques presented in this paper. For further details of the temporal resolution method the reader is referred to the work presented in [Fis91, Fis92] . The algorithms implemented, together with their correctness are presented in §4 and §5, respectively.
The clausal temporal resolution method consists of repeated applications of both 'non-temporal' and 'temporal' resolution steps on sets of formulae in SNF, together with various simplification steps.
The Non-Temporal Resolution Procedure
'Non-temporal' resolution consists of the application of standard classical resolution rule to formulae representing constraints at a particular moment in time, together with simplification rules for transferring contradictions within states to constraints on previous states.
The non-temporal resolution rule is a form of classical resolution applied between -rules, representing constraints applying to the same moment in time. Pairs of initial -rules, or global -rules, may be resolved using the following (non-temporal resolution) rule where L 1 and L 2 are both last-time formulae (with the same last-time operator).
Once a contradiction within a state is found using non-temporal resolution, the following rule can be used to generate extra constraints. This rule states that if by satisfying P in the last moment in time a contradiction is produced then P must never be satisfied in any moment in time. The new constraint therefore represents ¬P (though it must first be translated into SNF before being added to the rule-set).
The non-temporal resolution process terminates when either no new resolvents are derived, or false is derived in the form of one of the following rules.
Temporal Resolution
The temporal resolution process consists of (possibly multiple) applications of the temporal resolution rule resolving together formulae with the and } operators.
However, as described in §1, the interactions between the ' g ' and ' ' operators in PTL ensure that the definition of such a rule is non-trivial. Further, as the translation to SNF restricts the rules to be of a certain form, resolution will be between a }-rule and a set of rules that together imply an invariance which will contradict the }-rule. Thus, given a set of rules in SNF, then for every rule of the form LQ ⇒ }¬p where L may be either of the last-time operators, temporal resolution may be applied between this }-rule and a set of global -rules, which taken together force p always to be satisfied. Here if Q is satisfied then the rule is satisfiable unless the set of global -rules force p to always be true. In this case, we must ensure that there is no situation where both Q and any of these rules are satisfied at the same moment. Similarly, once Q has been satisfied we must also ensure that none of the global -rules are satisfied unless ¬p is satisfied. To resolve with the above rule then, a set of rules must be identified so that, the set of rules, when combined, have the effect of S ⇒ p. Here, the S may only be of the form c c d e e f f g A where A is in DNF. So the general resolution rule, written as an inference rule, becomes
where the first resolvent shows that both A and Q cannot be satisfied together, and the second that once Q has occurred then ¬p must occur (i.e. the eventuality must be satisfied) before A can be satisfied. The full temporal resolution rule is given by the following
where the side conditions ensure that each -rule makes p true and the right hand side of each -rule ensures that the left hand side of one of the -rules will be satisfied. 4 So if any of the A i are satisfied then p will be always be satisfied, i.e., 
Such a set of rules are known as a loop in p. Thus, the first of the new resolvents ensures that none of the rules which form a loop in p can occur at the same time as a Q occurs, so none of the left-hand sides of the rules which ensure a loop in p, (i.e., A i for i = 0, 1, … , n) can be satisfied at the same time as Q. The second new resolvent ensures that once Q has been satisfied, meaning that the eventuality }¬p must be satisfied, none of the conditions for entering a loop is allowed to occur, i.e., none of the A i (for i = 0, 1, … , n) can be satisfied until the eventuality (¬p) has been satisfied. For more details of the resolution method see [Fis91] .
Implementing Temporal Resolution: An Overview
To apply the temporal resolution rule, an appropriate set of -rules must be detected for resolution with one of the }-rules. As such sets may not be immediately apparent from inspection of the rule-set, graph-theoretic techniques are used to identify them.
Representing Rules as Graphs. In order to apply various graph-based algorithms, we must first represent the SNF rules as a graph. We use global -rules in SNF to represent the edges in this graph. Although there are other ways that sets of SNF rules could correspond to graph structures (e.g., see [Fis91] ), the above representation is particularly suitable for our needs.
Overview of the Algorithm. The aim of our algorithm is to detect loops by constructing as little of the graph as possible. Assuming we wish to apply temporal resolution to LQ ⇒ }¬p, then we would like to construct a portion of the graph representing S ⇒ p, i.e., a subgraph where p is generated at each node as the graph is built. If this subgraph forms a strongly-connected component, we have a loop in p, that represents S ⇒ p, and we can apply the temporal resolution rule. In fact other subgraphs may be sufficient to ensure we have a loop, as long as each edge from a node leads back into the subgraph. So, the basic idea underlying the algorithm is to construct the graph piecemeal until either a suitable subgraph representing a loop is found, or until we have tried all possible rules and combinations of rules to construct the "next" node from each node in the graph and no loop has been found (in which case no temporal resolution was possible). Note, however, that the only edges that we use to construct the graph are ones which will give p at each node; all other possible edges are ignored.
For Fig. 1c . The subgraph formed from the nodes b, c and d represent a loop in p as once we generate one of these nodes then we will always be led back to a node in this subgraph and p is always generated.
Alternative Algorithms. An initial naive approach was to take all possible combinations of rules, represent them as an AND/OR graph and search for the strongly connected components in this graph where p held at every node [Fis91] . Our approach is an improvement on this basic algorithm in that we only construct as little of the graph structure as necessary, combining as few SNF rules as possible. Further, in contrast to the naive approach, we only use rules or combinations of rules that will ensure that p is produced at every node.
Implementing Temporal Resolution: Detailed Algorithms
The algorithms for loop detection, the different search methods, and selection and combination of rules into SNF m are given in this section, followed by several examples.
Definitions of Terms
In the description of the algorithm and its usage the following terms will be used. Given a set of rules R, a graph of R, G R = (N, E) is the set of nodes, N, and the set of edges E. A node, n i , is a set of literals l k , i.e. n i = (l 1 , l 2 , … , l m ). The set of edges E is the distributed union of sets of disjunctive edges for rules, i.e.
A set of disjunctive edges for a rule, D i are directed edges in the graph formed from the rule
such that (n i , n i+1 ) ∈ E for i = 1, 2, … , m − 1, (n mxi , n mxi+1 ) ∈ E for x = 1, 2 … , r, i = 1, 2, …, and (n m , n mx1 ) ∈ E for x = 1, 2, … , r where each sublist may be structured in the same way. A loop is a subgraph G l = (N l , E l ) of G such that 1. for every edge e j = (n j , n k ) such that e j ∈ E l , then n j ∈ N l and n k ∈ N l ; and 2. for every n j in N l there exists an edge e j = (n j , n k ) leading out of this node and e j ∈ E l and if e j ∈ D r then D r ⊆ E l , where D r is a set of disjunctive edges for a rule.
A self-contained loop is one where there is only one element in each set of disjunctive edges for a rule. A partial loop is a subgraph of the loop where D r ⁄ ⊆ E l for some r.
Typically, we will have followed one of the disjuncts, but will have others remaining to be explored, and will have found a looping path back to one of the nodes in the partial loop.
The Loop Search Algorithm
The graph is searched for loops as it is constructed. It is constructed in a depth-first manner using the SNF rules i.e. when there is a choice of rules to use in order to expand the graph, only one is followed. If we find a situation where no rules may be applied to create a new node, then backtracking is invoked and a different choice is made at an earlier choice point.
The algorithm used (given that we want to resolve with LQ ⇒ }¬p) is given below. The forwards and backwards search algorithms mentioned in the steps 4 and 6 are described in §4.3.
1. Search for all the rules of the form c c d e e f f g R i ⇒ p 2. Use the literal (or conjunction of literals) R i as the initial nodes in the graph. 3. Set the current node, n 1 , equal to the next initial node if one is available, and path equal to [n 1 ], otherwise the algorithm terminates having found no new loops. 4. Perform a backwards search from n 1 until either (a) no loop has been detected from any of the successors to n 1 -repeat step 3; (b) a self-contained loop has been found -the algorithm terminates with this loop; (c) a partial loop has been found -remove any nodes that do not form part of the loop (the prefix to the loop) and continue processing with step 5. 5. Set n 1 , the current node equal to a new disjunct if one is available, otherwise the algorithm terminates with a loop. 6. Perform a forward search from n 1 until either (a) no loop has been detected from any of the successors to n 1 , backtrack to where the disjunctive rule was used (i.e. if previously performing a backwards search to within step 4, or if previously performing a forwards search to within step 6) and continue processing; (b) a self-contained loop has been found -the algorithm terminates with a loop; (c) a partial loop has been found -continue processing with step 5.
For a rule-set with more than one eventuality the algorithm is carried out using each }-rule in turn until a new loop is detected or there are no more }-rules to process.
Backward and Forward Search Algorithms
If the initial nodes in our graph are R j , for j = 1, … , m a new node n i+1 may be generated using the backwards or forwards depth-first search algorithms, where applicable, from the current node n i (we abuse our notation slightly and are assuming that n i represents a literal or conjunction of literals) if there exists a global -rule -rule imply one of the initial nodes and the next node, n i+1 , will be one of the disjuncts.
When the global -rule used for backwards or forwards search has r > 1 we store the disjuncts that have not been matched to the current node during backwards search, or used as the new node in forwards search, in a list for future processing.
Combinations of Rules
If no successor to the current node can be found, rules are combined using the SNF m transformation in an attempt to generate a successor. To avoid the expense of combining all the rules, only the rules which may generate an appropriate successor are extracted from the rule-set for combination purposes. Initial rules can also be used for combination purposes. Any literals p (assuming the eventuality we are resolving with is }¬p) generated through combinations on the right hand side of a combined rule, not being explicitly noted, as it is assumed that p holds at each node in the graph.
Addition of Rules
Before each cycle of temporal resolution we need to add the (valid) rule c c d e e f f g true ⇒ l∨¬l for any pair of complementary literals, l and ¬l, occurring on the left hand sides of any rules. This is to enable us to be able to detect loops in sets of clauses such as
Examples
The following examples, together with their explanations, show how the algorithm is used to detect loops from several rule-sets. It will be assumed that the original formulae have already been translated into SNF and, with each of these examples, the graph structure constructed during the search will be given.
Integration of the Temporal Resolution Step into a Theorem Prover
The implementation of the temporal resolution step has been integrated with other subprograms performing the translation of formulae into SNF and non temporal resolution to produce a complete resolution theorem prover for PTL. The resolution theorem prover has been implemented on Sun Workstations using SICSTUS PROLOG [CW91] .
Formal Analysis of the Algorithm
In this section, we provide outline proofs exhibiting the correctness of the algorithm. Full versions of the proofs are available, but are omitted due to space restrictions.
Soundness
If the algorithm terminates detecting a loop for the literal p then the set of rules R which give rise to this loop imply the invariance of p.
Proof. Assume that a loop in the literal p has been found. Let the rules, R, in SNF m which represent this loop be The matching of the left or right hand sides of rules to the current node, only stopping when we have reached a node we have visited before and when there are no remaining disjuncts means that we will always be brought back to a rule in the set. The restriction of only allowing the expansion of nodes using rules that will generate a p means that p is ensured at each node. So once one of the A i rules is triggered, no edge can lead out of the loop and p will always be generated i.e. 
So R does imply a -formula.
Completeness
If there is a set of rules R of the form c c d e e f f g A i ⇒ B i in SNF m for i = 0, … , n such that
A i ⇒ p then, by taking suitable choices the algorithm will find the loop corresponding to this set of rules.
Proof. The proof refers to the algorithm described in §4.2, the numbers in brackets referring to the relevant part of the algorithm. Let the rules in SNF be where the members of χ are the rules that have been combined to make the c c d e e f f g A i ⇒ B i rules and the members of ψ are the remaining SNF rules.
Initially the algorithm searches for rules of the form c c d e e f f g R i ⇒ p (step 1 of the algorithm). Some of these are going to be in the set χ in order to generate p at every node of the loop. The search for a node always commences from one of these rules (step 2 and 3 of the algorithm) so at some point we will begin the search for the loop from a rule of the form c c d e e f f g R i ⇒ p which is in the set χ.
Assume we've picked the rule By guiding the search always to take the second option, rules selected will all be equivalent to one of the c c d e e f f g A i ⇒ B i rules and will be made from combining one or more of the rules from χ until a c c d e e f f g A i ⇒ B i rule generated is already in the set. If we have no remaining disjuncts we are done and a loop has been detected (step 4(b) of the algorithm). However, if we have used a disjunctive rule (step 4(c) of the algorithm), then we must search from each remaining disjunct in turn. Again by guiding the search always to take combinations of rules from χ to produce one of the c c d e e f f g A i ⇒ B i rules until a the c c d e e f f g A i ⇒ B i rule generated is already in the set, a partial loop will have been detected (step 6(c) of the algorithm). Further partial loops are found from the remaining disjuncts until there are no disjuncts remaining (step 5 of the algorithm). As we know there is a loop, then by combining one or more rules from χ it is always possible to detect it.
Conclusions and Further Work
Related Work
A variety of resolution proof systems have been developed for modal and temporal logics. Methods for modal resolution may be found in [Min90, Ohl88, EdC89] for example. However the problems considered in this report, in detecting the rules which together imply a -rule, with which to apply the resolution rule, due to the interaction between the and g operators do not occur as generally modal logics do not use the g operator.
Resolution methods for temporal logics can be found in [Aba87, AM90, CdC84, Ven86] for example. The systems described in [CdC84, Ven86] are both for propositional linear temporal logic and, as we do, both convert the formula into a normal form before the application of any resolution rules, whereas the resolution method outlined in [Aba87, AM90] for propositional and first order temporal logic is, unlike ours, non-clausal. None of the systems, include any past-time temporal operators while the implementation outlined in [Aba87, AM90] is limited to propositional temporal logic for operators g , and }.
Future Work
The use of resolution strategies to guide the refutation in classical logics, have been fully described in [CL73, WOLB84, Lov78] . The application of these strategies could certainly be implemented for the non-temporal resolution and their development investigated for use to direct the application of the temporal resolution rule.
So far the theorem prover has been developed for PTL only, but extensions for first order logic are being investigated. Although full First-Order Temporal Logic is undecidable [Aba87] , it is conjectured that there are useful subsets of First-Order Temporal Logic to which this form of temporal resolution can be successfully applied.
The need to combine rules in SNF together into SNF m , in certain cases, to enable the expansion of a node, is the clearly the costly aspect of this algorithm. Although the need to combine rules into SNF m means the complexity of the algorithm is therefore exponential, a detailed study of the complexity still needs to be carried out.
The temporal resolution method may also be used for verification of programs or systems represented as state-transitions, as SNF is particularly useful for describing these. The development of a temporal logic programming language may also be possible using this method, just as the logic programming language PROLOG has been developed from resolution in classical logics. In fact, the normal form required for the resolution procedure, SNF, is derived from that developed for use in METATEM [BFG + 89], which is itself an executable temporal logic.
Conclusions
The work described in this paper has shown how graph-theoretic techniques can be applied to the implementation of a temporal resolution step, which has been incorporated into a resolution theorem prover. This theorem prover has been used to determine the unsatisfiability of temporal formulae. The method is more widely applicable than the other resolution methods, some of which have been mentioned in §6.1, as it deals with past-time, future-time and a wider range of temporal operators directly and has been automated successfully. A comparison of the resolution theorem prover and DP, [Gou84] , an automated decision procedure for temporal logics based on the tableau method has been carried out. For the results of the comparison and further details of the full theorem-prover, see [Dix92] .
