This paper provides a new multi-attributes decision making approach on the basis of the Gini OWA (G p,q -OWA) operator, in which the Gini operator is the combination of the Gini mean and the OWA operator. Desired properties and several generalized forms of the G p,q -OWA operator are investigated. In order to determine the G p,q -OWA operator weights, an orness measure is proposed, and a generalized least squares deviation model (GLSD) is put forward. Finally, a case study of low carbon supplier selection is shown to illustrate the effectiveness and practicality of the proposed method.
I. INTRODUCTION
In recent years, public health and economic development mode have been increasingly affected by carbon emissions. Governments at all levels and companies are pursuing the low-carbon economy [1] . Low carbon supplier selection (LCSS), one of the most crucial activities in low carbon supply chain management, can be achieved by using the multiple attributes decision making (MADM), which is to select the best supplier(s) from a set of suppliers based on a set of attributes. One critical issue in LCSS with MADM is how to choose the aggregation technique, which directly affects the group consensus [2] - [4] . He and He [5] provided an important aggregation operator called the ordered weighted averaging (OWA) operator, which is an useful technique for information fusion. Since then, the OWA operator has been widely applied to practical applications [6] - [18] .
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The concept of generalized OWA (GOWA) operator [19] is an interesting extension of the OWA operator, which combines the generalized mean and the OWA operator. All special cases of the OWA operator are special cases of GOWA operator [19] - [21] . Merigó and Casanovas [22] proposed the extension of the GOWA operator named as the quasiarithmetic OWA (Quasi-OWA) operator. One can find the other generalizations of OWA operator in [23] - [34] .
Another key issue among the applications of the OWA operator in decision making process is how to determine the associated weights. O'Hagan [35] put forward a maximum entropy method by constructing a constrained nonlinear optimization model. Motivated by [35] , Wang and Parkan [36] developed a minimax disparity method to obtain OWA operator's weighting vector. The linguistic quantifiers were suggested to be useful tools to compute the weights of the OWA operator by Yager [37] . Filev and Yager [38] provided a learning method based on the observed data and exponential smoothing method, which can produce the exponential OWA operator and weighting vector. Moreover, Wang et al. [39] proposed the least-squares method (LSM) and the chi-square method (CSM) to produce the OWA operator's weighting vector. Numerous scholars are contributed to the determination of OWA operator's weights [40] - [43] .
The purpose of this paper is to introduce a novel approach to LCSS based on the Gini OWA (G p,q -OWA) operator which is a generalization of the GOWA operator that utilizes the Gini mean [44] in the OWA operator with parameters p and q. Diverse properties and families of G p,q -OWA operator are studied and a generalization of this operator called the Gini hybrid averaging (G p,q -HA) operator is developed. The G p,q -OWA operator has a main advantage that it include a wide range of aggregation operators. We further generalize the G p,q -HA operator and obtain a generalized Gini hybrid averaging (GG p,q -HA) operator and the Bajraktarevic hybrid averaging (B p,q -HA) operator. With these generalizations, the B p,q -HA operator can be seen as an extension of the quasiarithmetic hybrid averaging (Quasi-HA) operator, which is an extension of the Quasi-OWA operator.
To determine the G p,q -OWA operator weights, an orness measure of the G p,q -OWA operator is developed. Several properties of the new orness measure are proposed and the GLSD model is also provided to obtain the G p,q -OWA weights. An application of the new approach is presented with an example of a LCSS. This model has a prominent characteristic that its distribution is flexible and it can be applied in many decision making problems, such as strategic management, human resource management and financial management.
The remainder of this paper is organized as follows. In Section 2, some basic concepts such as the OWA operator, the GOWA operator and the Gini mean are reviewed. Section 3 presents the G p,q -OWA operator and studies some properties and families of this operator. Then G p,q -OWA operator is obtained to obtain the G p,q -HA operator, the GG p,q -HA operator and the B p,q -HA operator. Section 4 introduces the orness measure of the G p,q -OWA operator and the GLSD is proposed to determine the G p,q -OWA operator weights. In Section 5, a method for group decision making for LCSS with the G p,q -OWA operator is put forward and Section 6 develops a numerical example of the new approach to LCSS. Finally, summary of this paper is given in Section 7.
II. PRELIMINARIES
In this section, the OWA operator, the GOWA operator and the Gini mean are introduced briefly.
A. THE OWA OPERATOR
Yager originally [4] proposed the OWA operator, and it has been put into application widely [23] - [34] . It is defined as:
Definition 1: An OWA operator is a mapping OWA : I n → I that has an associated weighting vector w = (w 1 , w 2 , · · · , w n ) T of dimension n such that n j=1 w j = 1 and w j ∈ [0, 1], according to the following formula:
OWA(a 1 , a 2 , · · · , a n ) = n j=1 w j b j (1) where b j is the jth largest of the arguments a 1 , a 2 , · · · , a n . An important case is the arguments are drawn from the unit interval I = [0, 1]. For convenience, aggregation operators discussed in this paper will focus on this case.
B. THE GOWA OPERATOR
Yager developed the generalized OWA (GOWA) operator [18] , which is defined as follows:
Definition 2: A GOWA operator is a mapping GOWA : I n → I defined by an associated weighting vector w of dimension n such that n j=1 w j = 1 and w j ∈ [0, 1], and a parameter µ ∈ (−∞, 0) ∪ (0, +∞), according to the following formula:
where b j is the jth largest of a 1 , a 2 , · · · , a n . Considering the possible values of the parameter µ in the GOWA operator, a group of particular cases can be obtained. For instance, the OWA operator, the OWGA operator, the OWHA operator and the ordered weighted quadric averaging (OWQA) operator, such that:
C. THE GINI MEAN
The Gini mean was introduced in [44] , which is defined as:
Definition 3: A Gini mean is a mapping G p,q : I n → I that has an associated weighting vector w = (w 1 ,
where parameters p, q ∈ R. The Gini mean is an extension of the generalized mean. It has been studied in detail in [21] .
III. GINI OWA OPERATOR
In this section, the Gini OWA (G p,q -OWA) operator is investigated, which generalizes the GOWA. Some properties of it are studied, such as idempotency, boundedness, commutativity and monotonicity with respect to the parameters p and q. Then we extend the G p,q -OWA operator and obtain the G p,q -HA operator.
A. GINI OWA OPERATOR Definition 4: A Gini OWA operator is a mapping G p,q − OWA : I n → I with associated weighting vector w = (w 1 , w 2 , · · · , w n ) T who satisfies n i=1 w i = 1, w i ∈ [0, 1] for i = 1, 2, · · · , n, and such that G p,q − OWA(a 1 , a 2 , · · · , a n )
where p, q ∈ R and b j is the jth largest of a 1 , a 2 , · · · , a n . If we denotẽ
then the G p,q -OWA operator can be expressed as
According to Eq (6), the G p,q -OWA operator can be considered as the GOWA operator [18] in its formal way, in which the weightsw j can be viewed as a kind of combination weights of the weights w j and the weights b = G p,q − OWA(a 1 , a 2 , · · · , a n )
As a result, in this paper, we assume that p ≥ q. Example 1: Assume the following collection of arguments: a 1 = 0.6, a 2 = 0.7, a 3 = 0. The G p,q -OWA operator is idempotent, bounded, commutative and monotonic, which can be derived by Lemmas 1-2.
Lemma 1: Let g 1 (x) and g 2 (x) be two monotonic positive continuous functions.
(1) If g 1 (x) and g 2 (x) are both monotonic increasing, then g 1 + g 2 and g 1 · g 2 are also increasing monotonically.
(2) If g 1 (x) and g 2 (x) are both monotonic decreasing, then g 1 + g 2 and g 1 · g 2 are also decreasing monotonically.
Lemma 2: Let g(x) be a monotonic continuous function, (1) If g ≥ 0 for any x and k ≥ 0, then monotonicity of the function kg(x) is the same as function g(x).
(2) If g ≤ 0 for any x and k < 0, then monotonicity of the function kg(x) is contrary to function g(x).
Proof: Assume b j is the jth largest of a 1 , a 2 , · · · , a n , and d j is the jth largest of c 1 , c 2 , · · · , c n . Because a i ≥ c i for i = 1, 2, · · · , n, then b j ≥ d j for j = 1, 2, · · · , n. Take the derivative ofw j (Eq. (5)) and obtain
which implies thatw j is monotonically increasing with respect to b j . On the other hand, Eq. (6) is also increasing with respect to b j . With the monotonicity of Eqs. (5) and (6), we get that the G p,q -OWA operator is an increasing function. Since b j ≥ d j for j = 1, 2, · · · , n, then
The theorem is proved. Theorem 2 (Idempotency): If a i = a for i = 1, 2, · · · , n, then
Proof: If a i = a for i = 1, 2, · · · , n, then by Eq. (4), one has G p,q − OWA(a 1 , a 2 , · · · , a n )
The theorem is proved.
Theorem 3 (Boundedness):
Let a max = max i a i and a min = min i a i , then a min ≤ G p,q − OWA(a 1 , a 2 , · · · , a n ) ≤ a max (9) Proof: If a max = max i a i and a min = min i a i , then by Theorems (1) and (2), one has
The same way one can obtain that
Therefore,
The theorem is proved. Theorem 4 (Commutativity): If (c 1 , c 2 , · · · , c n ) is any permutation of the arguments (a 1 , a 2 , · · · , a n ), then
Proof: Let
, and
.
Since (c 1 , c 2 , · · · , c n ) is any permutation of the arguments (a 1 , a 2 , · · · , a n ), then b j = d j for j = 1, 2, · · · , n. Therefore,
The theorem is proved. An interesting issue is considering the parameters p and q in the G p,q -OWA operator. Next, we shall investigate several properties of the G p,q -OWA with respect to the parameters p and q.
Theorem 5: Let G p,q -OWA be the Gini OWA operator, then lim p→q G p,q − OWA(a 1 , a 2 , · · · , a n ) = n j=1 bw j j .
wherew j = w j b q j / n j=1 w j b q j and b j is the jth largest of the arguments a 1 , a 2 , · · · , a n .
Proof: According to Eq. (6), one has
Let p − q = λ, then the above equation can be written as
Take the natural logarithm of the above equation, one can obtain
Noting λ → 0 + , then by the L'Hospital's rule, we get
That is lim p→q log G p,q − OWA(a 1 , a 2 , · · · , a n ) = log n j=1 bw j j .
The theorem is proved. Theorem 6: Let G p,q -OWA be the Gini OWA operator, then
Proof: If p → +∞, the G p,q -OWA can be rewritten as
is the jth largest of the arguments a 1 , a 2 , · · · , a n and p − q = λ.
With the monotonicity and the idempotency of the above equation, we get G p,q − OWA(a 1 , a 2 , · · · , a n )
Since λ > 0, then we obtain
Denoting λ → +∞, and with lim λ→+∞w
A similar proof can be given for (2) . The theorem is proved.
B. SPECIAL CASES OF THE G p,Q -OWA OPERATOR
With different p and q, different aggregation operators can be obtained, including the GOWA operator, counter-harmonic OWA (C-HOWA) operator, Gini mean, G p,q -OWA median, Window G p,q -OWA operator and the Centered G p,q -OWA operator, etc. Note that the descending G p,q -OWA (DG p,q -OWA) operator and the ascending G p,q -OWA (AG p,q -OWA) operator can be distinguished, and the results can be applied to the following operators. Remark 1: If q = 0 and p ≥ 0, then it turns into the GOWA operator:
− OWA(a 1 , a 2 , · · · , a n ) = GOWA(a 1 , a 2 , · · · , a n )
And if p = 0 and q ≤ 0, then one can also obtain the GOWA operator:
Remark 2: Another particular case is the C-HOWA operator when q = p − 1, which is expressed as follows:
Specially, if n = 2 and w 1 = w 2 = 1/2, then one has
Furthermore, if p = 2, then one can get the contra harmonic OWA operator as follows:
Though analyzing the possible values of the weights w j in the G p,q -OWA operator, a group of particular cases can be obtained.
Remark 3: When w 1 = 1 and w j = 0 for j = 1, the maximum operator is obtained. And if w n = 1 and w j = 0 for j = n, then the minimum operator is obtained. Note that one can also get the Step G p,q -OWA operator when w k = 1 and w j = 0 for all j = k).
Remark 4: If w j = 1/n for j = 1, 2, · · · , n, then the G p,q -OWA operator becomes
which is the simple Gini mean. Remark 5: Another particular case is the G p,q -OWA median,which is expressed as follows:
If n is odd, assign w (n+1)/2 = 1 and w j = 0 for j = (n + 1)/2. If n is even, assign w n/2 = w n/2+1 = 0.5 and w j = 0 forall other values. Remark 6: Window G p,q -OWA operator could be used in the G p,q -OWA operator as a family of aggregation operators on the basis of the Window-OWA operator [37] , which occurs when w j = 1/m for k ≤ j ≤ k+m−1 and w j = 0 for j ≥ k+m and j < k.
Note that if m = k = 1, then the Window G p,q -OWA operator reaches the maximum. If m = 1 and k = n, then it becomes the minimum. If m = n and k = 1, then it becomes the simple Gini mean. Furthermore, the Olympic G p,q -OWA operator is obtained when w 1 = w n = 0 and for all others w j = 1/(n − 2). Note that if n = 3 or n = 4, the Olympic G p,q -OWA operator becomes the G p,q -OWA median. Finally, a special case of the Window G p,q -OWA operator is the E-Z G p,q -OWA operator based on the E-Z OWA operator [37] , which can be distinguished between two classes. In the first class, assume w j = 1/k for 1 ≤ j ≤ k and w j = 0 for j > k. In the second class, suppose that w j = 0 for 1 ≤ j ≤ n − k and w j = 1/k for n − k + 1 ≤ j ≤ n. Remark 7: Another interesting family is the SG p,q -OWA operator based on the S-OWA operator [37] . It can be sub-divided into three classes:
The ''or-like'' SG p,q -OWA operator is found if w k = (1 − α)/n + α and w j = (1 − α)/n for j = k, where a k = max 1] . Note that if α = 0, we get the simple Gini mean, and if α = 1, we get maximum. The '' and-like'' SG p,q -OWA operator is obtained when w k = (1 − β)/n + β and w j = (1 − β)/n for j = k with β ∈ [0, 1], where a k = min i {a i }. Note that if β = 0, we get the simple Gini mean, and if β = 1, we get the minimum. The generalized SG p,q -OWA operator can be formed if 1] . Note that if β = 0, the generalized SG p,q -OWA operator becomes the ''orlike'' SG p,q -OWA operator, and if α = 0, the generalized S G p,q -OWA operator becomes the ''andlike'' SG p,q -OWA operator. Note also that if α + β = 1, we get the Hurwicz criteria. Remark 8: By using a similar methodology, numerous other families of G p,q -OWA operator are extended, which can be found in [40] - [43] .
C. GENERALIZATIONS OF THE GINI OWA OPERATOR
In general, by adding the balance factor ω to the G p,q -OWA operator, the Gini hybrid averaging (G p,q -HA) operator is developed.
Definition 5: A Gini hybrid averaging operator is a mapping G p,q − HA : I n → I defined by an associated weighting vector w = (w 1 , w 2 , · · · , w n ) T of dimension n such that w j ∈ [0, 1] and n j=1 w j = 1, and parameters p, q ∈ R, according to the following formula: .
whereb j is the jth largest ofâ i (â i = nω i a i , i = 1, 2, · · · , n). ω = (ω 1 , ω 2 , · · · , ω n ) T is the weighting vector of the a i called the balance factor, satisfying ω i ∈ [0, 1] and
Similar to Eqs. (5)-(6), If we denotẽ w j = w jb q j n j=1 w jb q j , j = 1, 2, · · · , n.
then the G p,q -HA operator can be expressed as G p,q − HA(a 1 , a 2 , · · · , a n ) = .
According to Eqs. (20)-(24), the G p,q -HA operator generalizes the OWA, GOWA and G p,q -OWA operators and reflects both the given importance and the ordered position of the arguments.
Lemma 3: If ω = (1/n, 1/n, · · · , 1/n) T , thenâ i = a i , i = 1, 2, · · · , n, the G p,q -HA operator is reduced to the G p,q -OWA operator.
Similarly, if take different p, q and the weighting vector w in the G p,q -HA operator following the methodology explained in Section 3.2, a group of aggregation operators can be achieved, which are the same as Remarks 1-8.
Next, we generalize the G p,q -HA operator and introduce the GG p,q -HA operator and the B p,q -HA operator. The GG p,q -HA operator is a generalization of the G p,q -HA operator. The B p,q -HA operator is a generalization of the quasiarithmetic hybrid averaging (Quasi-HA) operator and the G p,q -HA operator. 
. (23) whereb j is the jth largest ofâ i (â i = nω i a i , i = 1, 2, · · · , n).ω = (ω 1 , ω 2 , · · · , ω n ) T is the balance factor of the a i which satisfies ω i ∈ [0, 1] and n i=1 ω i = 1.
As we can see, if w j (b j ) = w j b q j , then the GG p,q -HA operator reduces to the G p,q -HA operator. The GG p,q− HA operator can be further generalized by using Bajraktarevic mean [21] . − HA(a 1 , a 2 , · · · , a n )
where ϕ : [0, 1] → [−∞, +∞] be a strictly monotonic function and b j is the jth largest ofâ i (â i = nω i a i , i = 1, 2, · · · , n). ω = (ω 1 , ω 2 , · · · , ω n ) T is the weighting vector of the a i called the balance factor, satisfies ω i ∈ [0, 1] and n i=1 ω i = 1.
If ϕ(x) = x, then the B p,q -HA operator becomes the generalized mixture hybrid averaging (GMHA) operator:
GMHA(a 1 , a 2 , · · · , a n ) = n j=1 w j (b j )b j n j=1 w j (b j ). (25) which is based on the generalized mixture mean [4] .
If we take w j (x) = w j for j = 1, 2, · · · , n, then the B p,q -HA operator reduces to the Quasi-HA operator.
Furthermore, if ϕ(x) = x p−q and w j (x) = w j x q , then we obtain the G p,q -HA operator.
IV. A NEW METHOD FOR DETERMINING G P,Q -OWA WEIGHTS
As to the determination of the OWA operator weights, Yager [4] put forward an important measure linked to the weighting vector w in an OWA operator, such that
If we consider the special cases of OWA operator, w = (1, 0, · · · , 0)(maximum operator), orness(w) = 1. w = (1, 0, · · · , 0) (minimum operator), orness(w) = 0. w = (1/n, 1/n, · · · , 1/n)(average operator or arithmetic operator), orness(w) = 0.5. When it comes to the semantics of the OWA's measure of orness, Yager suggested that the orness measure can be interpreted as a measure of optimism of the decision making, thus it is also called the attitudinal character of the aggregation, which can be regarded as the OWA aggregation of arguments a j = (n − j)/(n − 1)(j = 1, 2, . . . , n). Specifically, if the optimism is considered in the aggregati-on process, than a large orness(w) is taken, otherwise a small orness(w) is taken. Based on this method, Yager [18] proposed the orness measure for the GOWA operator as:
It is obvious that the orness measure of the GOWA operator reduces to the orness measure of the OWA operator with µ = 1.
Following [18] , [40] - [43] , we can define the orness measure of the G p,q -OWA operator as follows:
Specially, if w * = (1, 0, · · · , 0), then orness p,q (w * ) = 1. And if q = 0, p ≥ 0 or p = 0, q ≤ 0, then the orness measure of Gini OWA operator becomes the orness measure of the GOWA operator. Note that if p = 1, q = 0, then the orness measure of Gini OWA operator reduces to the orness measure of the OWA operator.
From Theorems 1-3, one can get Theorem 7 as follows: Theorem 7:
From Theorem 5 we can get Theorem 8 as follows: 
Similar to [40] - [43] , one can analyze the orness measure of the Gini OWA operator with respect to the weighting vector. The properties are shown by the following theorems.
Lemma 4: Let x = (x 1 , x 2 , · · · , x n ) be the ordered vector, which satisfies x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0, let α = (α 1 , α 2 , · · · , α n ) be the vector satisfying α i ≥ 0 for i = 1, 2, · · · , n. If the weighting vector w = (w 1 , w 2 , · · · , w n ) satisfies w 1 ≥ w 2 ≥ · · · ≥ w n , then 
where p ≥ q. And if w 1 ≤ w 2 ≤ · · · ≤ w n , the inequality is reversed.
If α 1 = · · · = α n = 1, then Corollary 1 is obtained. Corollary 1: For ordered vector x = (x 1 , x 2 , · · · , x n ), such that x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0 and vector w = (w 1 , w 2 , · · · , w n ). If w 1 ≥ w 2 ≥ · · · ≥ w n , then 
By Lemma 4, Corollary 1 and Eq. (31), we get Theorem 9 as follows:
Theorem 9: Let w = (w 1 , w 2 , · · · , w n ) be the weighting vector satisfying n i=1 w i = 1 and w i ∈ [0, 1] for i = 1, 2, · · · , n. If w 1 ≥ w 2 ≥ · · · ≥ w n , then G p,q − OWA(a 1 , a 2 , · · · , a n ) .
And if w 1 ≤ w 2 ≤ · · · ≤ w n , then the inequalities are reversed.
Theorem 10: For weighting vector w = (w 1 , w 2 , · · · , w n ) and w = (w 1 , w 2 , · · · , w n ), which satisfy n i=1 w i = 1, n i=1 w i = 1 and w i ≥ 0, w i ≥ 0 for i = 1, 2, · · · , n.
If w i /w i+1 ≥ w i /w i+1 for i = 1, 2, · · · , n − 1, and p ≥ q, then G p,q − OWA w (a 1 , a 2 , · · · , a n ) ≥ G p,q − OWA w (a 1 , a 2 , · · · , a n ). (35) and orness p,q (w) ≥ orness p,q (w )
Theorem 10 describes how the relations of the Gini OWA operator and its orness measure changes.
To obtain the weights of OWA operator, following [40] - [43] , the aggregation operator weights should be equally important and all the arguments can be equally aggregated. Taking the orness constraint into consideration, our model should be described as making all the weights be as close to each other as possible with a given degree of orness. As a result, we can construct a new model to determine the G p,q -OWA weights as follows:
Obviously, the model imposes the disparity of the two adjacent weights regardless of a regular distribution and the parameters τ depends on the DM's attitude. It is called the generalized least squares deviation (GLSD) model. The GLSD is nonlinear and can be solved by using Matlab or LINGO software packages. Note that the G p,q -OWA operator weights do not follow a regular distribution which is the main advantage of the model. Therefore, the model could be applied efficiently in the OWA operator, the GOWA operator and other aggregation operators.
Example 2: Suppose that n = 5, τ = 1 and p = 2, q = 1. It is possible to determine the G p,q -OWA operator weights satisfying different degrees of orness: 0, 0.1, . . . , 0.9, 1, which are provided by the DM. By using LINGO software package, the G p,q -OWA operator weights are shown in Fig. 1 which are also depicted in Table 1 .
According to Table 1 and Fig.1 , w 1 decreases, while w 5 first decreases and then increases as the orness level, α, increases. w 2 , w 3 and w 4 increase at first and then start to decrease with the increasing α. Moreover, the weights of the G p,q -OWA are extremely close to each other when the orness degree is close to 0.75.
V. AN APPROACH TO LOW CARBON SUPPLIER SELECTION DECISION MAKING BASED ON THE G P,Q -OWA OPERATOR
The G p,q -OWA operator can be put into application widely in many fields, such as decision making, economics, statistics and engineering. In this section, the process of using the G p,q -OWA operator to address the decision making problems for LCSS will be analyzed.
Consider a MAGDM of LCSS. Let X = {x 1 , x 2 , · · · , x m } be a discrete set of m feasible suppliers, and U = {u 1 , u 2 , · · · , u n } be a finite set of attributes. Let D = {d 1 , d 2 , · · · , d t } be the set of DMs, and v = (v 1 , v 2 , · · · , v t ) T be the weighting vector of DMs satisfying v k ∈ [0, 1] and t k=1 v k = 1 but v k is unknown completely. Assume that each DM gives his own decision matrix A (k) = (a (k) ij ) m×n based on his experience and knowledge, where a (k) ij is given by the DM d k ∈ D, for the supplier x i ∈ X with respect to the attribute u j ∈ U . Let w = (w 1 , w 2 , · · · , w n ) T be the weighting vector of attributes which is also unknown completely satisfying w i ∈ [0, 1] and n i=1 w i = 1. The process with the G p,q -OWA operator in MAGDM for LCSS involves the following steps:
Step 1: Utilize the GLSD to obtain the optimal weighting vector of DMs: v = (v 1 , v 2 , · · · , v t ) T , which satisfies v k ∈ [0, 1] for all k and t k=1 v k = 1 by setting different τ .
Step 2: Utilize the G p,q -OWA operatorã ij = G p,q − OWA(a (1) ij , a (2) ij , · · · , a (t) ij ), i = 1, 2, · · · , m; j = 1, 2, . . . , n to aggregate all the decision matrices A (k) (k = 1, 2, · · · , t) into a collective decision matrixÃ = (ã ij ) m×n .
Step 3: Utilize the GLSD again to calculate the weighting vector of attributes: w = (w 1 , w 2 , · · · , w n ) T which satisfies w i ∈ [0, 1] for all i and n i=1 w i = 1.
Step 4: Utilize the G p,q -OWA operator r i = G p,q − OWA(ã i1 ,ã i2 , · · · ,ã in ), i = 1, 2, · · · , m, to derive the collective overall preference value r i of the s-upplier x i .
Step 5: Rank the collective overall preference values r i (i = 1, 2, · · · , m) in descending order.
Step 6: Rank all the suppliers x i (i = 1, 2, · · · , m) and select the best one(s) in accordance with the collective overall preference values r i (i = 1, 2, · · · , m).
Step 7: End. 
VI. ILLUSTRATIVE EXAMPLE
In the following, a brief illustrative example of the new approach to a MADM problem concerning LCSS is presented.
A manufacturer wants to select an appropriate low carbon supplier and six possible low carbon suppliers x i ,(i = 1, 2, 3, 4, 5, 6) are considered. After careful and comprehensive investigation, the expert group, constituted by three experts, establishes the following attributes: u 1 : cost; u 2 : lowcarbon technology; u 3 : capacity; u 4 : risk; u 5 : difficulty; and u 6 : other factors. Experts offer their own opinions regarding the results obtained with each alternative, and the results are shown in Tables 2-4 .
The ranking of the low carbon suppliers can be obtained by the proposed method. Here, assume that p = 3, q = 1 and τ = 1. The procedure includes the following steps:
Step 1: Utilize the GLSD to obtain the optimal weighting vector of DMs: v = (0.2705, 0.3607, 0.3688) T . Here, the degrees of orness provided by each DM are equal and α = 0.7. Step 2:
ij )(i = 1, 2, · · · , 6;j = 1, 2, · · · , 6) to aggregate all the decision matrices A (k) (k = 1, 2, 3) into a collective decision matrixÃ = (ã ij ) 6×6 , where: Step 4: Utilize the G p,q -OWA operator
, · · · ,ã i6 )(i = 1, 2, · · · , 6) to derive the collective overall preference value r i of the low carbon supplier x i and we get r 1 = 0.6791, r 2 = 0.6977, r 3 = 0.6880, r 4 = 0.6602, r 5 = 0.7411, r 6 = 0.6582.
Step 5: Rank the collective overall preference values r i (i = 1, 2, · · · , 6) in descending order:
Step 6: Rank all the low carbon supplier x i (i = 1, 2, · · · , 6) and choose the best one(s) in accordance with the overall preference values r i (i = 1, 2, · · · , 6):
Therefore, the best low carbon supplier is x 5 . Further, to analyze how the different particular cases of the G p,q -OWA operator affect the aggregation results, here, the Maximum, the Minimum, the Simply Gini mean, the G p,q -OWA median, the Olympic G p,q− OWA, the Step G p,q -OWA (k = 3), the Hurwicz (α = 0.4) are considered, respectively. The results are shown in Table 5 .
Then, orderings of the low carbon suppliers for each special case can be obtained which are shown in Table 6 , where '' '' means ''preferred to'' and ''∼'' means ''equivalent to'' According to Table 6 , the ordering of the low carbon suppliers is different and leading to different results, depending on the particular cases of the G p,q -OWA operator used.
VII. CONCLUSIONS
The G p,q -OWA operator generalizes the GOWA operator, the C-HOWA operator and the Gini mean. Their several desired properties, families of G p,q -OWA operator and the G p,q -HA operator are developed. Further, the G p,q -HA operator is generalized, the GG p,q -HA operator and the B p,q -HA operator are obtained. The main advantages of these aggregation operators are that they include a wide range of special cases.
To determine the G p,q -OWA operator weights, we have proposed the orness measure of the G p,q -OWA operator and studied some properties of it. Then the GLSD model is presented to obtain the G p,q -OWA weights based on the new orness measure. An application of the new approach is illustrated by a low carbon suppliers selection. This model has a prominent advantage that its distribution is flexible and it can be applied effectively in different group decision making problems, such as industrial engineering, human resource management and financial management.
For future study, we have the expectation to develop more extensions of these operators by using other characteristics in the decision process, such as uncertain information and more complex structures. Other decision making problems and other applications will also be considered [45] - [54] .
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