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MODULARITY LIFTING RESULTS IN PARALLEL WEIGHT ONE
AND APPLICATIONS TO THE ARTIN CONJECTURE: THE TAMELY
RAMIFIED CASE
PAYMAN L KASSAEI, SHU SASAKI, YICHAO TIAN
Abstract. We extend the modularity lifting result of [19] to allow Galois representa-
tions with some ramification at p. We also prove modularity mod 5 of certain Galois
representations. We use these results to prove new cases of the strong Artin conjecture
over totally real fields in which 5 is unramified. As an ingredient of the proof, we provide
a general result on the automatic analytic continuation of overconvergent p-adic Hilbert
modular forms of finite slope which substantially generalizes a similar result in [19].
1. Introduction
The work of Buzzard and Taylor [6] beautifully combined methods of Wiles and Taylor
(à la Diamond [11]) with a geometric analysis of overconvergent p-adic modular forms to
prove a modularity lifting result for geometric representations of Gal(Q/Q) which are split
and unramified at p. Combined with the works of Shepherd-Barron-Taylor and Dickinson,
these ideas came together in [5] where a program laid out by R. Taylor came to fruition in
proving many cases of the Artin conjecture over Q. Later, Buzzard generalized the results
of [6], allowing the Galois representation to have ramification at p, and these results were
used by Taylor to prove more cases of the Artin conjecture.
In [19], the first-named author proved a generalization of the main result of Buzzard-
Taylor [6] over a totally real field in which p is unramified. In [27], Pilloni proved a
generalization of this result in the case where p is slightly ramified in F . In both works the
Galois representation is assumed unramified at p. In this work, we generalize the result of
[19] allowing some ramification at p for the Galois representation in question.
To explain our method, let us first give a brief description of the proof in [19]. At the
heart of the argument in [19] lies the proof that a collection of weight one specilaizations of
Hida families are all classical Hilbert modular forms by analytically extending them from
their initial domains of definition to the entire Hilbert modular variety Yrig of level Γ1(N)∩
Γ0(p) (where N is prime to p). This analytic continuation is done in two steps. First,
one proves that every finite slope overconvergent Hilbert modular form will automatically
extend to a region R inside Yrig; a region considerably larger than the locus of definition of
the canonical subgroup, Vcan, over which one could previously perform automatic analytic
continuation (see [15]). In the second step, using a gluing argument, one shows that a linear
combination of the weight one forms at hand extends to a yet bigger region R ⊂ Y|τ |≤1rig ⊂
Yrig which contains a region saturated with respect to the forgetful map π : Yrig → Xrig
to the Hilbert modular variety Xrig of level Γ1(N). It is, then, proved that this linear
1
2 PAYMAN L KASSAEI, SHU SASAKI, YICHAO TIAN
combination descends under the map π to a region X
|τ |≤1
rig = π(Y
|τ |≤1
rig ) ⊆ Xrig, over which a
rigid-analytic Koecher principle can be applied to extend the descended form to the entire
Xrig. The point is that while R and Y|τ |≤1rig are not large enough to make the application
of the Koecher principle possible, their images under π are so.
In the setting of this article, we can no longer descend the forms to level Γ1(N), and,
hence, we must prove a more optimal analytic continuation at the level of Yrig itself. In
this work, we prove that every finite slope overconvergent Hilbert modular form extends
to a region Σ which is vastly larger than R: a region only slightly smaller than the tube
of the “generic” locus of the special fibre Y (in codimension < 2), defined in terms of the
stratification of Y studied in [15].
Theorem 1.1. Any overconvergent Hilbert modular form of finite slope (at all primes
above p) extends analytically to
Σ =
⋃
codim(W )=0,1
]W gen[′,
where W runs over strata of Y (defined in [15]) of codimension 0, 1, W gen is the generic
locus of W defined in 2.5, ]W gen[ is the tube of W gen in Yrig, and ]W
gen[′⊂ ]W gen[ is
defined in 5.6.
This provides the strongest automatic analytic continuation result for overconvergent
Hilbert modular forms in the literature so far, and is of independent interest besides the
applications explored in this article. This is done in §5.
To explain the second step of the proof, let us assume that the prime p is inert in F
for simplicity. In this case, the collection of weight one overconvergent forms consists of
two forms, say f, g, each of which can be extended to Σ by the first step. Let w be the
Atkin-Lehner involution on Yrig. To further extend f , we want to glue f defined on Σ to
a scalar multiple of w(g) which is defined on w−1(Σ). This would extend f to Σ∪w−1(Σ).
The main difficulty in this step, compared to the elliptic case, is that Σ∩w−1(Σ) has many
connected components which need to be controlled. A detailed analysis of these connected
components is carried out in §6 and utilizes the geometry of intersection of irreducible
components of strata on Y provided by [15]. Another complication, essentially due to the
existence of totally positive units in F , is that f may, in fact, not be a scalar multiple of
w(g), and a replacement for g has to be constructed.
The third step of the analytic continuation requires a close study of the stratification
on Y which is carried out in §2. Using these results, one shows that the complement of
Σ ∪ w−1(Σ) in Yrig has codimension at least 2 in reduction mod p. It follows that f
automatically extends from Σ ∩ w−1(Σ) to the entire Yrig by the Koecher principle. We
should mention that there are smaller choices of Σ that make this last step work fine.
However, the region Σ defined above is chosen such that the connected components of
Σ ∩ w−1(Σ) are well-behaved: we show that every such connected component contains
a region which is saturated under π; this is essential for carrying out the gluing process
described above. The above analytic continuation results allow us to prove:
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Theorem 1.2. Let p > 2 be a prime number, and F a totally real field in which p is
unramified. For any prime ideal p|p, let Dp denote a decomposition group of Gal(Q/F ) at p,
and Ip the inertia subgroup. Let ρ : Gal(Q/F )→ GL2(O) be a continuous representation,
where O is the ring of integers in a finite extension of Qp, and m its maximal ideal. Assume
• ρ is unramified outside a finite set of primes,
• For every prime p|p, we have
ρ|Dp
∼= αp ⊕ βp,
where αp, βp : Dp → O× are characters distinct modulo m, and αp(Ip) and βp(Ip)
are finite, and αp/βp is tamely ramified,
• ρ := (ρ mod m) is ordinarily modular, i.e., there exists a classical Hilbert modular
form g of parallel weight 2 such that ρ ≡ ρg(mod m) and ρg is potentially ordinary
and potentially Barsotti-Tate at every prime of F dividing p,
• ρ is absolutely irreducible when restricted to Gal(Q/F (ζp)).
Then, ρ is isomorphic to ρf , the Galois representation associated to a Hilbert modular
eigenform f of weight (1, 1, · · · , 1) and level Γ1(Np), for some integer N prime to p.
Remark 1.3. We can handle the case where αp/βp has arbitrary ramification provided
there is an integral model of the Hilbert modular variety of level Γ1(Np
m) (for m > 1)
such that the forgetful map to level Γ1(N, p) is flat.
In the last two sections of the paper, we apply our results to prove certain cases of the
strong Artin conjecture over totally real fields. We first prove modularity of certain Galois
representations mod 5 following a method of Taylor. Combining these results with Theorem
1.2, we prove new icosahedral cases of the strong Artin conjecture over F (generalizing the
main theorem of Taylor in [41] to F while removing conditions at 3 and 5 given there).
Theorem 1.4. Let F be a totally real field in which 5 is unramified. Let
ρ : Gal(Q/F )→ GL2(C)
be a totally odd and continuous representation satisfying the following conditions:
• ρ is totally odd;
• ρ has the projective image A5;
• for every place p of F above 5, the projective image of the decomposition group at
p has order 2.
Then, there exists a holomorphic Hilbert cuspidal eigenform f of weight 1 such that ρ arises
from f in the sense of Rogawski-Tunnell, and the Artin L-function L(ρ, s) is entire.
After a first version of this article was submitted to Arxiv, Pilloni-Stroh announced a
result generalizing the work of Pilloni [27].
1.5. Notation. Let p be a prime number. Let L/Q be a totally real field of degree g > 1
in which p is unramified, OL its ring of integers, and dL its different ideal. For a prime
ideal p of OL dividing p, let κp = OL/p, a finite field of order pfp . Let κ be a finite field
containing an isomorphic copy of all κp which is generated by their images. We identify
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κp with a subfield of κ once and for all. Let Qκ be the fraction field of W (κ). We fix
embeddings Qκ ⊂ Qurp ⊂ Qp. Let vp the p-adic valuation on Qp so that vp(p) = 1.
Let S = {p|p} be the set of prime ideals of OL dividing p. Let
B = Emb(L,Qκ) =
∐
p∈S Bp,
where Bp = {β ∈ B : β−1(pW (κ)) = p}, for every prime ideal p dividing p. If t|(p) is an
ideal, we define Bt = ∪p|tBp. We also set t∗ = (p)/t.
Let σ denote the Frobenius automorphism of Qκ, lifting x 7→ xp modulo p. It acts
on B via β 7→ σ ◦ β, and transitively on each Bp. For S ⊆ B, we let Sc = B − S, and
ℓ(S) = {σ−1 ◦ β : β ∈ S}, the left shift of S. Similarly, define the right shift of S, denoted
r(S). We denote by |S| the cardinality of S. The decomposition
OL ⊗Z W (κ) =
⊕
β∈B
W (κ)β,
where W (κ)β is W (κ) with the OL-action given by β, induces a decomposition,
M =
⊕
β∈B
Mβ ,
on any OL ⊗Z W (κ)-module M .
Let N ≥ 4 be an integer prime to p. Throughout the paper, we will fix a finite extension
K of Qκ with residue field κK , and ring of integers OK .
1.6. The Hilbert modular variety of level Γ1(N)∩Γ0(p). We denote by X the Hilbert
modular scheme of level Γ1(N) over Spec(OK), and Y the Hilbert modular scheme over
Spec(OK) of level Γ1(N) ∩ Γ0(p). The base extensions of X,Y to Spec(K) are denoted,
respectively, XK , YK . The connected components of X and Y are both in natural bijection
with the set of strict ideal class group cl+L . For a representative (a, a
+) of cl+L , we denote
the corresponding connected component of X (respectively, Y ) by Xa (respectively, Ya).
We apply the same convention to other variants of X,Y appearing in this paper. Let X, Y
be, respectively, the special fibres of X and Y , X and Y, the formal completions of X and
Y along their special fibres, and Xrig and Yrig, the associated rigid analytic generic fibres
over K. By abuse of notation, we always denote by π the natural forgetful projection
from level Γ1(N) ∩ Γ0(p) to Γ1(N) in various settings, e.g., π : Y → X, π : Y → X,
π : Yrig → Xrig.
Let Auniv be the universal abelian scheme over X, and e : X → Auniv be the unit
section. We put ω = e∗ΩAuniv/X . This is a locally free (OX ⊗Z OL)-module of rank 1, so
that we have a canonical decomposition ω = ⊕β∈Bωβ according to the natural action of
OL on ω. For any k = (kβ)β∈B ∈ ZB, we put
ωk = ⊗β∈Bω⊗kββ .
We still denote by ω, ωβ and ω
k their pull-backs to Y via π or the corresponding sheaves
in the formal or rigid analytic settings.
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We choose toroidal compactifications X˜ and Y˜ based on a common fixed choice of
rational polyhedral cone decompositions. We still denote by π the natural map Y˜ → X˜.
There is a semi-abelian scheme A˜ over X˜ extending the universal abelian scheme Auniv.
We denote by X˜ and Y˜ the corresponding formal completions along the special fibres, and
by X˜rig = X˜
an
K and Y˜rig = Y˜
an
K the associated rigid analytic spaces. For any k ∈ ZB, the
line bundle ωk on X (resp. on Y ) extends to a line bundle over X˜ (resp. Y˜ ), still denoted
by ωk, by using the semi-abelian scheme A˜ over X˜ (resp. Y˜ ).
Let X˜ordrig be the ordinary locus of Xrig, i.e., the quasi-compact admissible open subdomain
of X˜rig, where the rigid semi-abelian scheme A˜an has good ordinary reduction or specializes
to cusps, and Xordrig = X˜
ord
rig ∩ Xrig. Similarly, let Yordrig be the locus of π−1(Xordrig ) where the
finite flat subgroup H is of multiplicative type, and Y˜ordrig ⊂ Y˜rig be the union of Yordrig
together with the locus of Y˜rig with reduction to unramified cusps.
1.7. The Hilbert modular variety of level Γ1(Np). Recall our fixed choice of K, a
finite extension of Qκ. We assume that K contains the p-th roots of unity. Let ZK be
the Hilbert modular variety of level Γ1(Np) over Spec(K), i.e., the scheme that represents
the functor attaching to a K-scheme S, the set of isomorphic classes of the 4-tuples,
(A,λ, iN , P ), where
• A is an abelian scheme of dimension g over S with real multiplication by OL;
• λ : A→ A∨ is a prime-to-p polarization compatible with the action of OL;
• iN : µN ⊗Z d−1L →֒ A[N ] is an OL-equivariant closed immersion of group schemes;
• P : S → A[p] is a section of the finite flat group scheme A[p] of order p, such that
the OL-subgroup generated by P is a free (OL/p)-module of rank 1.
We will often use the abbreviation A = (A,λ, iN ), and denote a S-valued point of ZK
simply by (A,P ). Let H = (P ) be the OL-subgroup of A[p] generated by P . We have
a canonical decomposition H =
∏
p∈SH[p] corresponding to the decomposition OL/p =∏
p∈SOL/p. We denote by Pp the image of P under the natural projection H → H[p].
Then Pp is a generator of H[p] as OL-module, and we have P =
∏
p∈S Pp. Let
α : ZK → YK
be the map given by (A,P ) 7→ (A, (P )). The map α is finite étale of degree ∏p∈S(pfp − 1).
We choose the same rational polyhedral cone decomposition as that of Y to construct
a toroidal compactification Z˜K of ZK . The morphism α extends to a finite flat map
α : Z˜K → Y˜K . For any k = (kβ)β∈B ∈ ZB, we define ωk on Z˜K to be the pullback of ωk on
Y˜K under α.
For uniformity of notation, we will denote Z˜anK , the rigid analytification of Z˜K , by
Z˜rig. We will continue to denote by α : Z˜rig = Z˜
an
K → Y˜ anK = Y˜rig, the analytification of
α : Z˜K → Y˜K . We set Z˜ordrig = α−1(Y˜ordrig ). The analytification of the sheaf ωk on Z˜rig will
be denoted by the same symbol.
1.7.1. An integral model of ZK . We will need the integral model of ZK over OK defined in
[26]. Let H ⊂ Auniv[p] be the universal isotropic (OL/p)-cyclic subgroup over Y . We have
a canonical decomposition H =
∏
p∈SH[p], where each H[p] = Spec(OH[p]) is a scheme of
6 PAYMAN L KASSAEI, SHU SASAKI, YICHAO TIAN
one-dimensional (OL/p)-vector spaces over Y . By Raynaud’s classification of such group
schemes [31, 1.4.1], there exist invertible sheaves Lβ over Y , for each β ∈ Bp, together
with OY -linear morphisms ∆β : L⊗pβ → Lσ◦β and Γβ : Lσ◦β → L⊗pβ such that ∆β ◦ Γβ and
Γβ ◦∆β are both multiplication by p, and the OY -algebra OH[p] is isomorphic to
SymOY (⊕β∈BLβ)/((1 −∆β)L⊗p : β ∈ Bp).
In fact, Lβ is the direct summand of the augmentation ideal JH[p] ⊂ OH[p], where (OL/p)×
acts via the Teichmüller character χβ : (OL/p)× → W (κK)×. Now we consider the closed
subscheme H ′[p] of H[p] defined by the equation
(⊗β∈B∆β − 1)(⊗β∈BL⊗(p−1)β ).
Explicitly, let U = Spec(R) be an affine open subset of Y such that
H[p]|U = Spec(R)[Tβ : β ∈ Bp]/(T pβ − yσ◦βTσ◦β : β ∈ Bp),
with yβ ∈ R, for β ∈ Bp. Then, we have
H ′[p]|U = Spec(R[Tβ : β ∈ Bp])/(T pβ − yσ◦βTσ◦β ,
∏
β∈Bp
T p−1β −
∏
β∈Bp
yβ).
From this local description, we see that H ′[p] is a finite flat scheme over Y of rank pfp − 1.
We set H ′ :=
∏
p∈SH
′[p].
Proposition 1.8 ([26], 5.1.5, 2.3.3). The Y -scheme H ′ → Y represents the functor which
associates to each Y -scheme S, the set of (OL/p)-generators of H ×Y S in the sense of
Drinfeld-Katz-Mazur [21, 1.10]. Consequently, the scheme H ′ is an integral model of Z
over OK , which is finite flat of degree
∏
p∈S(p
fp − 1) over Y .
In the sequel, we will define Z := H ′, and call α the natural map Z → Y . For any k as
above, we let ωk denote the pullback of ωk on Y under α : Z → Y ; it is an integral model
for the restriction to ZK of the sheaf ω
k defined above on Z˜K .
We let Z denote the formal completion of Z along its special fibre, and Zrig its associated
rigid generic fibre. Therefore, Zrig is the quasi-compact admissible open subdomian of Z˜rig
where the universal HBAV has good reduction.
1.9. Atkin-Lehner automorphisms. We first define these automorphisms over Y . Let
S be an OK -scheme, and consider an S-valued point Q of Y corresponding to (A,H) =
(A, iN , λ,H). We have a canonical decomposition H =
∏
q∈SH[q]. For any p ∈ S, we put
wp(Q) = (A/H[p],H
′),
Where A/H[p] denotes the quotient of A by H[p] along with its induce PEL data (as
defined in [15, §2.1]), and H ′ =
∏
qH
′[q], with H ′[p] = A[p]/H[p] and H ′[q] = H[q], under
the identification (A/H[p])[q] ∼= A[q] for q 6= p. The automorphisms wp for p ∈ S commute
with each other. For any T ⊂ S, we define wT =
∏
p∈T wp, and w = w(p). In view of
w2(Q) = (
∏
p∈S
w2p)(Q) = (A,λ, piN ,H),
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we see that each wT is automorphism on Y . The automorphisms wT extend naturally to
the chosen toroidal compactification Y˜ . We still denote by wT the automorphisms induced
on Y˜K , Y˜ , Y˜rig, etc.
We now turn to ZK . Let us fix an element ζp which is an OL-generator of (Gm⊗d−1L )[p].
We define an automorphism wp on ZK for p ∈ S as follows. Let x = (A,P ) be a point of
ZK with values in a K-scheme S. For each p ∈ S, the prime-to-p polarization λ induces a
perfect Weil pairing
〈·, ·〉p : A[p] ×A[p]→ (Gm ⊗ d−1L )[p]
Let φp : A→ A′ = A/H[p] be the canonical isogeny, and φˆp : A′ → A/A[p] be the canonical
isogeny with kernel A[p]/H[p]. Since H[p] is (automatically) isotropic, the Weil pairing
〈·, ·〉p induces a perfect duality pairing
〈·, ·〉φp : Ker(φp)×Ker(φˆp)→ (Gm ⊗ d−1L )[p].
We define wp(x) = (A
′, Q) = (A′, λ′, i′N , Q), where λ
′ and i′N are respectively the induced
polarization and Γ1(N)-structure on A
′, and Q =
∏
q∈SQq ∈ A′[p](S) is given as follows:
For q 6= p, we put
Qq = Pq ∈ A′[q] ≃ A[p],
and Qp is the unique point of Ker(φˆp)(S) such that 〈Pp, Qp〉φp = ζp.
We see easily that wp and wq commute for p, q ∈ S, so that wT =
∏
p|T wp is well-defined
for any T ⊂ S. We let w = w(p). Note that w2(A,λ, iN , P ) = (A,λ, piN ,−P ), since
〈Pp, Qp〉φp〈Qp, Pp〉φˆp = 1
for any p ∈ S. Since a certain power of w2 is the identity, it follows that each wT is an
automorphism. The automorphism wT extends to the toroidal compacification Z˜K . Via
the natural projection α : Z˜K → Y˜K , the automorphisms wT on Z˜K and Y˜K are compatible.
2. Preliminaries on the Geometry of Y
In this section, we prove some results on the geometry of the special fibre of Y , which
will be useful in the analytic continuation process of later sections (see Theorem 7.1).
2.1. Directional degrees and valuations. We recall the notions of directional degrees
introduced in [42, 29], and directional valuations defined in [15], and discuss the relationship
between the two notions. Let Q = (A,H) be a rigid point of Y˜rig defined over a finite
extension K ′/K.
Case 1. A has good reduction over OK ′ . Then A and H can be defined over OK ′ . Let ωH
be the module of invariant differential 1-forms of H. We have a canonical decomposition
ωH =
⊕
β∈B ωH,β, where each ωH,β is a torsion OK ′-module generated by one element. So
there exists aβ ∈ OK ′ such that ωH,β ≃ OK ′/(aβ). We set
degβ(Q) = degβ(H) = vp(aβ) ∈ Q ∩ [0, 1].
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Case 2. A has semi-stable reduction over OK ′ . Then we have a canonical decomposition
H ≃ ∏p∈SH[p] of group schemes over K ′. Recall that A[p] has a unique maximal OL-
subgroup, denoted by A[p]µ, which extends to a group scheme over OK ′ of multiplicative
type. We put, for all β ∈ Bp,
degβ(Q) =
{
1 if H[p] = A[p]µ,
0 otherwise.
We get therefore a parametrization of Y˜rig by the partial degrees [15, 29, 42]:
deg = (degβ)β∈B : Y˜rig → [0, 1]B.
For an ideal t of OL dividing (p), we have B = Bt
∐
Bt∗ , and a decomposition of rigid
analytic spaces
Y˜rig −Yrig =
∐
(p)⊂t⊂OL
(Y˜rig −Yrig)t,
where (Y˜rig −Yrig)t consists of points Q ∈ Y˜rig −Yrig with degβ(Q) = 1 for β ∈ Bt and
degβ(Q) = 0 for β ∈ Bt∗ .
Using the additivity of partial degrees [42, 3.6], we have
(2.1.1) degβ(wp(Q)) =
{
1− degβ(Q) if β ∈ Bp
degβ(Q) if β /∈ Bp
for any Q ∈ Y˜rig and p ∈ S.
Definition 2.2. Let Q ∈ Y˜rig. For any p ∈ S, we define degp(Q) =
∑
β∈Bp
degβ(Q). If I
is a multiset of intervals indexed by S, I = {Ip ⊂ [0, fp] : p ∈ S}, and V ⊂ Y˜rig, we define
an admissible open of Yrig
VI = {Q ∈ V : degp(Q) ∈ Ip,∀p ∈ S}.
Also, for an interval I ⊂ [0, g], define Y˜rigI = {Q ∈ Y˜rig : deg(Q) =
∑
p∈S degp(Q) ∈ I}.
We now discuss the relation to partial valuations νβ(Q) defined in [15, §4.2], using the
mod-p geometry of Y˜rig. The valuations and partial degrees are related as follows
νβ(Q) = 1− degβ(Q).
Remark 2.3. In this paper, we have decided to use the partial degrees which are more
intrinsically defined in terms of the subgroup H. Since we refer often to the results of
[15], and [19], the reader should be mindful of the slight change in the notation. In those
references, intervals are formed using directional valuations rather than directional degrees.
The two notions are simply related by interchanging I with Iw obtained by replacing any
interval Ip = [a, b], with I
wp
p := [fp − b, fp − a] (similarly, for open, half-open intervals).
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2.4. Mod-p geometry: stratifications. Recall first Goren-Oort’s stratification on X
defined in [14]. For each β ∈ B, let hβ ∈ Γ(X,ω⊗pσ−1◦β ⊗ ω−1β ) be the β-th partial Hasse
invariant, and Zβ ⊆ X be the closed subscheme defined by the vanishing of hβ. For any
subset τ ⊆ B, we put Zτ =
⋂
β∈τ Zβ, and Wτ = Zτ −
⋃
τ⊂τ ′ Zτ ′ . Each Wτ is a locally
closed reduced subvariety of X , equidimensional of codimension |τ |, and {Wτ , τ ⊆ B} form
a stratification of X . For any point Q ∈ X, we put
(2.4.1) τ(Q) = {β ∈ B : hβ(Q) = 0}.
Then, we have Q ∈Wτ if and only if τ(Q) = τ .
Similarly, Goren and Kassaei [15] defined a stratification on Y . Following loc. cit., we
say a pair (ϕ, η) of subsets of B is admissible if ℓ(ϕc) ⊂ η. For each admissible pair, they
defined a locally closed subset Wϕ,η equidimensional of codimension |ϕ| + |η| − g in Y .
They proved that if Zϕ,η denotes the closure of Wϕ,η in Y , then
Zϕ,η =
⋃
(ϕ′,η′)≥(ϕ,η)
Wϕ′,η′ ,
where (ϕ′, η′) ≥ (ϕ, η) means that ϕ′ ⊃ ϕ and η′ ⊃ η [15, 2.5.1]. Then,
{Wϕ,η : (ϕ, η) admissible}
form a stratification of Y [15, 2.5.2]. By [loc. cit. 2.6.4], we have
(2.4.2) π(Wϕ,η) =
⋃
ϕ∩η⊂τ
τ⊂(ϕ∩η)∪(ϕc∩ηc)
Wτ .
The relationship between Goren-Kassaei’s stratification and the directional degrees can
be explained as follows ([15, Thm 4.3.1]). Let sp : Yrig → Y denote the specialization
map. For a rigid point Q ∈ Yrig, we put
ϕ(Q) = {β ∈ B,degσ−1◦β(Q) ∈ (0, 1]}, η(Q) = {β ∈ B,degβ(Q) ∈ [0, 1)}.(2.4.3)
The pair (ϕ(Q), η(Q)) is always admissible, and Q = sp(Q) lies in Wϕ,η if and only if
(ϕ(Q), η(Q)) = (ϕ, η). Hence, the strata {Wϕ,η} correspond bijectively to the faces of the
hypercube [0, 1]B: for any stratum Wϕ,η, we have
sp−1(Wϕ,η) = {Q ∈ Yrig : (ϕ(Q), η(Q)) = (ϕ, η)} = Yriga,
where a ⊂ [0, 1]B is the face consisting of (xβ)β∈B ∈ [0, 1]B with xβ = 1 for β ∈ ηc, xβ = 0
for β ∈ ℓ(ϕc), and xβ ∈ (0, 1) for β ∈ η ∩ ℓ(ϕ), and Yriga = deg−1(a). Note that the
codimension of Wϕ,η in Y equals to the dimension of a.
Let T ⊂ S, and wT be the Atkin-Lehner automorphism on Y defined earlier. The above
description of the stratification in terms of directional degrees shows that
(2.4.4) wT (Wϕ,η) =WwT (ϕ,η),
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where (ϕ′, η′) = wT (ϕ, η) is an admissible pair whose p-component is given by
(ϕ′p, η
′
p) =
{
(r(ηp), ℓ(ϕp)) if p ∈ T,
(ϕp, ηp) if p /∈ T.
Definition 2.5. For a stratum Wϕ,η of Y , the generic part of Wϕ,η is defined to be
W genϕ,η = π
−1(Wϕ∩η) ∩Wϕ,η.
Lemma 2.6. For each admissible pair (ϕ, η), W genϕ,η is an open dense subset of Wϕ,η.
Moreover, if ϕc ∩ ηc 6= ∅, the complement of W genϕ,η in Wϕ,η is a divisor.
Proof. By (2.4.2), we have W genϕ,η = {Q ∈ Wϕ,η : hβ(Q) 6= 0,∀β ∈ ϕc ∩ ηc}. Therefore,
if ϕc ∩ ηc 6= ∅, the complement of W genϕ,η is the locus where at least one of the sections
{π∗(hβ)|β ∈ ϕc ∩ ηc} vanishes. 
Consider now codimension 0 strata of Y . They correspond to vertex points of [0, 1]B. For
a vertex point x = (xβ) ∈ {0, 1}B, we denote by Wx =Wϕx,ηx the stratum of codimension
0 attached to x, where
ϕx = {β ∈ B : xσ−1◦β = 1}, ηx = {β ∈ B : xβ = 0}.
Then, by [15, 4.3.1], we have
(2.6.1) deg−1(x) =
{
sp−1(Wx) ∪ (Y˜rig −Yrig)t if x = xt for some t|(p);
sp−1(Wx) otherwise.
Here, xt is the vertex point whose β-th component is 1 if β ∈ Bt, and 0 otherwise. For
a subset T ⊂ S, let wT (x) be the vertex point whose β-component equals to 1 − xβ for
β ∈ ∪p∈TBp, and to xβ otherwise. It is clear that wT (Wx) =WwT (x).
Definition 2.7. Let x ∈ [0, 1]B, and t ⊂ S. We say x is T -ordinary, if for every prime
ideal p ∈ T , we have either xβ = 1 for all β ∈ Bp, or xβ = 0 for all β ∈ Bp.
Proposition 2.8. Let x be a vertex point of [0, 1]B, and Wx the corresponding stratum of
Y . Let T be the set of all primes p ∈ S such that x is not p-ordinary. Then, the open dense
subset
W genx ∪w−1T (W genwT (x))
of Wx has a complement of codimension 2.
Proof. LetW spx =Wx−W genx . Then, the complement ofW genx ∪w−1T (W genwT (x)) inWx equals
W spx ∩w−1T (W spwT (x)).
By Lemma 2.6, the closed subschemes W spx and W
sp
wT (x)
of Wx are divisors. To prove
the claim, it is enough to show that no irreducible component of W spx coincides with an
irreducible component of w−1T (W
sp
wT (x)
).
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Let Zx be the closure of Wx in Y . In the notation of [15, 2.5.1], we have
Zx = Zϕx,ηx =
⋃
(ϕ,η)≥(ϕx ,ηx)
Wϕ,η.
From the proof of Lemma 2.6, the Zariski closure of W spx in Zx is given by the vanishing
of at least one of the sections
{π∗(hβ) : β ∈ ϕcx ∩ ηcx}
on Zx. Similarly, using Definition 2.5, we see that the Zariski closure of w
−1
T (W
sp
wt(x)
) in
Zx is defined by the vanishing of at least one of the sections
{w∗Tπ∗(hβ) : β ∈ rT (ηx)c ∩ ℓT (ϕx)c}
on Zx.
Lemma 2.9. Let notation be as in Proposition 2.8. The closure in Zx of each irreducible
component of W spx passes through a point in WB,B.
We assume this Lemma for the moment, and finish the proof of 2.8 as follows. Let Q
be a point in WB,B ∩ Zx. By Stamm’s theorem [39], we have an isomorphism
ÔY ,Q ≃ κK [[xβ, yβ : β ∈ B]]/(xβyβ)β∈B,
where xβ, yβ are specifically defined local parameters. Similarly, we can write
ÔY ,wT (Q) ≃ κK [[x′β, y′β : β ∈ B]]/(x′βy′β)β∈B,
such that w∗T (x
′
β) = yβ, and w
∗
T (y
′
β) = xβ for all β ∈ ℓT (φx)c ∩ rT (ηx)c(⊂ ∪p∈TBp), as in
[15, 2.7.2]. It follows from [15, 2.5.2](4) that
ÔZx,Q = κK [[zβ : β ∈ B]],
where, zβ = xβ, if β 6∈ ηx, and zβ = yβ, otherwise.
By Lemma 2.9 above, to complete the proof of 2.8, we just need to show that for each
β ∈ ϕcx ∩ ηcx, and each β′ ∈ rT (ηx)c ∩ ℓT (ϕx)c, the closed subschemes defined by π∗(hβ)
and w∗Tπ
∗(hβ′) in Spec(ÔZx,Q) have no common irreducible components.
The Key Lemma 2.8.1 in [15] implies that for all β ∈ φcx ∩ ηcx, we have
π∗(hβ) = uxβ + vy
p
σ−1◦β
(2.9.1)
in the local ring ÔY ,Q, where u, v are units in ÔY ,Q. Specializing to the local ring OZx,Q,
we obtain
π∗(hβ) = uzβ + vz
p
σ−1◦β
.
Similarly, for all β′ ∈ ℓT (φx)c ∩ rT (ηx)c,
π∗(hβ′) = u
′x′β′ + v
′(y′σ−1◦β′)
p,
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in the local ring ÔY ,wt(Q), with u′, v′ units in ÔY ,wt(Q). This implies that
w∗Tπ
∗(hβ′) = w
∗
T (u
′)yβ′ + w
∗
T (v
′)(xσ−1◦β′)
p(2.9.2)
= w∗T (u
′)zβ′ + w
∗
T (v
′)(zσ−1◦β′)
p,(2.9.3)
in the local ring OZx,Q. Comparing Equations 2.9.1 and 2.9.3, and noting that
(φcx ∩ ηcx) ∩ (ℓT (φx)c ∩ rT (ηx)c) = ∅,
it is now immediate to see that π∗(hβ) and w
∗
T (π
∗(hβ′)) cut out two irreducible and distinct
divisors in Spec(ÔZx,Q) . Now it remains to prove Lemma 2.9.

Proof of 2.9. Let C be an irreducible component of W spx , and C be its closure in Zx. Since
Zx is smooth [15, 2.5.2.](4), there exists a unique irreducible component D of Zx containing
C. By [15, 2.6.4](1), π(D) is an irreducible component of
π(Zx) = π(Zϕx,ηx) = Zϕx∩ηx .
Since π is proper, π(C) is an irreducible component of Zϕx∩ηx . In particular, π(C)
intersectsWB. On the other hand, since C ⊂
⋃
β∈ϕcx∩η
c
x
Zx∩π−1(Z{β}), there is β0 ∈ ϕcx∩ηcx
such that C ⊂ π−1(Z{β0}). Let
E := C ∩ ZB−{β0},B−{β0}.
Since C is a divisor in Zϕx∩ηx , and ZB−{β0},B−{β0} is purely 2-dimensional, every connected
component of E has dimension one.
By [15, 2.6.16], if Q ∈ ZB−{β0},B−{β0}, then τ(π(Q)) ⊇ B− {β0}. It follows that
π(E) ⊂WB ∩ π(C),
which is a finite set, say {P 1, · · · , P r}. Therefore,
E ⊂
r⋃
i=1
π−1(P i) ∩ ZB−{β0},B−{β0}
By [15, ], each π−1(P i) ∩ ZB−{β0},B−{β0} is homeomorphic to A1. Since E is purely
one-dimensional, it follows that there is a point P ∈ {P 1, · · · , P r}, such that π−1(P ) ∩
ZB−{β0},B−{β0} ⊂ E. Let Q be he unique point in
π−1(P )− π−1(P ) ∩ ZB−{β0},B−{β0} = π−1(P ) ∩ ZB,B.
Since E is Zariski closed in Y , we deduce that Q ∈ E ∩WB,B ⊂ C ∩WB,B.

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3. Geometric Hilbert modular forms
For k ∈ ZB, the space of geometric Hilbert modular forms of level Γ1(Np) and weight k
is defined as
Mk(Γ1(Np);K) := H0(ZK , ωk) = H0(Z˜K , ωk),
where the last equality is because of the classical Koecher principle [30, 4.9]. We will
denote the subspace of cusp forms by Sk(Γ1(Np);K). The space of overconvergent Hilbert
modular forms of level Γ1(Np) and weight k over K is
M†k(Γ1(Np);K) = lim−→
V⊃Z˜ordrig
H0(V, ωk),
where V runs through the strict neighborhoods of Z˜ordrig in Z˜rig. We will denote the subspace
of cusp forms by S†k(Γ1(Np);K).
We have a natural injection Mk(Γ1(Np);K) →֒ M†k(Γ1(Np);K) sending cusp forms to
cusp forms. Both the source and target of this injection are equipped with an action of
Hecke operators, and the injection is compatible with the Hecke action. The overconvergent
modular forms in the image of Mk(Γ1(Np);K) are called classical.
We also define the space of geometric Hilbert modular forms of level Γ1(N)∩Γ0(p) and
weight k
Mk(Γ1(N) ∩ Γ0(p);K) := H0(YK , ωk),
with the subspace of cusp forms denoted by Sk(Γ1(N)∩Γ0(p);K). Similarly, one can define
the space of overconvergent Hilbert modular forms of level Γ1(N) ∩ Γ0(p) and weight k as
M†k(Γ1(N) ∩ Γ0(p);K) = lim−→
V⊃Y˜ordrig
H0(V, ωk),
where V runs through the strict neighborhoods of Y˜ordrig in Y˜rig. The subspace of cusp forms
is denoted by S†k(Γ1(N) ∩ Γ0(p);K). When k corresponds to parallel weight k, we replace
k with k in the above notation.
Remark 3.1. Geometric Hilbert modular forms are not exactly automorphic forms for
ResL/QGL2,Q. In level Γ1(M), these automorphic forms can be identified as the space
of geometric Hilbert modular forms invariant under the natural action of OL×,+/O2L,1,M
(induced by a natural action on A = (A,λ, iM ) via the polarization λ). Here, OL×,+
denotes the group of totally positive units of L, and O2L,1,M the group of units congruent
to 1 mod M . See [22, Remark 1.11.8] for more details.
In the second part of this paper, where applications to the Artin conjecture are discussed,
we will be working with spaces of automorphic forms for ResL/QGL2,Q. The results of the
first part of the paper will be applied via the above identification.
3.2. The operators UT . Let T ⊂ S, and set t :=
∏
p∈T p. We will describe the action of
the UT -operators. Let Z
T
K be the scheme which classifies triples (A,P,D) over K-schemes,
where (A,P ) is classified by ZK , and D ⊂ A[t] is a closed finite flat OL-subgroup which is
an OL/t module, free of rank 1 as abelian fppf-sheaves, and such that (P )∩D = 0. Let Z˜TK
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denote the toroidal compactification of ZTK , obtained using our fixed choice of collection of
cone decompositions. Let Z˜Trig denote the associated rigid analytic variety. There are two
finite flat morphisms
π1,T , π2,T : Z˜
T
rig → Z˜rig,(3.2.1)
defined by π1,T (A,P,D) = (A,P ) and π2,T (A,P,D) = (A/D,P ) on the non-cuspidal part,
where P is the image of P in A/D.
We have the same setup over Y , i.e., for every T ⊂ S, a rigid analytic variety Y˜Trig
defined over K, and two finite flat morphisms
(3.2.2) π1,T , π2,T : Y˜
T
rig → Y˜rig,
defined similarly. See [19, §4] for details. When T = {p} is a singleton, we write Z˜prig for
Z˜Trig, and Y˜
p
rig for Y˜
T
rig, and denote π1,T , π2,T , respectively, with π1,p, π2,p. If T = B, we use
Z˜
(p)
rig for Z˜
T
rig, and Y˜
(p)
rig for Y˜
T
rig, and denote π1,T , π2,T , respectively, with π1,p, π2,p.
Recall the standard construction of overconvergent correspondences explained in Def-
inition 2.19 of [20]: Let T ⊂ S, and V1 and V2 be admisible opens of Z˜rig such that
π−11,T (V1) ⊂ π−12,T (V2). We define an operator
UT : ω
k(V2)→ ωk(V1),
via the formula
(3.2.3) UT (f) =
1
p
∑
p∈T fp
(π1,T )∗(res(pr
∗π∗2,T (f))),
where res is restriction from π−12,T (V2) to π−11,T (V1), (π1,T )∗ is the trace map associated with
the finite flat map π1,T , and pr
∗ : π∗2,Tω
k → π∗1,Tωk is a morphism of sheaves on Z˜Trig,
which at (A,P,D) is induced by pr∗ : ΩA/D → ΩA coming from the natural projection
pr : A→ A/D. If f is a bounded section of ωk over V2, then UT (f) is also bounded over
V1, and we have the estimation
(3.2.4) |UT (f)|V1 ≤ p
∑
p∈T fp |f |V2 .
When T = {p} is a singleton, we denote UT by Up.
For 0 < r < 1, let Z˜rig[g − r, g] = α−1(Y˜rig[g − r, g]) (Definition 2.2). Then, as r ∈ Q
goes to 0, the Z˜rig[g − r, g] form a basis of strict neighborhoods of Z˜ordrig . By [19, §5], and
considering Remark 2.3, for r close to 0, there exists a 0 < r′ < r such that
π−11,T (Z˜rig[g − r, g]) ⊂ π−12,T (Z˜rig[g − r′, g]).
Taking sections of ωk, we get a completely continuous operator UT on M†k(Γ1(Np);K) by
the formula (3.2.3). It is immediate to see that the operators UT for T ⊂ S commute with
each other, and UT is the composite of all the Up’s with p ∈ T . We put also Up = US, the
composition of all the Up’s.
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3.3. The operators wT . For any U ⊂ Z˜rig, and any T ⊂ S, define
wT : ω
k(U)→ ωk(w−1T (U)),
by wT (f) = pr
∗w∗T (f). As usual, we set wp := w{p}, and w = wS. The wp operators
commute with each other and the operator wT is the composite of all wp for p ∈ T .
3.4. Principal diamond operators. Let p ∈ S. For any point P of A[p], we can write
P = P p × Pp, where P p ∈ A[p/p] and Pp ∈ A[p]. Let f ∈ M†k(Γ1(Np);K). We say that
ψp,f : (OL/p)× → C×p is the (OL/p)×-character of f , if, for all j ∈ (OL/p)×, we have
f(A,P p, jPp) = ψp,f (j)f(A,P ).
The (OL/p)×-character of f is defined to be the character of (OL/p)× which is the product
of (OL/p)×-characters of f for all p|p.
4. Statement of the main result
In what follows, the Artin reciprocity map is normalized so that any uniformizer is sent
to an arithmetic Frobenius. The following is the main classicality result of this work.
Theorem 4.1. Let N ≥ 4 be an integer not divisible by a prime p 6= 2. Consider a
collection of elements of M†k(Γ1(Np);K) of parallel weight k,
{fT : T ⊂ S},
which are all Hecke eigenforms. Let ψp,T denote the (OL/p)×-character of fT at a prime
p ∈ S. Assume we are given a collection of Hecke characters of finite order for L,
{χT : T ⊆ S}.
Assume that the following conditions hold:
(1) Fix p ∈ S. Then, either for all p 6∈ T ⊂ S, the conductor of χT∪{p}/χT is pnT for
some nT |N , or for all p 6∈ T ⊂ S, χT∪{p}/χT = 1. We say that the collection of
characters is ramified at p in the first case and unramified at p in the second case.
Furthermore, in all cases, we have
ψ−1p,T = ψp,T∪{p} = (χT∪{p}/χT )|O×p mod 1 + pOp,
where in the last equality χT∪{p}/χT is considered as a character of A
×
L/L
×;
(2) each fT is normalized;
(3) if T ⊂ S, and p 6∈ T , then, for any ideal m ⊂ OL prime to pN , we have:
c(fT ,m) = (χT∪{p}/χT )(m)c(fT∪{p},m);
(4) c(fT , q) = 0 for all prime ideals q|N .
(5) c(fT , p) 6= 0 for all T ⊂ S;
(6) If p 6∈ T ⊂ S and χT∪{p}/χT = 1, then c(fT , p) 6= c(fT∪{p}, p).
Then, all fT ’s are classical.
The rest of this section will be devoted to the proof of this Theorem, which will follow
directly from Theorems 6.12 and 7.1.
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5. Analytic continuation
5.1. Admissible domains of Z˜rig. For a multiset of intervals I as in Definition 2.2, set
Z˜rigI = α
−1(Y˜rigI).
For any admissible open subset W ⊂ Z˜rig, define WI =W ∩ Z˜rigI.
5.2. Canonical locus of Goren-Kassaei. For p ∈ S, we put
Vp =
{
{Q ∈ Y˜rig : p degσ−1◦β(Q) + degβ(Q) > 1 for β ∈ Bp} if fp > 1,
{Q ∈ Y˜rig : degβ(Q) > 0 for β ∈ Bp} if fp = 1.
Following [15], we put
Vcan =
⋂
p∈S
Vp.
This is a slight enlargement of the canonical locus defined by Goren-Kassaei in [15]. Note
that the definition here of Vcan is slightly different from that in loc. cit. only at primes p
with fp = 1.
Lemma 5.3 (Goren-Kassaei). Let f ∈ M†k(Γ1(Np);K) such that Up(f) = apf with ap ∈
C×p for each p|p. Then f extends analytically to a section section of ωk over α−1(Vcan).
This lemma is essentially proved in [15]. To extend f along the direction of primes of
degree 1, one uses Lubin-Katz’s classical theory of canonical subgroups for one-dimensional
formal groups. For the extension of f along other directions, one can find a detailed proof
for forms of level Γ0(p) ∩ Γ1(N) in [42, Prop. 4.14].The same arguments work in the
Γ1(Np)-case with Vcan replaced by α−1(Vcan).
Definition 5.4. Let Wϕ,η be a Goren-Kassaei stratum of Y . For p ∈ S, we say that
Wϕ,η is not étale at p if (ϕp, ηp) 6= (∅,Bp); equivalently, for every Q = (A,H) ∈ Wϕ,η, the
p-component H[p] of the finite group scheme H is not étale. We say that Wϕ,η is nowhere
étale, if Wϕ,η is not étale at any p ∈ S.
The nowhere étale strata have a characterization in terms of partial degrees: a stratum
Wϕ,η is nowhere étale if and only if we have degp(Q) =
∑
β∈Bp
degβ(Q) > 0, for every
Q ∈ sp−1(Wϕ,η) and every p ∈ S.
Definition 5.5. Let Wϕ,η be a stratum of codimension 1. Then, ℓ(ϕ) ∩ η = {β0}, where
β0 is the unique element of B such that degβ0(Q) ∈ (0, 1) for one (hence, for all) rigid
point Q ∈ sp−1(Wϕ,η). We say that Wϕ,η is bad, if degσ◦β0(Q) = 0 for one (hence, for all)
Q ∈ sp−1(Wϕ,η); otherwise, we say that Wϕ,η is good. In particular, if σ ◦ β0 = β0, i.e. the
prime p0 ∈ S with β ∈ Bp0 has degree 1, then Wϕ,η is good.
Definition 5.6. (i) Let W =Wϕ,η be a nowhere étale stratum of codimension 0 or 1. We
will define an admissible open subset ]W gen[′ of Y˜rig as follows:
(Case 1) codim(W ) = 0. We put ]W gen[′= sp−1(W gen), where W gen is the generic part of
W introduced in Definition 2.5.
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(Case 2) codim(W ) = 1. Let β0 be as in Definition 5.5, p0 ∈ S be such that β0 ∈ Bp0 , and
ηp0 = η ∩ Bp0 .
(Case 2a) W is good. In this case, we put ]W gen[′= sp−1(W gen).
(Case 2b) W is bad and ηp0 = Bp0 , or, equivalently, for any rigid point Q in sp
−1(W ),
we have degβ(Q) = 0 for all β ∈ Bp0 −{β0}. In this case, we have W =W gen,
and we set
]W gen[′= {Q ∈ sp−1(W ) : degβ0(Q) ∈ (
fp0−1∑
i=1
1
pi
, 1)}.
(Case 2c) W is bad and ηp0 6= Bp0 , or, equivalently, there exists an integer 1 ≤ j ≤ fp0
such that for any rigid point Q = (A,H) ∈ sp−1(W ), we have degσi◦β0(Q) = 0
for 1 ≤ i ≤ j and degσj+1◦β0(Q) = 1. We set δj :=
∑j
i=1 1/p
i, and define
]W gen[′= {Q ∈ sp−1(W gen) : degβ0(D) ≤ δj , ∀(A,H,D) ∈ π−11,p(Q)},
where π1,p : Y˜
(p)
rig → Y˜rig is defined in (3.2.2).
(ii) We define an admissible domain of Y˜rig as follows:
(5.6.1) Σ =
⋃
codim(W )=0,1
]W gen[′,
where W runs though all the nowhere étale strata of codimension 0 and 1.
Remark 5.7. The definition of ]W gen[′ in Case 2(c) will be justified by Lemma 5.14 below.
We can now state the main result of this section.
Theorem 5.8. Let f ∈ M†k(Γ1(Np);K) be a simultaneous eigenform for the operators
{Up : p ∈ B} with non-zero eigenvalues. Then, f extends analytically to a section of ωk
over α−1(Σ).
This theorem is an immediate consequence of the following
Proposition 5.9. The image of Σ under the Hecke correspondence Up is contained in the
canonical locus Vcan, i.e., we have
π−11,p(Σ) ⊂ π−12,p(Vcan),
where πi,p : Y˜
(p)
rig → Y˜rig for i = 1, 2 are the maps defined in (3.2.2).
Indeed, let f be a finite slope eigenform of level Γ1(Np) as in Theorem 5.8, and λp 6= 0
be the eigenvaule of Up. By Lemma 5.3, f extends to a bounded section of ω
k over
α−1(Vcan). Proposition 5.9 implies that f extends to α−1(Σ) using the functional equation
f = 1λpUp(f). The boundedness of f over α
−1(Σ) follows from the estimation (3.2.4).
To prove Proposition 5.9, we need some preparation.
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5.10. Directional Hodge Heights. Let A ∈ Xrig be a rigid point, i.e. a HBAV defined
over the ring of integers OK ′ of a finite extension K ′/K. We denote by A0 its base change
over OK ′/p. For each β ∈ B, let hβ ∈ Γ(X,ωpσ−1◦β ⊗ ω−1β ) be the β-th partial Hasse
invariant, and hβ(A0) its evaluation at A0. Using a basis of ωA/OK′ , we may represent
hβ(A0) as an element of OK ′/p. In [42, 4.6], we defined the β-th directional Hodge height
of A, denoted by wβ(A), as the truncated p-adic valuation of hβ(A0). This is a well-defined
rational number in the interval [0, 1]. We may extend the definition of wβ(A) to whole
X˜rig by setting wβ(A) = 0 if A is a rigid point in X˜rig − Xrig. In [15, 4.2] the same notion
is defined under the name of valuations on Xrig and the notation νβ is used instead of wβ.
The following Lemma will play a crucial role in the proof of Proposition 5.9.
Lemma 5.11 (Goren-Kassaei). Let Q = (A,H) ∈ Y˜rig be a rigid point. Then, for each
β ∈ B, we have
wβ(A) ≥ min{p degσ−1◦β(H), 1− degβ(H)}.
Moreover, the equality holds if p degσ−1◦β(H) 6= 1− degβ(H).
Proof. Note that if β 6∈ ϕ(Q) ∩ η(Q), then the statement is obvious using (2.4.3). For the
remaining cases, the statement follows directly from Goren-Kassaei’s “Key Lemma” in [15].
For another proof, see also [42, 4.5]. 
Proof of Proposition 5.9. Let π1,p, π2,p : Y˜
(p)
rig → Y˜rig be as in (3.2.2). To prove 5.9, it
suffices to show that for every rigid point Q = (A,H) of Σ ⊂ Y˜rig, we have π2,p(π−11,p)(Q) ⊂
Vcan. Note that
π−11,p(Q) = {(A,H,D) : D ⊂ A[p] is free of rank 1 over OL/p and D ∩H 6= 0}.
By definition of Vcan, we have to show that if (A,H,D) ∈ π−11,p(Q), and β ∈ Bp ⊂ B such
that fp 6= 1, then we have p degβ(A[p]/D) + degσ◦β(A[p]/D) > 1; equivalently, for all
(A,H,D) and β as above, we must show that:
(5.11.1) p degβ(D) + degσ◦β(D) < p,
since degβ(A[p]/D) = 1− degβ(D) for β ∈ B.
Lemma 5.12. Let Q = (A,H) be a rigid point of Y˜rig whose specialization Q is generic
in the sense of Definition 2.5. Let (A,H,D) ∈ π−11,p(Q), p ∈ S, and β ∈ Bp.
(1) We have
degβ(H) + degβ(D) ≤
fp−1∑
i=0
1
pi
.
In particular, we have degβ(D) < 1 if degβ(H) >
∑fp−1
i=1
1
pi
, and degβ(D) ≤∑fp−1
i=1
1
pi
, if degβ(H) = 1.
(2) If degβ(H) = 1, then we have degβ(D) ≤
∑fp−1
i=1 1/p
i and degσ−1◦β(D) = 0.
(3) If degσ−1◦β(H) = 0 and degβ(D) < 1, then degσ−1◦β(D) = 0.
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Proof. The second part of (1) is clearly a consequence of the first part. Suppose (A,H,D)
are defined over OK ′ , where K ′/K is a finite extension. Consider the homomorphism
D[p] → A[p]/H[p] of finite flat group schemes of 1-dimensional Fpfp -vector spaces, which
is generically an isomorphism. By Raynaud’s theory, one gets [42, 3.7]
fp−1∑
i=0
pfp−1−i degσi◦β(D) ≤
fp−1∑
i=0
pfp−1−i degσi◦β(A/H).
Statement (i) follows from the fact that degγ(A/H) = 1− degγ(H) for all γ ∈ B.
For statement (2), the claim on degβ(D) follows from (1). The assumption on degβ(H)
implies that β 6∈ η(Q) (by (2.4.3)), whence β 6∈ ϕ(Q) ∩ η(Q). Since the specialization
Q of Q is generic, it follows that wβ(A) = 0. Applying Lemma 5.11 to (A,D), we get
degσ−1◦β(D) = 0 in view of degβ(D) < 1.
For (3), we note that the assumption on degσ−1◦β(H) implies that β 6∈ ϕ(Q). The rest
of the argument follows as in part (2).

We assume that Q = (A,H) ∈]W gen[′⊆ Σ, where W =Wϕ,η is a nowhere étale stratum
of codimension 0 or 1. Let (A,H,D) ∈ π−11,p(Q) be a rigid point of Y˜(p)rig above Q.
Lemma 5.13. Under the above notations, let p ∈ S be such that degβ(H) ∈ {0, 1}, for all
β ∈ Bp. Then, we have degβ(D) = 0 for all β ∈ Bp unless degβ(H) = 1 and degσ◦β(H) = 0,
in which case, we have
1
p
≤ degβ(D) ≤
fp−1∑
i=1
1
pi
.
In particular, (5.11.1) holds for every β ∈ Bp.
Proof. By Lemma 5.12(2), if degσ◦β(H) = 1, then we have degβ(D) = 0. We now prove
that degβ(D) = 0 if degβ(H) = 0. The assumption that Wϕ,η is nowhere étale implies that
degβ(H) can not be 0 for all β ∈ Bp. There exists an integer n ≥ 1 such that degσi◦β(H) = 0
for 0 ≤ i ≤ n− 1 and degσn◦β(H) = 1. Lemma 5.12(2) implies that degσn−1◦β(D) = 0. If
n = 1, then we are done; if n ≥ 2, then it follows from Lemma 5.12(3) that degσi◦β(D) = 0
for 0 ≤ i ≤ n− 2.
It follows from the above that degβ(D) = 0 except if degβ(H) = 1 and degσ◦β(H) =
0. Then, degβ(D) ≤
∑fp
i=1 1/p
i follows from Lemma 5.12(1). It remains to show that
degβ(D) ≥ 1/p. By Lemma 5.11, we get wσ◦β(A) = 1. Applying the same lemma to
(A,D), we obtain
1 = wσ◦β(A) ≥ min{1− degσ◦β(D), p degβ(D)}.
Since degσ◦β(D) = 0 by the first part of the proof, it follows that degβ(D) ≥ 1/p.

We now come back to the proof of 5.9. By the discussion above, it suffices to check
(5.11.1) for all β ∈ B. Assume first that codim(W ) = 0. In this case, Lemma 5.13 applies
to every prime p ∈ S. Hence, (5.11.1) holds for every β ∈ B.
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Assume now codim(W ) = 1. Let β0 the unique element of B with degβ0(H) ∈ (0, 1),
and p0 ∈ S be such that β0 ∈ Bp0 . Let p ∈ S. If p 6= p0, then, degβ(H) ∈ {0, 1} for β ∈ Bp.
By Lemma 5.13, the relation (5.11.1) holds for β ∈ Bp. Consider now the case p = p0. We
can assume fp0 > 1. We distinguish two cases:
(a) Assume degσ−1◦β0(H) = degσ◦β0(H) = 1. We deduce first from Lemma 5.12 (respec-
tively, parts (1) and (2)) that degσ−1◦β(D) < 1, and degβ0(D) = 0. This implies that the
relation (5.11.1) is satisfied for β = σ−1 ◦ β0, β0. For the rest of the β’s the result follows
from an argument exactly as in the proof of Lemma 5.13.
(b) Assume degσ−1◦β0(H) = 0 and degσ◦β0(H) = 1. Lemma 5.12(2) implies that
degβ0(D) = 0. Applying Lemma 5.12(3), we further find that degσ−1◦β0(D) = 0. This
gives the relation (5.11.1) for β = σ−1 ◦ β0, β0. For the rest of the β’s, we could use an
argument similar to the proof of Lemma 5.13, if we prove that degβ(D) = 0 if degβ(H) = 0.
One can find an ℓ ≥ 1, such that degσi◦β(H) = 0 for 0 ≤ i ≤ ℓ− 1, and degσℓ◦β(H) 6= 0.
If the latter value is 1, the proof of loc. cit works. If not, then σℓ ◦ β = β0, whence
degσℓ◦β(D) = 0 6= 1. Successive application of Lemma 5.12(3) gives the desired result.
Now, we assume that W is bad, i.e., degσ◦β0(H) = 0. Note that in this case for any D
as above, we have degβ0(D) < 1 (by Lemma 5.12(1) in case 2b, and by definition in case
2c). We consider the following two cases:
(c) degσ−1◦β0(H) = 1. First note that using the same argument as in the proof of Lemma
5.13, we can show that degβ(D) = 0 whenever degβ(H) = 0, and also verify (5.11.1) for
β 6= σ−2 ◦ β0, σ−1 ◦ β0, β0. By Lemma 5.12(1), we have degσ−2◦β0(D) = 0, which implies
(5.11.1) for β = σ−2 ◦ β0. One also verifies (5.11.1) for β = β0, since degσ◦β0(D) = 0
(owing to degσ◦β0(H) = 0), and degβ0(D) < 1 (by definition of ]W
gen[′) . It remains to
deal with β = σ−1 ◦ β0. Using Lemma 5.11, we have
wβ0(A) = 1− degβ0(H) ≥ min{p degσ−1◦β0(D), 1 − degβ0(D)}.
The relation (5.11.1) is trivially true if p degσ−1◦β0(D) ≤ 1 − degβ0(D). Assume then
p degσ−1◦β0(D) > 1−degβ0(D). In this case, we have degβ0(D) = 1−wβ0(A) = degβ0(H).
By Lemma 5.12(i), we have degβ0(D) = degβ0(H) ≤ 12
∑fp0−1
i=0 1/p
i, and degσ−1◦β0(D) ≤∑fp0−1
i=1 1/p
i. Hence, we get
p degσ−1◦β0(D) + degβ0(D) <
3
2
fp0−1∑
i=0
1/pi <
3p
2(p − 1) < p.
Note that we used p ≥ 3 in the last step. This verifies (5.11.1) for β = σ−1 ◦ β0.
(d) degσ−1◦β0(H) = 0. Since degβ0(D) < 1, the proof of Lemma 5.13, as modified
in part (b) above, allows us to verify (5.11.1) for β 6= σ−1 ◦ β0, β0. In the course of
doing so, we prove that degβ(D) = 0 whenever degβ(H) = 0. In particular, we have
degσ−1◦β0(D) = degσ◦β0(D) = 0. Since degβ0(D) < 1, we conclude that (5.11.1) holds for
β = σ−1 ◦ β0, β0 as well.
The proof of Proposition 5.9 is now complete. 
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The following Lemma will be used to prove certain connectedness results in the next
section. It also justifies the definition of ]W gen[′ in Case 2c of 5.6.
Lemma 5.14. Let W be a bad stratum of codimension 1 as in Case2(c) of 5.6, β0 ∈ B,
j ∈ Z≥1 and δj be as defined there. Let Q = (A,H) ∈ sp−1(W gen) be a rigid point,
(A,H,D) ∈ π−11,p(Q). Then, we have
(1) degβ0(D) = δj , if degβ0(H) > δj ;
(2) degβ0(D) = degβ0(H), if degβ0(H) < δj ;
(3) degβ0(D) ≥ δj , if degβ0(H) = δj .
Proof. We will prove this Lemma using Breuil-Kisin modules. Let K ′/K be a finite exten-
sion with ramification index e and residue field κ′ such that (A,H) and D can be defined
over OK ′ . Let S1 = κ′[[u]], and ϕ : S1 → S1 be the Frobenius endomorphism.
Let p0 ∈ S with β0 ∈ Bp0 . Since the Lemma concerns only the p-divisible group A[p∞0 ], to
simplify the notation, we may assume that p is inert in F . Let (M, ϕ) be the contravariant
Breuil-Kisin module of A[p] as considered in [42, Sectoin 3]. Recall that the action of
OL on A[p] induces a canonical decomposition M =
⊕
β∈BMβ , where Mβ is a free S1-
module of rank 2 on which OL acts via β : OL → W (κ) → κ′. The Frobenius semi-linear
endomorphism ϕ on M sends Mσ−1◦β to Mβ for β ∈ B. By the main theorem of Kisin
modules, the OL-equivariant quotient A[p] ։ A[p]/H corresponds to an OL-equivariant
Kisin submodule L =
⊕
β∈B Lβ ⊆ M such that, for each β ∈ B, both Lβ and Mβ/Lβ are
both free S1-module of rank 1. For each β, we choose a basis (eβ , fβ) for Mβ over S1 such
that Lβ is generated by eβ. Then the endomorphism ϕ is given by
ϕ(eσ−1◦β, fσ−1◦β) = (eβ, fβ)
(
aβ bβ
0 dβ
)
,
with aβ, bβ , dβ ∈ S1. By abuse of notation, we denote by vp the valuation onS1 normalized
by vp(u) = 1/e. We list the properties of aβ , bβ, dβ as follows:
• By [42, Lemma 3.9], we have vp(dβ) = degβ(H), and vp(aβ) = degβ(A[p]/H) =
1− degβ(H).
• If degβ(H) = 0, i.e. dβ ∈ S×1 , then we may assume bβ = 0 and dβ = 1 up to
replacing fβ by ϕ(fσ−1◦β).
• If Q ∈ sp−1(W gen), then vp(bσj+1◦β0) = 0 by [42, Lemma 3.12].
• The fact that degβ0(H) ∈ (0, 1) implies that vp(bβ0) = 0, since the cokernel of the
linearized map 1 ⊗ ϕ : ϕ∗(Mσ−1◦β) → Mβ is free of rank 1 over S1/ue (See [42,
3.10]).
Let D ⊆ A[p] be an OF -stable subgroup scheme such that (A,H,D) ∈ π−11,p(A,H), and
N =
⊕
β∈BNβ ⊆ M be the Kisin submodule corresponding to A[p]/D. Assume that
Nσ−1◦β0 = S1(eσ−1◦β0 + yσ−1◦β0fσ−1◦β0). Since Nσ−1◦β0 is stable under ϕ
g, the variable
22 PAYMAN L KASSAEI, SHU SASAKI, YICHAO TIAN
yσ−1◦β0 has to satisfy the equation:
aσ−1◦β0 · · · ap
g−2
σ−g+1◦β0
ap
g−1
β0
+
(g−1∑
i=0
aσ−1◦β0 · · · ap
i−1
σ−i◦β0
bp
i
σ−i−1◦β0
dp
i+1
σ−i−2◦β0
· · · dpg−1
σ−g◦β0
)
yp
g
σ−1◦β0
= dσ−1◦β0 · · · dp
g−2
σ−g+1◦β0
dg−1β0 y
pg−1
σ−1◦β0
.
Note that the constant term has valution
vp(aσ−1◦β0 · · · ap
g−2
σ−g+1◦β0
ap
g−1
β0
) =
g∑
i=1
pi−1(1− degσ−i◦β0(H)),
and the coeffecient of yp
g−1
σ−1◦β0
has valuation
vp(dσ−1 · · · dp
g−2
σ−g+1◦β0
dg−1β0 ) =
g∑
i=1
pi−1 degσ−i◦β0(H)
Let cpg =
∑g−1
i=0 aσ−1◦β0 · · · ap
i−1
σ−i◦β0
bp
i
σ−i−1◦β0
dp
i+1
σ−i−2◦β0
· · · dpg−1σg◦β0 denote the coefficient of
yp
g
σ−1◦β0
, j and δj be as defined in the Lemma. We distinguish three cases:
(1) If degβ0(H) > δj , we have
vp(cpg) = vp(aσ−1◦β0 · · · ap
g−2
σ−g+1◦β0
bp
g−1
β0
)
=
g−1∑
i=1
pi−1(1− degσ−i◦β0(H))
By the method of Newton polygon, all the pg-solutions of yσ−1◦β0 have valuation
vp(yσ−1◦β0) =
1
p
(1− degβ0(H)).
Since ϕ(eσ−1◦β0 + yσ−1◦β0fσ−1◦β0) = (aβ0 + bβ0y
p
σ−1◦β0
)eβ0 + y
p
σ−1◦β0
dβ0fβ0 , a detailed com-
putation shows that
min{vp(aβ0 + bβ0ypσ−1◦β0), vp(y
p
σ−1◦β0
dβ0)}
= vp(aβ0 + bβ0y
p
σ−1◦β0
)
= 1− δj .
SinceMβ0/Nβ0 is free of rank 1 overS1,Nβ0 must be generated by (eβ0+
yp
σ−1◦β0
aβ0+bβ0y
p
σ−1◦β0
fβ0).
Hence, by [42, Lemma 3.9], we have
degβ0(D) = 1− degβ0(A[p]/D) = deg(Nβ0/(1 ⊗ ϕ)ϕ∗(Nσ−1◦β0))
= 1− vp(aβ0 + bβ0ypσ−1◦β0) = δj
for all D ⊆ A[p] with D 6= H.
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(2) If degβ0(H) < δj , then we have
vu(cpg ) = vu(aσ−1◦β0 · · · ap
g−j−3
σ−(g−j−2)◦β0
bp
g−j−2
σ−(g−j−1)◦β0
dp
g−j−1
σ−(g−j)◦β0
· · · dpg−1
σ−g◦β0
)
=
g−j−2∑
i=1
pi−1(1− degσ−i◦β0(H)) + pg−1 degβ0(H).
Hence, all the pg-solutions of yσ−1◦β0 have valuation
vp(yσ−1◦β0) =
1
p
(1− degβ0(H)) +
1
p
(
1
p
+ · · ·+ 1
pj
− degβ0(H)).
Hence, we have
min{vp(aβ0 + bβ0ypσ−1◦β0), vp(y
p
σ−1◦β0
dβ0)}
= vp(aβ0 + bβ0y
p
σ−1◦β0
) = 1− degβ0(H)
As in Case (1) above, Nβ0 is generated by (eβ0 +
yp
σ−1◦β0
aβ0+bβ0y
p
σ−1◦β0
fβ0), and
degβ0(D) = 1− vp(aβ0 + bβ0ypσ−1◦β0) = degβ0(H)
for all D ⊆ A[p] with H 6= D.
(3) If degβ0(H) = δj , then
vp(cpg) ≥ min
0≤i≤g−1
{vp(aσ−1◦β0 · · · ap
i−1
σ−i◦β0
bp
i
σ−i−1◦β0
dp
i+1
σ−i−2◦β0
· · · dpg−1σg◦β0)}
=
g−j−2∑
i=1
pi−1(1− degσ−i◦β0(H)) + pg−1(δj),
and all the pg-solutions of yσ−1◦β0 have valuation
vp(yσ−1◦β0) ≤
1
p
(1− δj).
Hence, we have
degβ0(A[p]/D) = min{vp(aβ0 + bβ0ypσ−1◦β0), vp(y
p
σ−1◦β0
dβ0)} ≤ 1− δj ,
and thus degβ0(D) ≥ δj for all D. This finishes the proof of the Lemma.

Proposition 5.15. Let Wϕ,η be a bad stratum of codimension 1 as in Case 2(c) of Def-
inition 5.6, and Q ∈ W genϕ,η be a closed point. Then ]W genϕ,η [′∩sp−1(Q) is geometrically
connected.
Proof. Let ℓ(ϕ) ∩ η = {β0}. By Stamm’s theorem [39] (see also [15, Theorem 2.4.1]), we
have an isomorphism
ÔY,Q ≃ OK [[xβ0 , yβ0 , z2, · · · , zg]]/(xβ0yβ0 − p).
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Let S = Spf(ÔY,Q). Then, the rigid generic fiber (in the sense of Berthelot) S = Srig is
identified with sp−1(Q) ⊆ Y˜rig. According to [42, Proposition 4.8], we have degβ0(H) =
min{1, vp(yβ0(Q))} for every rigid point Q = (A,H) ∈ S. Let T be the inverse image of
S via the map π1,p : Y˜
(p)
rig → Y˜rig. Then π|T : T → S is a finite étale morphism of rigid
analytic spaces. Let g be an analytic function on T such that degβ0(D) = min{1, vp(g(Q′))}
for any rigid point Q′ = (A,H,D) ∈ T ⊆ Y˜(p)rig . By definition of ]W genϕ,η [′, we have
]W genϕ,η [
′∩ sp−1(Q) = S|g|≥|p|δj ,
in the notation of Lemma 5.16 below. Moreover, Lemma 5.14 implies that the assumptions
in Lemma 5.16 are satisfied with u = yβ0 and a = b = δj . Hence, the Proposition follows
immediately from Lemma 5.16.

Lemma 5.16. Let S be the formal scheme
S = Spf(OK [[u, v, z2, · · · , zd]]/(uv − p)),
S = Srig be the associated rigid analytic space. Let π : T → S be a finite étale morphism
of rigid analytic spaces. Let g be an analytic function on T . Assume that there exist
a, b ∈ Q>0 with a ∈ (0, 1) such that we have
(a) |g| ≤ |p|b on π−1(S|p|<|u|≤|p|a), where
S|p|<|u|≤|p|
a
: = {Q ∈ S : |p| < |u(Q)| ≤ |p|a},
(b) |g| = |p|b on π−1(S|p|<|u|<|p|a),
(c) |g| > |p|b on π−1(S|p|a<|u|<1).
Then, the admissible open subdomain
S|g|≥|p|
b
: = {Q ∈ S : |g(Q′)| ≥ |p|b for all Q′ ∈ π−1(Q)}.
of S is geometrically connected.
Proof. For every integer N ≥ 2, let SN denote the affinoid subdomain of S defined by
|p|1−1/N ≤ |u| ≤ |p|1/N and |zi| ≤ |p|1/N for 2 ≤ i ≤ d. Since {SN : N ≥ 3} form
an admissible open covering of X, it suffices to show that S
|g|≥|p|b
N : = SN ∩ S|g|≥|p|
b
is
geometrically connected for N sufficiently large.
Let A = OK [[u, v, z2, · · · , zd]]/(uv−p). Up to replacing K by a finite extension, we may
assume that there exists ̟ ∈ OK with |̟| = |p|1/N . We put
AN = A〈uN , vN , z2,N , · · · , zd,N 〉/(u−̟uN , v −̟vN , z2 −̟z2,N , · · · , zd −̟zd,N ),
and SN = Spf(AN ). Then SN is an admissible formal scheme over OK , and SN,rig = SN .
Up to replacing N by a multiple, we may assume that a = mN , b =
n
N with m,n ∈ Z≥1
and 1 < m < N − 1. Let S˜N be the p-adic completion of the maximal OK -flat closed
subscheme of the admissible blow-up Proj(AN [X1,X2]/(X1uN −X2̟m−1)) of SN along
the ideal I = (uN ,̟
m−1). By Raynaud’s theory, the natural map S˜N → SN induces an
isomorphism on rigid generic fibers. Let UN,1 be the open formal scheme of S˜N defined
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by X1 6= 0 and UN,2 be that defined by X2 6= 0. Then U1,rig (resp. U2,rig) is the admissible
open subset of XN,rig defined by |p|1−1/N ≤ |u| ≤ |p|a (resp. |p|a ≤ |u| ≤ |p|1/N ). Then
x2 = X2/X1 and x1 = X1/X2 are respectively defined on UN,1 and UN,2, and x2 = x
−1
1 on
UN,1∩UN,2. We have uN = ̟m−1x2 on UN,1, and vN = p̟m+1x1 on UN,2. Then, the special
fiber of S˜N , denoted by S˜N,0, is geometrically reduced, and it consists of 3 geometrically
irreducible components: C0, C∞ and C1, which are all smooth of dimension d and defined
respectively by x2 = 0, x1 = 0 (i.e. x2 = ∞), and uN = vN = 0. Let UN,i for i = 1, 2
denote the open subset of S˜N,0 corresponding to UN,i. Then we have UN,1 = S˜N,0 − C∞
and UN,2 = S˜N,0 − C0.
Let T˜N be the normalization of S˜N in T . Then T˜N is a formal model of TN :=
π−1(SN,rig), and π extends to a finite map π : T˜N → S˜N of formal schemes. We put
VN,i = π
−1(UN,i). Consider the rigid analytic function g˜ = g/̟
n. We have |g˜| ≤ 1 on
VN,1,rig by condition (a). Hence, g˜ descends to a global section on VN,1. Let VN,1 be the
reduced special fiber of VN,1, and g¯ denote the image of g˜ in Γ(VN,1,OVN,1) by reduction.
Let Z ⊆ VN,1 denote the closed subscheme defined by the vanishing of g¯. Note that ]Z[
is the subdomain of YN such that |g| < |p|b by our construction of Z and condition (c).
Therefore, we have
S
|g|≥|p|b
N = SN,rig − π(]Z[) =]S˜N,0 − π(Z)[.
By [2, Proposition 4.3], S
|g|≥|p|b
N is geometrically connected if and only if S˜N,0 − π(Z)
is geometrically connected. Since π is finite, π(Z) is a closed subscheme of UN,1. By
condition (b), π(Z) has no intersection with C0. Thus π(Z) is a closed subset contained
in UN,1−C0 = C1−C0−C∞. Since C1−C0−C∞ is smooth and irreducible of dimension
d, π(Z) must have dimension < d. Hence, S˜N,0 − π(Z) is geometrically connected. This
finishes the proof of the Lemma.

6. Gluing
Let A be a Hilbert-Blumenthal abelian variety. For any point P of A[p] and p ∈ S,
write P = P p × Pp, where P p ∈ A[p/p] and Pp ∈ A[p]. Throughout this section, for a
point of ZK , we will replace our usual notation of (A,P ) by (A,Pp), where Pp is as above,
and A = (A,P p). For a point Q of A of finite order, we denote by (Q) the OL-module
generated by Q inside A.
We begin by introducing some auxiliary varieties. Let us fix n|N , an ideal of OL, as
well as an OL-generator ζn of (Gm ⊗ d−1L )[n]. Recall the choice of ζp in Section 1.9. For
a Hilbert-Blumenthal abelian variety A, consider the OL-linear Weil pairing 〈−,−〉n :
A[n]×A[n]→ (Gm ⊗ d−1L )[n].
Let Z
n
K be the scheme which classifies tuples (A,Pp, Pn, Qn) over K-schemes, where
(A,Pp) is classified by ZK , and Pn, Qn are points of maximal order in A[n] satisfying
(Pn) = (PN ) ∩ A[n], where PN is the point giving the level N structure included in the
notation A, and such that 〈Pn, Qn〉n = ζn. Let Z˜nrig denote the toroidal compactification
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of Z
n
K obtained using our fixed choice of collection of cone decompositions, with the same
notation used for the associated rigid analytic variety.
Given p ∈ S, let Zp,nK be the scheme which classifies tuples (A,Pp, Qp, Pn, Qn) over K-
schemes, where (A,Pp, Pn, Qn) is classified by Z
n
K , and Qp is a point of maximal order in
A[p] such that 〈Pp, Qp〉p = ζp. Let Z˜p,nrig denote the toroidal compactification of Z
p,n
K with
the same notation used for the associated rigid analytic variety.
For any jp ∈ OL/p, there is a finite flat morphism
π2,jp : Z˜
p,n
rig → Z˜nrig,
defined by π2,jp(A,Pp, Qp, Pn, Qn) = (A/(jpPp +Qp), Pp, Pn, Qn) on the non-cuspidal part,
where overline denotes image in the quotient. We also define
π1,p : Z˜
p,n
rig → Z˜nrig,
via π1,p(A,Pp, Qp, Pn, Qn) = (A,Pp, Pn, Qn). Similarly, for any jn ∈ OL/n, we define
π2,jn : Z˜
n
rig → Z˜rig,
by π2,jn(A,Pp, Pn, Qn) = (A/(jnPn +Qn), Pp). We also define
π1,n : Z˜
n
rig → Z˜rig,
via π1,n(A,Pp, Pn, Qn) = (A,Pp). Finally, we define
wp : Z˜
n
rig → Z˜nrig,
given by sending (A,Pp, Pn, Qn) to (A/(Pp), Qp, Pn, Qn), for any choice of a point of maxi-
mal order Qp ∈ A[p] satisfying 〈Pp, Qp〉p = ζ.
Definition 6.1. Let p ∈ S. We define I∗p to be the interval (
∑fp−1
i=1 1/p
i, 1) if fp > 1, and
(0, 1) if fp = 1.
Definition 6.2. Recall Y˜
|τ |≤1
rig which was introduced in [19, §]. It is an admissible open
in Y˜rig whose points are those Q = (A,C) such that |τ(Q) ∩ Bp| ≤ 1,∀p, where τ(Q) is
defined in (2.4.1). We define Z˜
|τ |≤1
rig = α
−1(Y˜
|τ |≤1
rig ).
The following lemma is crucial for the gluing process and was essentially proved in [19].
Lemma 6.3. Let I be a multiset of intervals as in Definition 2.2, such that Ip = I
∗
p.
(1) If (A,P ) ∈ α−1(ΣI), then for any nonzero point Qp of A[p], we have
(A,P p ×Qp) ∈ α−1(ΣI).
(2) For all jp ∈ OL/p, we have the following inclusion inside Z˜p,nrig :
π−11,pπ
−1
1,nα
−1(Σ) ⊂ π−12,jpπ−11,nα−1(Σ).
Proof. The first statement follows directly from [19, Lemma 5.9, Corollary 7.9] (keeping in
mind Remark 2.3). The second statement follows from Proposition 5.9. 
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In the following, we will prove two connectivity results which are essential for the gluing
process. Given U ⊂ Y˜rig, I ⊂ [0, 1], and β ∈ B, we define an admissible open subset of U
UIβ := {Q ∈ U : degβ(Q) ∈ I}.
We first prove a preliminary result which follows directly from the study of the geometry
of Y˜ (the special fiber of Y˜ ) conducted in [15]. For W ⊂ Y˜ , we denote its Zariski closure
by W cl.
Lemma 6.4. Let Wϕ,η be a stratum in Y˜ , and (ϕ
′, η′) be another admissible pair with
⊇ ϕ, η′ ⊇ η.
(1) Let W be an irreducible component of Wϕ,η. There exists an irreducible component
V of Wϕ′,η′ , such that V ⊂W cl.
(2) Let V be an irreducible component of Wϕ′,η′. There exists an irreducible component
W of Wϕ,η such that V ⊂W cl.
Proof. Part (2) is immediate: since V ⊂ Wϕ′,η′ ⊂ W clϕ,η, it follows that V cl lies inside an
irreducible component of W clϕ,η.
For part (1), we argue as follows. Let W be an irreducible component of Wϕ,η. By [15,
Theorem 2.6.13], W cl contains a point inWB,B. SinceWB,B lies inside every closed stratum,
it follows that W cl intersects V cl, where V is an irreducible component of Wϕ′,η′ . By part
(2) of the lemma, there is an irreducible component W1 of Wϕ,η such that V ⊂ W cl1 . The
nonsingularity of the strata implies that no two distinct irreducible components of W clϕ,η
meet, and, hence, we must have W1 =W . This ends the proof.

The following general definition includes, as examples, two regions in Y˜rig for which we
want to prove connectivity results.
Definition 6.5. Assume that for any nowhere-étale stratum Wϕ,η of Y˜ of codimension 0
or 1, we are given a Zariski open dense subset W 0ϕ,η ⊂Wϕ,η, and an admissible open subset
RWϕ,η ⊂ sp−1(W 0ϕ,η). Given such a collection R, we define
ΣR : =
⋃
(ϕ,η)
RWϕ,η ,
where (ϕ, η) runs over all admissible pairs with Wϕ,η nowhere-étale and of codimension 0
or 1. For any irreducible component W ⊂Wϕ,η, we set
W 0 : =W 0ϕ,η ∩W,
RW : = RWϕ,η ∩ sp−1(W ).
We assume the following conditions hold:
(1) IfW ⊂Wϕ,η is an irreducible component of a nowhere-étale stratum of codimension
0, then RW = sp−1(W 0).
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(2) Let V ⊂Wϕ,η be an irreducible component of a nowhere-étale stratum of codimen-
sion 1, and ℓ(ϕ) ∩ η = {β} ⊂ Bp. Then, if ηp := η ∩ Bp 6= Bp, we have
RV (0, δ)β = sp−1(V 0)(0, δ)β ,
RV (ǫ, 1)β = sp−1(V 0)(ǫ, 1)β ,
for some 0 < ǫ, δ < 1. If ηp = Bp, then we only require the second condition.
(3) Let V be as in (2), Q ∈ RV , and Q = sp(Q). Then, sp−1(Q) ∩ RV is connected
and degβ takes values arbitrarily close to 0 and 1 on it (If ηp = Bp, we only require
that degβ can take values arbitrarily close to 1).
Lemma 6.6. Fix p ∈ S. Assume that the collection R is as in Definition 6.5.
(1) Let Q ∈ ΣR ∩ sp−1(Wϕ,η), where Wϕ,η is a nowhere-étale stratum of codimension
0. Then, there is a connected subset C ⊂ ΣR which contains Q, and such that
C ∩ sp−1(Wϕ,η∪{β}) 6= ∅, for any β 6∈ ηp.
(2) Let Q ∈ ΣR ∩ sp−1(Wϕ,η), where Wϕ,η is a nowhere-étale stratum of codimension
0 such that ϕp 6= Bp. Then, there is a connected subset C ⊂ ΣR which contains Q,
and such that C ∩ sp−1(Wϕ∪{β},η) 6= ∅, for any β 6∈ ϕp.
(3) Let Q ∈ ΣR∩ sp−1(Wϕ,η), where Wϕ,η is a nowhere-étale stratum of codimension 1
such that ηp 6= Bp (resp., ϕp 6= Bp). Then, there is a connected C ⊂ ΣR containing
Q, such that C ∩ sp−1(Wϕ−{σ◦β},η) 6= ∅ (resp. C ∩ sp−1(Wϕ,η−{β}) 6= ∅), where
{β} = ℓ(ϕ) ∩ η.
The Lemma immediately implies the following.
Corollary 6.7. Let R be as in Definition 6.5. Every connected component of ΣR intersects
sp−1(WB,∅), as well as sp
−1(W∅,B). Furthermore, given p ∈ S, every connected component
of ΣR intersects sp
−1(Wϕ,η), where Wϕ,η is a codimension-1 stratum satisfying ϕq = Bq,
ηq = ∅, for q 6= p, and ηp = Bp, |ϕp| = 1 (respectively, ϕp = Bp, |ηp| = 1).
Proof. (of Lemma 6.6) We begin by proving (1). Let W1 be an irreducible component
of Wϕ,η containing Q. By Definition 6.5, Q ∈ sp−1(W 01 ). By Lemma 6.4 there is an
irreducible component V of Wϕ,η∪{β} which lies inside W
cl
1 , and an irreducible component
of Wϕ−{σ◦β},η∪{β}, say W2, such that V lies inside W
cl
2 . Note that β ∈ ηc ⊂ ℓ(ϕ), and
hence W2 has codimension 0. We set U =W1 ∪ V ∪W2. Then,
Y˜ − U =
⋃
Z
Z,
where Z runs over all irreducible components of all closed codimension-0 strata different
from of W cl1 and W
cl
2 .
It follows that U is Zariski open in Y˜ . Hence, so is U0 :=W 01 ∪ V 0 ∪W 02 . In particular,
for any rational 0 < ǫ < 1, the region
U0[ǫ, 1]β = sp
−1(W 01 ) ∪ sp−1(V 0)[ǫ, 1)β
is quasi-compact (noting that degβ is 1 on sp
−1(W1) and 0 on sp
−1(W2), and in (0, 1) on
sp−1(V )). Note that U0[1, 1]β = sp
−1(W 01 ) is connected since W
0
1 is dense in W1. We
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claim that U0[ǫ, 1]β is connected as well. Assume not. Then, it must have a connected
component D which does not intersect U0[1, 1]β . Since D is quasi-compact, we can use the
maximum modulus principle to deduce
D ⊂ U0[ǫ, ǫ0]β, (†)
for some ǫ0 < 1. Let P ∈ D with specialization P . Let A := sp−1(P )[ǫ, 1)β . Since
P ∈Wϕ,η∪{β}, we deduce by Stamm’s Theorem presented in [15, Theorem 2.4.1], that
sp−1(P ) ∼= {(xγ)γ∈B : ν(xγ) ≥ 0 ∀γ ∈ B− {β}; 0 ≤ ν(xβ) ≤ 1},
where, for any R ∈ sp−1(P ), we have degβ(R) = 1 − νβ(Q) = 1 − ν(xβ(R)) by Remark
2.3. Therefore, A is a connected subset which contains P and lies entirely in U0[ǫ, 1]β . It
follows that A ⊂ D, which contradicts (†), as degβ takes values arbitrarily close to 1 on
A. Now, taking ǫ as in part (2) of Definition 6.5 (and remembering Q ∈ sp−1(W 01 )), we
find that C = U0[ǫ, 1]β serves as the desired connected subset.
Part (2) of the Lemma can be proven exactly as above. We now turn to part (3) of
the lemma. Let V be an irreducible component of Wϕ,η which contains Q. As above,
let W1 be an irreducible component of Wϕ,η−{β} whose Zariski closure contains V . Re-
peating the above argument, we find that for an appropriate choice of ǫ, U0[ǫ, 1]β :=
sp−1(W 01 )∪ sp−1(V 0)[ǫ, 1)β is connected and lies entirely inside RΣ. By assumptions (2,3)
in Definition 6.5, sp−1(Q)∩RΣ is connected and degβ takes values arbitrarily close to 1 on
it. Since sp−1(Q) ⊂ sp−1(V 0), it follows that sp−1(Q)∩RΣ intersects U0[ǫ, 1]β , and hence
Q lies in C, the connected component of RΣ containing U0[ǫ, 1]β which clearly intersects
sp−1(Wϕ,η−{σ◦β}). The other statement in part (3) of the lemma can be proved in exactly
the same way.

Proposition 6.8. Let Σ be the region defined in Definition 5.6. Fix p ∈ S.
(1) Every connected component of Σ contains sp−1(W ), where W is an irreducible
component of WB,∅, as well as sp
−1(V ), where V is an irreducible component of
WB,{β}, for some β ∈ Bp.
(2) Let T1, T2 ⊂ S. Every connected component of w−1T1 (Σ)∩w−1T2 (Σ) intersects a region
of the form Y˜
|τ |≤1
rig I, where I is a multiset of intervals satisfying Ip = I
∗
p given in
Definition 6.1.
Proof. The result follows from Lemma 6.7 as follows. Taking R := {RV } as in Definition
6.5, given by
W 0ϕ,η : =W
gen
ϕ,η RWϕ,η : =]W genϕ,η [′,
implies that ΣR = Σ. On the other hand, given a collection R : = {RV } defined by
W 0ϕ,η : = w
−1
T1
(W genwT1 (ϕ,η)
) ∩ w−1T2 (W
gen
wT2 (ϕ,η)
)
RWϕ,η : = w−1T1 (]W
gen
wT1 (ϕ,η)
[′) ∩ w−1T2 (]W
gen
wT2 (ϕ,η)
[′),
implies that ΣR = w
−1
T1
(Σ) ∩ w−1T2 (Σ). To prove the proposition, we first need to show
that the two collections R presented above satisfy the conditions given in Definition 6.5.
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This will be done in Lemma 6.9. Assume this is the case for the rest of this proof. Then,
applying Corollary 6.7 to the first choice of R, we find that every connected component
of Σ intersects sp−1(WB,∅), as well as as well as sp
−1(WB,{β}), for some β ∈ Bp. Since
sp−1(WB,∅) ⊂ Σ ∩ Vcan, it follows that every connected component of Σ contains a con-
nected component of sp−1(WB,∅). Nonsingularity of strata implies that every connected
component of sp−1(WB,∅) is of the form sp
−1(W ) where W is an irreducible component of
WB,∅. An exactly similar argument, using the fact that sp
−1(WB,{β}) ⊂ Σ ∩ Vcan, proves
the second statement in part (1) of the lemma.
For part (2) of the lemma, we use the second choice of R discussed above. By Corollary
6.7, every connected component of ΣR intersects sp
−1(Wϕ,η), whereWϕ,η is a codimension-
1 stratum satisfying ϕq = Bq, ηq = ∅, for q 6= p, and |ϕp| = 1, ηp = Bp. To prove part (2)
of the lemma, it is enough to show that
sp−1(Wϕ,η) ∩ Σ ⊂ Y˜|τ |≤1rig I, (††)
where I is a multiset of intervals with Ip = I
∗
p, and Iq = {nq}, with an integer nq ∈ [0, fq],
for all q 6= p. By [15, Cor. 2.3.4], on Wϕ,η, we have τq = ∅, and |τp| = 1, which implies
that sp−1(Wϕ,η) ⊂ Y˜|τ |≤1rig . Let I be the smallest multiset of intervals satisfying (††). By
definition of partial degrees on sp−1(Wϕ,η), it follows that for q 6= p, Iq must be a singleton
consisting of an integer in [0, fq]. Finally, it follows from the definition of Σ that Ip = I
∗
p.

Lemma 6.9. The two choices of R given in the proof of Proposition 6.8 satisfy the condi-
tions (1)-(3) given in Definition 6.5
Proof. Let R be the first choice in the proof of 6.8. Condition (1) of 6.5 is direct from the
definition of RWϕ,η =]W genϕ,η [′ in 5.6. For Condition (2), we distinguish the cases of Wϕ,η:
• If Wϕ,η is a stratum as in Case 2(a) of 5.6, we have ]W genϕ,η [′=]W genϕ,η [. We may take
any ǫ, δ ∈ (0, 1).
• If Wϕ,η is in Case2(b), we take δ = ǫ =
∑fβ−1
i=1
1
pi
.
• If Wϕ,η is in Case2(c), it follows from Lemma 5.14 that we can take δ = δj and
ǫ = 1− δj .
For Condition (3), we prove first that sp−1(Q) ∩RWϕ,η = sp−1∩ ]W genϕ,η [′ is connected, for
any nowhere śtale codimension 1 stratum Wϕ,η. For Wϕ,η in Case 2(a) of 5.6, we have
sp−1(Q)∩ ]W genϕ,η [′= sp−1(Q), which is clearly connected. If Wϕ,η is in Case2(b), we have
sp−1(Q)∩]W genϕ,η [′= sp−1(Q)(
fp−1∑
i=1
1
pi
, 1)β
with ℓ(ϕ) ∩ η = {β}. which is also clearly connected. For Wϕ,η in Case 2(c), the connect-
edness of sp−1(Q)∩ ]W genϕ,η [′ was proved in Proposition 5.15. The second half of (3) is clear
by Lemma 5.14.
Consider now the second choice of R in the proof of 6.8. Condition (1) is direct from
the definition of ]W genϕ,η [′ for codimension 1 stratum Wϕ,η. For Condition (2), by 2.1.1 and
discussion for the first collection of R, we may take δ = 1/p and ǫ = 1− 1/p regardless of
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the cases of Wϕ,η. For Condition (3), the only non-trivial part is to prove the connectness
of
sp−1(Q) ∩RWϕ,η : = sp−1(Q) ∩w−1T1 (]W
gen
wT1 (ϕ,η)
[′) ∩ w−1T2 (]W
gen
wT2 (ϕ,η)
[′)
= {Q ∈ sp−1(Q) : wT1(Q) ∈]W genwT1 (ϕ,η)[
′, wT2(Q) ∈]W genwT2(ϕ,η)[
′}
for all Q ∈ W 0ϕ,η = w−1T1 (W
gen
wT1 (ϕ,η)
) ∩ w−1T2 (W
gen
wT2 (ϕ,η)
). Let ℓ(ϕ) ∩ η = {β} and p ∈ S such
that β ∈ Bp. We have several cases:
• p /∈ T1 and p /∈ T2. In this case, the stratumWwT1(ϕ,η) andWwT2 (ϕ,η) are in the same
case as classified in Definition 5.6. If Q = (A,H) ∈ sp−1(Q) and wTi(Q) = (Ai,Hi)
for i = 1, 2, then we have a canonical isomorphism of p-divisible groups
(6.9.1) A[p∞] ≃ A1[p∞] ≃ A2[p∞].
If both WwT1(ϕ,η) and Ww2(ϕ,η) are both in Case2(a), then sp
−1(Q) ∩ RWϕ,η =
sp−1(Q), which is clearly connected. If both of them are in Case2(b), we have
sp−1(Q) ∩RWϕ,η = sp−1(Q)(
fp−1∑
i=1
1
pi
, 1)β .
If both strata are in Case2(c), using the isomorphisms (6.9.1), we see easily that,
for Q ∈ sp−1(Q), wT1(Q) ∈]W genw1(ϕ,η)[′ and wT2(Q) ∈]W
gen
wT2 (ϕ,η)
[′ hold if and only if
Q ∈]W genϕ,η [′. Hence, we get
sp−1(Q) ∩RWϕ,η = sp−1(Q)∩]W genϕ,η [′,
which is connected by Proposition 5.15.
• p ∈ T1 and p ∈ T2. We have then
sp−1(Q) ∩RWϕ,η = w−1p
(
sp−1(wp(Q)) ∩ w−1T1−{p}(]W
gen
wT1 (ϕ,η)
[′) ∩ w−1T2−{p}(]W
gen
wT2(ϕ,η)
[′)
)
.
As w−1p is an isomorphism, sp
−1(Q) ∩ RWϕ,η is connected if and only if so is
sp−1(wp(Q)) ∩ w−1T1−{p}(]W
gen
wT1 (ϕ,η)
[′) ∩ w−1T2−{p}(]W
gen
wT2(ϕ,η)
[′). We conclude thus by
the previous case.
• p lies in one of T1 and T2, but not in the other. In this case, exactly one ofWwT1 (ϕ,η)
and WwT2 (ϕ,η) is bad in the sense of Definition 5.5. We may assume thus WwT1 (ϕ,η)
is bad, hence WwT2 (ϕ,η) is good. We have then
sp−1(Q) ∩RWϕ,η = sp−1(Q) ∩ w−1T1 (]W
gen
wT1 (ϕ,η)
[′) = w−1T1 (sp
−1(wT (Q))∩]W genwT1 (ϕ,η)[
′).
As w−1T1 is an isomorphism, the connectivity of sp
−1(Q)∩RWϕ,η follows from Propo-
sition 5.15.

For any S ⊂ S, let ΣS =
⋃
T⊆S w
−1
T (Σ).
Lemma 6.10. Let p 6∈ S ⊂ S, and n an ideal of OL prime to p. The following hold true.
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(1) Every connected component of α−1(ΣS) contains α
−1(sp−1(W )), where W is an
irreducible component of WB,∅ ⊂ Y˜ .
(2) Every connected component of π−11,nα
−1(ΣS ∩ w−1p (ΣS)) intersects a region of the
form π−11,n(Z˜
|τ |≤1
rig I) = π
−1
1,nα
−1(Y˜
|τ |≤1
rig I), where I is a multiset of intervals satisfying
Ip = I
∗
p given in Definition 6.1.
Proof. Since α and π1,n are finite flat maps, it is enough to prove the statements with all
instances of π−11,n , α
−1 removed. For part (1), by Proposition 6.8, and in view of definition
of ΣS , it is enough to prove that given T1, T2 ⊂ S with T2 = T1 ∪{p} for some p ∈ S, every
connected component D of w−1T2 (Σ) intersects w
−1
T1
(Σ). Since wT1 is an automorphism, we
have D = w−1T2 (D
′), where D′ is a connected component of Σ. It is, therefore, enough
to show that w−1p (D
′) intersects Σ. By Proposition 6.8, D′ contains sp−1(V ), where V
is an irreducible component of WB,{β} for some β ∈ Bp. Therefore, w−1p (D′) contains
sp−1(w−1p (V )) which intersects Σ, as w
−1
p (V ) is an irreducible component of w
−1
p (WB,{β}),
easily seen to be a nowhere-étale stratum of codimension 1.
For part (2), we write
ΣS ∩w−1p (ΣS) =
⋃
T1,T2⊆S
w−1T1 (Σ) ∩w−1T2∪{p}(Σ).
By Proposition 6.8, every connected component of every term appearing in the union above
intersects a region of the form Y˜
|τ |≤1
rig I , where I is a multiset of intervals satisfying Ip = I
∗
p.
This proves the result. 
Lemma 6.11. Let n be an ideal of OL prime to p, and p ∈ S. Let W be any of α−1(ΣS),
α−1w−1p (ΣS), Z˜
|τ |≤1
rig I for any I. Then, π
−1
2,n(W) = π−11,n(W) = π−12,jn(W) for all jn ∈ OL/n.
Proof. All of these regions are defined via the p-divisible group of the HBAV, and dividing
by a subgroup of A[n] leaves that p-divisible group unchanged, as p6 |n.

Consider a collection {fT : T ⊂ S} of elements of M†k(Γ1(Np);K), as in Theorem 4.1.
Then, by Theorem 5.8 , each fT extends analytically to α
−1(Σ). Recall that
Theorem 6.12. Let the notation be as above. Each fT extends from α
−1(Σ) to
α−1(ΣS) =
⋃
T⊂S
w−1T (α
−1(Σ)).
Proof. We will assume below that the collection of characters is ramified at all p ∈ S (as
explained in condition (1) in the statement of Theorem 4.1). The case where the collection
of characters is unramified at all p ∈ S is proved in [19], and the intermediate cases can be
proved by a straightforward mixing of the the argument in [19] and the argument below.
By symmetry, it is enough to prove the theorem for f∅. We prove by induction that if
S ⊆ S, then all elements of FS := {fT : T ⊆ S−S} can be extended to α−1(ΣS). We have
already proven this for S = ∅ and need to prove it for S = S. Assuming this claim holds
for S ⊂ S, we show that it holds for S ∪ {p}, where p 6∈ S.
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As in the proof of [4, Theorem 10.1], we would ideally like to glue fT and wp(fT∪{p})
to extend fT from α
−1(ΣS) to α
−1(ΣS∪{p}). However, two complications arise. Firstly,
it turns out that wp(fT∪{p}) is no longer equal to fT , since, unlike the classical case, the
characters χT will have conductor away from p (essentially due to the existence of totally
positive units). This necessitates the introduction of the auxiliary variety Z˜
n
rig over which
a candidate for the replacement of fT∪{p} lives. Secondly, unlike in the elliptic case, the
fT ’s are not defined over the entire non-ordinary locus and this causes complications in the
gluing process in that the overlap regions will have several connected components that need
to be controlled. This issue can be resolved using our detailed study of the connectivity
properties of certain regions on Y˜rig in §6. For this to work, it is crucial that our analytic
continuation result, Theorem 5.8, provides a “big enough” domain of automatic analytic
continuation for the fT ’s.
For any fractional ideal a of OL, we consider a cusp Taa of Z˜rig which belongs to the
connected component Z˜rig,a of Z˜rig, where the polarization module is isomorphic to (a, a
+)
as a module with a notion of positivity:
Taa = ((Gm⊗d−1L )/q
a−1
, [ζp]),
the notation being as in the beginning of this section. We assume that the subgroup
generated by the level Np structure is the image of (Gm ⊗ d−1L )[pN ]. Let ηk denote a
generator of the sheaf ωk on the base of Taa. Let p 6∈ T ⊇ S be as above. For any choice
of a, we write
fT (Taa) =
∑
ξ∈(a−1)+
aξ(a)q
ξηk,
fT∪{p}(Taa) =
∑
ξ∈(a−1)+
bξ(a)q
ξηk,
recalling that they are both normalized in the sense that c(OL, fT ) = c(OL, fT∪{p}) = 1.
By [38, (2.23)], we have aξ(a) = c((ξ)a, fT ), and similarly for bξ(a).
For simplicity of notation, let us denote χT∪{p}/χT by Ψ. By assumptions stated in The-
orem 4.1, and since the collection of characters is assumed ramified at p, Ψ has conductor
pnT for some integral ideal nT |N and ψT,p = ψ−1T∪{p},p = Ψ−1|O×p mod 1+pOp is a nontrivial
character of (OL/p)×; we denote these common characters by ψp. We set n := nT , and let
ψn be the character of (OL/n)× which is obtained as Ψ−1|Oˆ× mod Πq|n(1 + qordqn). Let rp
(resp., sp) denote the Up-eigenvalues of fT (resp., fT∪{p}).
Let cp ∈ p−1a−1 − a−1 and cn ∈ n−1a−1 −
⋃
q|n qn
−1a−1 (where q runs over prime
ideals) be such that Ta0a = (Taa, q
cp , [ζn], q
cn) is a cusp on Z˜
p,n
rig . Fix an isomorphism
OL/p×OL/n→ p−1n−1a−1/a−1 such that its restriction to OL/p (resp., to OL/n) is given
by multiplication by cp (resp., by cn), and denote its inverse by
(tp, tn) : p
−1n−1a−1/ a−1 → OL/p×OL/n.
Lemma 6.13. Let notation be as above. We have the following.
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(1) For any ξ ∈ (p−1n−1a−1)+−⋃q|np (qp−1n−1a−1)+, we have
aξ(pna) = Cψp(tp(ξ))ψn(tn(ξ))bξ(pna),
where C is independent of ξ.
(2) aξ(pna) = rpaξ(na), bξ(pna) = spbξ(na) for all ξ ∈ (n−1a−1)+.
Proof. Let m be a fractional ideal of L prime to pn (the conductor of Ψ). By the weak
approximation theorem, there is λm ∈ A×L such that the ideal generated by λm equals m,
and that for every prime ideal q|pn, we have (λm)q ≡ 1 mod qordq(pn). In this proof, we will
view Ψ as a character of A×L/L
×. In particular, we have Ψ(m) = Ψ(λm) for any m prime
to pn, and any choice of λm as above.
By assumptions, (ξ)pna is prime to pn, and the assumptions in the statement of Theorem
4.1 tell us that
aξ(pna) = c((ξ)pna, fT ) = Ψ(λ(ξ)pna)c((ξ)pna, fT∪{p}) = Ψ(λ(ξ)pna)bξ(pa).
So to prove (1), it is enough to show that for any ξ, ξ′ as in part (1) of the lemma, we have
ψp(tp(ξ
′)tp(ξ)
−1)ψn(tn(ξ
′)tn(ξ)
−1) = Ψ(λ(ξ′ξ−1)), noting that λξ−1ξ′ makes sense, as ξ
−1ξ′
is prime to pn by the choices.
For every place v of L, let iv : L
× → L×v ⊂ A×L be the natural inclusion. We can write
Ψ(λ(ξ′ξ−1)) = Ψ(λ(ξ′ξ−1)(ξ
′)−1ξ) = Ψ|O×p (ip((ξ
′)−1ξ))Πq|nΨ|O×q (iq((ξ
′)−1ξ))
= ψ−1p ((ξ
′)−1ξ mod 1 + pOp)ψ−1n ((ξ′)−1ξ mod Πq|n(1 + qordq(n)Oq)),
where we have used that (ξ′)−1ξ is totally positive and, hence, Ψ|L⊗QR((ξ′)−1ξ) = 1.
To end the proof of part (1), we use tp(ξ
′)tp(ξ)
−1 ≡ ξ′ξ−1 mod p (which implies that
ψp(tp(ξ
′)tp(ξ)
−1) = ψp(ξ
′ξ−1mod 1 + pOp)), as well as a similar statement at n.
Part (2) is immediate since fT and fT∪{p} are Up-eigenforms with eigenvalues rp, sp,
respectively. 
Let f := π∗2,n(fT ) and g :=
∑
jn∈(OL/n)×
ψ−1n (jn)pr
∗π∗2,jn(fT∪{p}) which are both defined
on π−11,nα
−1(ΣS) = π
−1
2,nα
−1(ΣS) (Lemma 6.11).
Lemma 6.14. We have the following equality over π−11,pπ
−1
1,nα
−1(ΣS) ⊂ Z˜p,nrig :∑
jp∈(OL/p)×
ψp(jp)pr
∗π∗2,jp(f) = CW (ψ
−1
n )
−1W (ψp)(pr
∗π∗2,p(g) − spπ∗1,p(g)),
where W (.) denotes the Gauss sum.
Proof. By Proposition 5.9, both sides are defined over π−11,pπ
−1
1,nα
−1(ΣS). By definitions, we
have, for terms appearing on the right side of the equation:
pr∗π∗1,pπ
∗
2,jn(fT∪{p})(Ta
0) = pr∗fT∪{p}((Gm ⊗ d−1L )/<qa
−1
, qcnζjnn >, [ζp])
=
∑
ξ∈(n−1a−1)+
bξ(na)ζ
jntn(ξ)
p q
ξηk.
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pr∗π∗2,pπ
∗
2,jn(fT∪{p})(Ta
0) = pr∗fT∪{p}((Gm ⊗ d−1L )/<qa
−1
, qcp , qcnζjnn >, [ζp])
=
∑
ξ∈(p−1n−1a−1)+
bξ(pna)ζ
jntn(ξ)
n q
ξηk.
Similarly, for the terms on the left side of the equation, we can write:
pr∗π∗2,jpπ
∗
2,n(fT )(Ta
0) = pr∗fT ((Gm ⊗ d−1L )/<qa
−1
, qcn, qcpζ
jp
p >, [ζp])
=
∑
ξ∈(p−1n−1a−1)+
aξ(pna)ζ
jptp(ξ)qξηk.
Using the above calculations, Lemma 6.13, and the fact that the Uq-eigenvalues of fT ’s
are all assumed zero for q|N , it follows easily that the two sides of the desired equation
have the same q-expansion at the cusp Ta0a. To prove the lemma, it is enough to show that
every connected component of π−11,pπ
−1
1,nα
−1(ΣS) ⊂ Z˜p,nrig contains such a cusp. Every such
connected component maps surjectively to a connected component of α−1(ΣS), since π1,n
and π1,p are finite flat. The claim now follows from part (1) of Lemma 6.10. 
We continue the proof of Theorem 6.12. By the induction assumption, fT extends to
ΣS , and wp(fT∪{p}) extends to w
−1
p (ΣS). By Lemma 6.11
h := NL/Q(p)rpf − Cψp(−1)W (ψp)W (ψ−1n )−1wp(g)
is defined over π−11,n(ΣS ∩w−1p (ΣS)). By assumption (1) in Theorem 4.1, h has (nontrivial)
character ψp at p.
In what follows, we will use the shorthand notation A for the data (A,Pn, Qn). Let I
be any multiset of intervals as in Definition 2.2 such that Ip = I
∗
p and Y
|τ |≤1
rig I ⊂ Σ. Let
(A,Pp, Qp) ∈ π−11,pπ−11,n(Z˜|τ |≤1rig I) = π−11,pπ−12,n(Z˜|τ |≤1rig I) (Lemma 6.11). We write:
NL/Q(p)rpf(A,Qp)− pr∗f(A/(Pp), Qp) =
∑
jp∈(OL/p)×
pr∗f(A/(jpPp +Qp), Qp)
= ψp(−1)
∑
jp∈(OL/p)×
ψp(jp)pr
∗f(A/(jpPp +Qp), Pp)
= ψp(−1)
∑
jp∈(OL/p)×
ψp(jp)pr
∗π∗2,jp(f)(A,Pp, Qp)
= C0(pr
∗g(A/(Qp), Pp)− spg(A,Pp)),
where, C0 = Cψp(−1)W (ψp)W (ψ−1n )−1. In the first equality, we have used the fact that
Up(f) = rpf , and, in the last equality, we have used Lemma 6.14. We must note that by
Lemma 6.3, all the terms in the above calculation are well-defined.
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It follows that if R = (A,Pp, Qp) ∈ π−11,pπ−11,n(Z˜|τ |≤1rig I), we have
h(A,Qq) = pr
∗f(A/(Pp), Qp)− C0spg(A,Pp).
For jp ∈ (OL/p)×, let j∗p denote its inverse. Lemma 6.3 implies that both points R1 =
(A, j∗pPp −Qp, Pp), and R2 = (A,Pp − jpQp, Qp) belong to π−11,pπ−11,n(Z˜|τ |≤1rig I). Applying the
above equality to R1 and R2, we deduce that
h(A,Pp) = ψp(jp)h(A,Qp),
for any (A,Pp, Qp) ∈ π−11,pπ−11,n(Z˜|τ |≤1rig I). Since ψp is nontrivial, it follows that h = 0 on
π−11,n(Z˜
|τ |≤1
rig I). Choosing I as in part (2) of Lemma 6.10 allows us to deduce that h = 0
on the bigger domain π−11,nα
−1(ΣS ∩ w−1p (ΣS)) = π−12,nα−1(ΣS ∩ w−1p (ΣS)) (Lemma 6.11).
Therefore, NL/Q(p)rpf defined on π
−1
2,nα
−1(ΣS) and C0wp(g) defined on w
−1
p π
−1
2,nα
−1(ΣS)
glue to extend f to π−12,nα
−1(ΣS ∪ w−1p (ΣS)) = π−12,nα−1(ΣS∪{p}). Since f = pr∗π∗2,n(fT ), it
follows that fT can be analytically extended to α
−1(ΣS∪{p}). This end the proof.

7. Further analytic continuation.
The aim of this section is to show that the overconvergent modular forms obtained
in previous sections can be further analytically continued to the entire Hilbert modular
variety; i.e., they are classical.
Theorem 7.1. Let f be an overconvergent Hilbert modular form of level Γ1(Np) and weight
k. Assume that f extends analytically to α−1(ΣS), where
ΣS =
⋃
T⊂S
w−1T (Σ).
Then, f is classical.
Using Theorems 6.12 and 7.1, one immediately deduces Theorem 4.1. In the following,
we prove Theorem 7.1.
Lemma 7.2 (Rigid Koecher principle). Let V be an admissible formal scheme over OK ,
and F a locally free OV -module of finite rank. Let Vrig be the rigid generic fiber of V
and Frig be the rigid analytification of F . Suppose that the special fiber V0 of V satisfies
S2-condition. If U0 ⊂ V0 is an open subset with complement of codimension ≥ 2, then the
natural restriction map
H0(Vrig,Frig)
∼−→ H0(sp−1(U0),Frig)
is an isomorphism.
This Lemma is a classical result in rigid analytic geometry. For a proof, see [42, A.3].
We now begin the proof of Theorem 7.1.
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Proof of Theorem 7.1. Let α∗(ω
k) be the push-forward of the sheaf ωk on Z via the finite
flat map α : Z˜rig → Y˜rig. For any admissible open subset U ⊂ Y˜rig, we can identify
H0(α−1(U), ωk) with H0(U,α∗(ω
k)). By the rigid GAGA, we just need to prove that
f , which is a priori a section of α∗ω
k defined over ΣS, extends analytically to Y˜rig. If
T ⊂ S is a subset, we put t(T ) = ∏p∈T p and t∗(T ) = (p)/t. We have w−1T (deg−1(1)) =
deg−1(1t∗(T )), where 1t∗(T ) ∈ [0, 1]B is the vector with β-component equal to 1 if β ∈
Bt∗(T ) = ∪p|t∗(T )Bp, and 0 otherwise. Since Σ contains deg−1(1) by definition, the region⋃
T⊂Sw
−1
T (deg
−1(1)) is contained in ΣS. As Yrig together with {w−1T (deg−1(1)) : T ⊂ S}
form an admissible cover of Y˜rig, it suffices to show that f can be extended analytically
to Yrig. The existence of an integral model Z of ZK finite flat over Y implies that the
sheaf α∗(ω
k) over Yrig is the rigidification of the locally free OY-module ωk ⊗OY α∗(OZ).
Therefore, by the rigid Koecher priciple 7.2, it suffices to show that there exists a closed
subset V ⊂ Y of codimension ≥ 2, such that ΣS contains the tube sp−1(Y − V ).
For p ∈ S, let wp be the automorphism of [0, 1]B given by a 7→ b with bβ = 1 − aβ for
β ∈ Bp and bβ = aβ otherwise. For a subset S ⊂ S, we define wS to be the composite of
the wp’s with p ∈ S, and w = wB. Let x be a vertex point of the hypercube [0, 1]B, and
Wx be the corresponding stratum of codimension 0. We put
T0 = {p ∈ S : xβ = 0, ∀β ∈ Bp},
T1 = {p ∈ S : xβ = 1, ∀β ∈ Bp},
T2 = B\(T0 ∪ T1).
It’s immediate that both the strata WwT0(x) and WwT0∪T2 (x) are nowhere étale (see 5.4 for
this notion). Therefore, by definition, Σ contains sp−1(W genwT0 (x)
∪W genwT0∪T2(x)); hence, ΣS
contains the admissible open w−1T0 (sp
−1(W genwT0 (x)
))∪w−1T0∪T2sp−1(W
gen
wT0∪T2 (x)
), which equals
sp−1(w−1T0 (W
gen
wT0 (x)
) ∪ w−1T0∪T2(W
gen
wT0∪T2 (x)
))
Note that w−1T0 (W
gen
wT0 (x)
) ∪ w−1T0∪T2(W
gen
wT0∪T2 (x)
) is an open subset of Wx. We denote by Vx
its complement in Wx, and by V x the closed closure of Vx in Y . By Proposition 2.8, Vx
has codimension ≥ 2 in Wx, so V x has codimension ≥ 2 in Y .
Let a be an edge of [0, 1]B. There exists a unique β0 ∈ B such that a consisting of the
points a = (aβ) ∈ [0, 1]B such that aβ0 ∈ (0, 1) and aβ ∈ {0, 1} for β 6= β0. Let T0 be
the subset of S such that aβ = 0 for all β ∈ Bp. Let Wa be the corresponding stratum
of codimension 1. Then both WwT0 (a) and WwT0∪{p0}(a)
are nowhere étale . Hence, by
defintion, ΣS contains the subset
Wa = w−1T0 ( ]W
gen
wT0 (a)
[′ ) ∪ w−1T0∪{p0}( ]WwT0∪{p0}(a)[
′ ).
Note that Wa ⊂ sp−1(Wa) . We denote by W singwT0(a) the reduced closed subscheme associ-
ated with the complement W genwT0(a)
in WwT0 (a). It’s obvious that W
sing
wT0 (a)
has codimension
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≥ 1 in WwT0 (a). We put
Va = w
−1
T0
(W singwT0 (a)
) ∪ w−1T0∪{p0}(W
sing
wT0∪{p0}(a)
).
We claim that sp−1(Wa − Va) ⊂ Wa. Ineed, we have
Wa − Va = w−1T0 (W
gen
wT0 (a)
) ∪w−1T0∪{p0}(W
gen
wT0∪{p0}(a)
).
Let Q = (A,H) ∈ sp−1(Wa − Va). If degβ0(H) >
∑fp0−1
i=1 1/p
i, then Q belongs to
w−1T0 ( ]W
gen
wT0 (a)
[′ ) ⊂ Wa by Definition 5.6. Now assume degβ0(H) ≤
∑fp0−1
i=1 1/p
i. We
have necessarily
1− degβ0(H) ≥ 1−
fp0−1∑
i=1
1
pi
>
fp0−1∑
i=1
1
pi
,
where we used the fact that p ≥ 3 in the last step. Hence, Q ∈ w−1T0∪{p0}( ]WwT0∪{p0}(a)[
′).
This proves the claim. Now we let V a be the closure of Va in Y . Since Wa has codimension
1 in Y , V a has codimension ≥ 2 in Y . Finally, we set
V = (
⋃
x
V x) ∪ (
⋃
a
V a) ∪ (
⋃
codim(W )≥2
W ),
where x runs through all the vertexes of [0, 1]B, a though all the edges, and W through
all the strata of codimension ≥ 2. This is a closed subset of Y of codimension 2. By the
discussion above, we see that ΣS contains the tube ]Y − V [. This finishes the proof of
Theorem 7.1.

8. Residual Modularity
Let F be a totally real field (on which we will put various conditions). In this section,
we prove that certain mod-p representations of GF = Gal(Q/F ) are modular.
8.1. Modularity of icosahedral mod 5 representations of GF . We begin with a
Lemma.
Lemma 8.2. Let F be a totally real field. Suppose that ρ : GF → GL2(F5) is a continuous
representation of GF = Gal(Q/F ) satisfying
• totally odd,
• ρ has projective image A5,
Then, there is a finite soluble totally real extension F ⊂ M ⊂ Q and an elliptic curve E
over M satisfying the following conditions:
• ρE,5 : GM = Gal(Q/M) → Aut(E[5]) is equivalent to a twist of ρ|GM by some
character,
• ρE,3 : Gal(Q/M(ζ3))→ Aut(E[3]) is absolutely irreducible,
• E has good ordinary reduction at every place of M above 3, and potentially good
ordinary reduction at every place of M above 5.
MODULARITY LIFTING RESULTS IN PARALLEL WEIGHT ONE: THE TAMELY RAMIFIED CASE39
Proof. Suppose [F (ζ5) : F ] = 4. Then the mod 5 cyclotomic character ǫ : Gal(F (ζ5)/F )→
(Z/5Z)× is an isomorphism. Let F1 be the unique quadratic extension F (
√
5) in F (ζ5) of
F corresponding to the index 2 subgroup of (Z/5Z)×.
Following Taylor [41] , since the kernel of the projection SL2(F5)→ PSL2(F5) is {±1},
the obstruction for liftingGal(F/F )→ PSL2(F5) to SL2(F5) lies inH2(Gal(F/F ), {±1}) =
Br(F )[2], and we shall ‘annihilate’ the obstruction by quadratic base-changes. Since F (ζ5)
is totally ramified at 5, so is F1. Hence the image in the local Brauer group of the ob-
struction at every place of F1 at 5 is trivial. One may and will choose F2 to be a totally
real quadratic extension of F such that all the places of F not dividing 5, at which local
images of the obstruction are non-trivial, remain prime; and every place of F above 5 splits
completely. Let L be the bi-quadratic extension F1F2 of F .
Suppose [F (ζ5) : F ] = 2. Choose a totally real quadratic extension F1 of F in which ev-
ery finite place of F not dividing 5, at which local images of the obstruction are non-trivial,
splits completely while every place above 5 remains prime. Choose a quadratic extension
F2 of F as above. Let L = F1F2.
In either case, the restriction to Gal(F (ζ5)/L) of the mod 5 cyclotomic character defines
an isomorphism to the order 2 subgroup {±1} of (Z/5Z)×.
The image of the obstruction for Gal(F/L) → PSL2(F5) to SL2(F5) therefore lies in
H2(Gal(F/L), {±1}), and it has local image trivial everywhere except at the infinite places
of L.
Since the kernel of the square (Z/5Z)× → {±1} is {±1}, the obstruction, for lifting the
cyclotomic character Gal(F/L)→ {±1} to a character Gal(F/L)→ (Z/5Z)× whose square
is the character, lies in H2(Gal(F/L), {±1}). Evidently, the image of the obstruction in
H2(Gal(F/L), {±1}) is trivial everywhere except at the infinite places of L.
Combining, there is no obstruction for lifting proj ρ : Gal(F/L)→ A5 to ρL : Gal(F/L)→
GL2(Z5) with its determinant mod 5 cyclotomic character.
Choose, by class-field theory, a finite soluble totally real extension L′ of L such that
ρL is trivial when restricted to the decomposition group of every place in L
′ above 3 and
5. The construction follows from class field theory; see Lemma 2.2 in [41] of “Chevalley’s
lemma”, for example. Let M be the Galois closure of L′ over F (note that M is soluble
over F ), and ρM denote the restriction of ρL to Gal(Q/M).
As in section 1 of [37], let YρM/M (resp., XρM /M) denote the twist of the (resp.,
compactified) modular curve Y5 (resp., X5) with full level 5 structure. As proved in Lemma
1.1 [37], the “twist” cohomology class is in fact trivial, and therefore XρM ≃ X5 and YρM
is isomorphic over M to a Zariski open subset of the projective 1-line P1. In particular,
YρM has infinitely many rational points.
Let YρM ,0(3) denote the degree 4 cover over YρM which parameterises the isomorphism
classes (E,φ5, C) of elliptic curves E equipped with an isomorphism φ5 : E[5] ≃ ρM taking
the Weil pairing on E[5] to ǫ : ∧2ρM → µ5, and a finite flat subgroup scheme C ⊂ E[3] of
order 3.
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Let YρM ,split(3) denote the étale cover over YρM which parameterises the isomorphism
classes (E,φ5, C,D) where (E,φ5) is as in YρM , and where (C,D) is an unordered pair,
fixed by GM , of finite flat subgroup schemes of E[3] of order 3 which intersect trivially.
Then, it follows from Lemma 12 in [34] that YρM ,split(3) and YρM ,0(3) have only finitely
many rational points.
For every prime p of M above 3 (resp. 5), the elliptic curve y2 = x3 + x2 − x (resp.
a twist of the CM elliptic curve y2 = x3 + x) defines an element of YρM (Mp) with good
ordinary reduction, and we let Up ⊂ YρM (Mp) denote a (non-empty) open neighbourhood,
for the 3-adic (5-adic) topology, of the point, consisting of elliptic curves with good (resp.
potentially) ordinary reduction at p.
By Hilbert irreducibility theorem (Theorem 1.3 in [12]; see also Theorem 3.5.7 in [36]),
we may then find a rational point in YρM (M) which lies in Up for every p above 15 and
does not lie in the images of YρM ,0(3)(M) → YρM (M) and YρM ,split(3)(M) → YρM (M).
The elliptic curve over M corresponding to the rational point is what we are looking for.

Theorem 8.3. Let F be a totally real field. Let ρ : GF → GL2(F5) be a continuous repre-
sentation of the absolute Galois group GF = Gal(Q/F ) of F which satisfies the following
conditions.
• totally odd
• ρ has projective image A5
Then ρ is modular.
Proof. This can be proved exactly as in [35, §2]. Choose an elliptic curve E over a finite
soluble totally real extension M of F as in the preceding lemma. Replace M by its finite
totally real soluble extension, if necessary, to assume that the mod 3 representation ρE,3 is
unramified at every prime of M above 3. As argued in the proof of Theorem 3.5.5 in [23],
one can do this with the absolute irreducibility of ρE,3|Gal(Q/M) intact.
By the Langlands-Tunnell theorem, there exists a weight 1 cuspidal Hilbert eigenform f1
which gives rise to ρE,3. By 3-adic Hida theory, we may find a cuspidal Hilbert eigenform
f2 of weight 2 and of level prime to 3, ordinary at every prime of M above 3, which gives
rise to ρE,3. As E is ordinary at 3, f2 renders ρE,3 : GM → GL(T3E) ‘strongly residually
modular’ in the sense of Kisin [23], and it follow from Theorem 3.5.5 in [23] that T3E is
modular. By Falting’s isogeny theorem, E is therefore modular. As ρE,5 is modular, ρ|GM
is modular. It then follows from Theorem 3.2.1 of [3] that ρ is modular. 
Remark 8.4. When the first draft of this paper was written, our theorems about modu-
larity of mod 5 representations of Gal(F/F ) came with conditions at 5; they also appeared
in our main theorem about the strong Artin conjecture. At that time, [3] was not written
up, and, in order to establish modularity of the mod 5 representation r of the absolute
Galois group of a totally real field L with the image of proj r being A5 (e.g. ρL in the proof
of the lemma above), it was necessary to assume either r is distinguished (with a view
to making appeal to Ramakrishna/Taylor lifting argument), or the kernel of proj r does
not fix L(ζ5) (with a view to using Khare-Wintenberger ‘finiteness of deformation rings’
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argument to lift r to a characteristic zero lifting that is modular). The main theorem of
Barnet-Lamb–Gee–Geraghty [3] completely solve this inconvenience for us.
9. Hida theory and Λ-adic companion forms
9.1. Hilbert modular forms. Let L be a totally real field. In the following, we will
define Hilbert modular forms as true automorphic forms for the group ResL/QGL2,F . See
Remark 3.1 for the relationship between these forms and the geometric Hilbert modular
forms defined in §3.1.
As before, OL denotes the integers of L, and dL the different of L. Let AL = A∞L × L∞
denote the adeles of L. By ∞, we shall also mean the product of the infinite primes of L.
For an ideal M of OL, let LM denote the strict ray class filed of conductor M∞.
Let U1(M) denote the open compact subgroup of matrices
(
a b
c d
)
∈ GL2(OL ⊗Z Ẑ)
such that c ≡ 0 mod M , and d ≡ 1 mod M . Let CL,M denote the strict ray class group
modM∞, i.e., A×L/L×(A∞,×L ∩U1(M))L+,×∞ . Let p be a rational prime and fix an algebraic
closure Qp and an isomorphism Qp → C.
If k ∈ Z, let Sk,w=1(U1(M);C) denote the C-vector space, in the sense of Hida [16], of
parallel weight k =
∑
τ∈HomQ(F,R)
kτ cusp forms of level U1(M). Let Sk(U1(M)) (resp.,
Sk(U1(M);R) for a ring R ⊂ Qp) denote the subspace of forms f in Sk,w=1(U1(N);C)
whose Fourier coefficients c(n, f) ∈ Z (resp., R) for all integral ideals n of OL. These
spaces come equipped with an action of CL,M via the diamond operators q 7→ 〈q〉 for a
prime q ∤ M , Tq for a prime q ∤ M , and Uq for a prime q|M . Let hk(M) denote the sub
Z-algebra of End(Sk(U1(M))) generated over Z by all these operators. For a prime q ∤M ,
define Sq by (NL/Q q)
k−1〈q〉.
Fix an integer N prime to p. For the ring O of integers of a finite extension K of Qp,
Hida [16, §3] defines an idempotent e and we set
h0O(N) = lim←r
e(h2(Np
r)⊗Z O).
We have a natural map (induced by the diamond operators)
〈 〉 : CL,Np∞ def= lim
←r
CL,Npr = A
×
L/L
×(A∞,×L ∩ U1(Np∞))L+,×∞ −→ h0O(N)×
where by A∞,×L ∩ U1(Np∞), we mean the set of elements in A∞,×L ∩ U1(N) which are 1 at
every prime p of L above p.
We let TorL,Np∞ (resp. FrL,Np∞) denote the torsion subgroup (resp., the maximal Zp
free subgroup of rank 1 + δ with δ = 0 if the Leopoldt conjecture holds) of CL,Np∞ , and
let ΛO denote the completed group algebra over O of FrL,Np∞. Note that h0O(N) is a
ΛO-module via 〈 〉. In [16], Hida proves that h0O(N) is a torsion free module of finite type
over ΛO.
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We will let
Art : A×L/L
×L+,×∞ ≃ Gal(L/L)ab
denote the (global) Artin map, normalized compatibly with the local Artin maps which are
normalized to take uniformizers to arithmetic Frobenius elements. By abuse of notation,
we shall let Art also denote the induced homomorphism CL,Np∞ → Gal(LN (µp∞)/L).
Let ǫ denote the cyclotomic character
ǫ : Gal(LN (µp∞)/L)→ Z×p →֒ Q×p .
We will let ǫcyclo denote the character
GL = Gal(L/L)։ Gal(L/L)
ab
։ CL,Np∞ →֒ O[CL,Np∞]× = ΛO[TorL,Np∞ ]×.
Note that q 7→ Sq extends to
S : ΛO[TorL,Np∞ ]→ h0O(N)×
If m is a maximal ideal of h0O(N) with residue field k(m), there is (Taylor [40], Carayol
[7], Wiles [43], Rogawski-Tunnell [32]) a continuous representation
ρm : GL → GL2(k(m)),
such that, for all prime ideals q not dividing Np, the representation is unramified at q and
trρm(Frobq) = Tq.
Let L be a finite extension of the field of fractions of ΛO, and OL the integral closure of
ΛO in L. We call a ΛO-algebra homomorphism
FH : h
0
O(N)→ OL
a Λ-adic eigenform (‘H’ for Hida). If the unique maximal ideal m ⊂ h0O(N) above kerFH
is non-Eisenstein, i.e., ρm is absolutely irreducible, it follows from results of Nyssen [25]
and Rouquier [33] that there is a continuous representation
ρFH : GL → GL2(h0O(N)m)
FH→ GL2(OL),
which is unramified for all primes q ∤ Np, and satisfies trρFH(Frobq) = Tq, and detρFH =
S ◦ ǫcyclo. Moreover, it follow from work of Wiles [43] that, for every p|p,
ρFH |Dp ∼
(∗ ∗
0 φp
)
,
where φp is the unramified character of the decomposition group Dp at p sending Frobp to
F (Up), and the product of the diagonal characters is (FH ◦ S) ◦ ǫcyclo|Dp .
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9.2. Λ-adic companion forms. Let F be a totally real field with ring of integers OF .
Let SF be the set of prime ideals of OF above p. Assume that p is unramified in F . In the
following, we construct a finite totally real soluble extension L of F and 2|SL| overconvergent
Hilbert modular forms on ResL/QGL2,L whose various twists by characters of finite order
give rise to the Galois representation in question.
Theorem 9.3. Let O be the ring of integers of a inite extension of Qp, with maximal ideal
m. Let ρ : Gal(F/F )→ GL2(O) be a continuous representation satisfying:
• ρ is unramified at only finitely many places of F ,
• if ρ def= (ρ mod m), there exists a cuspidal Hilbert modular eigenform f such that
ρf is potentially Barsotti-Tate and nearly ordinary at every place of F above p and
such that ρf ≃ ρ,
• ρ is absolutely irreducible when restricted to Gal(F/F (ζp)),
• for every place p of F above p, the restriction of ρ to the decomposition group at
p is the direct sum of characters αp and βp, such that the images of the inertia
subgroup at p are both finite, and (αp mod m) 6= (βp mod m).
Then, there exists a finite totally real soluble extension L of F in which every prime of
F above p splits completely, a finite set S of finite places of L (where N is an integer prime
to p and divisible once by all the places in S), and, for any subset T of the set of places of
L above p, a character
χT : Gal(F/L)→ O×
and a Λ-adic eigenform
FH,T : h
0
O(N)→ OL,
where OL is the integral closure of ΛO in a finite extension L of FracΛO, together with a
height one prime ℘T such that
(ρFH,T mod ℘T ) ≃ ρ|Gal(F/L) ⊗ χ−1T .
Furthermore, we have (FH,T (Up) mod ℘T ) = αp/χT if p in T , and (FH,T (Up) mod ℘T ) =
βp/χT , if p 6∈ T .
Proof. As in the proof of Theorem 3.5.5, [23], we may and will choose L to be a finite
totally real soluble extension of F such that
• every prime p of F above p splits completely in L,
• if ρL def= ρ|Gal(F/L), then ρL is totally odd, and is ramified precisely at a finite set S
of finite places of L and possibly at places above p; at every place in S, the image
of the inertia subgroups is unipotent,
• ρL = (ρL mod m) is unramified outside p and is absolutely irreducible when re-
stricted to L(ζp),
• there exists a cuspidal automorphic representation g = BC(f) of GL2(AL) such
that ρg ∼ ρ, and g is nearly ordinary at every place of L above p and is special at
every place in S.
By class field theory, one can choose a character χT satisfying χT |Ip = αp|Ip for p ∈ T,
and χT |Ip = βp|Ip for p 6∈ T . Let SurL be the set of primes p|p such that αp/βp is unramified.
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We can and do arrange for the characters χT to satisfy χT = χT−SurL for all T . In other
words, if p ∈ SurL − T , then χT = χT∪{p}.
Let ρT = ρL ⊗ χ−1T and ρT = (ρT mod m). Since ρT is p-distinguished, we may appeal
to the Ramakrishna/Taylor lifting argument (see Gee’s proof of Theorem 3.4 of [13]) to
construct a potentially Barsotti-Tate p-ordinary lifting ρ˜T of ρT such that
ρ˜T |Dp ≃
(∗ ∗
0 φT
)
where φT is an unramified lifting of (αp/χT mod m) if p ∈ T and (βp/χT mod m) if p 6∈ T .
It is indeed strongly residually modular in the sense of Kisin, since the twist of ρg by the
Teichmuller lifting of χT defines a modular lifting of ρT , and (since ρT is ordinary) it follows
from Jarvis’s level lowering result [17] and the Fontaine-Laffaille theory that the twist is
ordinary and Barsotti-Tate at every place of L above p . It then follows from Theorem
3.5.5 of [23] that there exists a p-ordinary Hilbert modular form gT whose associated Galois
representation is isomorphic to ρ˜T .
Let mT denote the maximal ideal of eh2(N) corresponding to ρgT ; in other words,
ρmT ∼ ρT and (Tp mod mT ) = (αp/χT ) for p ∈ T and (Tp mod mT ) = (βp/χT ) for p 6∈ T .
It follows from Section 5 of [35] that there exists FH,T : h
0(N)mT → OL and a height
one prime ℘T of OL such that (ρFH,T mod ℘T ) ∼ ρT and (FH,T (Up) mod ℘T ) = αp/χT for
p in T , and (FH,T (Up) mod ℘T ) = βp/χT , for p 6∈ T .

For every T ⊂ SL, we define fT = (FH,T mod ℘T ). It is clear that the fT ’s are p-adic
eigenforms of parallel weight one, and it is standard that they are indeed overconvergent.
Lemma 9.4. The assumptions stated in Theorem 4.1 hold for the collection of eigenforms
{fT : T ⊂ SL}, and the collection of Hecke characters {χT : T ⊂ SL}.
Proof. Let N be an integer prime to p and divisible by the conductor of ρT |GL for all
T ⊂ SL. Then, the conductor of χT∪{p}/χT divides p∞N . Condier p ∈ SL, and T ⊂ SL
not containing p. First assume that αp/βp is unramified. By construction of χT ’s at the
beginning of the proof of Theorem 9.3, we have χT∪{p}/χT = 1 as desired. Now, assume
that αp/βp is not unramified. If q ∈ SL − {p}, then, viewed as characters of A×L/L×, we
have χT∪{p}|O×q = χT |O×q , as, by construction, they are either both αp|O×q or both βq|O×q .
Similarly, we can see that (χT∪{p}/χT )|O×p = (αp/βp)|O×p 6= 1. Since αp/βp is tamely
ramified, it follows that χT∪{p}/χT has conductor pnT , for some nT |N .
For any T ⊂ S, let ΨT be the diamond character of fT which we will view interchange-
ably as both a character of A×L/L
× and GL. The determinant of ρfT
∼= ρ|GL ⊗ χ−1T is ΨT .
From the shape of ρ at p, it follows that ΨT |Dp is αpβpχ−2T |Dp . Viewing ΨT as a character
of A×L/L
×, we find ΨT |O×p = (αp/βp)|O×p since p 6∈ T and, hence, χT |O×p = βp|O×p . Sim-
ilarly, we find that ΨT∪{p}|O×p = (βp/αp)|O×p . It follows that ΨT |O×p = (ΨT∪{p}|O×p )−1 =
(χT∪{p}/χT )|O×p . Therefore, we have
ψ−1p,T = ψp,T∪{p} = (χT∪{p}/χT )|O×p mod 1 + pOp.
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In particular, it follows that all fT ’s are of level Γ1(pN), where N is an integer prime to p
and divisible by the Artin conductor of ρ|GL .
Let l be a prime ideal prime to Np. Comparing tr(ρT (Frl)) and tr(ρT∪{p}(Frl)), it follows
that c(fT , l) = (χT∪{p}/χT )(l)c(fT∪{p}, l). On the other hands, comparing the determinants
of ρT (Frl) and ρT∪{p}(Frl), implies that ΨT/ΨT∪{p} = (χT∪{p}/χT )
2. Using these facts,
and the formula for the Hecke operators Tlr in terms of Tl and ΨT (for a positive integer
r), it is easy to see that
c(fT ,m) = (χT∪{p}/χT )(m)c(fT∪{p}, l)
for any ideal m ⊂ OL which is prime to Np. If q|p is a prime ideal different from p, then
comparing c(q, fT ) and c(q, fT∪{p}) implies that the above relation also holds for m = q,
and hence for all m prime to pN .
Also, using a standard trick, we can assume c(fT , q) = 0 for all T ⊂ S, and all q|N .
This would require increasing N , but doesn’t require changing the prime ideal factors of
N . Finally, the formula for c(p, fT ) shows that it is nonzero, and the assumption on the
distinguishability of ρ implies that c(p, fT ) 6= c(p, fT∪{p}) if αp/βp is unramified. 
10. Modularity of Artin representations
Theorem 10.1. Let F be a totally real field in which 5 is unramified. Let
ρ : GF = Gal(Q/F )→ GL2(C)
be a continuous representation satisfying the following conditions:
• ρ is totally odd,
• ρ has projective image isomorphic to A5,
• for every place p of F above 5, the projective image of the decomposition group at
p has order 2.
Then, there exists a holomorphic Hilbert cuspidal eigenform f of parallel weight 1 such that
ρ arises from f in the sense of Rogawski-Tunnell, and, hence, the Artin L-function L(ρ, s)
is entire.
Proof. Since ρ is an Artin representation, it has finite image and hence ramifies at only
finitely many places of F ; if we choose an isomorphism ι : Q5 → C, so is ρι := ι−1 ◦ ρ.
Conjugate ρι if necessary to assume that the image of ρι lies in GL2(Z5), and let ρι denote
the residual representation GF → GL2(F5).
While Im (proj ρι) reduces mod 5 to Im (proj ρι), Im (proj ρι) ≃ A5 is simple, and, hence,
Im (proj ρι) ≃ Im (proj ρι). In particular, Im (proj ρι) is isomorphic to PSL2(F5). Because
of the assumption on the order of the projective image of the decomposition group Dp at p
above 5, ρι|Dp is a direct sum of characters αp and βp, and the image of Im (proj ρι|Dp) =
Im (αp/βp) assumes a cyclic subgroup of order 2 in PSL2(F5). Furthermore, the image of
the wild inertia subgroup at p above 5 cannot have order 2, hence 1, i.e., αp/βp is tamely
ramified at p.
By Theorems 8.3 and 9.3, there is a finite soluble totally real field extension L of F ,
and 2|SL| overconvergent cusp eigenforms {fT }T⊂SL and 2|SL| characters χT of Gal(F/L)
of finite order such that ρfT = ρι|Gal(Q/L) ⊗ χ−1T . By Theorem 4.1, the fT are indeed
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classical cusp eigenforms. Untwisting, ρι|Gal(Q/L) arises from a classical weight one form
on ResL/QGL2,L. By automorphic descent, it follows that ρι arises from a classical weight
one form on ResF/QGL2,F .

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