ABSTRACT A group L 1/2 regularization term is defined and introduced into the conventional error function for pruning the hidden layer nodes of feedforward neural networks. This group L 1/2 regularization method (GL 1/2 ) can prune not only the redundant hidden nodes but also the redundant weights of the surviving hidden nodes of the neural networks. As a comparison, the popular group lasso regularization (GL 2 ) can prune the redundant hidden nodes, but cannot prune any redundant weights of the surviving hidden nodes, of the neural networks. A disadvantage of the GL 1/2 is that it involves a non-smooth absolute value function, which causes oscillation in the numerical computation and difficulty in the convergence analysis. As a remedy, the absolute value function is approximated by a smooth function, resulting in a smooth group L 1/2 regularization method (SGL 1/2 ). Numerical simulations on a few benchmark data sets show that, compared with GL 2 , SGL 1/2 can achieve better accuracy and remove more redundant nodes and weights of the surviving hidden nodes. A convergence theorem is also proved for SGL 1/2 .
I. INTRODUCTION
Feedforward neural networks (FNNs) are the most popular artificial neural networks that have been widely used to classify nonlinearly patterns [1] , [2] and approximate arbitrary continuous functions [3] , [4] . In recent years, finding the most suitable architecture of FNNs have attracted great attention. It is well known that too many weights and nodes in a network increase the risk of overfitting, the computational load, and the memory size [5] .
In practice, current evidence points to the fact that the majority of weights and some hidden layer nodes in most networks are not necessary to improve accuracy [6] , [7] . To find a small, necessary, and sufficient neural network structure, many studies have evaluated the hidden layer architectures through various techniques [8] - [14] . Pruning method can simplify the large networks. The term ''pruning'' is defined in [15] as a network trimming within the assumed initial architecture. Among the previous studies, Optimal Brain Damage (OBD) and Optimal Brain Surgeon (OBS) are the two most popular pruning algorithms that have been proposed to identify the relevance of each weight or node in the network and then removes the weight or node that have the least contribution on the network output based on sensitivity analysis [16] . These methods assumed retraining or adapting a size-reduced network for high discriminative power.
Currently, some studies have proposed automated methods which can find a small but sufficient network structure without additional retraining and adaptation. Regularization terms are often introduced into the learning procedure and have shown to be efficient to improve the generalization performance and decrease the magnitude of the network weights [17] - [20] . In particular, L p regularization is used to penalize the sum of the norm of the weights during training. The L p regularization (0 < p < 1) is a nonconvex, nonsmooth, and global nondifferentiable function [21] , [22] . L 1 and L 1/2 regularizations [23] - [25] are the two most popular L p regularizations. They are used to reduce redundant weights. The training procedure encourages the excess weights to take values close to zero and thereby improves the generalization. However, the usual L p regularization (not in group level) is mainly designed for pruning the redundant weights, and a node can be removed only if all its outgoing weights have been close to zero.
The popular Lasso was originally proposed for estimation of linear models [26] . It is a convex optimization problem which is easy to solve but it can penalize individual weights. In other words, the Lasso cannot impose sparsity within the group level.
In this paper, we are concerned with the pruning of the hidden nodes of the FNNs. In this respect, the popular Group Lasso method (GL 2 ) [27] , [28] , which is an extension of the Lasso method, is proposed to impose sparsity on a group level such that either all the variables in a group are simultaneously set to zero, or none of them is. The Group Lasso can give a sparse set on a group level by penalizing a group of variables together. In [29] - [31] , the Group Lasso was proposed to identify and eliminate the redundant or unnecessary hidden layer nodes of the network by considering either all the outgoing or incoming weights from a node of hidden layer as a single group. In [32] , the Group Lasso was also imposed to determine the number of nodes automatically in each layer of an overcomplete neural network. This technique can minimize the size of network parameters by retaining or even improving the performance of the network. Generally speaking, Group Lasso regularization can prune the redundant hidden layer nodes, but cannot prune any redundant weights of the surviving hidden layer nodes, of the neural networks.
The L 1/2 regularization term (not in group level) was proposed in [25] , [33] , and [34] for pruning the redundant weights, which has many promising properties such as unbiasedness, sparsity and oracle properties. However, L 1/2 regularization contains the absolute value function, which is not differentiable at the origin, and this leads to oscillatory behavior in the numerical computation and difficulty to prove the convergence theorem. Later on, the L 1/2 regularization term was modified by the smoothing L 1/2 regularization term (not also in group level) and it has been applied in [35] - [40] for sparsification of the weights of the neural networks and convergence analysis.
Here, we propose a Group L 1/2 regularization method (GL 1/2 ) for pruning the hidden layer nodes by considering the outgoing weight vector from each hidden layer node as a group. Its advantage is that it can prune not only the redundant hidden nodes but also the redundant weights of the surviving hidden nodes. Similar to L 1/2 regularization, a disadvantage of GL 1/2 is that it involves a non-smooth absolute value function, which causes oscillation in the numerical computation and difficulty in the convergence analysis. As a remedy, we propose a smooth Group L 1/2 regularization method (SGL 1/2 ) by using a smooth function to approximate the absolute value function. Numerical simulations on a few benchmark data sets are carried out, showing that, compared with GL 2 , SGL 1/2 can achieve better accuracy, and remove more redundant nodes and redundant weights of the surviving hidden nodes. A convergence theorem is also proved for the learning process of SGL 1/2 .
The rest of this paper is organized as follows. The feedforward neural networks and the batch gradient algorithm without any regularization are described in Section II. GL 2 , GL 1/2 and SGL 1/2 are described in Section III. The convergence theorem is presented in Section IV. Supporting numerical simulations are presented in Section V. In Section VI, we give some conclusions and remarks. Finally, a proof of the convergence theorem is presented in Section VI. 
II. FEEDFORWARD NEURAL NETWORK AND BATCH GRADIENT ALGORITHM
We consider an FNN with three layers as shown in Fig 2. The numbers of the nodes of the input, hidden and output layers are p + 1, q + 1 and r, respectively. Here the node +1 represents the bias node with fixed output value +1. Let U = (u ji ) q×(p+1) be the weight matrix connecting the input and hidden layers, and u j = (u j1 , u j2 , . . . , u ji , . . . , u jp , u j(p+1) ) T ∈ R p+1 for j = 1, 2, . . . , q. The weight matrix and the weight vector VOLUME 7, 2019 connecting the hidden and output layers are denoted by
. . , r, respectively. To simplify the presentation, we write all the weight parameters in a com-
Let g : R → R be a given activation function for both the hidden and the output layers. For any x = (x 1 , x 2 , . . . , x q ) T ∈ R q , we introduce the following vector valued function
Then for any given input vector ξ ∈ R p+1 , the output vector of the hidden layer is G(Uξ ), and the output of the output node k of the neural network is
where k = 1, 2, . . . , r and z ∈ R r represents the output layer activation vector. Let the given training sample set be
where ξ m and o m are the input and the corresponding target output (one-hot encoded) of the m-th sample, respectively. Correspondingly, the standard square error function is
where
and its derivative is
Then,
where i = 1, 2, . . . , p, p + 1; j = 1, 2, . . . , q, q + 1 and k = 1, 2, . . . , r. The gradient of the error function defined in Eq. (3) with respect to the weight vector W is
whereẼ
. . 
whereẼ(W) is the usual error function defined in Eq. (3),
of the outgoing weight vector from the j-th hidden node, and λ is a regularization parameter. The target of the network training is to find a weight vector W * to minimize the error function:
Here the extra punishing (regularization) term encourages some outgoing weight vectors of the hidden nodes to become small without damaging the network accuracy. A hidden node j can be pruned automatically when its outgoing weight vector becomes small enough in the training process. This strategy is also applied to the other two algorithms below. The corresponding gradients of the error function defined in Eq. (6) with respect to u ji and v kj respectively are
We shall use the batch gradient method to minimize the error function, resulting in a batch gradient method with Group Lasso regularization (GL 2 ): Starting with an arbitrary initial value W 0 , the weights are updated iteratively by using the following learning algorithm:
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for n = 0, 1, 2, . . .
Here η is a given positive learning parameter.
Now, let us define our proposed Group L 1/2 regularization for pruning hidden nodes. The new error function is defined by
where | · | denotes the absolute value function. The gradients of the error function in Eq. (11) with respect to u ji and v kj respectively are
where ''sign(·) '' denotes the signum function. With Group L 1/2 regularization (GL 1/2 ), the weights are updated iteratively with equations formulated above by Eqs. (9a) and (9b), where the corresponding increments of the weights u n ji and v n kj are respectively defined as follows:
Now, we modify the non-smooth error function defined in Eq. (11) by
where the function f (α) is a smooth function that approximates the absolute value function |α|. In particular, we choose the following piecewise polynomial function [35] f (α) = |α| if |α| ≥ c,
where c is a small positive constant. This smooth function has the following properties:
The gradients of the modified error function in Eq. (14) with respect to u ji and v kj are respectively defined as follows:
Similarly, the weight updating algorithm of SGL 1/2 is formulated by Eqs. (9a) and (9b) and u n ji and v n kj are respectively defined as follows:
In compact form, the weight updating algorithm of SGL 1/2 is formulated by
The following pseudocodes (Algorithms 1 and 2) describe the training processes of GL 1/2 and SGL 1/2 , respectively.
IV. A CONVERGENCE THEOREM
Let us define the following constants:
To prove the convergence, we need the following sufficient conditions.
are uniformly bounded for n = 0, 1, 2, . . . and k = 1, 2, . . . , r. VOLUME 7, 2019 Algorithm 1 Pseudocode for GL 1/2 Regularization Require: into
. . , X K } as training set to train the network: X test = X k as test set.
5:
while n ≤ N do 6: Use Eq. (2) to compute the output z.
Use Eq. (11) to compute the error function E(W n ). Use Eq. (10a) and Eq. (10b) to compute the increments of the weights U n and V n , respectively.
10:
Use Eq. (9a) and Eq. (9b) to update the weights U n and V n , respectively.
11:
Compute training acc. . (A4) There exists a compact set such that W n ∈ and the set 0 = {W ∈ : E W (W) = 0} contains finite points. Now, we are ready to present the convergence theorem for SGL 1/2 (the batch gradient method with smooth Group L 1/2 regularization). Its proof is given in the Appendix.
Theorem 1: Let the error function be defined by Eq. (14) and the weight sequence {W n } be generated by the iteration
⊂ R P+1 × R r , the learning rate η, the regularization parameter λ, the fold number K , the smooth factor c, and the maximum learning step N . Ensure: The final weights U N , V N , average training acc.
and average test acc. 1: Initialization: Initialize randomly the initial weights U 0 and V 0 in [-0.5, 0.5]. 2: K-fold: Partition X equally (or roughly equally)
into
5:
7:
Use Eq. (14) to compute the error function E(W n ). 
V. SIMULATION RESULTS
To investigate the effectiveness of our new pruning method SGL 1/2 (smooth Group L 1/2 regularization), we compared it with BG (batch gradient method without any regularization term), GL 2 (Group Lasso) and GL 1/2 (Group L 1/2 regularization) on a few benchmark data sets from the UCI machine learning repository [41] . All the benchmark data sets that we used in our study are well-known and widely used multiclass classification problems in literature to compare the performance of different learning algorithms in machine learning fields. Some specifications of the four data sets are summarized in Table 1 .
To avoid overfitting during the training process, the popular K -fold cross-validation method [42] , [43] is applied. The data are randomly and equally (or almost equally) divided into K folds. K − 1 folds are used to train the network, and the remaining one fold is used to test the trained network. This process is repeated K times such that each fold has its turn to be the test fold. In particular, we choose K = 10 in our numerical simulation.
The logistic sigmoid function is chosen as the activation function for both hidden and output layers. The initial weights for each learning process are randomly chosen in the interval [−0.5, 0.5]. We set c = 0.005 as the smoothing factor in the definition of the function f (α) in Eq. (15) . All numerical simulations were run on a MacBook Air laptop with the processor running at 1.6 GHz Intel Core i5, Memory 8 GB 1600NHz DDR3 and Graphics Intel HD Graphics 6000 1536 MB of RAM by using MATLAB, R2014a (MathWorks,Inc., Natick, Mass). MATLAB mapminmax function is used to normalize the feature dataset in range of 0 and 1 and we defined it as
where Data is original input dataset, X is normalized input dataset, XMIN = 0 is the minimum value for each row of X and XMAX = 1 is the maximum value for each row of X . All class attributes of datasets are also encoded by one-hot representation.
Since we are focused on the sparsification capability of the algorithms, for each data set, we start with a feedforward neural network such that the number of its hidden nodes is more than necessary. And we observe how many redundant hidden nodes and weights are pruned at the end of the learning process. If the norm of outgoing weight vector from hidden node j is small enough, i.e., if v j 2 is below a threshold, the j-th hidden node will be considered as a redundant hidden node. For all our experiments, the threshold value is arbitrarily selected as 0.00099. In addition to the redundant hidden nodes that are close to zero, some redundant weights of the surviving hidden nodes will also close to zero at the end of the training process and can be pruned when their values are less than or equal to the absolute value of the aforementioned threshold value.
For each data set, we first try a few usual backpropagation (BP) training processes so as to choose a suitable learning parameter η. And we also figure out the maximum learning step N , for which the trying learning processes reach a stable state. Then, in the numerical simulations for each data set, the two parameters are used for all the three learning algorithms involved.
The regularization parameter λ plays a much more important role for the sparsity and accuracy of the neural network. Therefore, for each data set, we use a few λ's for all the three algorithms.
To sum up, for each triple of {data set, algorithm, λ}, we perform the 10-fold learning processes to get ten results. Each result contains the numbers of the pruned hidden nodes (No. of PN) and the numbers of the pruned weights of the surviving hidden nodes (No. of PW), the training accuracy (Training Acc.) and the test accuracy (Test Acc.). The averages of these ten results are presented in Tables 2-5 for each data set.
To save the space, we use in below the symbols , >, ≥ and = to denote ''is significantly better than'', ''is better than'', ''is slightly better than'' and ''is the same'', respectively. The performances of GL 2 , GL 1/2 , and SGL 1/2 are compared in Table 2 for the given two initial network structures. We see that the three algorithms have roughly the same overall accuracy, but SGL 1/2 enjoys better sparsity than those of GL 1/2 and GL 2 :
• Average training accuracy: In the 5-16-3 case, SGL 1/2 = GL 1/2 ≥ GL 2 ; and in the 5-25-3 case, SGL 1/2 = GL 1/2 = GL 2 .
• Average test accuracy: In the 5-16-3 case, SGL 1/2 = GL 1/2 ≥ GL 2 , and in the 5-25-3 case, SGL 1/2 ≥ GL 1/2 = GL 2 .
• Average No. PN: In both the two cases, SGL 1/2 > GL 2 > GL 1/2 .
• Average No. PW: In the 5-16-3 case, SGL 1/2 = GL 1/2 GL 2 ; and in the 5-25-3 case, GL 1/2 SGL 1/2 GL 2 .
• Overall sparsity: In both the cases, SGL 1/2 > GL 1/2 > GL 2 . Here the overall sparsity is defined as the average total number of the pruned weights, which is equal to No. PW plus the product of No. PN and the number of the output nodes. For instance, in the 5-16-3 case for SGL 1/2 , the average total number of pruned weights = 6.5 × 3 + 5.0 = 24.5.
The oscillation of GL 1/2 that we mentioned before is shown in Fig. 4 , where the norms of gradients of the error functions of SGL 1/2 and GL 1/2 during a typical learning process are presented. We observe that the SGL 1/2 regularizer eliminates the oscillation and guarantees the convergence as predicted by Theorem 1.
B. BALANCE SCALE DATA SET
This dataset was generated by Siegler, R. S. (1976) to model psychological experimental results. Each example is classified as having the balance scale tip to the right, tip to the left, or be balanced.
The two initial network structures are chosen as 5-18-3 and 5-25-3. The regularization coefficients λ's range from 0.001-0.06, the learning rate η is set to 0.05, and the maximum learning step is set to 10,000.
The performances of GL 2 , GL 1/2 , and SGL 1/2 are compared in Table 3 for the two initial network structures. We see that the average training and test accuracies of SGL 1/2 are better than those of GL 1/2 and GL 2 , and the numbers of PN and PW of SGL 1/2 are significantly better than those of GL 2 . The numbers of PN for SGL 1/2 are significantly better than those for GL 1/2 , and the numbers of PW for SGL 1/2 are less than those for GL 1/2 . But as in the first data set, the overall sparsity of SGL 1/2 is significantly better than that of GL 1/2 in terms of PN and PW together.
• Average training accuracy: In both two cases, SGL 1/2 > GL 2 > GL 1/2 .
• Average test accuracy: In the 5-18-3 case, SGL 1/2 > GL 1/2 = GL 2 , and in the 5-25-3 case, SGL 1/2 > GL 2 > GL 1/2 .
• Average No. PN: In both the two cases, SGL 1/2 GL 2 GL 1/2 .
• Average No. PW: In the 5-18-3 case, GL 1/2 > SGL 1/2 GL 2 ; and in the 5-25-3 case, GL 1/2 > SGL 1/2 GL 2 .
• Overall sparsity: In both the cases,
It is also shown in Fig. 5 that during a training process the SGL 1/2 regularizer eliminates the oscillation that occurs for the GL 1/2 regularizer.
C. ECOLI DATA SET
This data contains protein localization sites and created by Kenta Nakai at Institue of Molecular and Cellular Biology in Osaka University, Japan.
We use two initial network structures 8-16-8 and 8-21-8. The learning rate η = 0.08, λ values range from 0.001 to 0.05, and the maximum epoch is set as 10,000.
From Table 4 , we observe that the training and test accuracies of SGL 1/2 and GL 1/2 are slightly different from each other, and are better than those of GL 2 . The overall sparsity (combining the numbers of PN and PW together) of SGL 1/2 is better than that of GL 1/2 , and the overall sparsity of GL 1/2 is better than that of GL 2 .
• Average training accuracy: In the 8-16-8 case, GL 1/2 > SGL 1/2 > GL 2 ; and in the 8-21-8 case,
• Average test accuracy: In the 8-16-8 case, GL 1/2 > SGL 1/2 > GL 2 , and in the 8-21-8 case, SGL 1/2 > GL 1/2 > GL 2 .
• • Overall sparsity: In both the cases,
Furthermore, we see from Fig. 6 that SGL 1/2 removes the oscillation of GL 1/2 .
D. LYMPHOGRAPHY DATA SET
This dataset was obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia, that has repeatedly appeared in the machine learning literature.
We use two different initial network structures 19-16-4 and 19-51-4. The learning rate η is 0.06, the maximum epoch is 2,000, and the regularization coefficients λ's range from 0.001 to 0.05.
From Table 5 , we observe that for both two initial network structures, the training and test accuracies of SGL 1/2 is slightly better than those of GL 1/2 respectively, and the VOLUME 7, 2019 training and test accuracies of GL 1/2 is slightly better than those of GL 2 , respectively:
• Average training accuracy: In both the two cases,
• Average test accuracy: In both the two cases, SGL 1/2 > GL 1/2 > GL 2 .
• • Overall sparsity: In both the cases, SGL 1/2 GL 1/2 GL 2 . In Fig. 7 , the norm of the gradient of the error function shows oscillatory behavior by using GL 1/2 and the SGL 1/2 removes the oscillation phenomena with the same training parameters. In all experimental results, it can be seen that when we increase the initial number of nodes in hidden layer the benefits of our proposed SGL 1/2 become more significant.
E. WHY CAN GL 1/2 PRUNE THE REDUNDANT WEIGHTS OF THE SURVIVING HIDDEN NODES?
It has been pointed out [27] - [32] that the Group Lasso method (GL 2 ) can prune the redundant hidden nodes, but not any redundant weights of the surviving hidden nodes. On the other hand, as shown later on by our simulation results, our method GL 1/2 can prune not only the redundant hidden nodes, but also the redundant weights of the surviving hidden nodes. We can not yet give a theoretical explanation for the simulation results. Instead, we try to give an intuitive explanation as follows.
In the iterative learning formulas (10b) and (13b) 
= O(λ).
(Here we recall that λ is a small parameter.) Therefore, if a redundant weight v kj of a surviving hidden node j is small but not very small, then the above GL 1/2 increment has a better chance than the GL 2 increment to override the ordinary increment, so as to force the redundant weight v kj to become even smaller and to go to zero eventually. Remark: The well-known idea of using regularization method to prune a neural network is to obtain a ''smaller'' network with similar or even better accuracy. Here, as example, let us compare the test accuracies of BG and SGL 1/2 on the four data sets (see Tables 2-5 ) as follows.
• Iris problem. The test accuracy of SGL 1/2 is the same as that of BG even for very sparse network structures.
• Balance Scale problem. The test accuracy of SGL 1/2 is worse than that of BG.
• Ecoli problem. In the 8-21-8 (res. 8-16-8) structure, the best test accuracy of SGL 1/2 with λ = 0.005 (res. λ = 0.009) is better than (res. the same as) that of BG.
• Lymphography problem. In the 19-51-4 (res. 19-16-4) structure, the best test accuracy of SGL 1/2 with λ = 0.007 is better (res. worse) than that of BG. Therefore, our regularization method SGL 1/2 has very good chance to get the same or even better test accuracy than that of BG by choosing suitable regularization parameter λ.
VI. CONCLUSION
This paper considers the pruning of the hidden layer nodes of feedforward neural networks. The Group Lasso method (GL 2 ) is the most popular tool to this end. But it has a disadvantage that it can remove only the redundant hidden layer nodes, but not any redundant weight of the surviving hidden layer nodes, of the network.
As a remedy, we first define a batch gradient method with Group L 1/2 regularization term (GL 1/2 ). This method prunes not only the redundant hidden nodes but also the redundant weights of the surviving hidden layer nodes, of feedforward neural networks. But it has a disadvantage in that it involves a non-smooth absolute value function in its definition, which causes oscillation in the numerical computation and difficulty in the convergence analysis. Therefore, we go further to approximate the absolute value function by a smooth function, resulting in a smooth Group L 1/2 regularization method (SGL 1/2 ), which is our main contribution of this paper.
Numerical simulations on a few benchmark data sets are carried out, giving the following observations: Compared with GL 2 , SGL 1/2 achieves the same or slightly better accuracy, and removes more redundant hidden nodes and redundant weights of the surviving hidden nodes. On the other hand, compared with GL 1/2 , SGL 1/2 eliminates the oscillation in computation, achieves the same or slightly better accuracy, and gives better overall network sparsity in that it removes more redundant weights (including the weights of the pruned hidden nodes and the weights of the surviving hidden nodes). A convergence theorem is also proved for SGL 1/2 .
We expect that our proposed method SGL 1/2 can be applied for more complicated networks such as deep neural networks and other types of feedforward neural networks. For instance, we can use our Group L 1/2 regularizer to replace the Group Lasso regularizer in e.g. [30] , and hopefully get similar results as shown in this paper. The detailed discussion is beyond the scope of this article and left for interested reader.
APPENDIX
For sake of simplicity, we use the following notations:
Before proving Theorem 1, let us give two useful lemmas. Lemma 1: Let Conditions (A1) and (A2) be valid, then for m = 1, 2, . . . , M and n = 1, 2, . . . , we have
where the constant C 2 is defined in Eq. (19) . Proof: Using the definition of Euclidean norm, we have
This proves Eq. (A.3).
By the Lagrangian mean value theorem, Condition (A1) and Eq. (19), we obtain the following:
where,t j,m,n ∈ R(1 ≤ j ≤ q + 1) is between u n+1 j · ξ m and u n j · ξ m . This proves Eq. (A.4).
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The following Lemma will be used to prove 4 of Theorem 1. 
Then, we obtain
Using the Taylor expansion of g mk (v 
By substituting Eq. (A.11) into Eq. (A.10), we obtain 12) where
According to the definitions of v n k and G n,m , and using the Taylor expansion with order two of g(u
Similarly, using the definitions of v n k and G n,m , we obtain
Substituting Eq. (A.13) and Eq. (A.14) into Eq. (A.12), we have
Using Eqs. (16b) and (17b), Eq. (A.15) becomes 
