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Abstract
Recent years saw a fast development of quantum algorithms that solve combinatorial
optimization problems, such as graph coloring, by finding the ground state of a suitable
quantum system. Inspired by this, we show how to couple phase-oscillators on a graph so
that collective dynamics ‘searches’ for the coloring of that graph as it relaxes towards the
dynamical equilibrium. This translates a combinatorial optimization problem (graph col-
oring) into a continuous optimization problem (finding and evaluating the global minimum
of dynamical non-equilibrium potential, done by the natural system’s evolution). Using a
sample of graphs we show that our method performs at least as good as traditional combina-
torial algorithms and can serve as a viable alternative to them. Moreover, we show that with
the same computational cost our method efficiently solves the harder problem of improper
coloring of weighed graphs.
1 Introduction
Problems of combinatorial optimization pervade all walks of science [1, 2]. This is particularly
true in modern data-driven era, as analyzing the data becomes much harder than obtaining the
data. Combinatorial optimization problems revolve around finding the optimal value of some
criteria function on a discrete set. That set is usually very large, typical example being the
set of all combinations or variations of some elements in a given order. Classical combinatorial
optimization problems include linear and quadratic assignments, bin packing problem, vehicle
routing problem, graph partitioning, etc. [3].
The difficulty of these problems is hidden in the size of the discrete set on which optimiza-
tion is to be done. Most of them are NP-hard, which means that there is no algorithm to solve
them that works in polynomial time (unless P = NP ). In practice, we can optimally solve such
problems only for small or medium size instances, while larger instances can usually be solved
only approximately and without any approximation guaranty. Combinatorial optimization com-
munity developed over the years an array of exact and approximating methods. The winning
strategy is always combining general methods with problem specifics, like the Hungarian method
for linear assignment problem [3]. Another common approach is to formulate a combinatorial
optimization problem as a (non)linear optimization problem with integer constraints and apply
Branch and Bound method. But again, these methods fail for for larger instances of the problem,
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often very quickly. The standard alternative is to use various heuristic algorithms, which often
involves utilisation of some general meta-heuristic algorithm, like genetic algorithm, simulated
annealing, ant-colonies, etc. [4, 5, 6].
Luckily, many optimization problems can be represented in several different ways [7]. While
this does not make them easier to solve, it helps to conceptualize them from a different angle
and enables different methodology approach them. Excellent example are quantum algorithms,
whose promise for solving diverse optimization problems is nowadays clear [8]. Quantum simu-
lations that solve optimization problems typically involve finding the ground state of a suitably
designed quantum system [9, 10]. This particularly refers to combinatorial optimization prob-
lems [11, 12], including graph theory [13, 14, 15]. After decades of theoretical developments,
some quantum algorithms can now be experimentally realized [16].
On a different scientific front, closer to statistical physics of complex systems, large efforts
went into scrutinizing collective dynamics of oscillatory units on complex networks (graphs).
Most often this involves studying synchronization and mechanisms of its emergence in relation
to the coupling between the oscillators and the underlying graph topology [17, 18, 19, 20, 21,
22, 23]. Frequent paradigm are simple phase-oscillators, such as Kuramoto oscillators, where
synchronization emerges via positive coupling [24, 25, 26, 27, 28]. The evolving dynamics makes
phases of the coupled oscillators ‘attract’ and eventually synchronize. Much less researched is
the opposite paradigm, namely, when the oscillators are coupled negatively, i.e., in the phase-
repulsive way [29, 30, 31, 32]. Here, the dynamics pushes the phases of the coupled oscillators
away from each other.
In this paper we propose a dynamical model whose natural evolution – the search for the
stationary equilibrium state – is equivalent to the search for the solution of a combinatorial
optimization problem. Specifically, we design a model of repulsively coupled phase-oscillators
and show that when interacting on a given graph, oscillators tend to arrange their equilibrium
phase values as colors in a solution of graph coloring problem.
2 The graph coloring problem
We begin be precisely formulating the (vertex) graph coloring problem as the combinatorial
optimization problem. Let G = (V,E) be a non-directed graph with vertex set V and edge set
E. A K-coloring of vertices V is a function ϕ : V → {1, 2, . . . K}, which maps adjacent vertices
into different numbers, i.e., ϕ(u) 6= ϕ(v) for all uv ∈ E. Graph is called K-colorable if and only
if there exists a K-coloring of it vertices. The minimal K, such that there exists a K-coloring is
called chromatic number of graph G and is denoted by χ(G) [33]:
χ(G) := min{K | ∃K-coloring of vertices of G}. (1)
Finding the chromatic number of given graph is referred to as graph coloring problem, and is a
classical problem of combinatorial optimization. There is a vast amount of theoretical results for
this problem on different families of graphs and on the problem’s extensions [34]. Graph coloring
serves as a theoretical model for several practical problems, including timetable scheduling [35]
or frequency assignment problem [36].
The problem can be formulated in the context of optimization theory in several different
ways [37, 38, 39]. Here we present the most basic version, so-called assignment-based ILP
model [39]:
χ(G) = min
∑H
i=1 wi
s.t.
∑H
i=1 xvi = 1, ∀v ∈ V
xui + xvi ≤ wi, ∀uv ∈ E, i = 1, . . . ,H
xvi, wi ∈ {0, 1}, ∀v ∈ V, i = 1, . . . ,H
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In this model H is a fixed upper bound for χ(G) obtained by applying some of the many
theoretical upper bounds or heuristic algorithms. Binary variables xvi represent the assignment
of vertices to colors. Each vertex must be assigned exactly to one color (the first constraint)
while two adjacent vertices can not have the same color, which is controlled by binary wi (the
second constraint).
Graph coloring problem is simple for some special families of graphs. Trivial examples are
K-partite graphs which are K-colorable. For the complete graph on N vertices KN is trivially
χ(KN ) = N . For perfect graphs, the chromatic number equals to the size of the largest clique
and this number can be efficiently computed by semi-definite programming. This follows from
the definition of perfect graphs and by the famous Sandwich theorem [40], while the Strong
perfect graph theorem simply characterises these graphs [3].
As for solving the graph coloring problem, exact algorithms that solve it to optimality start
with one of the mathematical programming formulations and try to feed it into appropriate non-
linear programming solver, if the problem is small enough and if the there is a solver available for
that formulation [41]. For larger graph sizes, linear and semi-definite programming relaxations
are used within Branch and Bound framework. However, for practical needs, a vast amount of
heuristic algorithms is available [42, 43].
3 The dynamical model that colors the graph
Coming back to phase-oscillators, we begin explaining the contribution of this paper via illustra-
tive toy-example. Consider a graph with N nodes defined by the adjacency matrix A. Kuramoto
oscillators specified by phases ϕi are assigned to its nodes, each with degree ki. Oscillators’ fre-
quencies are identical so we set them all to ωi = 0 without loss of generality. The coupling
strength is ε = −1. The equation for this phase-repulsive graph of oscillators reads:
ϕ˙i = −(1/ki)
∑
j
Aji sin(ϕj − ϕi) . (2)
If our graph had only N = 2 oscillators (nodes) connected by a link, dynamics would push their
phases away from each other to the opposite values. Eventually, the phase difference between
them would reach pi, since this is the stable equilibrium for this system [29]. Assume now
that our graph is 2-partite. Dynamics pulls the phases of the connected oscillators apart, i.e.,
‘stretches’ the phase differences along each link, trying to reach the maximum stretch value pi.
Since the graph is 2-partite, this equilibrium is easily attained. Eventually, oscillators in two
groups will have the opposite phase values and the graph will be perfectly anti-synchronized.
An illustration of this situation is shown in Fig. 3a.
Figure 1: (a) Illustration of a simple 2-partite graph (network): link connect only nodes in one
group with the nodes in the other group. Groups are shown in grey. (b) Illustration of a simple
graph that is not 2-partite, but it is 3-partite.
But now, inverting this problem, Eq. 2 can be used to check whether a given graph is 2-
partite. Once the dynamics of Eq. 2 reaches equilibrium, one looks at the phase differences along
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links: if they are all pi the graph is 2-partite. Actually, consider a graph that is not 2-partite.
For simplicity, let it have 3 nodes connected in a triangle, like in Fig. 3b. It is a 3-partite graph,
since nodes can be grouped in three groups with links going only between the groups (but not in
two groups). The dynamics of Eq. 2 will no longer be able to ’stretch’ the phase differences along
links to pi. Instead, at least some links will be “frustrated” or “squeezed” to a phase difference
less than pi. This will happen for any choice of initial phases, indicating that the underlying
graph is not 2-partite.
To articulate this dynamical situation we introduce frustration fij = fij(ϕj − ϕi) along the
link i− j (Aij = 1) as:
fij(ϕj − ϕi) = 1 + cos(ϕj − ϕi) . (3)
Frustration captures how “squeezed” is a link, fij = 0 means that link i − j is not frustrated
(phase difference is pi). If we picture the oscillators’ interactions as springs, frustration can be
thought of as elastic potential energy due to spring being squeezed [29]. In fact, gradient of
fij yields the sinusoidal interaction in Eq. 2, so f plays the role of dynamical non-equilibrium
potential 1. We define the total frustration F of a graph as the sum of frustrations along the
individual links:
F =
∑
i,j
Aijfij(ϕj − ϕi) , (4)
so that F = 0 guarantees that fij is zero along all links. The graph in Fig. 3a will always have
F = 0, whereas the one in Fig. 3b will always have at least some frustrated links and hence
F > 0. This shows that former graph is 2-partite, while the latter is not. Eq. 2 can be used to
confirm 2-partitness, but not to confirm 3-partitness.
So, can we develop a dynamical model inspired by Eq. 2 that could confirm K-colorability
of a graph for any K (not just for K = 2)? Such model would offer a dynamical solution to
the combinatorial optimization problem [7], finding the chromatic number dynamically, just by
naturally relaxing to its equilibrium. Note the analogy with searching for the ground state in
quantum systems [15].
Equipped with above preliminaries, we now present exactly such a model. We are given
a non-weighted and non-directed graph and set out to find a dynamical model that checks its
K-colorability for any K. We need the specific coupling functions and frustration function for
each K. For K = 2 we have Eq. 2 and Eq. 3: a graph is 2-colorable if for at least one choice of
initial phases we obtain F = 0.
We define the K-frustration fKij along the link i− j for K ≥ 2 as:
fKij (ϕj−ϕi) = 1+cK
[
(K−1) cos(ϕj−ϕi)+(K−2) cos 2(ϕj−ϕi)+· · ·+cos(K−1)(ϕj−ϕi)
]
. (5)
Constants cK are fixed to have f
K
ij (
2pi
K
) = 0 for every K. Each fK is a trigonometric polynomial
of the degree K − 1. For K = 2 we have f2ij = 1+ c2 cos(ϕj −ϕi). Requesting f
2
ij(pi) = 0 we get
c2 = 1 and recover Eq. 3.
We define the total K-frustration FK similarly to Eq. 4 as the sum of K-frustrations along
the individual links
FK =
∑
i,j
Aijf
K
i,j(ϕj − ϕi) . (6)
FK is the non-equilibrium potential for the dynamical model behind Eq. 5. We have:
ϕ˙i = −
1
ki
∂FK
∂ϕi
= −
1
ki
∑
j
Aij
∂
∂ϕi
fKij (ϕj − ϕi) = −
1
ki
∑
j
AijC
K(ϕj − ϕi) . (7)
1Frustration can be equivalently defined for phase-attractive case, but it is always zero since for identical
oscillators full synchronization is the only equilibrium state. In contrast, for the phase-repulsive case graph
topology is intimately related to frustration [29]
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For coupling functions CK we get:
CK(ϕj−ϕi) = cK
[
(K−1) sin(ϕj−ϕi)+2(K−2) sin 2(ϕj−ϕi)+· · ·+(K−1) sin(K−1)(ϕj−ϕi)
]
,
where the constants cK are fixed as before. Since c2 = 1, Eq. 7 for K = 2 reduces to the
phase-repulsive graph of Kuramoto oscillators Eq. 2.
For higher values of K, in addition to the first harmonic like in Eq. 2, oscillators are also
coupled via higher harmonics. Consider the example of K = 3. We have:
f3ij(ϕj − ϕi) = 1 +
4
3
cos(ϕj − ϕi) +
2
3
cos 2(ϕj − ϕi) ,
ϕ˙i = −
4/3
ki
∑
j
Aji
[
sin(ϕj − ϕi) + sin 2(ϕj − ϕi)
]
.
(8)
For phase differences ϕj − ϕi =
2pi
3 or ϕj − ϕi =
4pi
3 we get f
3
ij = 0 and hence ϕ˙i = 0. In
contrast, for all other phase differences we have ϕ˙i 6= 0. Hence, above dynamical model looks
for equilibrium states where the phase differences along links are integer multiples of 2pi3 . Back
to the graph from Fig. 3b, under dynamics governed by F 3 its three nodes will ultimately have
three different phase values, equidistant on the circle, and separated by 2pi3 . In this situation we
have F 3 = 0, indicating that this graph is 3-colorable. Meanwhile, F = F 2 will stay positive,
since graph is not 2-colorable (every K-colorable graph is also (K + 1)-colorable, but not vice
versa).
In general, any graph is K-colorable if and only if the global minimum of FK is zero and the
smallest such K ≥ 2 is the graph’s chromatic number χ(G). In fact, if for some arrangement of
equilibrium phase values around the nodes we find FK = 0, then there are exactly K different
equilibrium phase values. This means some nodes will have common phase values, but never
those that are connected. Instead, phases of the connected nodes will always be integer multiples
of 2pi
K
apart (if they were not, this would not be an equilibrium state, and FK would be positive).
Identifying K colors as K equilibrium phase values, we have that such graph is K-colorable.
This is the core result of our paper and it is rigorously proven in the Appendix.
To confirm that a graph is K-colorable one needs to run the dynamical model Eq. 7 from
many initial phases and examine the final equilibrium states, searching for the one with FK = 0.
Simplest way to do this is to track FK(t) (in addition to several ‘tricks’ that we discuss later).
Note that FK always has a global minimum: the question is, if it is zero. Thus, checking the
K-colorability of a graph is translated into evaluating the global minimum of a real function FK ,
which is done via natural evolution of the collective dynamics Eq. 7. We have thus translated
a combinatorial into a continuous optimization problem: rather than permuting arrangements
of node colorings (combinatorial problem), we run the Eq. 7 by integrating ordinary differential
equations (continuous problem).
However, if FK = 0 is not found, this still does not prove that graph is not K-colorable. FK
is a trigonometric polynomial whose functional properties depend on (and in fact, capture) the
topology of the underlying graph. Therefore, in addition to the global minimum, such function
will in general have many local minima where FK > 0. Dynamics could easily get “stuck” in
one of them, and confuse it for the global minimum, leading to (potentially false) conclusion
that graph is not K-colorable. Dynamics can miss the true global minimum for several reasons,
e.g. because its basin of attraction is too small. This is a notorious problem in functional
optimization.
An important remark. Once the non-negative function FK is defined, its local and global
minima are what they are (zero or otherwise), regardless of whether our dynamics Eq. 7 finds
them or not. So, running the dynamics Eq. 7 is not the only way to evaluate the global minimum
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of FK . There are numerous algorithms and approaches in functional optimization for evaluating
the global minima of real functions, such as gradient descent, differential evolution, etc [44]. In
fact, some of them could be more efficient than the natural evolution of Eq. 7. In other words,
once the combinatorial problem of K-colorability is converted into evaluation problem, this
evaluation can be done either via Eq. 7 or via above methods.
4 Simulations
To illustrate our result, we construct a simple graph with 8 nodes and chromatic number 4. We
run the dynamics of Eq. 7 with coupling function C4, whose corresponding frustration is F 4.
Initial phases are set at random, but instead of picking them from uniform distribution on the
circle, we use von Mises distribution [45], which can be thought of as a Gaussian on the circle
with parameter κ ≥ 0 playing the role of standard deviation (uniform distribution on the circle
is obtained for κ = 0). The effect of this is that initially all phases are close to each other, so the
system is very frustrated, which gives it a bit of “push” and makes phases diverge more rapidly.
In Fig. 2 we show two realizations of dynamical evolution on the graph via four snapshots
(last snapshot for t = 15 is the equilibrium state). In top panel the dynamics reaches the state
with F 4 = 0, which confirms that graph is 4-colorable. There are indeed only 4 different final
phase values and no connected pair of nodes is colored the same. In bottom panel the dynamics
settles into a state with F 4 > 0, since some links remain frustrated and there are more than 4
different equilibrium phase values. This is a local minimum, in the sense that small perturbations
will not “kick” it out of it. This shows how not all runs finish in the global minimum, regardless
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Figure 2: Two realizations of evolution for illustrative graph with 8 nodes, shown in four time
snapshots as indicated above. Both evolutions start from initial phases randomly chosen from
von Mises distribution on the circle with κ = 10 [45]. The phases of the nodes are shown by
colors and frustration of links in gray-scale (see two colorbars on the right). Top panel is an
example of dynamics that reaches F 4 = 0, while bottom panel is an example of dynamics that
settles in a local minimum with F 4 > 0.
of it being zero or not. Still, we need only one realization as in top panel to confirm that graph
is 4-colorable.
But what if the basin of attraction for the state F 4 = 0 was much narrower? In that
case it could happen that no runs finish in the global minimum. This would falsely lead us to
believe that graph is not 4-colorable. Establishing whether some minimum is local or global is
a notorious problem in functional optimization. To investigate its repercussions here, we trace
FK(t) starting from 50 initial phases for above graph and report the results in Fig. 3. Situation
in earlier Fig. 2 corresponds to Fig. 3b (K = 4). Only a fraction of runs finish in F 4 = 0 (red
curves), and the rest finishes in F 4 > 0 (blue curves). Examples of the former and the latter
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correspond to the top and the bottom panels in Fig. 2, respectively. One needs to run the
dynamics from many different initial phases to find one state with F = 0, assuming there are
any. To put this in context, we re-do the same runs with K = 3 are show the plots in Fig. 3a.
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Figure 3: (a) Plots of F 3(t) for 50 runs of Eq. 7 with C3 for the same graph as in Fig. 2. (b)
The same for C4 and F 4, two examples on this dynamics are shown in Fig. 2. (c) The same for
C5 and F 5. Plots are shown until t = 15 for consistency with Fig. 2. Red curves are runs that
finish in FK = 0 and blue curve are runs that finish in FK > 0.
Clearly, none of the runs finish with F 3 = 0, since graph is not 3-colorable. However, the same
situation could happen for K = 4 unless we run enough realizations. In contrast, in Fig. 3c we
show the same for K = 5: almost all runs lead to F 5 = 0, since graph is easily colorable with 5
colors. Confirming the colorability for higher K is easier, since FK touches zero in more points,
despite FK being a higher-order trigonometric polynomial for higher K. As we get closer to the
minimal K for which the graph is K-colorable, less and less initial phases lead to FK = 0, since
the basin of attraction for states with FK = 0 shrinks. That is why pinpointing the chromatic
number of a graph is challenging, as illustrated in Fig. 3.
We ran many more simulations for graphs of varying size and chromatic numbers. Overall,
we found that our simulations correctly identify the chromatic numbers obtained via traditional
combinatorial algorithms. However, as graph size grows beyondN = 50, the number of necessary
runs increases rapidly. In fact, the dimensionality of space on which FK is defined is N . As FK
becomes higher and higher dimensional, pinpointing the basin of attraction for FK = 0 becomes
harder and harder. But still, if the chromatic number is (relatively) low, the corresponding FK
is a low-order trigonometric polynomial, so our dynamical graph coloring works.
On the other hand, except taking the initial phases from specific distributions, there are other
enhancements (or ‘tricks’) one could use. One of them is to introduce kicking in the oscillator
dynamics, i.e., make Eq. 7 a stochastic differential equation by adding a noise term on its RHS.
The effect of this is that evolution can get kicked out of a local minimum, possibly finding the
global minimum later. This is similar to the effect that temperature has in simulated annealing.
We confirmed that this enhancement indeed improves the overall performance of our method,
but it still does not solve the challenge of large graphs and high chromatic numbers.
5 Improper coloring of weighted graphs
Our approach is actually useful for a harder problem known as improper graph coloring [46, 47].
Here, one looks into colorings with number of colors smaller than graph’s chromatic number.
Therefore, one allows for some connected nodes to be colored the same, but looks for the
arrangement of colors that minimizes the number of such pairs. In this improper sense, any
graph is colorable with any K number of colors, but the question is, how to minimize the
number of connected nodes having the same color. If this number is zero for some K, the graph
is K- colorable in the proper sense, and we have χ(G) ≤ K. Several variations of this problem
have been studied in the literature, although not very frequently, with diverse motivations, for
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example related to scheduling and timetabling problems [48].
To make our analysis even more general, in this section we face the problem of improper
coloring of weighted graphs. In a weighted graph, links (edges) are not all of equal weight
(“thickness”), but can be stronger or weaker, modeling the strength of interactions between
the nodes. Consider a non-directed weighted graph with N nodes, described by the symmetric
weighted adjacency matrix Wij. The entry Wij in this matrix denotes the (non-negative) weight
of the link i− j. Given an integer K ≤ N , the problem is to color the nodes of this graph in a
way to minimize the sum of weights of links that connect nodes that are colored the same. In
other words, we want to minimize the sum of Wij such that nodes i and j are colored the same
(if i and j are not connected then of course Wij = 0). Traditionally, improper graph coloring is
treated via similar combinatorial algorithms, which in weighted case have an additional layer of
complexity.
As before, we assign phase-oscillators of identical frequencies ω = 0 to graph nodes and
consider a tentative coloring number K. K-frustration fKij along i− j remains defined by Eq. 5,
but the total K-frustration FKW is now a weighted sum of individual link frustrations:
FKW =
∑
i,j
Wijf
K
i,j(ϕj − ϕi) . (9)
The dynamical equations are obtained the same way:
ϕ˙i = −
1
ki
∂FKW
∂ϕi
= −
1
ki
∑
j
Wji
∂
∂ϕi
fKij (ϕj − ϕi) = −
1
ki
∑
j
WjiC
K(ϕj − ϕi) , (10)
where the coupling functions CK for each K are the same as before. Our main result fully
generalizes: if the system reaches the global minimum of FKW , then in that state there are
exactly K different equilibrium phase values on the nodes, separated by integer multiples of 2pi
K
.
The key difference is that now even in the global minimum we have FKW > 0, since some links
will be frustrated, as their nodes will have the same phase value (i.e. be colored the same).
However, the sum of weights Wij of such links will be minimal, as we prove in the Appendix.
Hence, the minimization of FKW yields the improper coloring of a weighted graph using exactly
K colors. As in the non-weighted case, we can use either the dynamics itself or a range of other
functional minimization methods.
There are several differences with the non-weighted case. First, a graph is now K-colorable
for any K, the only question is, how frustrated it will be. Our results says that the dynamics
evolves to (i) minimize the total frustration FKW , and (ii) squeeze the remaining frustration
preferentially into weaker links. We have again translated a combinatorial into a continuous
optimization problem, it is just that now we cannot recognize the global minimum via FKW = 0,
but via K different final phase values. Second, the fact that coloring is improper does not
specify how many connected node pairs are colored the same (at least one), but only that the
joint frustration of their links is minimal. So, we are not minimizing the number of frustrated
links, but the total frustration FKW itself. Third, in weighted case dynamics can also get stuck in
the local minima. For any K there is a guaranteed improper coloring corresponding to minimal
total frustration, but one might again resort to “tricks” such as special choice of initial phases
or stochastic evolution to find that minimum more efficiently. On the other hand, local minima
can now be interpreted as Nash equilibria in the system: let eKi be the K-frustration of the
node i defined as the sum of K-frustrations of all its adjacent links eKi =
∑
jWijf
K
i,j. Collective
dynamics can now be seen as each node i seeking to minimize its eKi . Pairs of nodes connected
by weak links will be more successful in this.
Next we show the performance of our dynamical method for improper coloring. For sim-
plicity we use a fully connected graph (clique) with N = 6 nodes (this is a non-trivial problem,
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a variation of the channel assignment problem for wireless graphs known from telecommunica-
tions). We randomly assign weights to its 15 links and run the dynamics of Eq. 10 with coupling
functions C6, C5, C4, C3, computing the corresponding frustrations F 6W , F
5
W , F
4
W , F
3
W . The
results are shown in Fig. 4, three snapshots for each example. For C6, as expected, the dynamics
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Figure 4: Four realizations of evolution for weighted fully connected graph with N = 6 nodes,
shown in three snapshots each, as indicated. Link weights are chosen randomly between 1 to 5.
Initial phases are randomly selected from von Mises distribution with κ = 2. The phases of the
nodes are shown by colors and frustration of links in gray-scale, as in Fig.2. One realization of
evolution for each coupling function C6, C5, C4, C3 and the corresponding frustration F 6W , F
5
W ,
F 4W , F
3
W is shown in each panel, as indicated.
settles into a state with zero total frustration and with graph (properly) colored with K = 6
colors. For C5, as the graph tries to get colored with 5 colors, at least one pair of nodes must
be colored the same. The dynamics reaches a state with just one link frustrated, the weakest
one. For C4, the dynamics settles into a state where two weakest links are frustrated. For C3,
graphs is eventually colored with 3 colors. Four links remain frustrated and we verified that
their joint weight is the smallest possible. So, as expected, in all cases our dynamical coloring
reached the equilibrium with minimal total frustration squeezed into weakest links. In case
of a complex topology (not clique), the minimization into weakest links would interplay with
topology, making it more difficult to see that algorithm works as expected.
To examine the impact of the local minima, we repeat in Fig. 5 the analysis from Fig. 3.
We track FKW (t) between t = 0 and t = 15 for 50 choices of initial phases for above graph for
K = 6, 5, 4, 3, in correspondence to four panels in Fig. 4. For K = 6 most initial phases lead to
F 6W = 0, but not all: since the graph is weighted, despite having 6 colors available, the graph
sometimes fails to “stretch” to zero total frustration. In such equilibria, the graph is not colored
by 6 colors. For K = 5, 4 and 3, the global minimum that corresponds to improper coloring
with K colors decreases with K. For each of these values of K there are many local minima,
so the global minimum is somewhat less distinguishable, and has to be identified by actually
checking if the graph is colored (although improperly) with K distinct colors. We run additional
simulations for larger weighted fully connected graphs and found the same scaling properties
as in the non-weighted case. Global minima are increasingly harder to find as the graph size
increases. Enhancements such as kicking (stochastic evolution) have the same effect as before –
they improve the search, but does not solve the problem of local minima.
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Figure 5: (a) 50 realizations of F 6W (t) for 50 runs of Eq. 10 with C
6 for the weighted graph
from Fig. 4. (b) The same for C5 and F 5W . (c) The same for C
4 and F 4W . (d) The same for
C3 and F 3W (all in correspondence with four panels in Fig. 4). Plots are shown until t = 15 for
consistency. Red curves are runs that finish in zero total frustration and blue curves otherwise.
6 Discussion
Using the analogy with repulsively coupled phase-oscillators we found a way to convert a com-
binatorial optimization problem (proper and improper graph coloring of non-weighted and
weighted graphs) into the optimization problem of evaluating the global minimum of a real
function. This function is the non-equilibrium potential for the collective dynamics of oscillators
coupled through the edges of the graph (network). This dynamics can be used as a “natural” way
to search for the minimum, or alternatively, one can resort to the rich ensemble of methods from
functional optimization. This conversion does not offer an immediate solution to the problem,
but it allows us to approach the problem using completely different methodology. Examining
in what situations this might lead to a more efficient or precise solution of the original problem
remains the matter of future work.
There are two ways of comparing our result to the state of the art. First, one could compare
our collective dynamics as a method of evaluating the global minima of real functions to the
existing optimization methods. We did not find this of interest, since this means comparing
continuous optimization methods among them, and for that there already exists abundant liter-
ature. Second and more interesting way is to examine whether solving graph coloring problem
this way would be better than solving it via standard combinatorial algorithms. We did look
into this, and as already stated, for all examined graphs we found the same chromatic numbers.
In no case we found the chromatic number bigger or smaller than indicated by traditional algo-
rithms. We checked this for 30 graphs with sized up to N = 100. Another independent way of
making this comparison is to look at the computational cost involved in two cases. However, this
comparison strongly depends on the computing architecture, since the algorithms are of quite
different nature (permutations of color arrangements vs. integrating a differential equation us-
ing e.g. Runge-Kutta integrator). A possible interesting direction of future work might revolve
around looking for a computationally cheap method of integrating Eq. 7 [49], which would make
our method overall cheaper than traditional algorithms.
A different issue revolves around scaling up the problem: how about coloring a graph of
size N = 1000? This represents a challenge for both combinatorial and our method. While the
former suffer from combinatorial explosion, our method comes down to finding a minimum of
1000-dimensional real function, which is far from trivial. However, while cases of small graphs
can in practice be easily treated by any approach, the true challenge lies in coloring large graphs,
which is where our approach might make a difference. This remains the core direction of future
work. Still, the degree of trigonometric polynomial in Eq. 5 is K − 1. Hence, checking the
colorability for small K is relatively easy, since low-level trigonometric polynomial is not very
“wavy” and the minima is easier to find, even for large graphs. This might be a competitive
advantage of our methods, since checking for these minima could beat the existing combinatorial
optimization approaches. In contrast, when checking the colorability for high values of K, the
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degree of trigonometric polynomial is higher, which makes the function more wavy and hence
the basins of attraction for local and global minima are steeper and harder to find. On the other
hand, given the purely trigonometric nature of any FK , it would be interesting to do frequency
analysis on it.
We close the paper with another potentially interesting idea. Consider a graph G with
unknown chromatic number χ(G) = K0 and some very large tentative K, much larger than K0
(say K = N). FK is zero on a potentially very large domain within RN , since the graph is
easily K-colorable for this K ≫ K0. We call this domain support of F
K . Consider now K − 1,
where the support for FK−1 is a large domain, although presumably smaller than support of
FK . Continuing on, one expects that support of FK−2 is even smaller, but larger than the
support of FK−3, and so on. Eventually, the support of FK0 is the smallest such non-empty
domain, since the support of FK0−1 is empty. What is the geometric relationship between these
domains? For example, could they be nested subsets of each other? If so, one could be able to
extrapolate K0 by examining the geometric process of how these domains (supports) shrink as
K deceases. The value of K just before this domain becomes empty is the chromatic number
K0, obtained without optimization.
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A Full proofs for the weighted and non-weighted cases
In the appendices we report more complete and rigorous proofs for the statements made in the
main text. We being by the simpler non-weighted case by noting that K-frustration along the
link (i, j) is defined as
fKij (ϕi, ϕj) = pK(ϕi − ϕj),
where pK is a trigonometric polynomial:
pK(x) = 1 + cK(K cos x+ (K − 1) cos 2x+ · · ·+ 2cos(K − 1)x+ cosKx), (11)
where the constants cK are chosen in such a way to have pK(
2pi
K+1) = 0 satisfied.
Notice several properties of polynomials pK :
P1. For each K, pK is a trigonometric polynomial of the degree K.
P2. pK are even functions.
P3. pK are 2pi-periodic functions.
P4. Functions pK are nonnegative, i.e. pK(x) ≥ 0 for each x.
P5. For each K the function pK has exactly K local minima on [0, 2pi]. These local minima
are located at points 2pi
m+1 for m = 1, . . . ,K. (It is important to notice that there are no local
minima at zero.)
Definition. We say that phases ϕ1, . . . , ϕN are in k-regular configuration for some k ≤ N ,
if each ϕi coincides with one of the points z +
2spi
k
, for some z ∈ [0, 2pi] and s = 0, . . . , k − 1.
Now, we are ready to several assertions that create the basis for our method of graph coloring.
Proposition 1.
1. For any graph Γ and for all integers K the functions FK are nonnegative.
2. There exists an integer m ≤ N − 1, such that the value of Fm at its global minimum
equals zero.
3. Suppose that Fm(ϕ1, . . . , ϕN ) = 0. Then, the configuration of phases ϕ1, . . . , ϕN is
m+ 1-regular.
Proof.
1. Obviously, for each K the function FK is nonnegative, as it is the sum of nonnegative
functions (11), see the property P4.
2. Due to property P5, polynomials pN−1 have precisely N local minima at points
2pi
m
, m =
1, . . . , N . Let ϕ1, ϕ2 = ϕ1 +
2pi
N
, ϕ3 = ϕ2 +
2pi
N
, . . . , ϕN = ϕN−1 +
2pi
N
. Then, for each pair
(i, j), we have fN−1(i,j) (ϕi, ϕj) = pN−1(ϕi − ϕj) = 0. We have F (ϕ1, ϕ2, . . . , ϕN ) = 0. Hence, the
global minimum of FN−1 is zero. In other words, the function FN−1 equals zero at N -regular
configuration.
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3. Suppose that Fm(ϕ1, . . . , ϕN ) = 0. Then all terms in the function F
m are equal to zero,
i.e. for ∀(i, j) ∈ E, fm(i,j)(ϕi, ϕj) = pm(ϕi − ϕj) = 0. Then, from the property P5 it follows that
ϕi − ϕj =
2spi
m+1 , for some s = 0, 1, . . . ,m.
Proposition 2.
A proper coloring of a graph Γ with m colors exists if and only if the global minimum of
Fm−1 equals zero.
Proof.
Suppose that for some ϕ1, . . . , ϕN , F
m−1(ϕ1, . . . , ϕN ) = 0. Then, for each (i, j) ∈ E, we have
that fm−1(ϕi, ϕj) = pm−1(ϕi−ϕj) = 0. Now, from the property P5 we have that ϕi−ϕj =
2spi
m
for some s = 0, 1, . . . ,m − 1. This means that points eiϕ1 , . . . , eiϕN are located at m points
on the unit circle, where an angle between any two consecutive points equals 2pi
m
. Moreover, if
(i, j) ∈ E, then ϕi 6= ϕj . Now, we assign a different color to each of m points on the unit circle.
Then, if (i, j) ∈ E, the corresponding nodes qi and qj are colored in different colors.
On the other side, suppose that graph Γ can be properly colored using m colors. Pick m
points on the unit circle, so that an angle between any two consecutive is 2pi
m−1 and assign one of k
colors to each point. To each node qi assign a value ϕi, such that the point e
iϕi is colored into the
same color as qi. Suppose that (i, j) ∈ E. Then nodes qi and qj are colored into different colors
and, hence, ϕi − ϕj =
2spi
m
for some s = 1, . . . ,m − 1. Then, fm−1(i,j) (ϕi, varphij) = 0. In other
words, m−1-frustration along each link (i, j) ∈ E is zero, and, hence, the total m−1-frustration
Fm−1(ϕ1, . . . , ϕN ) = 0.
From Proposition 2 we immediately obtain the following
Corollary.
The chromatic number of graph Γ is a minimal integer m, such that the global minimum of
Fm−1 equals zero.
Finally, we extend above proofs to the weighted case. To do that, we prove the Proposition
that guarantees that our methods for minimization of functions Fm−1W will end up at m-regular
configurations. This means that minimization method for Fm−1W will yield a certain coloring of
the graph using m colors.
Proposition 3. Local minima of the function Fm−1W are achieved at m-regular configura-
tions.
This Proposition can be easily obtained by differentiating the function Fm−1W and equating
its derivative to zero.
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