†a) , Kazuhiro TOKUNAGA †b) , Nonmembers, and Tetsuo FURUKAWA †c) , Member SUMMARY This paper presents an efficient algorithm for large-scale multi-system learning task. The proposed architecture, referred to as the 'RBF×SOM', is based on the SOM 2 , that is, a'SOM of SOMs'. As is the case in the modular network SOM (mnSOM) with multilayer perceptron modules (MLP-mnSOM), the aim of the RBF×SOM is to organize a continuous map of nonlinear functions representing multi-class input-output relations of the given datasets. By adopting the algorithm for the SOM 2 , the RBF×SOM generates a map much faster than the original mnSOM, and without the local minima problem. In addition, the RBF×SOM can be applied to more difficult cases, that were not easily dealt with by the MLPmnSOM. Thus, the RBF×SOM can deal with cases in which the probability density of the inputs is dependent on the classes. This tends to happen more often as the input dimension increases. The RBF×SOM therefore, overcomes many of the problems inherent in the MLP-mnSOM, and this is crucial for application to large scale tasks. Simulation results with artificial datasets and a meteorological dataset confirm the performance of the RBF×SOM.
Introduction
The modular network self-organizing map (mnSOM) is a generalization of Kohonen's self-organizing map (SOM), in which every nodal unit in the SOM is replaced by a neural network module, such as a multilayer perceptron (MLP) [1] , [2] . Since the mnSOM has the ability to map a set of functions represented by the modules in a self-organizing manner, it is expected to provide a powerful method for designing large scale modular network systems. In fact, the effectiveness of the mnSOM has been shown in various applications, such as multi-class adaptive controllers and sensor sequence learning in autonomous robots [3] - [5] .
The behavior of an mnSOM is summarized as follows. In the training phase, a number of neural network modules are trained from multi-class datasets, whilst at the same time, a map of functions represented by the modules is generated, to visualize the relations of these functions. The nature of the SOM ensures a stable learning ability, by providing good interpolations between training datasets. After the training phase has been completed, the entire mnSOM can function as an assembly of information processors, much the same as our cortexes do. All these properties of the mn-SOM suggest that this architecture would be beneficial for large scale tasks. Although the concept of the mnSOM was proposed in a generalized form using any type of neural network modules, most practical implementations have been based on the multilayer perceptron (MLP) or modifications thereof [2] , [6] . Past results of an mnSOM with MLP-modules (MLPmnSOM) have shown good performance for tasks that are not very large. Nevertheless, there is concern over the difficulties that arise when the mnSOM is applied to larger scale tasks, for the following reasons. (1) As the number of modules increases, so too does the calculation cost of the MLP modules. Since the calculation cost is roughly proportional to both the entire data size and the number of modules, the cost increases drastically when a larger task requires more modules. ( 2) The local minima problem remains an issue when using MLP modules. Although an effective algorithm that avoids the local minima problem has been proposed for the mnSOM, it would be preferable to employ other types of architectures that are not affected by this problem [2] . (3) The mnSOM theory assumes that the probability density functions (PDFs) of the input data are equal for all input classes [2] . This theoretical assumption is a strong restriction on the MLP-mnSOM. One way to satisfy this assumption is to normalize the input data for each class in advance, so that the PDF of every class is almost equal. However, it is very hard to normalize the distributions if the PDFs of the inputs depend strongly on the classes. This situation is more likely to occur as the dimension of the input space increases. These problems are not limited to the mnSOM only, but are common for other types of modular networks with MLP modules as well. They are therefore, unavoidable problems that need to be overcome.
While the mnSOM is a generalization of the SOM, there is a further generalization called the SOM n [7] - [9] . SOM n denotes the n-th rank of a SOM, in which every reference unit represents a tensor of rank n. The second rank of a SOM, i.e., SOM 2 , is also called a 'SOM of SOMs', because the task of a SOM 2 is to organize a map of selforganizing maps generated from multi-class datasets. The concept of a SOM n can be further generalized to other vector quantization methods, such as neural gas (NG), and various combinations thereof. Thus, NG n and NG×SOM are also members of the generalization. The SOM n family has the following advantages. is faster than a conventional SOM with the same numbers of reference units and data vectors. The reason for this is that the number of iterations is reduced by using the hierarchical structure in the SOM 2 . (2) They are not prone to the local minima problem. The reason is that the update algorithm is described by a linear transformation from sets of data vectors to a set of reference tensor units. (3) They have the ability to represent differences in a set of data distributions of the given classes; that is, the task for which the SOM n has been designed. Thus, a SOM n has the ability to identify the differences in PDFs between classes. These advantages of the SOM n complement the disadvantages of the MLP-mnSOM.
The purpose of this paper is to propose an efficient and fast algorithm for multi-system learning, which allows us to deal with larger scale tasks. The basic architecture just looks like the mnSOM with radial basis function (RBF) network modules, however, the center position and the amplitue of each RBF unit in RBF×SOM is determined by the SOM 2 or NG×SOM algorithm. The proposed method is therefore, a straightforward extension of the SOM 2 rather than the original mnSOM. We refer to this architecture as the RBF×SOM.
In this paper, we first introduce the background theory and related works, and then describe the algorithm for the RBF×SOM. Finally, we present some simulation results.
Background Theory and Related Works
The concept of a self-organizing map that generates a set of functions was first proposed by Kohonen as the selforganizing operator map (SOOM) [10] . Although Kohonen proposed the SOOM concept as a generalized framework, an algorithm was presented for the linear case only. Kohonen also proposed the adaptive subspace SOM (ASSOM), in which each reference unit was replaced by a set of basis vectors [11] . The algorithms for the SOOM and ASSOM were described as naive extensions of the conventional online SOM algorithm. The mnSOM and SOM 2 can be regarded as nonlinear extensions of the SOOM and ASSOM, respectively. Tani et al. applied the recurrent neural network with parametric biases (RNNPB) to a humanoid robot 'QRIO' [12] . The RNNPB is an alternative algorithm for the MLP-mnSOM, and we also share an interest therein. As such, one of the aims of this work is to establish an efficient and effective self-organizing algorithm, that provides a sound platform for intelligence of autonomous agents.
From a theoretical viewpoint, algorithms for the SOM family can be classified into two different groups, namely the online group and the batch group [13] . What we wish to point out here is not the difference in the data presentation style, but the difference in the update direction of the reference units. In the online group, all reference units are updated towards the same point, with different learning coefficients. Thus the reference units are encouraged to move closer to the presented data, while the learning coefficients are determined by the neighborhood function. As a result, the units gradually converge to certain points in a stochastic Brownian motion. In contrast, the target point of each unit in the batch group is calculated in advance by the product sum of the entire dataset, and then all units are updated directly towards their individual targets. The target points become the final convergence points once the winning units have ceased changing. Therefore, the reference units do not show any Brownian motion in the batch case. In this paper these two categories are referred to as 'naive' and 'natural' rather than 'online' and 'batch', because it is possible in the generalized situations to define an algorithm in the naivestyle with batch-like data presentation, and vice versa.
In a normal situation where mapped objects are ordinary data vectors, both naive and natural algorithms are expected to produce approximately the same (or at least similar) results. However, when mapped objects are something other than simple vectors, such as nonlinear functions, subspaces, dynamics and so on, there is no theoretical proof that both algorithms produce the same result. Thus it is not guaranteed that the naive method will give the desired convergence points. Nevertheless, many proposals have been presented naively without considering this fact. For example, although the SOOM and ASSOM belong to the naive group, the reason that they work well is that their architectures are restricted to linear cases only. In contrast, the natural method estimates appropriate intermediate models (i.e., natural for the given task) prior to updating the units or modules [2] , [14] . Thus the appropriate convergence points are explicitly defined in the natural method. Tokunaga et al. proposed the theory of the mnSOM in accordance with the natural way, and then simplified the MLP-module case to a naive one [2] . They also indicated the conditions under which naive algorithms are valid. Furukawa defined another type of SOM generalization, created with higher ranks, and which is called SOM n [15] . The algorithm for the SOM n is described by the natural way, in which natural interpolation of nonlinear manifolds are defined explicitly. Ohkubo et al. compared the maps created by a naive MLP-mnSOM and a natural SOM 2 using the same dataset [14] . Their results are replicated in our simulations with artificial datasets, showing that the naive method does not generate appropriate maps (Fig. 3) . Unfortunately, when the task becomes larger or more complicated, or uses higher dimensional datasets, such naive algorithms are inadequate. To make the situation worse, the naive algorithm produces some form of map, which may even look correct in some cases. Note that it also becomes more difficult to examine the adequacy of the organized maps as the tasks become larger. In addition, the problems of calculation speed and convergence stability occur at the same time. Therefore, it is imperative to develop an efficient and effective algorithm with sound theoretical assurances before embarking on large scale tasks, such as autonomous intelligent robots. This work has been undertaken against this background, and as such, does not merely involve a simple modification of the mnSOM, by replacing the MLP modules with RBF networks.
Architecture and Algorithm for RBF×SOM
The proposed architecture has a modular network structure with RBF networks, the learning algorithm of which is based on the SOM n family. Two representatives are the SOM 2 -based and NG×SOM-based RBF×SOM. If the input dataset of each class is assumed to distribute in a low dimensional nonlinear manifold, then the SOM 2 -based algorithm is suitable, while the NG×SOM-based one would provide a better solution when the topology of the input data space is unknown. In this section, the SOM 2 -based algorithm is presented as the representative case.
Mathematical Notation
In this paper, mathematical formulas adhere to the following rules. Indexes representing the data ( j), class (i), unit (l), module (k) and vector element (n) are depicted in lower case, while upper case refers to the limit of the indexes. These indexes are written as super-or subscripts allowing formulas to obey the tensor notation rule. Thus 
Architecture of RBF×SOM
Suppose that we have I nonlinear static systems and a dataset {x
of observations from the systems, which can be used in the training phase. Let us further suppose that x ∈ R N , x in ∈ R N in and x out ∈ R N out . The data are labeled in advance, and represented by a classification matrix (c , which correspond to the SOM and RBF blocks, respectively. It is worth noting that the RBF×SOM program can be written without keeping any actual memory for the class modules, and therefore the algorithm can be applied when I is infinite.
Learning Algorithm
The tasks of the RBF×SOM are (i) to represent the inputoutput relations of the given I systems using I class modules, and (ii) to generate a self-organizing map of these I systems using K reference modules. These two tasks are processed in parallel. The learning algorithm for the RBF×SOM is described as follows.
Step 0: All {w kl } and {v il } are initialized randomly, and the calculation time t is set to 0.
Step 1: If t > 0, each class module is reset by the best matching reference module (BMRM) determined in the previous iteration. Thus
Herek(V i , t − 1) denotes the BMRM of the i-th system at calculation time (t − 1), which is defined later.
Step 2: The input-output relation of each system is roughly represented by the class module, using the batch SOM algorithm as follows.
, and h 1 (d; σ) is the neighborhood function (usually a Gaussian function). d 1 (l 1 , l 2 ) is the function giving the distance between the l 1 -th and l 2 -th units in the map space, while σ 1 (t) is the neighborhood size at time t that gradually decreases. Note that it is sufficient to determine the BMUs by (2) only for the class module to which each data belongs.
Step 3: The reference modules are updated by the batch SOM algorithm by regarding the {V i } as data vectors, and the {W k } as reference vectors. Thus the {W k } are updated as follows.
Herek represents the BMRM, while h 2 (·; ·), d 2 (·, ·) and σ 2 (·) are the neighborhood function, distance function in the map space, and neighborhood size, respectively. Combining (4) and (7), the entire update algorithm can be formulated as
After the reference modules have been updated, the calculation time t is incremented by one, and we return to step 1. Steps 1 to 3 are iterated until the calculation time t reaches T . Note that Steps 0 to 3 are identical to the SOM 2 algorithm.
Step 4: The amplitudes of the RBF units for each class module are determined by
Here
Step 5: Regarding R i = (r i1 , . . . , r iL ) as a data vector, S k = (s k1 , . . . , s kL ) is determined using the neighborhood function specified in Step 3. Thus
Combining (9), (10) , and (12), the RBF parameters for each reference module are given by
The algorithm above is a natural extension of the SOM 2 algorithm. The only difference is that R i is determined by the pseudo inverse matrix. If an algorithm based on the NG×SOM is required, all that needs to be done is to modify (3), so that it is evaluated by the neural gas algorithm as follows [8] , [15] .
Here rank(v il , x j ) gives the rank of the reference unit v il for the data x j . In other words, rank(v il , x j ) = r if v il is the r-th nearest neighbor of x j within the i-th class module.
Algorithm for the Execution Phase
After the training phase has been completed, the RBF×SOM can be used as an assembly of RBF-network modules. Suppose that a new datasetX = {x 1 , . . . ,xJ} is obtained from observations in a new system. In such a situation, the inputoutput relation of the new system is represented by the BMRM as follows.
Step 6: The mean quantization error between the new dataset and each reference module is measured as
and the least error module is determined as the BMRM. Thus the BMRM is given bŷ
Step 7: Using the RBF parameters of the BMRM, the input-output relation is estimated as follows.
In the algorithm above, it is assumed that both inputs and outputs are given. If only inputs are observed, i.e., the corresponding outputs are not given, then (16) is modified as
This method of determining the BMRM is suitable when the input distribution depends on the class. In other words, this method is permitted in the natural algorithms such as RBF×SOM and SOM 2 , whereas both inputs and outputs are always necessary to determine the BMRM in the naive cases, including the MLP-mnSOM. This is a further advantage of using a RBF×SOM. 
Simulation Results

Artificial Datasets
To highlight the differences between the MLP-mnSOM and RBF×SOM, two artificial datasets, with homogeneous and heterogeneous PDFs, respectively, were examined in Simulations 1 and 2. We refer to the two cases as the 'homo-PDF case' and 'hetero-PDF case', respectively. In the homo-PDF case (Simulation 1), all classes have an identical PDF for inputs, i.e., p(x) = 1/2 if −1 ≤ x ≤ 1, otherwise p(x) = 0. In this simulation, Legendre polynomials are used to obtain a set of nonlinear functions. Thus the function of the i-th class f i (x) is given by
Here P m (x) is the m-th Legendre function [2] . In contrast, the PDFs of inputs depend on the classes in the hetero-PDF case. In Simulation 2, the function f i (x) and PDF p i (x) of the i-th class are given as
In both cases, each class consists of 101 data points, and white noise with a uniform distribution between [−0.05, +0.05] is added to every output. To compare the calculation speed of the MLP-mnSOM and the RBF×SOM, both architectures were trained with the same annealing schedule, with T = 375. The number of hidden units in each MLP module was 10, while the performance of the RBF×SOM was examined under two different conditions, one with 50 units/module and the other with 8 units/module. (In the case of 8 RBF units, 2 extra units were extrapolated to avoid the boundary effect.) These parameters were taken from typical values, and were chosen merely as representative examples. It is worth noting that the architectures are rather robust with regard to parameter settings, and similar results can be obtained using other parameters. In the MLP-mnSOM case, each MLP module was trained with the backpropagation algorithm, and every data vector was presented once for every SOM loop. Thus, the backpropagation was executed (data number per class) × (class number) × T times for each module during the entire learning phase. Note that the calculation speed of the MLP-mnSOM is proportional to the number of iterations of the backpropagation learning, and that the appropriate number of iterations depends on the task and the dataset. Of course the performance can be improved by using other algorithms instead of the backpropagation method. Therefore the values presented in this paper are merely rough measures used as a guide. Both simulations were executed on a Mac Pro with 2 × Quad-Core Intel Xeon 3.2 GHz CPU.
Simulation 1 examined the homo-PDF case. Figure 2 (a) and (b) show the maps generated by the MLP- Table 1 Mean square errors and calculation times of MLP-mnSOM and RBF×SOM with a 2-dimensional map space (Fig. 2 (c) and (d) and Fig. 3 (c) and (d), respectively) . The MSEs in parentheses are those for the SOM block in the RBF×SOM. Each value is the average of five trials, and the standard deviation is also indicated. mnSOM and RBF×SOM respectively, with five modules. In this case, only two classes were provided for training and the architectures were expected to work as follows. (i) The far right and far left modules become the BMRM for the training classes, and (ii) the remaining modules represent intermediate function shapes by interpolating two given classes, so that the entire map represents a continuous change of functions. As shown in the figure, both the MLP-mnSOM and RBF×SOM generated exactly the same map. Thus appropriate maps were successfully obtained in both architectures by interpolating between the given classes. This result is consistent with the theoretical proof [2] . Figure 2 (c) and (d) show the 2-dimensional maps of polynomial functions generated from six training classes. Again, both architectures successfully organized the desired maps. While the maps obtained were almost the same, the calculation costs were quite different. The MLP-mnSOM took 555.4 sec to generate the map, whereas the RBF×SOM required only 1.56 sec in the case of 50 units/module. Thus the calculation speed of the RBF×SOM was about 350 times faster than that of the MLP-mnSOM. When the number of RBF units was reduced to (8+2) units/module, the calculation speed was 0.256 sec. Thus, the RBF×SOM was more than 2000 times faster than the MLP-mnSOM, while the mean square error (MSE) was kept suitably low. The results are summarized in Table 1 . In the case of the RBF×SOM, the SOM block of each module also approximates the function shape. The MSE of the SOM block is also indicated in Table 1 , which is discussed in Sect. 5.
In Simulation 2, the hetero-PDF case was examined. In contrast to the homo-PDF case, the organized maps were quite different (Fig. 3) . With five modules and two training classes, every module of the MLP-mnSOM represented a complex function shape, and the modules did not generate a continuous map (Fig. 3 (a) ). Thus the intermediate modules between the BMRMs did not interpolate correctly between classes. This phenomenon occurred in the case of the 2-dimensional map as well (Fig. 3 (c) ). In addition, the learning convergence was not stable, and the organized map changed inconsistently.
On the other hand, the map organized by the RBF×SOM showed a good continuous change of functions (Fig. 3 (b) and (d) ). In this case, the RBF network modules represented a set of functions, the output of which was constant when the input was out of range. The stability of the learning phase was also excellent.
Simulation 3: Meteorological Dataset
To examine the ability of the RBF×SOM in a real large scale task, we used meteorological data from Japan. The reasons for choosing this task are as follows. (1) It is easy to understand the meaning of the generated maps. For example, we know which cities are closer and which cities are located in a similar geographic area, and we expect those cities to be located closer in the map space as well. (2) This task can be carried out by an RBF×SOM alone, and there is no need to add any additional information processors. (3) It is known that the meteorological dataset belongs to the hetero-PDF case. Thus the input data distributions depend on the cities. In fact, we needed to decompose each data into two components, namely the average component and the fluctuation component around the average, when the naive MLPmnSOM was applied to this task [2] .
The simulation was carried out in the following way. The dataset consists of daily records of four weather attributes, i.e., atmospheric pressure, temperature, humidity, and sunlight hours, observed at 153 cities in Japan during a period of 1 month in the year 2000. The input data consisted of the weather data for three consecutive days represented as a 12-dimensional vector, while the desired output was a 4-dimensional vector containing the weather data for the fourth day. The calculation time for the simulation was 109.26 ± 2.46 sec (n = 5).
The resulting organized map is presented in Fig. 4 . In the map, the major weather classes in Japan, such as Pacific side weather and Sea of Japan side weather, are represented appropriately. Note that every box in the map represents a particular weather pattern, and consequently, the map can be regarded as a huge assembly of weather systems. This result shows that the RBF×SOM has the ability to generate large scale maps of nonlinear systems within a realistic calculation time.
Discussion
In the hetero-PDF case, the MLP-mnSOM did not work well. The reason for this is that the distance measure in the function space cannot be defined in the hetero-PDF case. Now suppose that there are two nonlinear systems
, and that X i = {x i1 , . . . , x iL } are the datasets observed from the systems. Suppose further that there is an MLP module representing x out = g(x in ). If the size of the dataset is large enough, the distances between g and f 1 or f 2 can be estimated from the mean square error, as follows.
However this distance measure is only valid when p(x in ) is common to both systems. The naive algorithms such as the MLP-mnSOM are based on this assumption. Therefore it is necessary to homologize the PDFs in the hetero-PDF case. There are two representative ways to homologize a set of heterogeneous PDFs. The first involves homologizing the means and the variances of the PDFs. Thus a conventional normalization technique is applied in advance. The original MLP-mnSOM follows this method. However, if the data are distributed in a nonlinear subspace which is inherent for each class, it is impossible to homologize using such a linear normalization. The alternative way is to represent the nonlinear data distribution of each class using a manifold learning method or a vector quantization method, and then the PDFs are homologized in the nonlinear manifold space. Thus the data distributions are normalized nonlinearly. This is what happens in the natural algorithms. In the proposed RBF×SOM, the nonlinear distributions are modeled by a set of SOMs, and then these SOMs are homologized by the upper level of the SOM, i.e., the SOM of SOMs.
The natural algorithms are effective not only for the mnSOM family, but also for other modular network architectures. For example, MOSAIC is based on the naive algorithm [16] . As such, it is to be expected that a natural algorithm would improve its performance.
Before closing this discussion, there is a comment on the difference between RBF×SOM and SOM 2 . Since a conventional SOM also has the ability of approximating an input-output relation by a stepwise function, SOM 2 can be used for the purpose instead of RBF×SOM. As shown in Table 1, the MSE of SOM block was better than MLP-mnSOM (but worse than RBF×SOM). It means that SOM 2 would be enough if users do not need high accuracy. Note that the MSE difference between SOM 2 and RBF×SOM would become larger when the dimension of the map space becomes higher. (In Simulation 1 and 2, the input space was only 1D.) In other words, RBF×SOM needs much less number of units than SOM 2 , to keep the same precision. This advantage is important when the task becomes larger, because the number of units is limited by the memory size of the computer. Another important advantage of using RBF×SOM is that it can represent differentiable continuous functions, which are sometimes crucial when users need to deal with nonlinear dynamical systems.
Conclusion
An algorithm for a modular network SOM with RBF network modules has been proposed in this paper. The algorithm provides a much faster calculation method than the original one. Since the proposed method is based on a SOM 2 , it also has the ability of homologizing the heterogeneous PDFs of data distributions, and introducing a natural distance measure for given datasets. These properties of the RBF×SOM present distinct advantages, especially for large scale tasks.
