Modeling of shape-memory alloys represents a multiscale problem due to occurrence of martensite/austenite phase transformation and a microstructure in the deformation gradient typical for martensitic phase. Inspired by relaxation in static situation, a limit passage between two modeling scales, called micro-and meso-scales, is performed for the corresponding evolution variants with considering activated phase transformation and even thermodynamically consistent thermal coupling. The mesoscopic model captures possible fine spatial oscillations of the deformation gradient by means of gradient Young measures. In particular, the mesoscopic model is justified as a limit from the microscopic scale and existence of its solutions is proved.
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Introduction
Shape memory alloys (abbreviated SMAs) as so-called intelligent (or smart or also active) materials exhibit remarkable hysteretic stress/strain/temperature responses (in particular super-elasticity, pseudo-plasticity or the shape memory effect) and hence are advantageous for a lot of applications in engineering and human medicine. The above phenomena are due to a solid-to-solid (namely martensite/austenite) phase transformation activated by mechanical stress or by temperature accompanied by evolving a complicated microstructure in deformation gradient. Their mathematical and computational modeling is difficult mainly because of their multiscale character and complicated physics, and it has received huge attention during the past three decades, cf. the monographs [11, 15, 19, 20, 45] . The variety of models is very large, ranging from atomistic to continuum mechanical, from microscopic via mesoscopic to truly macroscopical, from very phenomenological to rather rationally based ones, from purely isothermal to fully anisothermal, and focused to single crystals or polycrystals, cf. also [49, 51] for a survey.
Here we focus on modeling of SMAs on the microscopic and mesoscopic scale, and, most importantly, on the transition between those two with thermomechanical coupling included.
Microscopic models originated from Landau-Devonshire theory, cf. e.g. [17, 18, 37] , and feature a surface-energy term, being also related with the concept of the so-called second-grade non-simple materials, cf. e.g. [22, 46, 57] . The surface energy influences the width of particular phase domains and the interfaces between them, and is very small. Typically, the interfaces can have the thickness of only few atomic layers. Thus, in larger specimens, the surface energy is rather marginal, leading to a formation of very fine microstructure.
Hence, such type of models is suitable for rather small single-crystals of SMAs of a size of approx. 1-100 µm only, cf. [49] .
Mesoscopic models, based on relaxation of a static variational problem as in [5, 38, 44, 48] , can efficiently be used for larger specimens of the order of centimeters again having in mind single crystals. So far, isothermal variants of mesoscopic models as in [7, 8, 28, 33, 53] or variants with a prescribed time-dependent temperature, [31, 32] have been scrutinized, but a variant including thermo-coupling effects has been still missing. In this paper we fill this gap and devise a thermodynamically consistent mesoscopic model featuring thermal coupling. Such type of models exist however on the macroscopic scale [19, 42, 43, 50] but without any justification from a microscopical scale, or the atomic scale [56] . In contrast to these model, our evolutionary mesoscopic model is justified by a limit passage of the microscopic model if the surface energy becomes negligible. In the static case, such a result is easy to deduce from [5, 38, 44] ; for evolution problems, this limit passage has been only been investigated in [51] in the isothermal case.
Let us first briefly sketch the models considered in this paper before embedding them into rigorous thermodynamics and present them in all details in Sections 2 and 3. We aim to highlight the main effect that are captured.
The devised microscopic model is developed within the framework of generalized standard materials in continuum mechanics [23] . Hence, considering the large strain concept and Ω ⊂ R d as the reference configuration of the body, we define the deformation of the body y : Ω → R d , a smooth injective mapping. The set of state variables further includes the temperature θ : Ω → R and, as an internal variable, a scalar phase-field λ : Ω → R. This phase-field corresponds (up to a possible small mismatch) to the volume fraction of martensite vs. austenite (cf. Sect. 2.2) and its evolution is, in our modeling approach, related with energy dissipation during phase transformation.
Within the framework of generalized standard solids, we constitutively define two potentials: the Gibbs free energy G ε = G ε (t, y, λ, θ) and a dissipation potential R ε = R ε ( . y, . λ), a careful choice of these potentials will allow us to capture qualitatively some of the important phenomena in SMAs. The parameter ε > 0 will control the scaling towards the mesoscopic model.
The Gibbs free energy in the microscopic is proposed in the form (1. , Γ D will serve to fix displacement. In the penalty-like mismatch term we use a quadratic form Q κ : L 2 (Ω) → R such that Q κ (ξ) = 0 if ξ = 0 and Q κ (ξ) → ∞ if κ → ∞ and ξ = 0; we assume that κ is large (causing only a presumably small mismatch between λ and CC (∇y)) but finite. Furthermore, CC is, roughly (details are given below (2.2)), the specific transformation entropy, i.e. the difference of martensite vs. austenite entropy, or, in other words, the latent heat of the martensitic transformation divided by the transformation temperature θ tr > 0, i.e. the temperature at which austenite is energetically equal to martensite; cf. Sect. 2.2 for a relation of CC to the phenomenological Clausius-Clapeyron constant. The specific free energyψ 0 (F, λ, θ) with F a placeholder for ∇y is assumed in the following, partly linear form , where the linear thermomechanical coupling is the leading term in the chemical energy and φ 1 can be chosen e.g. like in [5, 28, 53] . Due to the typical multiwell structure of φ 1 , the model predicts formation of microstructure in the specimen, cf. [5, 11, 38] . Note that the microstructure predicted by the model is of finite width thanks to the interfacial energy. The thermomechanical-coupling term drives the shape-memory effect.
λ) is proposed to be of the form
where the first term is homogenous of order q ≥ 2 but non-smooth at . λ = 0 to model the martensitic transformation as an activated process while the second term counts a small activation energy related to time variation of the deformation gradient. This latter process is considered rateindependent, and can be conceptually related to the concept of wiggly energies as proposed in [1, 24, 29, 47] , cf. also [36] . This term also facilitates the analysis, cf. Remark 4.8. A specific form of ρ q is given in equation (3.2) .
The evolution of the system is standardly governed by the following Biot's type system of inclusions (note that we assume quasi-static evolution)
and with . y = ∂y/∂t and . λ = ∂λ/∂t. In (1.4), we already used that, in view of (1.2) and (1.3), ∂ .
y R ε is independent of . λ and ∂ . λ R ε is independent of . y, while ∂ y G ε is independent of θ. We should complete (1.4) by a heat equation for θ which can be derived from the local balance of the entropy s = −[ψ 0 ] θ in the form of the entropy equation:
where j stands for the heat flux which assumed to be governed by the Fourier law j = −K∇θ with the heat-conductivity tensor K = K(λ, θ). Finally, the system (1.4)-(1.5) is accompanied by the initial/boundary conditions, cf. (3.4c-e), (3.9) , and (3.10) below. The important attribute is that, in our setting, (1.4a) does not involve θ explicitly.
Note that, due to the mentioned Gibbs relation s = −[ψ 0 (∇y, λ, θ)] θ (λ, θ) = −φ 0 (θ) − λ, the model also predicts heating of parts of the specimen that undergo austenite-to-martensite transformation and, if the heat production by dissipation is not dominant, possible cooling in the parts undergoing the reverse transformation, as actually observed during experiments. Inclusions (1.4) and the entropy balance (1.5) with the specific forms of the free-energy and dissipation potentials will give rise to a local system of partial differential equation/inclusions (3.8) below.
In the mesoscopic case, we suppress the interfacial energy ε 2 |∇ 2 y| 2 in (1.1) and the term ε ∇ . y in the dissipation potential in (1.3) . This, however, may lead to very fast oscillations of the deformation gradients of solutions to (1.4a) and the mentioned formation of microstructure. Hence, we employ a relaxation by means of Young measures and, roughly speaking, replace the deformation gradient by ν ∈ G p Γ D (Ω; R d ) = the set of gradient Young measures, cf. (2.6) below. A reader not familiar with such measures may think of them, roughly, as representants of a microstructure so fine that it can be reduced to a material point.
A straightforward idea is to device the "mesoscopic" Gibbs free energy G as the continuous extension of G 0 , i.e. of G ε from (1.1) with ε = 0, which results to
energy of the applied load , where, as already anticipated,
; see also Section 2 for details. Analogously, the "mesoscopic dissipation potential R is proposed as the continuous extension of R 0 , i.e. of R ε from (1.3) with ε = 0, which trivially results to
i.e. R depends only on the phase field λ now and, hence, purely geometrical changes of the microstructure that do not change the austenite/martensite ratio are, on this scale, considered nondissipative. This choice allows the model to capture the same type of phenomena as the microscopic model but, when it comes to computer implementation of the model, coarser meshes than in the microscopic case can be used.
Again, holding the framework of generalized standard solids, the evolution of the state variables of the specimen is governed by the inclusions (here, loosing convexity, the differentials are understood rather formally, a more suitable but not so compact strong formulation is given in (3.11)):
, and the entropy balance (1.5) with ε = 0, accompanied by initial/boundary conditions, cf. (3.9) and (3.12) below. Again, in view of (1.2), we used that ∂ ν G is independent of θ, so that θ does not explicitly occur in (1.8a), which brings some mathematical benefits later.
Let us stress that the microscopic as well as the mesoscopic models, due to the careful thermomechanical coupling, predict the superelastic and pseudoplastic response in SMAs both leading to temperature variations in the specimen. Furthermore, the shape-memory effect can be modeled when prescribing the temperature only at the boundary and not in the whole specimen as in [31, 32] . When designing the models, special attention was paid to thermodynamic consistency, so both, the microscopic and the mesoscopic model satisfy the first and the second law of thermodynamics, cf. Sect. 3.
The main result and justification of the mesoscopic model, proved in Section 5, shows that solutions to the microscopic model converge to solutions of the mesoscopic one when ε → 0. During this micro-to-meso limit passage, the control of the terms coupling the evolution of a proposed phase field and microstructure represented by a gradient Young measure turn out to be the most difficult ones from mathematical point of view. To be more specific, the coupling term in the flow-rule (see e.g. (3.8b)) seems to be a product of two at best weakly converging sequences. In contrast to [10] , we cannot rely on convexity of the stored energy in the variable representing microstructure, since we work in the large-strain setting, which leads to the use of gradient Young measures that themselves form a non-convex set; convexity would yield uniqueness and subsequently strong convergence in, roughly speaking, "a suitable part" of the microstructure, i.e. here more specifically in CC • ν. Hence we use the mechanical energy conservation to reformulate, for that proof, the flow-rule and make a limit passage possible. Even then however, measurability in time of the coupling terms can only be established by a fine technique based on [14, 21] , see Steps 3-6 in Section 5.
This paper is organized as follows: In Section 2, we present the conventional modeling approaches on both the microscopic and mesoscopic level in the static case, together with relaxation by gradient Young measures. In Section 3, we then introduce their thermodynamically consistent evolution expansion in detail. In Section 4, we formulate the governing equations weakly, specify the data qualifications needed to prove existence of weak solutions to both the microscopic and the mesoscopic models as well as the micro-to-meso limit passage and formulate our main Theorem 4.5 whose proof is given in Section 5.
Static problem
To line out our modeling approaches in more detail, we first introduce the static problem.
Static problem on the "microscopic" level
In the isothermal static situation, i.e. when the temperature θ plays only the role of a parameter, the stable configuration is governed by the Gibbs free energy G ε minimization principle. On the microscopic level, this Gibbs free energy usually (cf. e.g. [11, 38] ) consists of three parts, namely the free energy Ω ψ(∇y, θ) dx with a specific stored energy ψ(·, θ) with typically a multi-well character, an interfacial energy considered here in a simple form Ω ε 2 |∇ 2 y| 2 dx, and the external mechanical "soft-device" load as in (1.1).
Hence, the stable configuration in the static case is found by solving
where t and θ are considered fixed.
Convexity of the interfacial-energy term Ω ε 2 |∇ 2 y| 2 dx has a compactifying effect in the sense that solutions to (2.1) do exist if appropriate growth conditions on ψ as well as integrability conditions on f and g are assumed. However, in bigger specimens, the parameter ε > 0 is effectively only very small and thus considered as a singular perturbation only.
Introducing a phase field
As quite usual [17, 18, 37] and as already indicated in (1.2), we consider a partially linearized ansatz
The modeling ansatz is that CC : R d×d → R + vanishes on (the vicinity of) the austenitic well SO(d) and takes a specific positive value out of it, in particular around martensitic wells. Thus, when temperature rises up, martensite takes higher energy than austenite that thus becomes energetically preferable at higher temperatures and vice versa for lower temperatures. This is the cause of the so-called martensitic transformation.
The value of CC around the martensitic wells is a phenomenological constant expressing the sensitivity of the difference of the energy of austenite and martensite on temperature around θ tr . The physical dimension of CC is thus Pa/K and its magnitude is the latent heat divided by the transformation temperature (cf. [13] ) i.e. shortly the transformation entropy, or, roughly, the socalled Clausius-Clapeyron constant multiplied by a transformation strain, cf. [3, 28] . Hence one can understand CC as the volume fraction of martensite multiplied by the transformation entropy as used in (1.2).
Further, we adopt a conventional phase field concept and define the scalar phase field λ as an additional internal variable with the meaning of volume fraction of martensite vs. austenite multiplied by the value of CC around martensitic wells; this is indeed a standard approach in macroscopic modeling of SMAs, cf. e.g. [13, 20] that has also been used in mesoscopic SMA models, see e.g. [28, 53] . While in the macroscopic case the volume fraction of martensite and the deformation gradient are regarded as completely independent, in the microscopic/mesoscopic case λ is assumed to be given e.g. by the relation λ= CC (F ). Here we choose a kind of compromise between these two approaches: we still have λ and F independent but we have in mind that, at least with some accuracy, λ ∼ CC (F ) with respect to a certain norm, denoted by Q κ (·) 1/2 , rather than exactly having zero residuum λ− CC (F ) = 0. This will make the evolutionary variant of the problem mathematically amenable. The mentioned norm is considered as
with κ presumably large. Note that the differential
is a compact operator, too. For example, one can think about Q = ∇∆ −1 and then simply Q κ = κ∆ −1 , note that in this case Q As already announced, instead of the holonomic constraint λ = CC (∇y), we augment the Gibbs free energy by the term Q κ (λ− CC (∇y)). Hence, we modify (2.1)-(2.2) as
Here, θ is fixed so that φ 0 (θ) is irrelevant in for minimization problem (2.5), and assumed sufficiently regular to give sense to the term Ω θλ dx written in (2.5) rather formally as the Lebesgue integral. Moreover, H Qκ (Ω) is the formal completion of the space of functions in L 2 (Q) equipped with the Q 1/2 κ -norm. In this static situation, one can prove (under assumptions (A1)-(A7) below) that this penaltylike approach approximates the original problem (2.1) with ψ from (2.2) if κ in (2.3) goes to ∞. Indeed, let us denote (λ κ , y κ ) ∈ H Qκ (Ω) × W 2,2 (Ω; R d ) the solutions to (2.5). Then note that (λ κ , y κ ) are uniformly bounded with respect to κ in the respective spaces; this is got from the non-negativity of φ 1 (F ) and from the coercivity of the interfacial energy ε 2 |∇ 2 y κ | 2 simply by testing (2.5) by any fixed (λ,ŷ) such thatλ = CC (∇ŷ). Also, by the same test as above, we get that Q κ (λ κ − CC (∇y κ )) is bounded independently of κ. Hence, exploiting standard selection principles, we find a pair (λ,
) is bounded independently of κ, necessarily λ = CC (∇y) holds for the weak limits. Then, thanks to the weak-lower semi-continuity of
for any (λ,ŷ) such thatλ = CC (∇ŷ), which shows that (λ, y) is a solution to (2.1). Note that in the first inequality we exploited that λ = CC (∇y). This is a certain justification of the phasefield modification of the original model. Yet, we should emphasize that we will consider κ fixed throughout this article.
Relaxation of the static problem towards a mesoscopic one
When modeling larger specimens, i.e. on the mesoscopic-scale, the interfacial energy starts playing a rather marginal role in the overall energetics. This could be seen as in [16] where a scaling argument was performed for micromagnets. Indeed, when confining ourselves only to the Helmholtz free energy integrated over the set rΩ with |Ω| = 1 and r > 0, we have the overall free energy:
withx ∈ Ω. Introducing the scaled deformationỹ(x) = 1 r y(rx) (the scaling is chosen in such a manner that the relative distortion is preserved) and the scaled temperatureθ(x) = θ(rx) gives finally that the energy of the large body is rescaled to a body of unit volume as
which shows that indeed, with r → ∞, the interfacial energy goes to zero. This causes typically fast spatial oscillations of the deformation gradient, which we refer to as microstructure. In our setting, we can analyze the large body situation by setting ε = 0. However, for ε = 0, attainability of minima of the Gibbs free energy generically cannot be expected. Hence, some form of relaxation of the minimization problem (2.5) for ε = 0 is necessary.
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To this goal, we use so-called gradient Young measures. This, physically speaking, corresponds to "zooming out from the microscale" and recording the "limiting case" of faster and faster oscillations.
Let us note, we do not consider the Γ-limit of the microscopic Gibbs free energy here. However, even when not considering the limit ε → 0 it can be proved, with θ fixed, (for example by the results of this paper) that minimizers of the microscopic Gibbs free energy, generate some (although perhaps not all) minimizers of the relaxed, mesoscopic Gibbs free energy. In other words, solutions to (2.5) generate minimizers to (2.7) (below) if ε → 0, which justifies it.
Gradient Young measures (cf. e.g. [26, 44, 48] ) are weakly measurable essentially bounded mappings ν :
) * where C 0 (R d×d ) denotes the set of continuous functions decaying to 0 for |F | → ∞ and thus M(R d×d ) is the set of Radon measures on R d×d ) that are attained by gradients in the following sense: For every Carathéodory function h : Ω×R d×d → R and every bounded sequence
The set of all gradient Young measures shall be denoted here G p (Ω; R d×d ).
Let us further introduce the set of gradient Young measures generated by sequences with fixed traces on Γ D :
where id : R d×d → R d×d denotes the identity.
Then the relaxed version of (2.5) reads as
(2.7)
Evolution problem and its thermomechanics
If the external loads evolve in time, the kinematic variables describing the state of the specimen will expectedly evolve in time as well. Inspired by e.g. [28, 50, 53] , we exploit the concept of generalized standard materials introduced in [23] , as advertised in Section 1. Therefore, we distinguish between macroscopically observable variables and so-called internal variables the evolution of which manifests itself on the macroscopic level by means of dissipation of mechanical energy. The evolution of the specimen is then governed by the so-called flow-rule that models phenomenologically the activated dissipative processes, and by the standard continuumthermomechanics balance laws, i.e. here only the quasi-static balance of momentum, which reduces to minimization of the Gibbs free energy, which now however might depend on the internal parameters. Eventually, the heat-transfer equation needs to be considered to close the system in a thermodynamically consistent way.
On the mesoscopic level, the whole microstructure of the gradient, here described by a gradient Young measure, should play the role of the internal parameter. Often however (see e.g. [3, 28] and also e.g. [4, 20, 55] ), it is assumed that purely geometrical changes of the microstructure are non-dissipative and only the change of volume fractions causes dissipation. Here, moreover, we consider only austenite/martensite fraction, the phase field λ and regard for simplicity martensite reorientation as non-dissipative, cf. Remark 4.7 for a generalization.
Also on the microscopic level, we take the phase field as an internal dissipative variable. In addition, however, we consider the deformation gradient itself to be subject to rate-independent dissipation, which however vanishes when we approach the mesoscopic level.
Governing equations on the "microscopic" level
As the dissipated energy may influence the temperature of the system, which, in turn, may affect the internal parameter, we couple our mechanic model and the entropy balance equation with the rate of dissipation on the right-hand side; cf. (1.5) . For this, we postulate the dissipation (pseudo)potential as in (1.3), i.e.
with q ≥ 2, where
with α > 0 and
In fact, the term |ξ| a ± in (3.1) describes purely hysteretic losses that are rate-independent (the contribution of which we consider dominant) and term α q |ξ| q models rate-dependent dissipation. As α is presumably small our choice of the dissipation potential implies that at small rates (small driving forces) the behavior of the material is nearly rate-independent, but becomes rate-dependent at higher rates (large driving forces). It has been argued in [13] that such a choice is necessary as "boundaries require an unboundedly increasing driving force for the propagation speeds to reach towards some sound speed", cf. also [12] . This is also consistent with experiments, see again [13] and the references therein.
Eventually, the term ε .
F makes evolution of the deformation gradient slightly activated and dissipative, although presumably only very little (as ε > 0 is presumably small) and in the limit we will scale this term to zero similarly as the capillarity term in the free energy. This small dissipation is motivated by some (small) pinning-like effects on the microscopic level; however it is essential to include it for mathematical reasons. Namely, it plays an important role while proving the existence of solutions to the microscopic model, since it provides information about the behavior of the deformation in time, more details are given in Remark 4.8 below. As outlined in Section 1, the idea of small pinning of the deformation gradient can "really microscopically" be related with a wiggly energy landscape, invented in [1, 24, 29, 47] and further rigorously analyzed for the 1-D case in [36] .
Let us introduce the shorthand notation
cf. (2.3)-(2.4). For the mentioned special choice Q = ∇∆ −1 , one would have P κ (∇y, λ) = ∆ −1 (λ− CC (∇y)). In view of the specific choice of R ε and G ε in (3.1) and (2.5), the inclusion (1.4a) represents in classical form the evolution boundary-value problem
with Q ≡ [0, T ] × Ω and the maximally monotone set-valued mapping Dir : R d×d ⇒ R d×d defined as
Note that Dir from (3.4b) is just a subdifferential of the convex, positively 1-homogenous potential | · |. Note also that (3.4a) does not explicitly involve θ, cf. also (1.4a), which facilitates its analysis. Equation (3.4a) needs to be supplemented with the boundary conditions
where n denotes the unit outward normal to Γ, and div S = Tr(∇ S ) with Tr :
the usual matrix trace denotes the (d−1)-dimensional "surface divergence" with the tangential derivative ∇ S defined as ∇ S v = ∇v − (∇v·n)n. The right-hand side g in (3.4d) represents the "true" surface force, which is related with the occurrence of the div S -terms in (3.4d); this rather technical effect is well known in mechanics of complex (also called non-simple) continua, and we refer to [22, 46, 57] for details. Further, (1.4b) represents in classical form the local flow rule
where
Now, using
λ and also [ψ ε ] θλ = 1, we may reformulate the entropy equation (1.5) as the heat equation
where c v is the specific heat capacity, and accompany it with the boundary conditions, say
where b ∈ L ∞ (Γ) is a phenomenological heat-transfer coefficient and θ ext is a give external temperature, both assumed to be non-negative.
Next we shall transform (1.5) by a so-called enthalpy transformation, which was invented in mathematical literature in 60's in the context of the Stefan problem, cf. [25, 41] , and which also here simplifies the mathematical analysis below. For this, let us introduce a new variable w, called enthalpy, by
It is natural to assume that c v is positive, hence c v is increasing and thus is invertible. Therefore, denote
and note that, in the physically relevant case when θ ≥ 0, it holds θ = Θ(w). We can write the heat flux in terms of w as
Thus, we may rewrite (3.4) and (3.5) in terms of w as follows:
The equations (3.8a,b) are to be accompanied by boundary conditions (3.4c-e) together with (3.5b) transformed, i.e.
Eventually, we complete this transformed system by the initial conditions
where (y 0 , λ 0 ) is the initial deformation and the phase field, and θ 0 is the initial temperature.
Let us just shortly note that the above derivation is thermodynamically consistent, i.e. the final system (3.8) with boundary conditions (3.4,c-e) and (3.9) satisfies the first and second law of thermodynamics. To make the derivation simpler, let us, for the moment, assume that all functions are sufficiently smooth.
First, we test (3.8a) by .
y, integrate over Ω and use the boundary conditions to get
Similarly testing (3.8b) by .
λ and integrating over Ω gives
Using the above two expressions and the heat equation (1.5) integrated over Ω, we get that
In other words the change of the internal energy is balanced by the work of the external forces and the heat flux over the boundary and hence the first law of thermodynamics is satisfied. As to the second law, the overall entropy production
is non-negative if θ ≥ 0 and K is positive semi-definite; cf. assumption (A5).
Governing equations on the mesoscopic level
On the mesoscopic level, we proceed in the spirit of Section 2 and perform an analogous relaxation of (3.8a) by means of gradient Young measures as we did when having passed from (2.5) to (2.7) assuming ε → 0. Here also εdivDir(∇ . y) in (3.8a) as well as ε|∇ . y| in (3.8c) vanish. The evolution model is now based on the free energy G from (2.7).
Therefore we are to solve the following system (which is indeed a little stronger than (1.8),
realize that here the enthalpy transformation (3.6) has already been performed and that, in contrast to (2.7), λ is in the position of a "slow" variable subjected to the flow rule and thus not involved in the minimization, and thus in particular the terms φ 0 (Θ(w))+(Θ(w) − θ tr )λ occurring in G(t, y, ν, λ, Θ(w)) become irrelevant for minimization of G(t, ·, ·, λ, Θ(w)) and have thus been omitted in (3.11a ).
This system is completed by prescribing the initial conditions
on Ω, (3.12) that have to be compatible with the microscopic initial condition (3.10), cf. the assumption (A7) below. Note that, for suitably smooth solutions (y, ν, λ, θ), the thermodynamical consistency of (3.11) can be shown in a very similar manner as in the microscopic case.
Weak formulation, data qualification, main theorems
In this section we cast a weak formulation of the equations/inclusions (3.11)-(3.12) as well as (3.8)-(3.10) with (3.4c-e); this weak formulation is to a great extend inspired by the energetic formulation for rate-independent processes (see e.g. [21, 35] ) and its generalization given in e.g. [50] for problems that include both rate-independent and rate-dependent processes. We further state the results in this section.
Let us start by defining weak solutions to the microscopic model:
and y ε (t, x) = x on Σ D a weak solution of (3.8) with the initial/boundary conditions (3.4c-e) and (3.9)-(3.10) if it fulfills:
1. The semi-stability:
The mechanical energy inequality:
where G ε abbreviates the mechanical part of the microscopic energy, i.e.
where Var f denotes the variation in time of a functions φ with respect to f defined as
3. The flow rule: For any v ∈ L q (Q) (recall that ρ q is defined by (3.2))
here we denoted by H ε ∈ M(Q) the measure (=heat production rate by rate-independent dissipation) defined by prescribing its values on every closed set A = [t 1 , t 2 ]×B, where B ⊂ Ω is a Borel set as H ε (A) = Var |·| (∇y ε ; B × [t 1 , t 2 ]).
5. remaining initial conditions in (3.10): y(0, ·) = y 0,ε and λ(0, ·) = λ 0,ε in Ω.
As already pointed out, by introducing the phase field λ and the linearized ansatz (1.2), the deformation y and the enthalpy w are not directly coupled. This allows us to consider in (4.2) only the mechanic part of the Gibbs free energy. If the deformation and the enthalpy were directly coupled, we would rather demand the full energy inequality to be satisfied as in [50] .
Similarly we define weak mesoscopic solutions, for this recall that we denote by B([0, T ]; W 1,p (Ω; R d )) the set of bounded, not necessarily measurable function with values in W 1,p (Ω; R d ).
Definition 4.2 We shall call the quadruple
e. and y = x on Σ D a weak solution of (3.11) if it satisfies:
1. The minimization principle:
(t, y(t), ν(t), λ(t), Θ(w(t))) ≤ G(t,ỹ,ν, λ(t), Θ(w(t))),
for any couple
3. The enthalpy equation: For any ζ ∈ C 1 (Q) with ζ(T ) = 0,
4. The remaining initial conditions in (3.12): ν(0, x) = ν 0 x and λ(0, x) = λ 0 (x) in Ω.
Note that there is no explicit "mesoscopic counterpart" to (4.2) in Definition 4.2 as it is already contained in (4.6). Also note that the chosen thermomechanical coupling via the phase-field λ allows for the minimization principle (4.6) to be formulated separately for (y, ν).
Remark 4.3 (Selectivity.) When casting a weak formulation, its selectivity always needs to be verified. While Definition 4.2 is rather standard, in Definition 4.1 we replaced (3.8a) and (3.4,c-e) by (4.1) and (4.2) inspired by [50] . To see that this replacement is indeed selective, let us show that if ∇ . y ε ∈ L 1 (Q; R d×d ) and solves (4.1), (4.2), then it solves also the weak formulation of (3.8a) and (3.4,c-e) which reads as
for any smooth v such that v(t, x) = x for (t, x) ∈ Σ D , where
Then, realize that (4.1) implies that
On the other hand (4.2) yields (here note that εVar |·| (y;
By adding (4.11) and (4.12) we immediately get (4.9).
Data qualifications.
At this point, let us summarize the data qualifications needed to prove the existence of a solution.
(A1) Mechanical part of the specific stored energy: φ 1 ∈ C(R d×d ) and there exist 0 < c 1 ≤ c 2 , such that 
, where p again corresponds to (A1) and we denoted p =
(A4) Specific heat capacity: c v ∈ C(R) and there exists a constants ω 1 ≥ ω ≥ q , q ≥ 2, and
(A5) Heat conduction tensor K ∈ C(R × R, R d×d ) and there exist C K > 0, κ 0 > 0 such that K(λ, w) ≤ C K and χ T K(λ, w)χ ≥ κ 0 |χ| 2 for all λ ∈ R, w ∈ R and χ ∈ R d .
(A6) Heat-transfer boundary condition :
(A7) Initial conditions:
(Ω) and ∇y 0,ε generates the family {ν 0
x } x∈Ω when ε→0.
Note that if d = 3, (A1) states that p ∈ [1, 6] , which in particular can be satisfied if we chose (the mechanical part of) our stored energy of St. Venant -Kirchhoff type as in [28, 53] . However, if a specific stored energy of faster polynomial growth had to be chosen, the analysis presented in this paper would still be valid, if a surface energy of the type Ω ε|∇ 2 y| s dx, with s > 2, was chosen in the microscopic model; also, no special structure conditions had to be put on φ 1 . Note also that the growth condition in (A1) is not compatible with the non-interpenetration condition that φ 1 (F ) → ∞ whenever det(F ) → 0. However, to the authors' knowledge, no results about relaxation of functions that satisfy the interpenetration condition, and hence do not satisfy (A1), by means of Young measures generated by gradients in W 1,p (Ω; R d ) are known up to now. In particular, the works [26, 44] obtained their relaxation results only when assuming (A1). Let us mention however, that first attempts to overcome this issue already exist in literature; for example in [9] Young measures generated by invertible gradients in W 1,∞ (Ω; R d ) with their inverse also bounded were characterized, in [2] a relaxation via quasi-convex envelopes for a class of functions satisfying that φ 1 (F ) → ∞ whenever det(F ) → 0 is performed. Still, these results are insufficient in our situation.
Note also that (A4) implies that (taking also the natural constraint θ > 0 into account)
We now formulate our main theorems which, roughly speaking, state that both weak microscopic and mesoscopic solutions do exist and, moreover, at least some mesoscopic solutions can be reached as limits of microscopic solutions in the topology specified below.
Let us stress at this point that, from now on, we shall use C as an generic constant that may vary from expression to expression, but is independent of ε. 
This proposition can be proved by the same procedure as described in [10, Section 4 and 5] but, rather for reader's convenience, we give at least a short sketch here.
Step 1: Defining a time-discretization of the weak formulation: We discretize the system by the backward Euler method, with (4.1), (4.2), (4.4) expressed by one time-incremental minimization problem (4.18) to get a triple (y k ε,τ , λ k ε,τ , w k ε,τ ) ∈ W 2,2 (Ω; R d )×L 2q (Ω; R M +1 )×W 1,2 (Ω), the discrete weak solution of (3.8) at time-level k, k = 1 . . . T /τ , that satisfies:
for all ϕ ∈ W 1,2 (Ω; R). The initial conditions are satisfied in the sense that where λ 0,ε,τ , w 0,ε,τ are suitable approximations of the original initial data in (3.10), cf. [10] for details.
Note that we included a regularization term Ω τ |λ| 2q dx in (4.18), which allows us to prove rather standardly existence of discrete weak solutions; this term will naturally vanish as τ → 0.
Step 2: A-priori estimates: For the purposes of this sketched proof, we give only a heuristic outline how (4.13)-(4.17) are obtained by exploiting the strong formulation of the microscopic-level problem. Rigorously however, it should be proved in the discrete setting, where the same ideas are used but the procedure is technically more demanding; cf. [10] .
First, let us exploit the energy inequality (4.2) integrated only to some t 0 ∈ [0, T ], which can be derived from (3.8a). Using the Young inequality and assumptions (A1), on the coercivity of the mechanic part of the anisotropy energy, and also (A2) and (A3) yields the following estimate (4.21)
Exploiting further the flow-rule (3.8b), multiplying it by .
where again t 0 ∈ [0, T ]. Notice that, P κ (∇y ε , λ ε )
. Step 3: Convergence for τ → 0: The proof of convergence when τ → 0 can be performed similarly as the proof given in Section 5 or in [10] . The only important difference is in the convergence of the Q κ -term in the discrete flow rule. Namely, while in this paper we use a fine technique in Steps 2 and 3 in Section 5 and in [10] convexity of the stored energy was used to prove that CC (∇y ε,τ ) → CC (∇y ε ) strongly in L 2 (Q) in this case the convergence is rather straightforward, cf. Remark 4.8 below.
Lemma 4.5 (Convergence towards "mesoscopic" solutions) Let (A1)-(A7) hold and let (y ε , λ ε , w ε ) be any weak solution to the microscopic system (3.8) together with initial/boundary conditions (3.4c-e) and (3.9)-(3.10) in accord with Definition 4.1 satisfying also (4.13)-(4.17). (y, ν, λ, w) 
Then there exist
) and a sequence ε → 0 such that
Moreover, for each t ∈ [0, T ], there exists a subsequence ε k(t) such that ∇y ε k(t) (t) generates a family of gradient Young measures {ν x (t)} x∈Ω and y ε k(t) (t)
Theorem 4.6 (Reaching mesoscopic solutions) At least one cluster point (y, ν, λ, w) obtained in Lemma 4.5, specified in Step 3, Section 5 is a weak solution of (3.11) in accord with Definition 4.2, and thus, in particular, such solutions do exist.
[Outline, details in Section 5] Passing to the limit ε → 0 in (4.1) and (4.5) (exploiting also (4.25)) straightforwardly gives that even any cluster point (y, ν, λ, w) fulfills the weak formulation of (3.11a) and (3.11c); details can be found in Section 5, Steps 5 and 7.
Finding the cluster point (y, ν, λ, w) that fulfills (4.7) is much more peculiar, though. The biggest difficulty is to give sense to the integral Q κQ(λ− CC • ν)Q(v− . λ) dx dt, in particular to assure measurability of the integrand. Note that this is non-trivial since ν(t) needs not be measurable itself. Hence, we use a technique based on Fatou's lemma (see mainly Section 5, Step 3; cf. also [14, 21] ) to select a cluster point for which the above integral makes sense; note however that we can only show that the whole above integrand is measurable, not the cluster point itself.
Remark 4.7 (Dissipative reorientation of martensite) A generalization for CC (F ) and λ vector-valued is possible in well established ways. We can introduce dissipation also during transformation between the particular martensitic variants (so-called reorientation of martensite), although this dissipation is usually much smaller than during austenite/martensite transformation considered above. Cf. [7, 28, 32] for such generalization. y| that is a part of the dissipation potential in the microscopic case only (cf. (3.1)) yields the third estimate in (4.13). Having this information, and combining it with the second estimate (4.13) (thanks to the interfacial energy term ε|∇ 2 y| 2 ) assures enough regularity (in particular also in-time regularity) to allow us to exploit the (generalized) Aubin-Lions theorem in order to establish that ∇y ε,τ → ∇y ε strongly in L 2 (Q) and hence also CC (∇y ε,τ ) → CC (∇y ε ) strongly in L 2 (Q), which is a crucial ingredient in the convergence part of the proof of Proposition 4.4. Without this added dissipation term, we could only establish that for any t ∈ [0, T ] there exists a subsequence τ t , depending on t, such that ∇y ε,τt (t) → ∇y ε (t) strongly in L 2 (Ω). This, however, is not sufficient to pass to the limit in the term
λ ε,τ ) dx dt that is contained in the discrete flow rule. Hence, without the added dissipation term, the convergence part of proof of Proposition 4.4 would be very elaborate, if not impossible at all. Remark 4.9 (Relation to the Souza-Auricchio model) The mesoscopic model presented here can in fact be related to some well-established macroscopical models. For example, the model of [42] (based on the Souza-Auricchio model [4, 55] ) with a simplified hardening functional H(θ, λ) = θλ and with omitted thermal expansion (which is not a dominant effect) and viscous dissipation in the deformation gradient is obtained from our model by setting ψ = ψ(F, θ, λ) =
, q = 2 and κ in Q κ to 0. In contrast to [42] , we do not need to include terms like |∇λ| 2 , although we easily could do it, too. Remark 4.10 (Electrically conductive shape-memory alloys) SMAs are typically electrically conductive with electric conductivity tensor S varying in dependence not only on temperature but mainly on the symmetry of the lattice, i.e. here the phase parameter λ, so that S = S(λ, θ). This variation may be tens of percents, as experimentally documented e.g. [40] on NiTi. In some engineering application, applied electric currents are intentionally strong to produce Joule heat. This gives an interestingly coupled system. Considering the quasi-static electric field (i.e. all magnetical effects neglected), one can introduce the electric potential ϕ and using again the enthalpy transformation and defining S(λ, w) = S(λ, Θ(w)), the system (3.8) augments by the Laplace equation for ϕ and by adding the Joule heating to the entropy balance (4.28c) as
with additional boundary conditions for the electric potential ϕ. The relaxed problem (3.11) augments analogously and the analysis can be augmented in the lines of [50, Remark 5.6] . For the microscopic model like (4.28) itself, it was essential done in [54] .
Proof of Lemma 4.and Theorem 4.6
The proof of Lemma 4.5 and Theorem 4.6 given in this section is based upon passing to the limit ε → 0 in weak solutions of the microscopic problem (3.8) together with initial/boundary conditions (3.4c-e) and (3.9)-(3.10) in accord with Definition 4.1 satisfying also (4.13)-(4.17); the existence of these solutions is guaranteed by Proposition 4.4. For lucidity, let us separate the proof into several steps:
Step 1: Selection of subsequences: By the (4.13)-(4.17), we may find a subsequence of ε's (not relabeled) and (λ, w) such that
and (4.26)-(4.27) hold. Indeed, by (4.14) we know that λ ε is (considering also the integrability of the initial condition, cf. (A7)) bounded in W 1,q ([0, T ]; L q (Ω)) and hence in converges weakly to λ in this space (for the subsequence selected).
As (4.26) . Now, owing to bound (4.16), w ε converges weakly to some w in L r ([0, T ]; W 1,r (Ω)), r < d+2 d+1 , so we established the first part of (4.27) . Having the estimate (4.17) on . w ε , we exploit the AubinLions-lemma to get that w ε converges even strongly to w in L 
Step 2: Reformulation of the flow-rule: Let us reformulate the flow-rule (4.4) into a weaker form using the mechanical energy inequality (4.2). To do so, let us first abbreviate
and
Recall that (4.2) states that
Plugging this into (4.4) we get the following reformulated flow rule:
Step 3: Passing to the limit in the reformulated flow rule and further selection of subsequences: In this step, we pass to the limit ε → 0 in (5.2) . Here, the terms Q P κ (λ ε , ∇y ε )vdxdt and [G ε ] t (t, y ε (t)) turn out to be the most difficult ones because a-priori estimate (4.13) directly implies only y ε * y in L ∞ ([0, T ]; W 1,p (Ω; R d )) which would not be sufficient for the limit passage due to the non-linearities involved in Q P κ (λ ε , ∇y ε )vdxdt. We shall circumpass this problem using a trick inspired by [14] , [21, Section 3,  Step 2].
First, however, we establish the convergence of all other terms. Using weak lower semi-continuity properties for the convex term ρ q on the left-hand side of (5.2), we get that
On the right-hand-side of (5.2), we can use that Θ(
Step 1) to pass to the limit in Q Θ((
is non-negative and can be omitted. Eventually, as G ε (0) and G ε (T ) are bounded sequences of numbers, we may assume that lim ε→0 G ε (0) and lim ε→0 G ε (T ) exist -for if they did not, we could always find a sub-sequence of ε in which the convergences would hold and then work only with this subsequence. We shall identify these limits in Step 4.
Let us choose a fixed test function v ∈ V, where V is a countable dense subset of L q ([0, T ]; L q (Ω)) and turn to the difficult terms Q P κ (λ ε , ∇y ε )vdxdt and [G ε ] t (t, y ε (t)). We define the functions L v , dependent on the choice of the test function v, and F by
Since Ω P κ (λ ε (t), ∇y ε (t))v(t)dx as well as [G ε ] t (t, y ε (t)) are bounded from above by measurable functions thanks to estimates (4.13) and (4.14), the Fatou's lemma gives that both L v and F are measurable and
Plugging the above estimates into (5.2) leads to
Now we take t ∈ [0, T ] arbitrary but fixed. Then, for any v ∈ V, we may find a t-dependent subsequence of ε's, denoted as ε k(t,v) , such that
By a diagonal selection, we can find a further (still time-dependent) subsequence labeled ε k(t) , such that (5.6)-(5.7) hold even for all v from the countable set V.
Using the second estimate in (4.13) we may again select a subsequence of ε k(t) (not relabeled) such that y ε k(t) (t) y(t) weakly in W 1,p (Ω; R d ) and ∇y ε k(t) generates a family of Young measures ν(t) ∈ G p Γ D (Ω; R d×d ) with id • ν x (t) = ∇y(x, t) for a.a. x ∈ Ω. a.e. on Ω. Then, because CC is bounded, CC (∇y ε k(t) (t)) → CC • ν(t) weakly* in L ∞ (Ω). Recalling from Step 1 that also
for all v ∈ V. This holds even for all t ∈ [0, T ], since t chosen above was arbitrary. Inserting this into (5.5) finally leads to
for all v ∈ V. This can be extended for any v ∈ L q (Q) by continuity. Note that the measurability of Q κ (λ− CC • ν)v is guaranteed for any v ∈ L q (Q) since for a.e. x ∈ Ω and a.e.
Step 4: Limiting the minimization principle: In this step we show that (4.6) holds. To shorten the notation, we first introduce, in analogy to the microscopic case (4.3), the mechanical part of the Gibbs free energy:
Note that (4.6) is equivalent to saying that, for all t ∈ [0, T ],
(Ω; R d×d ) such that ∇ỹ(x) = id •ν x for a.a. x ∈ Ω. Again, we take some t ∈ [0, T ] arbitrary but fixed. Since the specific stored energy is bounded from below (cf. assumption (A1)) we have that Ω φ 1 • ν(t) dx ≤ lim inf ε k(t) →0 Ω φ 1 (∇y ε k(t) (t)) dx, cf. [44] . Moreover, thanks to semi-stability (4.1), we may write
In the last equality, we used that ∇y ε k(t) (t) is bounded in L 1 (Ω; R d×d ) independently of ε (cf. (4.13), line 2) and hence
(Ω; R d×d ) and its generating sequence {ŷ k } ∞ k=1 such that {|∇ŷ k | p } ∞ k=1 is equiintegrable; note that taking such an equi-integrable generating sequence implies that φ 1 (∇ỹ) φ 1 • ν in L 1 (Ω), even though φ 1 is of p-growth, see e.g. [44] . We now plugŷ k into (5.11) in place of y, and let k → ∞ to obtain
withŷ the weak limit of {ŷ k } ∞ k=1 in W 1,p (Ω; R d ) giving the desired minimization principle (4.6). Note that, for (ŷ,ν) = (y(t), ν(t)), this procedure also gives G(t, y(t), ν(t), λ(t)) = lim ε k(t) →0 G ε k(t) (t, y ε k(t) (t), λ ε k(t) (t)), which in particular means that
Step 5: Reverse energy inequality, back to the original flow-rule: As a corollary of the minimization principle (4.6), we shall prove (following to some extent [21, 50, 52] ) the reverse energy inequality
which shall be needed to show strong convergence on . λ ε and subsequently allow us to pass to the limit in the enthalpy equation in Steps 6 and 7. Moreover, it allows us to reconstruct the original flow-rule (4.7) from its limited reformulated version (5.8).
For any partition 0 = t
where the first inequality is due to (4.6) and where we used that G t is independent of ν and λ while G λ is independent of t and y. Summing this expression for i = 1, ..., k leads to
We will pass to the limit with β → 0. To this goal, we exploit [14, Lemma 4.12] that for any Bochner integrable h : [0, T ] → X, where X is a Banach space, assures the existence of sequence of partitions 0 = t
If h ∈ L p (Q; R s ) for some p > 1, the above mentioned lemma implies that also h β h weakly L p (Q; R s ). Indeed, following [52] and denoting H(t) = h(t) p L p (Ω;R s ) , we can see that, since both h and H are Bochner integrable, it holds both
; hence the usage of the Banach selection principle yields the claim.
Note that [14, Lemma 4.12] and its corollary hold with the same sequence of partitions for finitely many functions, since we may always choose h in the form of a vector. Hence, we can assume that our sequence of partitions 0 = t < t β 1 < . . . < t β k(β) = T is chosen in such a way that simultaneously
, and (5.15c)
Exploiting (5.15b) allows us to rewrite and converge:
For the term S 2 we have that
just by (5.15d). Owing to (5.15a), it holds
Eventually, for the term S 3 we may rewrite Step 6: Strong convergence of . λ ε : Let us first approximate . λ by some {λ j } j∈N ⊂ V with V the dense countable subset of L q (Q) used already in Step 3, i.e. λ j → . λ in L q (Q) as j → ∞. Such an approximation shall be needed since, following Step 3, we only know that lim sup ε→0 Q P κ (λ ε , ∇y ε )vdx ≤ Q Q κ (λ− CC • ν)vdx for v ∈ V; hence we can assure this inequality for v = λ j but not for v = .
λ. Let us first test the reformulated microscopic flow-rule (5.2), here once again rewritten using the convexity of |·| q , by v =λ j . This yields Step 7: Limiting the enthalpy equation: To pass to the limit ε → 0 in the enthalpy equation . λ ε +[G ε ] t (t, y ε (t)) dt .
To pass to the limit on the right-hand side, we rewrite [G ε ] λ (y ε (t), λ ε (t)), Combining that with assumption (A6) allows us to pass to the limit. For the right-hand-side terms expressing dissipated heat, except for ε Q ζ H( dx dt), we exploit the strong convergence
Step 6) to pass to the limit. For the term Θ(w ε )
. λ ε ζ, we exploit that Θ(w ε ) → Θ(w) strongly in L q (Q).
