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Abstract
Model Predictive Control (MPC) is a control strategy that is suitable for optimizing
the performance of constrained systems. Constraints are present in all control sys-
tems due to the physical and environmental limits on plant operation. Through a
systematic handling of constraints, MPC can improve the performance of a system
by allowing it to safely operate near constraint boundaries. This thesis describes
the mathematical background of MPC and develops two controllers. One controller
is based on a linear model of the plant and is successfully applied to a real-time 3
degrees-of-freedom helicopter system, used to simulate helicopter like motions in a lab-
oratory setting. This system has a number of significant state and control constraints.
The second controller uses a nonlinear model and is applied to a guided parafoil to
identify the advantage of using a Doppler wind sensor. A method for reducing the
computational load is also introduced that is applicable to both controllers.
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Chapter 1
Introduction
Model Predictive Control (MPC) is a control strategy that is suitable for optimiz-
ing the performance of constrained systems. Constraints are present in all control
systems due to the physical and environmental limits on plant operation. From an
economics point-of-view, profits are often maximized when a plant operates on the
system constraint boundaries. If the plant is a vehicle, then maneuverability can be
maximized when the vehicle operates at its performance limits. There are many other
cases in which performance improves as the plant approaches system constraints, but
plants are seldom pushed to these constraints since damage may occur if any are
violated. MPC is ideal for such systems since it provides a systematic method for
handling constraints. This allows the plant to safely operate near constraint bound-
aries resulting in significant improvements in performance over conventional control
methodologies.
The concept of MPC has existed for over three decades with a primary objective
of handling problems too difficult for standard PID controllers [5]. It was originally
developed to meet the specialized control needs of power plants and petroleum re-
fineries, but MPC can now be found in a wide variety of applications. Due to MPC's
large computational requirements, early applications were limited to low-bandwidth
systems such as those found in industrial and chemical processes. With the sig-
nificant increase in computer processor speeds over the last decade, application to
high-bandwidth systems is now feasible.
17
1.1 Research Objectives
The research objectives of this thesis are as follows:
1. Develop an MPC controller capable of operating a high-bandwidth
real-time system.
2. Target a high-bandwidth real-time system with MPC.
3. Develop an MPC controller for a nonlinear plant model.
4. Identify the advantages of a Doppler Light Detection and Ranging
(LIDAR) wind sensor and MPC combination.
1.2 Proposed Approach
High-bandwidth real-time systems have stringent timing requirements that can create
problems for MPC controllers due to their large computational load. MPC controllers
are computationally intensive because an on-line optimization problem is formed and
solved at each control cycle. Reducing the time for MPC to form the problem and
arrive at a solution is therefore essential if the controller is to operate in real-time.
The approach used to develop a real-time MPC controller assumes a linear model of
the plant so that a large majority of the optimization problem can be formed off-line.
In addition, a method for reducing the size of the problem is also provided.
The real-time hardware target for MPC is a 3 Degree-of-Freedom (3DOF) heli-
copter manufactured by the Quanser company. Quanser software and data acquisition
hardware are also used to convert a regular PC into a self-contained real-time con-
troller. This eliminates the need to write PC drivers for various hardware and lets
the user focus on generating control algorithms through a MATLAB interface. MAT-
LAB provides a graphically driven user interface for dealing with hardware inputs and
outputs in addition to basic linear algebra functionality and control system design
tools. MATLAB version 6.5 is used throughout this thesis for implementing control
algorithms and performing simulations.
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The linear model used in the helicopter controller is created by linearizing the
helicopter dynamics about a specific operating point. A drawback to having a linear
model is that it is only accurate near the point it is linearized. To increase the
operating range, a nonlinear model can be used. A numerical linearization approach
is used to incorporate nonlinear models with MPC and the target application is
parafoil guidance.
Simulations are used to test the performance of a guided parafoil equipped with
and without a LIDAR wind sensor. The goal of the parafoil is to hit a ground-level
target after being released from an airplane. Winds in the north and east direction
act as disturbances during the simulations. These disturbances are measured by the
LIDAR sensor for a variety of look-ahead distances and are available for use by MPC.
1.3 Thesis Preview
After this introductory chapter, the thesis is organized as follows:
Chapter 2 defines a general optimal control problem along with a subset of
optimal control problems that can be solved by MPC.
Chapter 3 presents the mathematical theory behind generating a Linear MPC
controller with application to an inverted pendulum.
Chapter 4 introduces basis functions as a method for reducing the computational
load of an MPC controller.
Chapter 5 develops a, nonlinear model of the 3DOF helicopter including assump-
tions and simplifications made for this research.
Chapter 6 discusses parameters and results of the real-time Linear MPC con-
troller used on the 3DOF helicopter.
Chapter 7 presents the mathematical theory behind generating a Nonlinear
MPC controller with application to an inverted pendulum.
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Chapter 8 develops a nonlinear model of a guided parafoil including assumptions
and simplifications made for this research.
Chapter 9 discusses parameters of the Nonlinear MPC controller used on the
guided parafoil and the associated benefits of including a LIDAR wind sensor.
Chapter 10 summarizes the results in this thesis with lessons learned and rec-
ommendations for future work.
Additional support material for the chapters is included in Appendix A through D.
20
Chapter 2
General Optimal Control
Model predictive control is a subset of general optimal control. The optimal control
problem is simplified to allow it to be solved repeatedly using the most recent mea-
surements from the system as feedback. The simplifications made in this thesis are
not intrinsic to all forms of MPC; they concern the way MPC is applied to a number
of control system problems.
2.1 Problem Statement
The formulation of an optimal control problem involves a specification of performance
measure, a statement of physical constraints, and a mathematical model of the system
to be controlled [4]. A nonlinear time-varying system can usually be represented by
a set of nonlinear differential equations [11]. Equation 2.1 is the typical form for this
set of differential equations.
f(t) = f (X (t), U (t), v (t), t) (2.1)
Arguments of the function f include a state vector x(t), a control input u(t), and
a disturbance input v(t). The set of physical quantities that can be measured in a
system is the output. Equation 2.2 expresses the fact that the output of the system
y(t) is a function of the same arguments.
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y(t) = g (x(t), u(t), v(t), t) (2.2)
A scalar cost function J is chosen to quantitatively evaluate the performance of the
system over an interval of time. The form J usually takes can be found in Equation
2.3, where h is strictly a terminal cost.
J = j(x(t), u(t), v(t), t)dt + h (x(tf), tf) (2.3)
The limits on the integral, to and tf, are the initial and final time, respectively.
An estimate of the disturbance input for the interval [to, tf ) is needed before J can
be minimized. The sequence of disturbances in this interval is called the disturbance
history v. Similarly, the sequence of control input values in the interval [to, ty] is called
the control history u. Starting from an initial state x(to) and applying the control
and disturbance histories causes the system to follow a particular output trajectory
y. For tracking problems, the function j includes terms for penalizing deviations from
a reference trajectory g.
The output trajectory and control history are typically subject to constraints for
the entire interval. One simple type of constraint is given by Equations 2.4 and
2.5, where t E [to, tf]. Control histories and output trajectories that satisfy these
constraints are called admissible.
U(t)min < u(t) U(t)max (2.4)
y(t)min K y(t) y(t)max (2.5)
The optimal control problem is to then find an admissible control history u*, which
causes the system in Equations 2.1 and 2.2 to follow an admissible output trajectory
that minimizes the cost function in Equation 2.3 [4]. u* is the optimal control for the
interval [to, tfI.
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2.2 Linear MPC
Linear MPC solves a special case of the general optimal control problem. The func-
tions defining i and y are assumed to be linear and time-invariant. Approximations
for the differential equations are also made, using Euler's method in Equation 2.6 or
any other form of numerical integration.
x(k + 1) - x(k)f () (2.6)
The letter k is used in place of t to distinguish between a, discrete and continuous
variable. Values x(k) occur repeatedly at instants of time T, seconds apart. This
small interval of time is called a time step. The dynamic model of the system is
rewritten in Equations 2.7 and 2.8 using these assumptions and approximations.
x(k + 1) = Ax(k)+ Bu(k)+ Bv(k) (2.7)
y(k) = Cx(k) +Du(k)+Ddv(k) (2.8)
The cost function is also specialized. The scalar function j is assumed to have a
quadratic form, such as the one given by Equation 2.9, and the integral is replaced
with a summation since the model has been discretized. The cost function in Equation
2.9 penalizes the control and deviations from a reference trajectory at each time step
in the problem interval. Any terminal costs are added to J by increasing the weighting
matricies Q(k) and R(k) for the final time step.
J = J(x(k), u(k), v(k), k)T
k
J E Z [y(k) - #(k)] TQ (k) [y(k) - #(k)] + u(k)T R(k)u(k)} (2.9)
Control and output constraints are still considered in their inequality form. The
only change is that the constraints are enforced at each discretized point in the con-
trol history and output trajectory rather than continuously throughout the problem
interval as shown in Equations 2.10 and 2.11.
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u(k)mnzi, < u(k) < u(k)max (2.10)
y(k)min y(k) < y(k)max (2.11)
The MPC problem in this setting is to minimize J by choosing u, subject to the
constraints in Equations 2.10 and 2.11 and the dynamics of Equations 2.7 and 2.8.
2.3 Nonlinear MPC
Nonlinear MPC is used for models that have the form found in Equations 2.1 and 2.2.
The only necessary change is that the differential equations are approximated. The
system model is rewritten below in Equations 2.12 and 2.13 using Euler's method.
More accurate approximations, such as the Runge-Kutta methods, can be used if the
system dynamics are highly nonlinear or the desired time step is large.
x(k + 1) = x(k) + Tf (x(k), u(k), v(k), k) (2.12)
y(k) = g (x(k), u(k), v(k), k) (2.13)
Equations 2.9 through 2.11 also apply to Nonlinear MPC since the form of the
cost function and constraints are identical to Linear MPC.
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Chapter 3
Linear MPC Theory
There are numerous methods to form an MPC controller, yet they all have three
necessary characteristics which categorize them as MPC. The three characteristics are
an explicit model of the plant, computation of control signals by optimizing predicted
plant behavior, and a receding horizon. [5]
3.1 Receding Horizon
MPC uses a receding horizon strategy which can be explained using Figure 3-1. An
internal model is used to predict how the plant will react, starting at the current time
k, over a discretized prediction interval. The letter e is used to denote the number
of discrete steps in the interval. Each discrete step spans a time of T, seconds,
where T, is called the time step. Therefore, the prediction interval spans ET, seconds.
The predicted behavior depends on the present state x(k), an estimated disturbance
history v, and a control history u that is to be applied. The objective is to select the
control history that results in the best predicted behavior with respect to a reference
trajectory and optimization parameters.
The control history solved for by MPC is a sequence of vector values; the number of
vectors in this sequence is represented by m. The length of time between two adjacent
control values is the length of the time step, T,. Therefore, the control history spans
mT seconds. During each time step the control values are held constant and it
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Figure 3-1: Receding Horizon
is assumed the values change instantaneously as a new time step is started. After
the control history has ended, the control value is held constant until the prediction
interval has ended.
Once the optimal control history has been chosen, the first N time steps of the
solution are applied to the plant and the rest are discarded. After these N time steps
have passed, the cycle of forming predicted behaviors and computing the control
history is repeated. Typically N = 1, but this number can be increased to reduce the
rate at which solutions are produced.
3.2 Predictions
MPC uses a model of the plant to predict future behaviors. The type of model
being considered in this chapter is discrete and linear time-invariant (LTI) with the
state-space form given by Equations 2.7 and 2.8, which are repeated here:
x(k + 1) = Ax(k) + Bu(k) + Bv(k) (3.1)
y(k) = Cx(k) + Du(k) + Ddv(k) (3.2)
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Equations 3.1 and 3.2 are used to generate a predicted output trajectory of the
plant as a function of known parameters and a control history.
3.2.1 Equal Lengths (f = m)
In this section, it is assumed that the length of the prediction interval and control
history are equal, f = m. The control history therefore consists of f vector unknowns.
By using the state-space model in Equations 3.1 and 3.2, the output can easily be
propagated one step at a time:
y(k) = Cx(k) + Du(k) + Ddv(k) (3.3)
y(k + 1) = C[Ax(k) + Bu(k) + Bdv(k)] + Du(k + 1) + Ddv(k + 1) (3.4)
y(k +2) = C{A[Ax(k) + Bu(k) + Bdv(k)] + Bu(k + 1) + Bdv(k + 1) (3.5)
+ Du(k+2) + Ddv(k+2)
This pattern is followed until the number of time steps in the prediction interval
is reached. The last value in the control history is u(k+E-1), which is applied during
the last time step between (k+f-1) and (k + f).
Equations 3.3, 3.4, 3.5, ... are combined below as Equation 3.6.
y(k) Dd 0 0 --- 0 v(k)
y(k+1) CBd Dd 0 0 v(k+1)
y(k+2) = CABd CBd Dd '. : v(k+2)
0
y(k+f-1) CA- 2 Bd ... ... CBd Dd v(k+f-1)
- -(3.6)
D 0 0 --- 0 u(k) C
CB D 0 ... 0 u(k+1) CA
+ CAB CB D - : u(k+2) + CA 2  x(k)
-. 0
CA'-2 B --- --- C B D u(k+f-1) CA'~-
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To simplify the form of Equation 3.6, matrices 9, 4, and 0 are defined as shown
in Equations 3.7 through 3.9. Refer to lines 50 -65 in Appendix D.1 for one approach
to forming these matrices in MATLAB.
Dd
CBd
CABd
CA- 2 Bda
D
CB
CAB
C
CA
CA 2
CA- 1
0
Dd
CBd
0
D
CB
0
0
Dd
(3.7)
0
0
0
CBd Dd
- - 0
- - 0
0
0
D
(3.8)
(3.9)
ICA'-2 B --- --- CB D_
To further simplify Equation 3.6, the values of u(k) are grouped together to form a
finite subsequence of the control history U(k). The output trajectory and disturbance
history are similarly grouped into Y(k) and V(k) as shown in Equation 3.10. These
histories are all evaluated at time k and are subject to change as feedback is received
from the plant.
y(k)
y(k + 1)
y(k + 2)
y(k+E-1)
u(k)
u(k + 1)
u(k + 2)
u(k+f- 1)
v(k)
v(k + 1)
v(k + 2)
v(k +E-1)
(3.10)
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The new form of Equation 3.6 is:
Y(k) = x4x(k) + 1U(k) + PV(k) (3.11)
The predicted output trajectory Y(k) depends on the present state x(k), estimated
disturbance history V(k), and a control history U(k). A drawback to having f = m
is that when the prediction interval is very large, the resulting number of vector
unknowns in U(k) is also very large. The number of unknowns can be reduced by the
next technique.
3.2.2 Unequal Lengths (1 < m < )
When the length of the control history is less than the length of the prediction interval,
the control during the last (f - m)T, seconds is held constant. The value of this
constant is the last value in the control history. This is shown mathematically in
Equation 3.12, where f = 6, m 4, and the matrix I is the identity matrix.
u(k) 1 0 0 0
u(k + 1) 0 I 0 0 u(k)
u(k +2) 0 0 I 0 u(k + 1) (3.12)
u(k + 3) 0 0 0 1
0 0 0 : u(k+m-1)
u(k+-1) 0 0 0 I
The number of vector unknowns in the control history is reduced to m by explicitly
setting the final (f - m) unknowns equal to u(k+m- 1). A new matrix A is defined
in Equation 3.13 to allow Equation 3.12 to be written in a more compact form. The
ratio of rows to columns for the matrix A is y
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IA = (3.13)
0 ... 0 I
0 ... 0 I
Equation 3.11 takes the following form when restricting the control history to
AU(k):
Y(k) = I'x(k) + 8AU(k) + '1V(k) (3.14)
The predicted output trajectory of Equation 3.14 is used in the following section
to produce a performance measure.
3.3 Cost Function
The type of cost function J being considered has a discrete quadratic structure as
stated in Chapter 2.2. It is composed of two terms J1 and J2. Ji penalizes deviations
from a reference trajectory and J2 penalizes the magnitude of control.
Deviations from the reference trajectory can occur at any point within the predic-
tion interval. The cost function must therefore sum all the different deviations. By
analogy with Equation 3.10, the reference trajectory is referred to as Y(k). A specific
value of the reference at time k is written as g(k). A symmetric weighting matrix is
added to the calculation since deviations early in the prediction interval may possibly
be more important than those late in the interval or vice versa. The cost J1 is shown
in Equation 3.15.
J = [y(k + i) - (k + i)] Q(k + i) [y(k + i) - g(k + i)] (3.15)
i=O
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To simplify the form of the cost, the notation in Equation 3.16 is used.
IIxII = X'QX (3.16)
The cost Ji is then:
1-1 2
J = E Oy(k + i (k + i)IQ(k+i)i=o
(3.17)
By defining the symmetric matrix Q(k) in Equation 3.18,
more compactly as shown in Equation 3.19.
Q(k) 0 ...
Q(k) = 0 Q(k±1)
0 ... 0
Ji can be expressed
0
0
Q(k+-1)
(3.18)
(3.19)J1 = Y(k) - Y(k) 2
A new variable E(k) is introduced in Equation 3.20, which represents the tracking
error between the reference trajectory and the free response of the system. The free
response is the response that would occur if no control input was applied to the plant.
E(k) = Y(k) - %Fx(k) - 4V(k) (3.20)
Putting the cost J1 in terms of U(k) and other known parameters, we have:
Ji = wIJAU(k) - E(k) Q(k) (3.21)
31
The magnitude of each control value in the control history will be penalized by
the cost J2 as shown in Equation 3.22. A symmetric weighting matrix R(k) is used.
For the case that m is in the range 1 < m < f, the value of u(k + m - 1) is held
constant for the last (f - m) time steps. The value of R(k+m- 1) should therefore
be different in magnitude to compensate for the added duration.
m-1 2
J2= E 1u(k + I) R(k+i) (3.22)
i=O
Equation 3.22 can be simplified by defining a new symmetric matrix R(k) in
Equation 3.23. J2 is then rewritten using 1Z(k) in Equation 3.24.
R(k) 0 ... 0
0 R(k +1) ---.
R(k)= (3.23)
0
0 ... 0 R(k+m-1)
12J2= U(k) 112 (3.24)
R(k)
The final cost function given by Equation 3.25 is the sum of costs J1 and J2 . The
weighting matrices Q(k) and R(k) are tuning parameters which can be adjusted to
achieve a particular controller performance.
J = IJOAU(k) - E(k) + U(k) 112 (3.25)
Q(k) R(k)
In some cases it maybe useful to penalize changes in adjacent control values. The
purpose of this penalty is to reduce a chattering effect that can develop with an MPC
controller. Chattering is when there are large changes in adjacent control values that
oppose each other. Appendix B.1.1 defines a cost function that contains this penalty
and any subsequent changes required by its inclusion.
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3.4 Optimal Solution
This section takes the cost function expressed in Equation 3.25 and solves for the
control history that minimizes it. We start by rearranging the cost function into
terms that have a descending power of U(k):
J = E8A U (k) - (k)1' + U (k)I~eQu~k' + 1Z(k)
J = U(k)TAT ETQ(k)8AU(k) - 2U(k)T AT ETQ(k)E(k) E£(k)T Q(k)E(k)
+ U(k)T R(k)U(k)
J = U(k)T [AT ET Q(k)eA + R(k)] U(k) - 2U(k)T AT9T Q(k)E(k) (3.26)
+ E(k)T Q(k)E(k)
The following definitions in Equations 3.27 through 3.29 are made to simplify
Equation 3.26. The rearranged cost function is then expressed in Equation 3.30.
'= ATE)T Q(k)EA + JZ(k) (3.27)
F -AT TQ(k)E(k) (3.28)
C = E(k)T Q(k)E(k) (3.29)
J =U(k)TU W(k) + 2U (k)TF + C (3.30)
3.4.1 Unconstrained MPC
In the presence of no constraints, there will often be a unique U(k) which minimizes
J. It is found by setting the derivative of J equal to zero. From Equation 3.30, we
have:
= 21i(k) + 2F = 0 (3.31)
lu U(k)
There is a unique solution U(k)* given by Equation 3.32 if R is invertible.
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U(k)* = 7- (3.32)
H- 1 certainly exists if H is positive definite, and in this case the second derivative
of J is also positive definite, since:
82 j
= 2H (3.33)M (k)2
Equation 3.33 is a sufficient condition for guaranteeing the stationary point at
U(k)* is a minimum. The definiteness of R is determined by the definiteness of the
terms it is composed of, as shown in Equation 3.34.
R = A TETQ(k)EA + R(k) > 0 (3.34)
Of the two terms that compose the matrix H, one will need to be positive definite
and the other either positive definite or positive semi-definite. At least one positive
definite term is needed for N to be positive definite.
Inverting N numerically should be avoided if possible since H can sometimes be
ill-conditioned. An alternate method for obtaining U(k)* is to solve the equivalent
least squares problem that minimizes J numerically. This method is usually the best
way of computing the solution [5].
The cost function from Equation 3.25 is first rewritten in Equation 3.35. If M
is a matrix, SM denotes its matrix square root such that STSM = M. When the
weighting matrices are diagonal, as they often are, their matrix square root is simply
the square root of all the diagonal elements.
II~711,||(1.\2 2J = 8AU(k) - E(k) + U(k) 112Q~k) R(k)
2
SQ(k)[8AU(k) 
- E(k)] (3.35)
SIZck)U(k)
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Geometrically, J is the length of a vector and the shortest vector length possible is
zero. The U(k)* that minimizes Equation 3.35 is therefore the solution to the normal
equations in Equation 3.36, provided that a solution exists [13].
SQ(k) [EAu(k)* - (k) 0 (3.36)
STZ(k)U(k)*
The terms not containing U(k)* are taken to the right side of the equation to get
the familiar form of least square problems in Equation 3.37.
SQtk)OA ,SQtk>E(k)U(k) = (3.37)
S-R(k) 0
The least squares solution of Equation 3.37 may be expressed formally as:
k SQ(k)OA SQ(k)E(k) (3.38)
Sa [) 0
Here the + operator denotes a matrix pseudoinverse. Numerically robust tech-
niques based on the theory of singular value decomposition (SVD) of a matrix exist;
these techniques are available in MATLAB, which uses pinv as shown in Equation
3.39.
SQ(k)OA SQ(k)E 1
U(k) 0pinv (3.39)
SZ(k) .0
Another MATLAB syntax that can be used is the \ operator:
1(k)* [S8Q(k)A SQ(k)E(k) (3.40)
) S\(k) 0 30.
The \ operator uses QR decomposition which can produce a solution faster, but it
is not as robust as the SVD based pinv command. If U(k)* is not unique, then Equa-
tions 3.39 and 3.40 may result in different solutions. The norm of U(k)* in Equation
35
U
3.39 is smaller than the norm of any other solution and the U(k)* in Equation 3.40
has the fewest possible nonzero components [14]. Equation 3.39 is preferred since it
results in a solution with the least control effort.
3.4.2 Constrained MPC
The constrained MPC problem is as follows:
Minimize: J = U(k)THU(k) + 2U(k)TF + C
Subject to: Y(k)min _< Y(k) Y(k)max (3.41)
U(k)min _< U(k) < U(k)max
If U(k) minimizes J, then U(k) will also minimize j(J-C) since C does not depend
on U(k). Constraints on the output are also rewritten using Equation 3.14 to put
Y(k) in terms of U(k) and other known parameters as shown in Equation 3.42.
Y(k)mYtin ! x(k) + 1AU(k) + V(k) Y(k)nax
Y(k)min -x(k)- bV(k) E)AU(k) Y(k)max -%Fx(k)-4V(k) (3.42)
The equivalent constrained MPC problem is then:
Minimize: I = U(k)T7HU(k) +U(k)T F
Subject to:
(3.43)
Y(k)min- xx(k)-V(k) 9AU(k) < Y(k)max-x(k) - V(k)
U(k)min _< U(k) < U(k)max
Equation 3.43 is the standard form that is handled by Quadratic Programming
(QP) solvers. The optimal control history U(k)* is then obtained by using such a
solver. Some instances may occur that force the QP solver to return a solution that
does not satisfy the constraints or no solution at all if none exist. This typically occurs
when the current output is not in the admissible region defined by the constraints or if
the admissible region is too confined. Depending on the QP solver used, information
on constraint violations may be available.
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3.5 Example: Inverted Pendulum on Cart
A nonlinear plant is chosen to demonstrate the effectiveness of Linear MPC. Since
this form of MPC can only handle linear models, an approximation of the plant is
made. The plant chosen is an inverted pendulum on a cart. Two controllers are
generated, an unconstrained and constrained version, for the purpose of trying to
return the pendulum to its inverted position after an initial deflection.
3.5.1 Plant Model
The dynamics of an inverted pendulum on a cart consist of a block with mass M that
slides along a surface and an ideal pendulum of uniformly distributed mass m and
length 21. There is friction between block M and the surface with coefficient b as well
as rotational friction at the hinge of the pendulum with coefficient h. The pendulum
is controlled by applying a force u to the block in the x direction, as shown in Figure
3-2. The non-linear dynamics in Equations 3.44 and 3.45 can be generated from free
body diagrams; see Appendix A.1 for their derivation.
FBDI FBD II
in
1
=u - b- mlNcos() + ml$ 2  (3.44)
M + m
[ = mgl sin(9) - mU cos(6) - h9] (3.45)
After Equations 3.44 and 3.45 are put in terms of the state variables x, -, 0, and
9, a MATLAB S-Function of the plant can be generated with the non-linear dynamic.
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This S-Function serves as the inverted pendulum on a cart during simulations. S-
Functions allow the user to simulate complex systems whose behavior is described in
popular programming languages such as C, FORTRAN, and Ada. The code contain-
ing these complex equations or functions can then be run in SIMULINK. SIMULINK
is a useful simulation environment in MATLAB that is widely used in the control
industry.
To create an LTI state-space model of the plant, Equations 3.44 and 3.45 are
linearized. The operating point with the pendulum inverted is where the linearization
takes place and the result is shown in Equation 3.46. See Appendix A.3 for details
on this step.
±
±
0
0
0
0
1
-4b
4M+m
0
3b
I(4M+m)
0
-3mg
4M+m
0
3g(M+m)
l(4M+m)
0
3h
1(4M+m)
1
-3h(M+m)
m12 (4M+?n)
x
X
z9
.+
0
4
4M+m
0
-3
l(4M+m)
. (3.46)
The linearized model takes the form of Equation
B are defined as follows:
0
0
0
0
1
-4b
4M+m
0
3b
l(4M+m)
0
-3mg
4M+m
0
3g(M+m)
I(4M+m)
0
4
4M+m
0
-3
l(4M+m)
3.49 when the matrices A and
0
3h
l(4M+m)
1
-3h(M+m)
m12 (4M+m)
±(t) = Ax(t) + Bu(t)
(3.47)
(3.48)
(3.49)
38
Euler's method, given by Equation 3.50, can provide a quick approximation of the
differential equations in Equation 3.49 when the value of T, is very small.
x(k + 1) = x(k) + Ts x(k + 1) (3.50)
To allow for large values of T,, Equation 3.49 can be solved analytically as follows:
x(t) - Ax(t) = Bu(t)
e~At [i(t) - Ax(t)] = e-AtBu(t)
d [eAIx(t)] = e-AtBu(t) (3.51)
The integrating factor e-At is a matrix exponential. If M is a matrix, then eM
is equivalent to the infinite series in Equation 3.52. The matrix exponential eM can
also be computed in MATLAB with the command expm(M).
S M 2 +_ A' +-(3.52)
The solution for x(t) is given by Equation 3.53.
d [e-AIX(t) = t e-A'Bu(r)dr
e-Atx(t) - x(0) = Jo e-ABu(r)dT
x(t) = eAtx(0) + f eA(t~)Bu(r)dr (3.53)
If u(r) is constant for a duration of T, seconds, then Equation 3.53 can be put
into discrete form as shown by Equation 3.54.
x(k + 1) = eATsx(k) + [S eA(Ta-')dr] Bu(k) (3.54)
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The integral in Equation 3.54 can be replaced by the infinite series in Equation
3.55.
Ts Ts ' 2(rT, _ 7 )2TSe A(T1-) 
-dr 
=  I+A(Ts-T)+ 2 +- dr
Tse A(Ts-)dr = IT - A(Ts - 2  A 2 (T s- T) 3 -
JO 2! 3!0
Ts A(,AT,.=T ( ATs 2 ' 0
-A dr = Ts I+ + ( + -..1 TE (A(3.55)
Jo L 2! 3! _fo (i + 1)!
If A- exists, then the infinite series in Equation 3.55 can be expressed as follows:
TS (ATs -= (e AT - (3.56)
S (i±+ 1)! A 1  -I
The matrices defined in Equation 3.57 are used to simplify the form of the discrete
model. MATLAB code for computing the A and B matrices is on lines 35 -+ 45 in
Appendix D.1. The matrix C is set to the identity matrix since there is full-state
feedback during simulations and the matrix D is a zero matrix of appropriate size.
The model is rewritten in Equations 3.58 and 3.59 using these matrices.
A=eAT, B=A-(eAT, I)B, C = I, D =0 (3.57)
x(k + 1) = Ax(k) + Bu(k) (3.58)
y(k) = Cx(k) + Du(k) (3.59)
There are no disturbances included in this simulation. The terms containing v(k),
the disturbance input, are therefore set to zero. The model of the plant in Equations
3.58 and 3.59 can now be used by MPC. The pendulum parameters used in this
example can be found in Appendix A.4.
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3.5.2 Controller Parameters
Optimization Parameters
The matrices Q and R affect the optimal solution U(k)* by changing the penalty on
deviations from a reference trajectory and magnitude of control. The ratio of these
penalties is actually more important than their value since the minimum of the cost
function changes when the ratio changes. These matrices can be modified to reach a
specific controller performance, but for this example both are set equal to the identity
matrix as shown in Equation 3.60.
Q=I, RI = (3.60)
Reference Trajectory
After an initial deflection in the 6 state variable, the controller tracks the reference
trajectory given by Equation 3.61. There is a zero for each state at each time step
in the prediction interval. This reference remains constant for the duration of the
simulation.
0
0
y (3.61)
0
Controller Rate & Prediction Length
The rate at which MPC operates is 1 , where T, is the time step and N is the number
of controls in the control history that are applied to the plant. N = 1 is chosen since
this is the value N typically takes. As N is increased, the rate solutions are produced
decreases which in turn reduces the computational load of the controller. A drawback
to having N > 1 is that some of the controls applied to the plant are based on old
feedback. This can potentially lead to problems if the plant is rapidly changing.
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The value of T, is important since it is the length of each prediction step and the
duration each control input is held constant. The method for choosing T, for this
problem is based on tracking performance. Using the values of Q, '?, and )2 in this
section, MPC is applied to the nonlinear plant to see the affect of varying T,. The
discrete model in Equations 3.58 and 3.59 is used to form the predictions behaviors.
Figure 3-3 is the tracking performance of the x and 6 state variables with initial
conditions x(0) = 0, ±(0) = 0, 6(0) = 30', 4(0) = 0, and with T, = [0.5, 0.25, 0.1, 0.05]
seconds. As T, is varied, the value of T is kept constant at 5 seconds and the length
of the control history is f = m. The trend shown by the figure is that the performance
improves as T, decreases. This improvement comes at a cost since as T, decreases,
the number of prediction steps f must increase to span the same interval of time. For
example, in order to have a prediction inerval of 5 seconds when T, = 0.05 seconds,
the number of prediction steps needed is t = 100. This can potentially lead to a large
number of unknowns to solve for. The value of T, = 0.1 seconds is chosen since there
is no significant improvement in performance when T, is lower than this value.
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Figure 3-3: Varying T, while ET, = 5 seconds
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Figure 3-4: T, = 0.1 seconds while varying ET,
The parameter t is chosen in a similar fashion. Figure 3-4 is the tracking perfor-
mance of the x and 0 state variables with f being varied. During these simulations
T,, is kept constant at 0. 1 seconds and the length of the control history is f = m.
Performaces improves as f increases, but a value of f = 40 is chosen since there is no
significant improvement when f is higher than this value. f can rapidly decrease as the
length of the prediction interval decreases, but having a long prediction interval has
advantages. The longer a prediction interval is, the sooner the controller is aware of
any potentially active constraints in the output trajectory. This allows the controller
to compensate for a constraint before being near the constraint boundary.
3.5.3 Controller Layout
Linear Unconstrained MPC
Linear unconstrained MPC is very useful since it is in feedback form. All the gains
for this type of controller can be computed in advance. We start by modifying the
least squares solution from Equation 3.39 as follows:
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M
SQ(k)eA 1)= pm [Sv(k)
U(k)* = pinv SQ(k)EA
SP(k)
U(k)* = KE(k)
SQ(k)S(k)
0
SQ(k)
0
I
E(k)
(3.62)
Equation 3.62 expresses the optimal control history as the product of a gain K
and the tracking error E(k). The last (m - 1) vector unknowns in control history
are not needed, therefore K can be partitioned so that u(k)* = KoE(k) as shown in
Equation 3.63. See lines 65 -+ 70 in Appendix D.1 for MATLAB code that computes
the gain KO.
u(k)*
u(k+ 1)*
u(k+m-1)*
=KE(k)=
-L
Ko-
K 1 -7, E(k)
Km-1 
-
The SIMULINK layout for this controller is shown in Figure 3-5. A zero-order
hold for T, seconds after the gain KO is necessary to discretize the control. Since
disturbances are not included, the tracking error is simply E(k) = Y(k) - 'Ix(k).
Figure 3-5: Linear Unconstrained MPC SIMULINK Layout
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(3.63)
Linear Constrained MPC
When the MPC problem is subject to constraints, the controller layout must include
a block to solve the QP problem stated in Equation 3.43. In the SIMULINK diagram
of Figure 3-6, the QP problem is solved by the S-Function whose name is "Linear
MPC". Inputs to the "Linear MPC" block include the product 9x(k) and the ref-
erence trajectory Y(k). Other necessary variables, such as 'N and F, are provided
as parameter inputs to the block since they do not change over time. QP solvers
normally allow the user to provide a starting solution when the problem initializes.
A good starting point is typically the previous solution. Therefore, even though only
the first N vector values of the control history are applied to the plant, the rest of
the history should be stored and used as next starting solution.
Position
Reference \kiocity
u - - - - Control Inpt
1,PsiX Theta
Linear MPC
Thena Do
Nonlinear inverted Pendulurn. 1
Figure 3-6: Linear Constrained MPC SIMULINK Layout
3.5.4 Results
Since the unconstrained form of Linear MPC is a discrete feedback control law, the
poles of the open and closed loop system can be found using Equations 3.58 and 3.62.
If the reference trajectory is equal to a zero vector, then the feedback control law can
be written as u(k)* = -Kox(k), which produces the following state equation:
x(k + 1) = (A - BKoxP)x(k) (3.64)
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The open loop poles are the roots of the characteristic equation given by Equation
3.65. The closed loop poles are found in a, similar fashion in Equation 3.66. Table 3.1
lists the open and closed loop poles of the system for T, = 0.1 seconds.
det(zI - A) = 0
det (zI - A + BKF) = 0
(3.65)
(3.66)
Discrete systems are stable if and only if all poles are within the unit circle I z < 1
[2]. The four open loop poles are positioned on the real axis and include an unstable
and marginally stable pole. All poles are stable after the loop is closed.
Open Loop Poles Closed Loop Poles
0.742 0.735
0.937 0.763
1.000 0.932 + 0.030i
1.316 0.932 - 0.030i
Table 3.1: Open and Closed Loop Pole Values
Further analysis is possible by forming the loop transfer function. A loop transfer
function is defined as the product of transfer functions around a negative feedback
loop [15]. A plant transfer function P(z) is first assembled by taking the z-transform
of the discrete model in Equations 3.58 and 3.59 as follows:
Z{x(k+1) =
zX(z) - zx(0) =
(zI - A)X(z) =
X(z) =
Ax(k) + Bu(k)}
AX(z) + BU(z)
zx(0) + BU(z)
(zI - A)-lzx(0) + (zI - A)-BU(z)
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(3.67)
Z{y(k) = Cx(k)+Du(k)}
Y(z) = CX(z) +DU(z)
Y(z) = C(zI - A)-zx(0) + [C(zI - A)-B+ D] U(z) (3.68)
P(z) is given in Equation 3.69 for the case of zero initial conditions on the state.
The loop transfer function L(z) is then given by Equation 3.70.
P(z) = C(zI - A)-'B + D (3.69)
L(z) = KoxIP(z) (3.70)
For single input systems, the closed loop stability margins are computed by finding
the gain and phase margins of L(z) [2]. Figure 3-7 is a Bode plot of L(z) and shows
a gain margin of -5.6dB and a phase margin of 43.4'. Since the transfer function is
discrete, the maximum frequency in the Bode plot is the Nyquist frequency g. Such
stability margins do not exist for multiple input systems. Stability information for
these systems is typically found by using singular value decomposition on the closed
loop transfer function matrix [2].
As the parameter f increases, the performance improves as previously shown in
Figure 3-4. If f = oc, then the MPC problem for this example becomes equivalent to
the discrete LQR problem. This is reflected by the gain KoT, which approaches the
value returned by the MATLAB function dlqr as t increases. Figure 3-8 illustrates
how the MPC gain Kot approaches the discrete LQR gain when using the same
weighting matrices and time step of T, = 0.1 seconds. The feature of approaching
the discrete LQR gain is not specific to this example; it is a result of minimizing the
same cost function.
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Figure 3-7: Linear Unconstrained MPC Bode Plot (Discrete)
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Figure 3-8: Feedback Gain - MPC VS Discrete LQR
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The discrete LQR cost function in Equation 3.71 is equivalent to the MPC cost
function in Equation 3.72 when f = m = oc, x(k + i) = y(k + i) - g(k + i) = 0 for
all i, and the weighting matrices Q and R are constant. Equation 3.72 is the sum of
Equations 3.17 and 3.22 from Section 3.3.
J = [x(k + i)0 + 1u(k + i)1]
i= Q +
t-1 2 m-1 2
J=E Ily(k + i)- (k + i0 0(k+i) + E 11u(k + i) IR(k+i)
i=0 z=0
(3.71)
(3.72)
If in addition T, < 1, then the summations in Equations 3.71 and 3.72 become
integrals and the MPC problem approaches the continuous LQR problem. This is
shown in Figure 3-9, where the MPC gain KoJ approaches the value returned by
the MATLAB function Iqr as the value of T, is decreased. The time span of the
prediction interval is kept constant at fT, = 5 seconds and both problems use the
same weighting matrices.
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An advantage of approaching the continuous LQR problem is that continuous LQR
has guaranteed gain and phase margins of [-6dB, oodB) and [-60'. 600], respectively
[2]. These margins exist for single input plants if they are observable and controllable
and if Q > 0 and R > 0. The MPC feedback controller in this example therefore
approaches these stability margins as t goes to infinity and T, goes to zero.
A demonstration of the feedback controller is given by Figures 3-10 through 3-12,
which plot the response to an initial angular deflection of 300. The large overshoot
in Figure 3-11 is due partly to the nonminimum phase of the plant. Responses of the
feedback controller with no zero-order hold and the constrained controller are also
included. Note that the constrained and unconstrained discrete response lie on top
of each other in the figures. The bounds on the output and control constraints are
placed at toc so that no constraint would become active. Both discrete controllers
should therefore have similar performance since they are applied to the same problem.
In this example. the discrete controllers perform exactly the same even though one
controller uses a QP solver and the other a simple feedback gain to compute the
optimal control. Performance of the feedback controller is reduced slightly if the
zero-order hold is removed. This is expected since the control law is discrete.
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Figure 3-10: Linear Constrained & Unconstrained MPC - Position (ft)
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Figure 3-11: Linear Constrained & Unconstrained MPC - Angular Deflection (0)
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Figure 3-12: Linear Constrained & Unconstrained MPC - Control Input (lbsf)
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More results of the constrained version of the controller are given by Figures 3-13
through 3-15. The plant starts with the same initial angular deflection of 30' but the
admissible region for the position of the cart is greatly reduced. The control and other
output variables have bounds of ±oc. There is a large change in the control input
when the admissible region for the position variable is reduced to -6 < Position (ft) <
6. but the controller still manages to satisfy the contraints.
Conclusion
Both controllers performed well. even though the plant model was approximated to be
linear and then discretized. This form of MPC therefore has potential to be applied
to other nonlinear systems. Later in this thesis, Linear MPC is applied to actual
hardware in a real-time controller.
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Figure 3-13: Linear Constrained MPC - Position (ft)
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Chapter 4
Basis Functions
The control history U(k) is a sequence of m vector values; this section deals with
reducing the number of values to n, where n < m. The reduction is done by forming
an expansion in terms of orthogonal basis functions. One such expansion is a Fourier
series.
4.1 Orthogonal Expansion
A broad class of 27r-periodic functions f can be expanded into infinite series of sine
and cosine terms by the Fourier series in Equation 4.1. The coefficients are given by
Equations 4.2 through 4.4, where f(t) must be integrable.
1 00 00f(t) = ao- + ai cos(it) + bi sin(it) (4.1)
a = -dt (4.2)
1o =
a = - f f(t) cos(it)dt (4.3)Ir -7
1 fxb = - f(t) sin(it)dt (4.4)7r -7r
The set of all 27r-periodic functions form a vector space. A vector space is a set V
with two binary operation, + : V x V -+ V and - : R x V -- V, such that:
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1. (v+w)+x = v+ (w +x) for all v,w,x E V
2. v+w= w+v for all v,wEV
3. There exists an element 0 E V such that v + 0 = v for all v E V
4. For each v E V there is an element (-v) E V such that v + (-v) = 0
5. 1 v = v for all v E V
6. r - (s - v) = (rs) - v for all r,s E R and v E V
7. r - (v + w) =r - + r - w for all r E R and v, u E V
8. (r + s) - v= r -v + s - for all r, s E R and v E V
A subset E = {6} of V is called a basis of V if:
1. For every v E V there exists elements ri E R such that Z(ri -8j) = v
2. Whenever Z(ri - E8) = 0, it follows that ri = 0 for all i
An inner product on a vector space V is a function ( , ) : V x V -+ R with the
following properties:
1. (v+ w, x) = (v, x) + (w, x) for all v, w, x E V
2. (v, w) = (w, v) for all v, w E V
3. (v,v) > Ofor allvEV, and (vv) = Oif andonlyif v=0
4. (r-v,w) = r(v,w) for allrE Randv,wEV
The elements E8 in E are called basis functions. Basis functions are orthogonal if
the inner product for all e8, e£j E is zero as shown in Equation 4.5. If in addition
the basis functions E8 E 0 satisfy Equation 4.6, then they are orthonormal.
(E8, E) = 0 if E8 $ E, (4.5)
(8j, 6j) = 1 (4.6)
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Any v E V can be expressed as linear combination of basis functions as given by
Equation 4.7, where ri is a real-valued coefficient.
V = (ri . 8) (4.7)
If the basis functions are orthonormal, then the coefficients can be computed using
the inner product as shown in Equation 4.8.
ri = (v, E8) (4.8)
In the case of Fourier series in Equation 4.1, the 27r-periodic function f is an
element of the vector space F which contains all 27r-periodic functions. Therefore, f
can be expressed in terms of a basis for F. One such basis is:
0(t) = - (4.9)
11(t) = cos(t) (4.10)
42 (t) = sin(t) (4.11)
P 3 (t) = cos(2t) (4.12)
14 (t) = sin(2t) (4.13)
Any continuous positive weighting function w(t) can be used to define an inner
product on the space of continuous functions over the interval [a, b] as follows:
b
{=, ) = w(t)@D(t)(D (t)dt (4.14)
The weighting function w(t) - is chosen in the Fourier series so that the basis
functions shown in Equations 4.9 through 4.13 are orthonormal. The coefficients are
therefore found using Equation 4.15 which is equivalent to Equations 4.2 through 4.4.
57
1 7r
ai= (f, Gi)= - f(t)4i(t)dt (4.15)
The basis used in Fourier series is also known as a complete orthogonal system
because no 27r-periodic function can be orthogonal to all the basis functions. Other
complete orthogonal systems have a corresponding series analogous to the Fourier
series. Examples of such orthogonal systems include Legendre, Laguerre, Chebyshev,
and Hermite polynomials. Given a basis 4 = {i} from a complete orthogonal system
where <k c F, the function f E F is equivalent to the infinite series in Equation 4.16,
where ai is the coefficient for Gi.
00
f = Z(a . 5i) (4.16)
i=0
4.1.1 Discrete Orthogonal Expansion
A function given at only m points can be viewed as a vector u of dimension m. If
the set of all vectors with dimension m is a vector space U, then any basis of U only
requires m basis functions since the dimension of the basis must equal the dimension
of the vector space. Therefore, the discrete form of the series expansion in Equation
4.16 is given by Equation 4.17, where the orthogonal basis {Ej} is a subset of U and
f3# is a real-valued coefficient.
m-1
u = E (#i - E) (4.17)
i=O
The inner product for the discrete case is given by Equation 4.18, which is equiv-
alent to the dot product of two m-dimensional vectors.
(E,3 .) = Ei - (4.18)
As before, the coefficients #3 can be computed using the inner product:
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Oi = (u,E) (.
4.1.2 Least Squares Approximation
Rather than using m basis functions for the expansion of u in Equation 4.17, n can
be used to get an approximation when n < m. The approximation p is the projection
of u onto an n-dimensional subspace of U as shown in Equation 4.20, where the set
{ 0E, = 1, ... , Em-1 } is an orthogonal basis for U and ci is a real-valued coefficient.
n-1
p= (Ci - i)
i=O
(4.20)
The vector p is called the least squares approximation of u and the vector F, as
defined in Equation 4.21, is the residual vector of u [13].
e = u - p (4.21)
To simplify Equation 4.20, a basis matrix S and coefficient vector c are defined
in Equations 4.22 and 4.23. The columns of S are basis functions and since the basis
functions are rn-dimensional vectors the matrix 2 is m x n.
c0 = 1 ci -1
j OEO
Co
Cl
Cn-1
The new form of Equation 4.20 is:
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(4.22)
(4.23)
(4.19)
p =c (4.24)
Generally p / v because ||E|| 4 0, but the norm can be minimized if the value of
c in Equation 4.25 is used, where the + operator denotes a matrix pseudoinverse.
c +U (4.25)
Therefore, the least squares approximation of u is:
u C (4.26)
4.2 Optimal Coefficients
The idea of approximating a vector in the previous section is used to approximate the
control history U(k). If U(k) is an m-dimensional vector, then it can be approximated
using Equation 4.26 as follows:
U(k) ~ Ec (4.27)
The control history U(k) is actually an m-dimensional vector, where 77 is the
number of control inputs in the vector u(k). An approximation of U(k) can then be
thought of as q separate approximations, one for each control input. The form of the
approximation in Equation 4.27 can still be used if the separate approximations are
grouped together as shown in Appendix D.3.
The approximation for the control history in Equation 4.27 is substituted into
Equation 3.25. The resulting cost function J is given by Equation 4.28.
2 2
J= A~c- E(k) + cRk) (4.28)Q(k) Rk
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To simplify the form of Equation 4.28, the matrices H, F, and C are defined in
Equation 4.29 through 4.31.
H= TA TeT Q(k)EAE + ET'(k)i= (4.29)
6 = TAT9TQ(k)E(k) (4.30)
C = E(k)T Q(k)E(k) (4.31)
The cost J then takes the form of Equation 4.32.
J = cc + 2cTYF + C (4.32)
Equation 4.32 is very similar to the cost function used to solve for U(k)* in Sections
3.4.1 and 3.4.2. Minor modifications are made to the constrained and unconstrained
solutions to put them in terms of c. If J is unconstrained, then the optimal coefficients
c* can be found by using Equation 4.33.
SQ(k)8Ab] , SQ(k)E(k)
c= (4.33)
If J is constrained, then the optimal coefficients are found by solving the following
QP problem:
Minimize: J = {cTI7Tc + cUF
Subject to:
r - (4.34)
Y(k)min - I'x(k) - QV(k) [eAEJ < Y(k)max-Ax(k)-V(k)]
U(k)min 6. ~ ~ a
4.3 Increase in Cost
A technique for quantifying how well the optimal control history U(k)*, as determined
in Chapter 3, is approximated by 'c* is to compare the following costs J* and J*:
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a
2 2*= AU(k)* - E(k) + U(k)* (4.35)Q(k) R(k)
2 2
J* = 9Awc* - E(k) + Ec* (4.36)Q(k) RZ(k)
The matrices Q(k), R(k), E, and A depend on the specific MPC problem being
solved, but for this example these matrices are assigned the values in Equation 4.37.
1 0 ... 0
1 1 *-. :
Q(k) = I, R(k) =I, e = , A =I (4.37)
A uniformly distributed random number generator is used to assign values to the
vector E(k). Each random E(k) will have a corresponding U(k)* and c*. Table 4.1 has
the mean values of T after 500 test cases. The type and number of basis functions
is varied while the size of U(k)* is kept constant at m = 20. Table 4.2 has the results
for m = 40.
The type of bases tested are discretized versions of complete orthogonal systems
such as Fourier series and orthogonal polynomials. When using orthogonal polynomi-
als, each basis function E; corresponds to the ith degree polynomial in the set, where
i = 0, 1, ... , n - 1. Appendix C presents recurrence relations for all the orthogonal
polynomials tested, which can be used to find the ith degree polynomial. Fourier
series is used in a similar fashion. The basis functions included in the study start at
the 0-frequency and increase by 1. The interval over which the basis functions are dis-
cretized is the interval over which they are orthogonal. If bounds on the interval are
±oo, then a subinterval is chosen. For the case of Laguerre and Hermite polynomials,
the subintervals [0, 50] E [0, oc) and [-25, 25] E (-oc, oc) are used, respectively.
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J*
Orthogonal "- -1 5% * - 1o- 0% 5
Functions m 20 m 20 m 20
Legendre 1.084 1.199 1.388
Chebyshev 1.083 1.205 1.389
Laguerre 1.085 1.203 1.386
Hermite 1.086 1.204 1.385
Fourier 1.104 1.232 1.467
Table 4.1: 1 Ratio for Varying n with m = 20
Orthogonal n- 7 5 % 30n _2050% n- 10 2 5 %
Functions m 40 m 40 m 40
Legendre 1.092 1.219 1.406
Chebyshev 1.090 1.217 1.413
Laguerre 1.093 1.218 1.408
Hermite 1.093 1.219 1.410
Fourier 1.134 1.231 1.435
Table 4.2: Ratio for Varying n with m = 40
The data shows that the percent increase in cost is less than the percent decease in
the number of unknowns. All four types of orthogonal polynomials tested produced
consistent results, but the ratio of was slightly higher when using Fourier series.
The difficultly with using Fourier series as basis functions is that the frequencies
included in the basis determine the bandwidth of the control. If a high bandwidth
controller is required, then high frequency basis functions are needed.
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4.4 Decrease in Computation Time
The next example quantifies the reduction in computation time as the size of U(k)
is reduced. The constrained Linear MPC problem from Chapter 3.5 is used to test
the computation time of two QP solvers. One of the QP solvers is the MATLAB
function quadprog [14], the second is SQOPT. SQOPT is part of a larger nonlinear
programing solver written in FORTRAN that is called SNOPT[12]. This QP solver
was converted to C using f2c, a publicly available converter, then put into a MATLAB
S-Function that allows it to be run in the SIMULINK simulation environment.
The amount of computation time taken by each solver at each time step during
the simulation is recorded. Both solvers used the same solution tolerance so that a
fair comparison could be made. The timer commands tic and toc were used when
evaluating the MATLAB solver and the C function ftime was used as a timer for
SQOPT. A PC running Windows XP with 512MB of RAM and a 550MHz Pentium
3 processor was used to run the simulations.
Table 4.3 has the mean and maximum values of computation time for varying
sizes of U(k) and Figure 4-1 graphs the results. An additional line with 0(n 2 ) slope
is shown in the figure. Algorithms are often put in terms of their computational
complexity O(). For example, multiplication of two n x n matrices is typically 0(n 3 ),
so if n increases by 2 then the complexity increases by 8. The advantage of identifying
the complexity an algorithm is that if an algorithm has complexity 0(n 2 ) on one
computer, it will have complexity 0(n 2 ) on most other computers.
Size of quadprog SQOPT
U(k) Mean (s) IMax. (s) Mean (s) Max. (s)
10 0.013 0.047 0.004 0.016
20 0.030 0.234 0.014 0.047
40 0.262 2.773 0.051 0.311
Table 4.3: Quadratic Programming Solver Computation Time
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Figure 4-1: Quadratic Programming Solver Operating Time (Log Scale)
There is a large reduction in computation time as the size of tl(k) is reduced.
SQOPT is clearly the faster QP solver, but both show similar trends for varying sizes
of U(k). The trend for SQOPT in Figure 4-1 is close to a complexity of O(ni2), so a
reduction in the size of U(k) from 40 to 20 reduces the computation time by approx-
imately 75%. If the data from the previous section is used, then such a reduction
only increases the cost function by approximately 22%. There is clearly a trade off
between the accuracy of the solution and the time to reach a solution.
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Chapter 5
Helicopter Model
The hardware target for Linear MPC is a 3DOF helicopter manufactured by the
Quanser company, "a company created in 1990 by Dr. Jacob Apkarian to provide
mechanisms for use in control education" [9]. A description of the apparatus and
a picture can be found on the webpage, reference [9]. The helicopter, shown also
in Figure 5-1, is a tabletop electromechanical system with three rotational axes of
motion that are controlled by two independent DC motors, each driving a propeller
to create thrust. Included in the system is all the necessary hardware, such as sensors
and digital-to-analog (D2A) converters, required to implement a real-time controller.
5.1 Dynamics
The 3DOF helicopter system, shown in Figure 5-1, consists of an arm mounted on a
base with two propellers and two motors attached at one end and a counterweight
on the other. The counterweight is adjusted such that applying approximately 1.5
volts to each motor results in hover. The propellers are fixed onto a frame that can
rotate about the arm, which creates a roll rate # if there is a difference in the voltage
applied to the motors. The resulting roll angle # is measured from the horizontal
plane. Assuming # ~ 0, an equal voltage sent to the motors causes the arm to pitch
upwards with pitch rate 6. In addition, the arm can swivel around the base with yaw
angle @. To produce a yaw rate, it is first necessary to create a nonzero roll angle and
then apply voltage to both motors to generate a force in the desired yaw direction.
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Pitch
Roll
Figure 5-1: 3DOF Helicopter
5.1.1 Nonlinear
The Euler-Lagrange equation given by Equation 5.1 is used to derive the motion of
the helicopter, where L is the Lagrangian and F is the generalized force.
d oL~ aLd OL -A= F(i , x) (5.1)
Since the coordinates for the helicopter are the angles 6, , and #, the general-
ized forces are actually torques. Expressions for the different torques are shown in
Equations 5.2 through 5.4, where I is the length from the base to the frame of the
propellers, Ii is half the distance between the centers of the propellers. and P is the
thrust produced by each propeller.
T(#, 6) T=l (P + P2)cos(#) (5.2)
T(Q, 4) = T = 1 (P 1 + P 2) sin(#) (5.3)
T(,) = e= h (P1 - P2) (5.4)
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The nonlinear effects of motor dynamics, such as rotor inertia and back EMF,
are ignored in order to create a linear relation between propeller thrust and motor
voltage vi. This relation is given by Equation 5.5 for an 8 x 6 inch 3-blade propeller,
where the value 2 has units Volt
i = 2P (5.5)
The Lagrangian L is defined as follows, where T is the kinetic energy and V the
potential energy:
L = T - V (5.6)
T is computed by summing all the rotational energy in the system. To simplify this
calculation, the only rotational energy included is from the three principle moments
of inertia as shown in Equation 5.7. Energy from the products of inertia is ignored.
T=1 10 II 1 o2(57
2 2 2
The simplified helicopter in Figure 5-2 is used to compute the moments of inertia.
The angle a in Figure 5-1 is assumed to be small so that the mass can be divided
into three parts. mi is the mass of the two motors and the frame that connects them,
m 2 is the mass of the arm, and m 3 is the mass of the counterweight. Also included
in the figure are the distances di to these point masses.
Equations 5.8 through 5.10 give expressions for the moments of inertia, where a
superscript zero denotes the moment resulting from 9 = 0, V) = 0, and # = 0.
IO= m1(l 2 + d2) + m 2d2 + mAd2 (5.8)
I= m112 + n2 d2 + mAd2 (5.9)
I= mid2 (5.10)
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Figure 5-2: Simplified 3DOF Helicopter
To find the moments for an arbitrary angle, the rotation matrices in Equations
5.11 through 5.13 are used, where the angles 6 and 0 are measured clockwise and #
counterclockwise.
R =
ReV =
R4 =
1 0
0 cos(0)
0 - sin(6)
cos(Q) 0
0 1
sin(@) 0
cos(#) -s
sin(#) co
0
0
sin(6)
cos(6)
-- sin(@y)
0
cos(@)
in(#) 0
s(#)
0 1
(5.11)
(5.12)
(5.13)
The pitch and roll axes rotate with @, so the moments of inertia are not affected
when this angle is nonzero. 6 and # do affect the moments, but due to the mechanics
of the system R0 cannot be used. Since the helicopter arm cannot roll, a nonzero 6
does not change the value of roll moment 14. The transformation S, in Equation 5.14
reflects this constraint and is used in place of RO. So is not a rotation matrix, so it
does not have the properties associated with rotation matrices, such as R' = R-1.
1
So= 0
0
0
cos(6)
0
0
sin(6)
1
(5.14)
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The three principle moments of inertia are grouped together in an inertia matrix
10, which assumes the products of inertia are zero when 6 = 0, @ = 0, and 4 = 0.
Rolling the system by # then pitching by 6 produces the inertia matrix I in Equation
5.15, where the principle moments lie on the main diagonal.
I = SoROPRTSOT,
0 
0
0
0
0
0
0
I0
(5.15)
Equation 5.16 uses the relation I0 = 10 - I0 to simplfy the form of I.
I -I sin 2 (g) I0 cos(#) sin(#) cos(0)
=II cos(#) sin(#) cos(6) I0 cos2(6)+I [sin2(6) -cos2(g) cos2(6)]
0 I sin(6)
0
I0 sin() (5.16)
I0 
-
The principle moments of inertia are further approximated by assuming I < I,:
I =0 I(5.17)
I4, = I0 cos2 (6)
I4 = 10
(5.18)
(5.19)
The potential energy V is also computed using Figure 5-2. The energy from each
mass is measured from the pivot of the arm and the sum is given by Equation 5.20.
V = mig [i sin(6) - di cos(#) cos(O)] + m2gd2 sin(6) - m3 gd3 sin(6) (5.20)
V is shown in a simplified form in Equation 5.22 after defining the constants y
and A in Equation 5.21.
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7= g (mil + m2d2 - mAd3 ), A = nigdi (5.21)
V = -y sin(0) - A cos(#) cos(6) (5.22)
Subtracting Equation 5.22 from Equation 5.7 gives the following Lagrangian:
L= 110#2 + I cos2(6)2 + 1 J2 sin(6) + A cos(#) cos(6) (5.23)20 2 2
The dynamics resulting from the Euler-Lagrange equation are given by Equations
5.24 though 5.26 with additional 6 terms representing damping coefficients [16].
± + #2 cos(6) sin(6) + cos(6) + cos(#) sin(6) + 60# = 1o (5.24)
0-2Y4tan(6) + = og 5
1
2 an() +kv) 100 OS2(0)T, (5.25)
+ A sin(#) cos(O) +4 = g4TO (5.26)
Other assumptions made in the derivation are that the bandwidth of the sensors,
D2A converters, and A2D converters is much greater than the helicopter dynamic
frequencies; therefore, their effect can be ignored. Also omitted is the friction at all
joints and aerodynamic drag.
5.1.2 Linear
To linearize the model, a SIMULINK S-Function is first created with the nonlinear
dynamics as follows:
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IFigure 5-3: 3DOF Helicopter SIMULINK Diagram
The next step is to use the MATLAB function dlinmod. This function creates
discrete linear models of SIMULINK diagrams about a specific operating point. The
operating point chosen is at hover, with all angles and angular rates set to zero. The
output of dlinmod can then be directly used by Linear MPC. Table 5.1 has a lists of
parameter values used in generating the model.
Table 5.1: 3DOF Helicopter Parameter Values
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Parameter Value Units
h 0.18 m
1 0.66 m
I00 0.99 Kgm 2
I0 0.03 Kg m 2
IT 0.33 J
A 0.05 J
o -10 1
O -16 1
-14 1
_____________S
5.2 Hardware
The following hardware was used in the experiment:
1. 3DOF Helicopter Kit
2. ISA Terminal Board
3. ISA MultiQ Board
4. Two power amplifiers model UPM-2405
5. A PC with 128MB of RAM and a 500MHz processor
Two DC motors are included in the kit to run the propellers as well as three
quadrature optical encoders for measuring angular displacements. The three angular
displacements are differentiated with high-pass filters to get angular rate information.
The power amplifiers run the motors using signals from the ISA terminal board. The
terminal board acts as a hub, input from the encoders pass through A2D converters
and output to the motors pass through D2A converters. The purpose of the MultiQ
board is data acquisition for the PC. It interfaces with the PC through an ISA slot
and the terminal board through a ribbon cable.
5.3 Software
All the software necessary to create an MPC controller is converted into S-Functions
written in C. With the MATLAB Real-Time Workshop, the C code is built into a
Windows executable that is run by WinCon. WinCon is real-time software used for
hardware-in-the-loop simulations [10]. It allows the design of real-time controllers
entirely through SIMULINK, changes in controller parameters on-the-fly while the
controller runs, and real-time plots that can be saved to the MATLAB workspace.
Since WinCon is essentially a separate operating system, certain C function that are
normally supported in Windows may not be available for use in simulations, such as
the function ftime. The WinCon manual has a list of available C functions.
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Chapter 6
Helicopter Controller and Results
In this chapter, the design of a Linear MPC controller for the Quanser 3DOF heli-
copter system [9] is described and results of experiments that test controller perfor-
mances are discussed. The experiments are chosen to answer the following questions:
1. How well can the MPC helicopter system track a sequence of step
commands in pitch? Since pitch for the Quanser is like altitude for
a helicopter, this represents hover at stepwise-varying altitudes.
2. How well can the MPC helicopter system track a sequence of step
commands in yaw?
3. How well can the MPC helicopter system track a composite trajec-
tory: sinusoidal variation in commanded pitch with a ramp command
in yaw?
This set of experiments is limited in scope, but gives an idea of the achievable
performance in typical situations. For example, tracking a ramp function in yaw and
a sinusoid in pitch is comparable to a helicopter flying over a terrain with many hills
at constant speed.
To more closely model a real-world system with actuator limits, constraints are
applied to the magnitude of control. In some test cases, an additional constraint is
placed on the roll angle to limit the maneuverability of the system.
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6.1 Controller Layout
The interface between MATLAB and the real-time hardware is shown in Figure 6-1.
The layout is similar to the constrained MPC controller for the inverted pendulum
described in Chapter 3.5.3. Included in the layout is a SIMULINK block named
"3DOF Helicopter". Figure 6-2 shows that the inputs to this block are voltages for
the two motors and the outputs are readings from the encoders. Since the encoders
run at a rate higher than the controller, a zero-order hold is necessary on the outputs.
A gain is placed before the "3DOF Helicopter" block to convert the optimal control
signals, which are in Newtons, to Volts. Converting the output of the block is not
necessary since the outputs are already in the proper units of radians and 1d
Hold
Figure 6-1: Helicopter Controller SIMULINK Layout
-Quanser Cornsulting
P1 Saturation Analog Output #0
MultiQ-PCl DAC
Saturation1 log utpt#
Analog Output #1
Figure 6-2: "3DOF Helicopter" Block
76
The transfer functions in Figure 6-2 are filters for computing the appropriate
output and the constant "Hover" block adds a bias to the pitch so that the helicopter
arm is level when 6 = 0'. Parameters for the filters are set by the Quanser company.
An additional block named "Trajectory and Constraints Generator" in Figure 6-1
is created to allow changing of the reference trajectory Y(k), the trajectory limits
Y(k)min, and Y(k)mx. on-the-fly. Other necessary variables remain constant and are
supplied as parameter inputs to the "Linear MPC" block.
6.2 Controller Parameters
6.2.1 Controller Rate & Prediction Length
To determine a value for the time step, the MPC controller was run on the helicopter
with the purpose of driving all angles and angular rates to zero, which is equivalent
to keeping the helicopter in a hover position. Initially a time step of 0.1 seconds
was tried, but the controller was unable to force the helicopter to stay in hover. To
successfully maintain a constant hover, the time step was gradually decreased until
it was discovered that the controller must operate at a rate greater than or equal to
40 Hz. Possible reasons for this rate constraint are simplifications made in the model
and omission of disturbances in the modeling analysis. The MPC controller rate is
defined as 1, where T, is the time step and N is the number of controls in the
control history that are applied to the plant. Therefore, to create a 40 Hz controller
a value of N = 1 and T, = 0.025 seconds was chosen.
Selecting the prediction length f was also affected by the controller rate constraint
of 40 Hz since the solver SQOPT must be able to solve a constrained QP problem
in under 0.025 seconds. To keep the controller simple, the prediction length f and
control history length m were set equal to each other and after further tests a value
of f = m = 10 was chosen. This resulted in a controller capable of predicting for
0.25 seconds. The computer carrying out the real-time computations is similar to
the computer used to calculate the computation time of SQOPT in Table 4.3. The
processors only differ by 50 MHz and both have equal amounts of RAM. Data from
this table is consistent with the choice of t = m = 10.
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6.2.2 Optimization Parameters
Starting with Q and R equal to identity matrices, the values were changed through
trial and error to improve the tracking performance to a sequence of step functions
in the pitch and yaw states. The motivation behind changing the weightings was
based on reducing steady-state step function errors and increasing damping. First,
only the pitch state tracked step functions while the reference yaw was a zero vector.
After pitch tracking was improved by modifying the weights, the trajectories were
switched. This continued, switching the trajectories back and forth and modifying
the weightings, until the values given by Equation 6.1 were chosen, which includes a
vector showing the order of the outputs.
9 100 0 0 0 0 0
0 0 0 0 00
0 0 50 0 0 0
y. fR = 0.25 (6.1)
0 0 0 0 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0-
No penalty was placed on angular rates since the primary focus of the controller
is to track pitch (0) and yaw (V)) angles. Since a non-zero roll angle is necessary
to track a yaw reference, the # output was assigned a small penalty. Likewise, R. is
small compared to the 0 and V) penalty so that more emphasis is put on tracking
these variables.
6.3 Reference Trajectory
Constant zero vectors were used as reference trajectories for the angular rates and
roll. Reference trajectories for pitch and yaw varied depending on the objectives of
the run. In most cases the trajectories were constants, but in two separate runs the
trajectory for 9 was a sinusoid of amplitude 100 with frequency of approximately 0.05
Hz and the @b trajectory was a ramp function with slope of approximately 3.4 0.
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6.4 Results Without Basis Functions
6.4.1 Question 1: Step Commands in Pitch
The following sets of results demonstrate the controller's ability to handle constraints.
In Figures 6-3 through 6-5, the only constraint present is a control constraint of
-1.25 N < u < 1.25 N and the trajectory for 6 is a sequence of step functions, while
the @ trajectory is a constant zero vector. Initially all states are zero expect for 6,
which has a value of -25'. This occurs since one end of the helicopter arm rests on
a table at the start of each run.
The C timer ftime is not available since it is not supported in real-time oper-
ations, so it is not possible to determine the mean computation time to solve the
optimization problem. What is available is the maximum computation time for the
entire controller. This includes the time necessary to preform the various matrix
multiplications and other math operation in setting up the problem. The maximum
computation time to produce the results in Figures 6-3 through 6-5 was 0.012 seconds,
which is about half the time step.
25
- 3DOF Helicopter
20 ..................................- Reference Trajectory
10 - --- -......-..
-5 -.. .-. .-.  .-
- 10 1 0 3 0 5 0 7 0 9 0
0
.Time (sec)
0ge-PtHo-Pc(
-25
0 10 20 30 40 50 60 70 80 90 100
Time (sec)
Figure 6-3: Pitch Hold - Pitch()
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Figure 6-4: Pitch Hold - Yaw (0)
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Figure 6-5: Pitch Hold - Roll (0)
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To quantify the controller's tracking performance, the root-mean-square (RMS)
of the error between the reference trajectory and response is calculated for the final
90 seconds. The first 10 seconds are not included so that the result is not affect by
the initial error. Pitch tracking resulted in an RMS error of 2.77' while yaw tracking
resulted in an RMS error of 2.420.
6.4.2 Question 2: Step Commands in Yaw
In the next two sets of data, Figures 6-6 through 6-8 and Figures 6-9 through 6-11, the
control constraint is again included with addition roll constraints of -35' < # : 350
and -25' < # < 250, respectively. The trajectory for pitch is zero and the trajectory
for yaw is a sequence of step functions. Step functions were activated manually during
each run, so slight differences exist between the two reference trajectories.
A noticeable result in Figures 6-8 and 6-11 is that the roll constraint is slightly
violated. Possibly this is because the constraint boundaries lie in a region where
the linear model is less accurate. The model used by MPC is linearized about the
operating point with all angles and angular rate set to zero and becomes less accurate
the more the helicopter moves away from this point. In a real design, margins on
constraint specifications should be included to account for such violations.
15 1 1 1
- 3DOF Helicopter
10 -- Reference Trajectory
-1 0 - - --. -. . --. --. -. . ---. . -.-..-.- . .-.-. - -
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-25
0 10 20 30 40 50 60 70 80 90 100
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Figure 6-6: Roll Constraint -35 <q < 35 - Pitch (*)
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Figure 6-7: Roll Constraint -35' < # < 350 - Yaw (0)
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Figure 6-8: Roll Constraint -350 < # < 350 - Roll (0)
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Figure 6-9: Roll Constraint -25' < # 25' - Pitch (0)
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Figure 6-10: Roll Constraint -25' < # 25' - Yaw (0)
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Figure 6-11: Roll Constraint -25' < # 250 - Roll (0)
In Figure 6-11, the roll response oscillates when the yaw command changes. The
largest oscillation in this response starts at the point when the yaw command changes
by -360 1 (times between 34 and 44 seconds). Magnitude of oscillation seems to
depend on tightness of the roll constraint. When the roll constraint is relaxed to
-350 < 4 < 350, the oscillation between 34 and 44 seconds is greatly reduced,
as shown in Figure 6-8. Stability analysis, which is valid for systems which are
approximately linear, no longer applies for systems whose controls or states are subject
to tight constraints.
A roll constraint of -25' < 4 25' also caused the helicopter to take longer
to reach the values of the step functions and produce less overshoot. The change in
constraints did not have much affect on computation time; the -35' <4 350 run
had a maximum time of 0.018 second and other 0.019 seconds.
6.4.3 Question 3: Composite Trajectory
Both pitch and yaw reference trajectories change over time in the following figures:
'This is not because of an artificial singularity in what appears to be an angular variable. "Yaw"
for the helicopter is a measure of translation. It is measured and commanded as a continuous real
variable; there is no "upper bound", for example, at +1800.
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Figure 6-12: Pitch and Yaw Tracking - Pitch (0)
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Figure 6-13: Pitch and Yaw Tracking - Yaw (0)
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Figure 6-14: Pitch and Yaw Tracking - Roll (0)
The yaw tracking in Figure 6-13 has an RMS error of 14.990, which is not as
good as the pitch tracking RMS error of 1.460 in Figure 6-12. No roll constraint was
included in this run and the maximum computation time was 0.013 seconds.
There is a large steady-state yaw error in Figure 6-13 that is not present in previous
runs. Since both the pitch and yaw reference trajectories change over time, the error
could be a result of poor choice of design weights. This is shown in Equation 6.1 by
the 50% smaller penalty on yaw as opposed to pitch. Another potential cause of the
error could be the short prediction interval of 0.25 seconds. This interval limits the
amount of error between the yaw and commanded yaw that the cost function in the
controller can accumilate.
6.5 Results With Basis Functions
Basis functions may allow the controller to increase the length of prediction interval
without a corresponding increase in CPU time. In this section the prediction length is
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increased to f = 15 and basis functions are used to keep the computation time below
0.025 seconds. The resulting controller is capable of predicting for 0.375 seconds.
Legendre polynomials of degree 0 to 9 are used as the basis functions in order to reduce
the number of unknowns in the control history by }. The controller without basis
functions used pulses for each unknown and was only able to predict 0.25 seconds.
Figures 6-15 through 6-17 plot the response of the helicopter to a roll constraint of
-350 < # < 350. Differences between this set of figures and Figures 6-6 through 6-8
are easy to notice. There are more constraint violations and oscillations in the roll
angle when using basis function. Effects of the oscillation can be noticed in Figure
6-16, where the helicopter takes a longer time to settle on the different step function
values. A cause for this behavior could be a bad choice of basis or not enough basis
functions. This run resulted in a maximum computation time of 0.024 seconds.
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Figure 6-15: Roll Constraint -35' < 4 < 350 with Basis Functions - Pitch (0)
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Figure 6-16: Roll Constraint -35' < # < 350 with Basis Functions - Yaw (0)
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Figure 6-17: Roll Constraint --35' < # 350 with Basis Functions - Roll (0)
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For the final set of results in Figures 6-18 through 6-20, the pitch reference trajec-
tory is a sinusoid and yaw reference trajectory is a ramp. The only constraint present
during this run is the control constraint -1.25 N < u < 1.25 N.
The RMS error for Figures 6-18 through 6-20 is given by Table 6.1, which includes
the data for Figures 6-12 through 6-14. When using basis function the controller
is able to predict an additional 0.125 seconds. This is not a large amount, but
performance still improved as shown by the smaller RMS errors.
Controller Version Pitch Yaw Roll
No Basis Functions 1.46 14.99 2.61
Basis Functions 1.34 13.69 2.26
Table 6.1: RMS Error (0)
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Figure 6-18: Pitch and Yaw Tracking with Basis Functions - Pitch (0)
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Figure 6-19: Pitch and Yaw Tracking with Basis Functions - Yaw (0)
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Figure 6-20: Pitch and Yaw Tracking with Basis Functions - Roll (0)
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Table 6.2 compares the prediction length and computation time for Figures 6-
12 through 6-14 and Figures 6-18 through 6-20. Both sets used the same reference
trajectories, weighting matrices, and time step, but one controller used basis functions
to increase the prediction length. As shown in Table 6.1, the controller with a 50%
longer prediction length had smaller RMS errors and through the use of basis functions
the maximum computation time was similar in both cases.
Controller Version f Prediction (s) Max. Time (s)
No Basis Functions 10 0.25 0.013
Basis Functions 15 0.375 0.015
Table 6.2: Prediction Length and Computation Time
6.5.1 Conclusion
In these experiments, the overall performance of Linear MPC is disappointing. Track-
ing biases are sometimes observed, as is semi-stable oscillatory behavior and small
state constraint violations in roll response. If a faster computer were available, then
additional work to improve the performance could be done such as increasing the pre-
diction length f and reducing the time step T,. It was shown in Chapter 3.5.4 that as
f approaches oc and T, approaches 0, unconstrained Linear MPC becomes equivalent
to LQR. Therefore, the stability margins of the MPC controller can approach the
guaranteed stability margins of LQR. In addition, having a longer prediction length
allows the controller to compensate for constraints before being near the constraint
boundary. This can help reduce constraint violations and potentially improve perfor-
mance since the QP solver used by MPC may arrive at a sub-optimal solution if the
plant is violating a constraint. Further work can also be done modifying the weighting
matrices to remove the steady-state yaw error when tracking ramp functions.
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Chapter 7
Nonlinear MPC Theory
Nonlinear MPC uses a receding horizon strategy and solves for an optimal control
history based on predicted plant behaviors in a way that is similar to Linear MPC.
The difference between the two is the type of model used to form the predicted
behaviors; Nonlinear MPC uses a nonlinear model of the plant.
This chapter presents a particular numerical linearization method for generating
the predicted output trajectory y. A nominal control history U is first chosen, then
the corresponding nominal output trajectory - is computed through numerical inte-
gration. Typically 7 is the previous optimal solution, but it can be set equal to zero if
none exist. The predicted output is then based on linearizing the control perturbation
Au about the nominal trajectory as follows:
y(k) = -(k)+ aoAu(k) (7.1)
y(k + 1) = g(k + 1) + a1Au(k) + fodu(k + 1) (7.2)
y(k + 2) = V(k + 2) + a 2Au(k) + #1Au(k + 1) + -yodu(k + 2) (7.3)
The coefficients ai, , 'y, ... are produced by computing a perturbed trajectory
for each Au(k + i) and finding the subsequent deviation from the nominal trajectory.
Perturbed trajectories are the result of adding a pulse of magnitude one to the nominal
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control history at time (k + i). Each trajectory is formed by propagating the present
state x(k) over a fixed interval of time while applying an associated control history.
This prediction interval is divided into f discrete steps of length T,, where T, is the
time step. The control history during the prediction interval is discretized into m
steps of length T, with m < f. After the control history has ended, the control is held
constant for the final (t - m) time steps.
The MPC problem is to solve for the optimal control perturbation Au* by min-
imizing a cost function with respect to a reference trajectory and optimization pa-
rameters. The optimal control history is then the sum of the nominal control history
and the optimal control perturbation.
Once the optimal control history is chosen, the first N time steps of the solution
are applied to the plant. Typically N = 1, but this number can be increased to reduce
the rate at which solutions are produced. The cycle of forming predicted behaviors
and solving for the optimal control perturbation is then repeated using the most
recent feedback from the plant.
7.1 Predictions
The general form of the nonlinear model is given by Equations 2.1 and 2.2, which are
repeated here:
M(t) = f (x(t), u(t), v(t), t) (7.4)
y (t) = g (x(t), u(t), v(t), t) (7.5)
The differential equations in Equation 7.4 need to be approximated so that the
states can be propagated one step at a time. Numerical integration is used to make
this approximation.
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7.1.1 Numerical Integration
There are a wide variety of high and low order integration methods that can be
applied to the form of differential equations in Equation 7.4. Higher order methods
typically require more computations per time step, but allow use of longer time steps.
It is important to note that higher order generally means higher accuracy, but not
always [8]. Three integration methods described in this section are Euler's, a 4 th order
Runge-Kutta (RK4), and a 4 th order predictor-corrector (PC4).
Euler's method is known as a 1 ' order single step algorithm. The algorithm is
single step because the value of x(k +1) depends only on the previous step x (k) and it
is also 1st order because the error term is of order O(T). A method is conventionally
called nth order if its error term is of order O(Tn+1). The result of applying Euler's
method to Equation 7.4 is shown in Equation 7.6, where k is the current time and
(k + 1) is the time after one time step.
x(k + 1) = x(k) + Tsf (x(k), u(k), v(k), k) + O(TS) (7.6)
This method is very fast and simple but not very accurate when compared to other
methods run at the same time step. To achieve a higher accuracy the RK4 method
can be used. RK4 is a 4 th order single step algorithm that evaluates the derivative
once at the initial point, twice at trial midpoints, and once at a trial endpoint to
calculate x(k + 1) [8]. Equation 7.7 is the result of applying it to the nonlinear model
with the values of Ki given by Equations 7.8 through 7.11. The value of the control
input u(t) and disturbance v(t) are assumed to be constant for the duration of the
time step.
x(k + 1) = x(k) + T5 (K1 + 2K 2 + 2K 3 + K 4) + O(Ts) (7.7)
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K1 = f(x(t), u(t), v(t), t) (7.8)
T T
K 2 = f (x(t) + K, u(t), v(t), t + (7.9)
K 3 = f (x(t) + TSK2, u(t), v(t), t + (7.10)2'2
K 4 = f (x(t) + TK 3, u(t), v (t), t +T) 711)
The terms that are neglected by the RK4 method are of order O(T). A PC4
method will also have an error term of order 0(T), but uses multiple steps rather
than multiple evaluations of the function f to achieve a high accuracy.
Predictor-corrector methods are divided into two algorithms, a predictor algorithm
extrapolates the value of Ii(k + 1) by using derivative information from the current
and previous steps. The corrector algorithm then uses derivative information at
i(k + 1) with information at previous steps to interpolate a value for x(k + 1). The
value returned by the corrector is more accurate than the predictor, but since the
corrector algorithm does not converge it should not be used to iterate on the value
of x(k + 1) [8]. Adams-Bashforth-Moulton algorithms for a 4th order predictor and
corrector are given by Equations 7.12 and 7.13, respectively, where fk is used to
denote f (x(k), u(k), v(k), k).
i(k + 1) = x(k) + -(55fk - 59fk-1 + 3 7 fk-2 - 9fk-3) + O(Ts) (7.12)
x(k + 1) = x(k) + (9fk+1 + 19 fk - 5fk-1 + fk-2) + O(Tf) (7.13)
Since predictor-corrector methods use past information, a separate single step
integration method such as Runge-Kutta is needed to start the algorithms. Once
started, predictor-corrector methods are usually more computationally efficient than
Runge-Kutta methods because they require fewer evaluations of f per time step.
There are other integration methods that vary in the number of steps and accuracy
of the solution. The nonlinearity of the plant and hardware target influence which
integration method should be used.
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7.1.2 Nominal Trajectory
The predicted output trajectory and control history are both separated into a nominal
and perturbed sequence of vectors as shown by Equations 7.14 through 7.17.
Y(k) =
y(k)
y(k + 1)
y(k + 2)
y(k+f- 1)
u(k)
u(k + 1)
u(k + 2)
u(k+m-1)
Y(k) =
U(k) =
y(k)1
V(k + 1)
V(k + 2)
V(k+t- 1)
f(k)
U(k + 1)
U(k + 2)
U(k+m-1)
, AY(k) =
AU(k) =
Ay(k)
Ay(k + 1)
Ay(k + 2)
Ay(k+t- 1)
Au(k)
Au(k + 1)
Au(k + 2)
Au(k+m.-1)
(7.14)
(7.15)
Y(k) = Y(k) + AY(k)
U(k) = UI(k) + AU(k)
(7.16)
(7.17)
Since it is assumed that the nominal control history Ui(k) is known when the
MPC problem initializes, the nominal output trajectory Y(k) can be formed using
Equations 7.4 and 7.5 as follows:
V(k) = g(x(k),7U(k),v(k),k)
V(k+ 1) = g(x(k+ 1),U(k+ 1),v(k+ 1),k+ i)
p(k +2) = g(x(k+2),ii(k+2),v(k +2),k+ 2)
(7.18)
(7.19)
(7.20)
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To apply an entire control history to the function g., the notation in Equation 7.21
is used. If m, < f, then the final value of the control history is held constant for the
remaining (0-rm) time steps. The vectors X(k) and V(k) are each a sequence of f vec-
tor values similar to the form of Y(k) in Equation 7.14. The values of X(k) are found
through numerical integration and the values of V(k) are estimated disturbances.
Y(k) = g (X(k), U(k), V(k), k) (7.21)
The nominal output trajectory Y(k) is then given by Equation 7.22.
Y(k) = g (X(k), U(k), V(k), k) (7.22)
7.1.3 Perturbed Trajectory
Without Basis Functions
The objective of this section is to solve for the coefficients that multiply the elements
of AU(k) in Equations 7.1, 7.2, 7.3, .... A perturbed trajectory for each element
in AU(k) is first computed by adding a perturbation vector to the nominal control
history. In a multi-input system, the number of elements in AU(k) is mr, where ' is
the number of control inputs.
The perturbation vector Eh in Equation 7.23 has length mr and is composed of
a single pulse of magnitude one and duration T, at row h. The value of h given by
Equation 7.23 corresponds to the time step (k + i) and control input j.
0
0 0i 0, 1, 2'...' (M - 1)
h 1 h =i' + j for ., ' ' )(7.23)
0 = 0, 1, 2, ... , ' 1)0
0
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Perturbed trajectories Y(k)h are the result of applying the sum [Eh + U(k) to
the nonlinear model as shown in Equation 7.24.
Y(k)h = g (X(k), [E, + U(k)] , V(k), k) (7.24)
The coefficients ai, #3, -y,... are then solved for by computing the deviation from
the nominal output trajectory as follows:
6Y(k)h = Y(k)h - Y(k) (7.25)
A matrix E is defined in Equation 7.26 to group all the deviations together.
6y(k)o SY(k), .. Y(k)mqj-i (7.26)
For single input systems, the coefficients are the columns of 8, where a, is the
first column, #i the second, yi the third, .... In a multi-input system, the coefficients
are matrices whose values are a sequence of columns.
Equation 7.27 combines the coefficients with AU(k) to give an expression for the
total perturbed output trajectory. This equation makes the assumption that there is
linear relation between perturbations in the control history and perturbations in the
predicted output.
AY(k) = OAU(k) (7.27)
The predicted output trajectory Y(k) then takes the following form:
Y(k) = Y(k) + 8AU(k) (7.28)
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With Basis Functions
Forming the predicted output with basis functions is very similar to the previous
section. Since AU(k) is approximated by Equation 7.29, the individual perturbation
vectors are again given by Eh as shown in Equation 7.30, where n < m. If n = m,
then the approximation in 7.29 becomes an equality.
AU(k) ~ (7.29)
= 0 B 1 n11  (7.30)
The perturbation vectors in Equation 7.23 are columns of the basis matrix E= I,
but Equation 7.29 allows for any basis matrix to be used. Columns of the basis
matrix are also basis functions and there are numerous basis functions to chose from.
For example, if the nominal control history has values 104 < T! < 108, an additional
pulse perturbation with magnitude one may not result in a good linearization due to
computer roundoff errors. Basis functions composed of pulses on order of the nominal
control may produce a better linear model. In addition, the computational load can
be reduced if n < m since fewer perturbed trajectories are necessary to perform the
linearization.
Equations 7.24 and 7.25 also apply here when solving for the coefficients of the
vector c. A matrix E is defined in a similar fashion to group these coefficients together
as follows:
9 = 6Y(k)o 6Y(k) 1 ... 6Y(k)nq_ 1  (7.31)
The predicted output trajectory Y(k) is given by Equation 7.32 in terms of basis
functions.
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y(k) = Y(k) + Oc
The following section derives a performance measure using the predicted output
trajectory in Equation 7.28. See Appendix B.2 for a similar derivation with Equation
7.32.
7.2 Cost Function
The cost function described in this section has a discrete quadratic structure and is
composed of two terms Ji and J2. The cost J1 is used to penalize the deviations from
a reference trajectory that occur throughout the prediction interval. In the following
equations, the reference trajectory is denoted by Y(k) and a specific value of the
reference is p(k). A symmetric weighting matrix Q(k) is included in the following
expression of J1:
t-1 2
J1 E Ily(k + i) - (k + i00k+i) (.3
i=O
The matrix Q(k) is defined in Equation 7.34 so that J1 can be written more
concisely as shown in Equation 7.35.
Q(k) 0 - 0
Q(k) = 0 Q(k±1) (7.34)
: : . 0
0 ... 0 Q(k+t-1)
Ji = JY(k) - Y(k) (7.35)Q(k)
In Equation 7.36, the variable E(k) is defined as the error between the reference
trajectory and the nominal output of the plant.
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(7.32)
E(k) = Y(k) - Y(k) (7.36)
J1 is next put in terms of AU(k) and other known parameters as follows:
2
Ji = 18AU(k) - E(k) Qk (7.37)Q(k)
The cost J2 is used to penalize the magnitude of each control value in the control
history as shown by Equation 7.38, where R(k) is symmetric weighting matrix. If m.
is in the range 1 < m < t, then the last value in the control history is held constant
for the final (t - m) time steps. The value of R(k+m-1) should therefore be different
in magnitude to compensate for the added duration of u(k + m - 1).
m-1 2
J2 = u(k + i) R(k+i) (7.38)
i=O
The matrix R(k) is defined in Equation 7.39 so that the form of J2 can be simplified
as shown in Equation 7.40.
R(k) 0 ... 0
R(k) = 0 R(k +-i) (7.39)
: : 
- 0
0 --- 0 R(k+m-1)
| 2J2= U(k) 11 (7.40)
R(k)
Using Equation 7.17, the cost J2 can be expressed in terms of AU(k) as follows:
12J2 = U(k) + AU(k) 112 (7.41)
TE(k)
The final cost function in Equation 7.42 is the sum of J1 and J2.
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J = e8AU(k) - E(k)IQ(k) + IJU(k) + AU(k) I (7.42)
Changes in adjacent control values can also be penalized to reduce the chattering
effect that can develop in MPC controllers. See Appendix B.1.2 for details on how to
include this penalty.
7.3 Optimal Solution
The first step in solving for the optimal control perturbation that minimizes Equation
7.42 is to rearrange the cost function into terms that have a descending power of
AU(k) as follows:
J = 8AU(k) -F (k)112 + JU(k) + AU(k)K112Q (k)+ Zk
J Au(k)Te8Q(k)EAu(k) - 2Au(k)T'EQ(k)E(k) + g(k)TQ(k)E(k)
+ U!(k)TZ(k)U(k) + 2AU(k) TR(k)U(k) + AU(k) T Z(k)AU(k)
J = AU(k)T [ET Q(k)e + R(k)] AU(k)
- 2AU(k) T [ETQ(k)E(k) - R(k)U!(k)] (7.43)
+ U(k)T R(k)U(k) + E(k) T Q(k)E(k)
To simplify the form of Equation 7.43, the matrices 7H, F, and C are defined in
Equations 7.44 through 7.46. The rearranged cost function is then given by Equation
7.47.
H= eTQ(k)9 + JZ(k) (7.44)
F = -E T Q(k)E(k) + R(k)U(k) (7.45)
C = U(k)TR(k)U(k) + E(k) T Q(k)E(k) (7.46)
J = AU(k)TXHAU(k) + 2AU(k)TF + C (7.47)
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7.3.1 Unconstrained MPC
If R is invertible, then there is a unique solution AU(k)* given by Equation 7.48.
Note that Equation 7.48 can be derived by the same method used to derive Equation
3.32.
AU(k)* = -H-4F (7.48)
As before, numerically inverting H should be avoided since H can sometimes be
ill-conditioned. A more robust method for obtaining the solution is to solve the
equivalent least squares problem. The cost function is first rewritten as follows:
J = 8EAU(k) -- (k) + U(k) + AU(k)A(k) k(k)
2
= [SQ(k) [eu(k) - F(k)] 1(7.49)
Sl3(k)U(k)+,AU(k)]
The AU(k)* that minimizes Equation 7.49 is the least squares solution to Equation
7.50.
SQ(k) [e8AU(k)* - E(k) = 0 (7.50)
SR(k) [U(k) + AU(k)*
Numerically robust commands in MATLAB such as pinv can be used to solve the
resulting least squares problem:
SQ (k SQ E)(k)AU(k)* = __ (7.51)
S, -k)SRtk)L!(k)
7.3.2 Constrained MPC
In the presence of constraints, a QP solver is used to solve for the optimal control
perturbations. The constrained MPC problem is as follows:
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Minimize: J = AU(k)TRAU(k) + 2AU(k)TF + C
Subject to: Y(k)min Y(k) Y (k) max (7.52)
U(k)min ! U(k) U(k)max
To get Equation 7.52 into the standard form handled by QP solvers, the function
that is minimized is changed to }( - C). Both J and !(J - C) have the same
minimum since C does not depend on AU(k). The constraints are also changed using
Equations 7.17 and 7.28. The objective is to get Y(k) and U(k) in terms of AU(k)
and other known parameters as follows:
Y(k)minY -(k) < EAU(k) < Y(k)max-Y(k) (7.53)
U(k)min - T!(k) AU(k) 5 U(k)max - U(k) (7.54)
The equivalent constrained MPC problem is then:
Minimize: J = AU(k)T H AU(k) + AU(k)T.F
Subject to:
Y(k)min-(k) AU(k) Y(k)max-Y(k)
U(k)min - U(k) AU(k) U(k)max - U(k)
7.4 Example: Inverted Pendulum on Cart
Nonlinear MPC is applied to an example problem to further clarify the process of
forming a controller. The plant chosen is an inverted pendulum on a cart and two
controllers are generated, an unconstrained and constrained version. The pendulum is
initially at the stable equilibrium point and the purpose of each controller is to invert
the pendulum. Since the dynamics at the stable and unstable equilibrium points are
very different, this is a good problem to demonstrate the effectiveness of Nonlinear
MPC.
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7.4.1 Plant Model
The nonlinear model of the plant is derived by applying Newton's Laws of Motion to
the free body diagrams in Figure 7-1. The resulting equations of motion are given
by Equations 3.44 and 3.45, which are repeated here as Equations 7.56 and 7.57.
See Appendix A.1 for details on the derivation and Appendix A.4 for values of plant
parameters used in this example.
FBD I FBD II
7/m
I~~ 
Of +- -- /N* 1ini
Al
+-- bx hd
Figure 7-1: Inverted Pendulum on Cart
1S=u - bi - ml cos(0) + m# 2 sin() (7.56)
M + m
=4mn2 [mgl sin(O) - mlU cos(O) - ha] (7.57)
To allow the model to be numerically integrated, Equations 7.56 and 7.57 are put
in terms of the state variables x, i, 0, and 9 as follows:
- - 3 g cos(&) sin() + b cos(0) + ml#2 sin() (7.58)
M +m- cos2(0)
mgl sin(6) - m"u cos() + -x cos(9) - cos() sin(9) - h (
4m12 
- 21 cos2(6)
The differential equations are second order and have the form given by Equation
7.60, where x is a vector value. A function g is also created to combine the states
into one state vector.
x
f (6, , U) g (i, X), y = (7.60)
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Slight modifications to the numerical integration methods discussed in this chapter
are necessary since the model is not first order. Euler's method from Equation 7.6
and the PC4 method in Equations 7.12 and 7.13 can still be used to integrate from
j to , but subtle changes are made when integrating from j to X.
The integration method in Equation 7.6 is more accurately called forward Euler. A
backward Euler method also exists and this is used for the second stage of integration
to improve stability. Forward Euler uses derivative information at time step k and
backward Euler uses information at (k + 1). Both algorithms have error terms of
order O(T2) and are as follows:
(k + 1) = k(k) + Tsk(k) (7.61)
X(k + 1) = X(k) + Tsk(k + 1) (7.62)
A PC4 method is given by Equations 7.63 through 7.66. A subtle change from
Equation 7.13 is the use of (k + 1) in Equation 7.66. Rather than using k(k + 1),
which is the value returned by the predictor in Equation 7.63, (k + 1) is used since
it is a more accurate value.
k(k + 1) = k(k) + T(55i(k) - 59i(k-1) + 37k(k-2) - 9i(k-3)) (7.63)24
5 (k + 1) = X(k) + (55*(k) - 59(k-1) + 37(k-2) - 9j(k-3)) (7.64)
(k + 1) = (k) + T(9X(k+1) + 19(k) - 5i(k-1) + (k-2)) (7.65)24
X(k + 1) = x(k) + T(9(k+1) + 19*(k) - 5k(k-1) + k(k-2)) (7.66)
24
In the previous two methods, integration takes place in two stages. j is found in
the first stage and x in the second. An RK4 method that can compute j and x in
one single stage is as follows, where the control input u(k) is assumed to be constant
for the duration of the time step [1]:
X(k + 1) = x(k) + T [(k) + K1 + K 2 + K 3)] (7.67)
k(k + 1) = (k) + -s(K1 + 2K 2 + 2K 3 + K4) (7.68)
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K1 = f(j(k), X(k), u(k)) (7.69)
K2 = f (k) + -"K1, X(k) + j-(k) + - K1, u(k) (7.70)
2 2 8
K3 = f k(k) + -K 2, X (k) + -k) + -K1, u(k)) (7.71)2 2 8
K4 = f (j(k) + TsK 3, X(k) + Te*(k) + -K3, u(k)) (7.72)
To compare the different integration methods, the plant model is propagated for
5 seconds with zero control input and an initial angular deflection of 900. Figures
7-2, 7-3, and 7-4 plot the responses at varying time steps for Euler's method, PC4,
and RK4, respectively. The actual response of the model was computed using the
MATLAB solver ode45.
The 4 th order methods performed very well for this model even at large vales of
T. Euler's method does converge to the solution as T, decreases, but small values
of T, are required to have an accurate answer. Since PC4 produces a good accuracy
with only two evaluations of the function f per time step, it is used as the integration
method for the MPC controller with RK4 as the startup method. See lines 80 -+110
in Appendix D.2 for MATLAB code that implements these algorithms.
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Figure 7-2: Euler's Method (1st Order)
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Figure 7-3: 4 1h Order Predictor-Corrector
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Figure 7-4: 4th Order Runge-Kutta
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7.4.2 Controller Layout
The SIMULINK layout in Figure 7-5 applies to both the constrained and uncon-
strained version of the controller. Since the cost function of Nonlinear MPC is con-
stantly changing, it is not possible to have a constant gain controller as in Linear
MPC. The S-Function "Nonlinear MPC" is responsible for propagating the current
states with the nominal control and solving for the optimal control perturbations.
Reference 
Psto
W0locity
-- aX U U U(E) Control Input
S ele ctorTht
Unom Unit Delay Theta Dot
Nonlinear MPC Nonlinear Inverted Pendulum
Figure 7-5: Nonlinear MPC SIMULINK Layout
Other necessary variables, such as Q and R, are provided as parameter inputs to
the block since they do not change over time. A QP solver is used to compute the
optimal perturbations in the constrained controller and the MATLAB command pinv
is used in the unconstrained version.
7.4.3 Controller Parameters
Controller Rate & Prediction Length
The MPC controller rate is 1-, where N is the number of controls in the controlNT,'
history that are applied to the plant. N = 1 is used in the controller since this is
the value N typically takes. The computational load of MPC can be reduced if N is
increased, but a disadvantage to having N > 1 is that some of the controls applied
to the plant are based on old feedback.
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To make the controller more computationally efficient, a PC4 integration method
is used rather than RK4 and the value of T, is based on the performance of PC4 in
Figure 7-3. Closer inspection of the figure shows that the response with T, = 0.25
seconds is poor in some areas when compared against other responses. T, = 0.1
seconds is almost indistinguishable from the actual response, so this is the value used
in the controller.
Since this controller is very computationally intensive, it is not feasibly to have a
long prediction length or control history. A value of f = m = 20 is chosen as a balance
between performance and computation time. This results in a controller capable of
predicting for 2 seconds.
Optimization Parameters
The weighting matrices Q and R affect the optimal control perturbation AU(k)*
by changing the penalty on deviations from a reference trajectory and magnitude of
control. For this example, both matrices are set equal to the values shown in Equation
7.73, which includes a vector showing the order of the outputs. Since the objective
of this controller is to invert the pendulum, the penalty on 9 is increased relative to
the other states so that the controller focuses more on reducing angular deviations
than other state deviations. Initially, the cart must move back and forth until the
pendulum gains enough momentum to swing up and the time required to swing up
can be reduced by increasing the 9 penalty. Through trial and error, a value of 100 is
chosen as the penalty on the 9 state by comparing the time to invert the pendulum.
X1 0 0 0
±0 1 0 0
y Q, R = 1 (7.73)
9 0 0 100 0
L L0 0 0 1
Reference Trajectory
Deviations are measured from the reference trajectory given by Equation 7.74. There
is a zero for each state variable at each time step in the prediction interval. This
reference remains constant for the duration of the simulation.
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0
(7.74)
7.4.4 Results
The response of the unconstrained controller is shown in Figures 7-6 through 7-8 with
the penduluni initially at the stable equilibrium point, hanging straight down. Also
included is the response of the constrained controller with constraints set at -oC
and oc so that no constraint would become active. The optimization problems are
identical in both versions of the controller so their performance should be very similar.
In this example both controllers perform exactly the same. The carts position moves
back and forth so that the pendulum gains momentum. This continues until there is
enough momentum to swing up and invert the pendulum.
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Figure 7-6: Nonlinear Constrained & Unconstrained MPC - Angular Deflection (0)
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Figure 7-8: Nonlinear Constrained & Unconstrained MPC - Control Input (lbsf)
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Figures 7-9 through 7-11 plot the response of the constrained controller when
constraints are active. The plant is still initialized with the pendulum at the stable
equilibrium point but a constraint is applied to the position of the cart. This con-
straint limits the movement of the cart so that more time is required for the pendulum
to gain momentum and swing up. In Figure 7-9, the final angular deflection is either
00 or 3600. 3600 is not the reference value of for this state, but in order to reduce
the time to invert the pendulum, the 6 state is converted to an angle in the range
-1800 <6 < 1800.
Conclusion
This example demonstrates the effectiveness of Nonlinear MPC by creating a con-
troller that successfully operates in different dynamic regions of the plant. In the
subsequent chapters, Nonlinear MPC is applied to a guided parafoil simulation in an
attempt to reduce drop error by accounting for disturbances due to wind.
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Chapter 8
Parafoil Model
The target application for Nonlinear MPC is precision parafoil airdrops. Using a
LIDAR wind sensor, MPC can compensate for potential wind disturbances in the
parafoil path due to the predictive nature of the controller. A nonlinear model allows
MPC to predict ahead many seconds while maintaining an accurate representation of
the plant. The nonlinear parafoil model derived in this section is for the Para-Flite
10K, which is a commercial model parafoil manufactured by Para-Flite [7]. Para-
Flite manufactures and markets gliding parafoils based on several U.S. patents, with
emphasis on ram-air gliding parafoils. This particular ram-air parafoil has a 106 ft
wing span, 3500 ft 2 area, and a 10,000 lb capacity [71.
8.1 Dynamics
The system dynamics are defined relative to a North-East-Down (NED) coordinate
frame with four degrees of freedom. The possible motions for the parafoil are trans-
lation along the North (x), East (y), and Down (z) axes as well as rotation about
the Down axis, with yaw angle @. To simplify the dynamics, it is assumed that the
vehicle always files in a near trim condition, so its flight path angle and velocity are
both constant with values of 11.93' and 48.59 t respectively. This results in the
following values for the nominal horizontal and vertical velocities:
ho = 48.59 cos(11.93) = 47.54 f (8.1)
vo = 48.59 sin(11.93) = 10.04 f (8.2)
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The dynamics in Equations 8.3 through 8.3 are defined using the nominal veloci-
ties, where Wi is the wind speed in the i direction.
± = hocos(V$)+W, (8.3)
= ho sin(V) + Wy (8.4)
z = vo (8.5)
Dynamics for the yaw rate are next generated using actual data, from the Para-Flite
10K. The data is a collection of responses to step functions applied to the parafoil,
where the magnitude of each step corresponds to a squared deflection percentage, and
the output is a yaw rate. Initially a 2 nd order model of the data was created using the
system ID tools in MATLAB, but this model was not able to closely recreate all the
data. A 3 rd order was chosen since it produced a better representation of the data.
To create a model, data objects are first formed for each set of output and input
data using the command iddata. Next, separate 3rd order models are created for each
data object using armax. Finally, the separate models are merged together with the
command merge so that the final model is a statistical average of all the separate
parts. Figure 8-1 shows how the model compares to the actual data.
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Figure 8-1: Parafoil Model VS Actual Data
118
- Actual Data
--- Model
- -.. .. .. -.
- - - - - -. . .
-.. . . . . .. .-.. . .
-. 
......
-. ..... -.. ..-.. -.. .
- -. . -. -.
0.2 -. ..
0.15 - ---..
.........................
.............
-V.
The yaw dynamics are given in transfer function form by Equation 8.6, where L
denotes a Laplace transform and 6 is the deflection percentage.
S10-2 (0.1s2 + 1.5s + 7.2)0~j =1L{s 67|2 (8.6)
s3 + 2.8s 2 + 1.3s + 0.3
Equations 8.7 through 8.9 are the form of the combined dynamics, where i/A, #1,
and 02 are extra. states that are necessary to account for the third order dynamics
of Equations 8.6. The function g in Equation 8.8 expresses the output in polar
coordinates where r is the radius to the origin. Because vertical velocity is always a
constant 10.04 f, the final time is always fixed by the initial height. Hence the height
z is not included in the output since it is unaffected by the control input.
S f(x, 6, W2, W,) (8.7)
T
= g(x y,@) (8.8)
X (8.9)
'31
<32
8.2 Wind Profiles
The wind profiles used in the simulation were gathered from the western test range at
Vandenburg AFB, CA between the years 1965 and 1980. All profiles in the set were
gathered using wind measurement balloons. These balloons are made of lightweight
radar reflective material that can be tracked up to altitudes of 60,000 ft. The resulting
radar track is used to calculate wind speed and direction as the balloons ascend.
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through the atmosphere. Figure 8-2 is a sample wind profile. Since the data is given
in increments of approximately 80 ft, a weighted average is used to calculated wind
speed and direction at any altitude.
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Figure 8-2: Sample Wind Profile
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Chapter 9
Parafoil Controller and Results
9.1 Controller Layout
The Nonlinear MPC controller for the parafoil is shown in Figure 9-1. The plant con-
sists of an S-Function which includes the parafoil dynamics presented in the previous
chapter and is placed in the "Parafoil" block. Output from the plant is sent to the
blocks "Trajectory Generator", "Nonlinear MPC", and "Wind Find".
Figure 9-1: Parafoil Controller SIMULINK Layout
In the "Wind Find" block, an S-Function determines the appropriate North and
East wind speeds to apply to the plant depending on the altitude of the parafoil. A
similar function is used in the "Nonlinear MPC" block to determine the wind speeds
acting on the parafoil while the current state is propagated. The reference trajectory
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supplied to the controller is generated by the "Trajectory Generator" block. This
block changes the trajectory depending on the current wind speed, altitude, North
position. and East position of the parafoil. Other necessary variables for computing
an optimal control are provided as parameter inputs to the "Nonlinear MPC" block.
9.2 Reference Trajectory
It is necessary to generate a trajectory for each output variable in Equation 8.8.
To simplify this process, the yaw trajectory is kept constant for the duration of the
prediction interval. The constant value ) is found by solving Equation 9.1, where
'LOS is the yaw angle which produces a line-of-sight to the target. 4 takes into
account the current wind speed so that the velocity vector of the parafoil and wind
combine to point in the direction of the target. This reference yaw helps ensure the
radius is gradually decreasing. The trajectory for the radius is a function of altitude
and is shown in Figure 9-2.
ho sin(@) + W,tan(V)LOS) 
= ho cos(v") + W,
(9.1)
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Figure 9-2: Radius Trajectory
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The slope of the line in Figure 9-2 is ho-25 25 L is subtracted from the horizontal170 S
velocity to account for situations where the parafoil is facing a, head wind. A value
of 25 L is chosen since a large majority of wind profiles from the Vandenburg AFBS
set have a smaller mean wind speed. Figure 9-3 shows a histogram of the mean wind
speed for altitudes less than 1000 ft. Since these simulations focus on the final 1000
ft of parafoil flight, the mean wind speed can be approximated to be 7.1 Lt with a
standard deviation of 8.3 .S
Mean=7.1 (ft/s),Std. Deviation=8.3 (ft/s)
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Figure 9-3: Wind Profile Histogram
9.3 Controller Parameters
9.3.1 Controller Rate & Prediction Length
The length of the control history m. is set equal to the prediction length f, but f is not
held constant as in previous controllers. The value changes depending on the altitude
of the parafoil and the look-ahead distance L of the LIDAR wind sensor. Since L and
the current altitude z are distances, it is convenient to define a prediction distance d
as follows, where the altitude is calculated in a NED frame:
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d = min (L, -z) (9.2)
Look-ahead distance for the LIDAR is measured vertically along the z-axis and
has values L = [100, 200, 300 ft. The controller predicts far enough to include all the
data from the LIDAR, but when L > -z there is no data for the final (L + z) ft due
to the close proximity of the ground. Therefore, the prediction distance decreases to
only include the look-ahead distance LIDAR is capably of sensing.
The MPC controller rate is 1 , where N is the number of controls that are
applied to the plant. Typically only one control from the optimal control history
is applied, but in this case N = 2 is used to reduce the computational load. To
determine an appropriate value for T,, the plant model is propagated for 20 seconds
with full deflection (6 = 1) of the control input and a constant head wind of 10 f,.
Figures 9-4, 9-5, and 9-6 plot the results at varying time steps for Euler's method,
PC4, and RK4, respectively. The actual response of the parafoil was computed using
the MATLAB solver ode45.
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Figure 9-4: Euler's Method (1st Order)
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Figure 9-5: 4th Order Predictor-Corrector
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Figure 9-6: 4th Order Runge-Kutta
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Euler's method goes unstable if T, = 1 second and much smaller values of T, are
required to have an accurate answer. The PC4 method preformed much better, but
RK4 produced the best results at all values of T, that were tested. Since the parafoil
dynamics in the function f are not complicated, RK4 is used as the integration method
for the MPC controller. Figure 9-6 shows that a time step of 1 second is adequate to
generate a good prediction, but this value resulted in poor performance after initial
testing because the controller bandwidth was too low. A value of T, = 0.5 second is
chosen as a trade off between performance and computational load of the controller.
Given a value of T, the value of the prediction length can be calculated as follows,
where the minimum value for f is 1:
f= max round ( d (9.3)
voT,
9.3.2 Optimization Parameters
The weighting matrices Q and R are given by Equation 9.4 for the case that look-
ahead distance is shorter than the altitude (L < -z). Since r is the first element in
the output vector and 0 the second, the value of 100 in the Q matrix corresponds to
a penalty on 4.
[1 0 R(i) = 100 for i= k,k+ 1,...,k+e-1 (9.4)
0 100
The value of Q(k+f - 1) is changed when look-ahead distance is longer than the
altitude (L > -z) as shown in Equation 9.5. This penalty acts on the final output
of the parafoil and is greater than other penalties to put more emphasis on reducing
the final error to the target. Initially Q and R were identity matrices, but through a
sequence of trial and error they were changed to the values in Equations 9.4 and 9.5
to improve performance.
Q(k+t'-1) [ 100 0 (9.5)
0 10000
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9.4 Constant Wind Results
Figures 9-7 through 9-9, plot the response of the controller for the case that there
is a constant wind of 10 and 20 ft pointing in the North direction. In both cases,
the parafoil is initially pointing toward the target and is dropped 3000 ft south at an
altitude of 1000 ft. This initial condition places the parafoil in a tail wind. Figure
9-7 shows the two different North-East paths with arrows indicating the yaw angle
every 5 seconds. Yaw angles and radii for the entire simulation are shown in Figures
9-8 and 9-9 as a function of time. The LIDAR used in these simulations contained no
errors and had a look-ahead distance of L = 200 ft. Basis functions were also used
to further reduce the computational load of the controller by decreasing the number
of unknowns in the control history to round(j). Legendre polynomials of degree 0 to
[round( ) - 1] produced the best results and were used to form the basis.
In the case of the 20 L tail wind, the parafoil makes a wider turn when comparedSI
to the 10 L tail wind. The parafoil initially approaches the target faster with theS
20 L tail wind and subseqently needs to follow a longer path to the target if it is toS
track the reference radius. As a result, the parafoil radius plots are very similar.
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Figure 9-7: Drop Path
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Figure 9-9: Reference Trajectory
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For the next set of simulations a constant wind of 10 L is again used, but the dropS
point is varied to also allow for head and cross wind situations. 32 drop points were
chosen and placed on circles of radius [ro, 0.75ro, 0.5ro, 0.25ro], where ro is defined by
Equation 9.6. The initial altitude zo in Equation 9.6 has a value of -1000 ft in the
NED frame. Each circle is then shifted by T , where W is the mean wind velocity,
so that the parafoil can reach the target anywhere within ro. The resulting set of
drop points are shown in Figure 9-10 and the initial heading at each point is chosen
so that the parafoil points toward the center of the circle it lies on.
(9.6)ro = -0.75 zo
V0
00 -4000 -3000 -2000 -1000 0 1000
East (ft)
2000 3000 4000
Figure 9-10: Parafoil Drop Points
The parafoil is dropped with and without a LIDAR sensor for look-ahead distances
of L = [100, 200, 300] ft. If LIDAR is not present, the MPC controller still propagates
the model for f step but does so with no wind knowledge (W, = 0, Wj, = 0). Figures 9-
11 and 9-12 plot the final position of the parafoil for the 6 different sets of simulations.
The same process is repeated for constant wind speeds of [0,5,10,15,20,25] and
the results for the mean error to the target are shown in Figures 9-13 and 9-14.
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Figure 9-12: 10 f Constant Wind with LIDAR
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If the parafoil is not equipped with a LIDAR sensor, then having a large look-
ahead distance actually decreases performance. This is shown by Figure 9-13, where
the parafoil with 300 ft look-ahead distance and no LIDAR preformed the worst. The
likely cause of this result is a poor prediction of plant behavior. Since the controller
has no wind knowledge available, it is not possible to account for the disturbance
due to wind. The further the controller predicts the worse the prediction becomes
because disturbances are not included.
Performance improves if the parafoil is equipped with LIDAR, especially for con-
stant wind speeds over 15 L. As shown in Figure 9-14, the difference between look-
ahead distances is not as significant when LIDAR is included. A parafoil with LIDAR
and look-ahead distance of 300 ft only preformed slightly better than a 200 ft look-
ahead LIDAR. This could possible be caused by the fact that constant winds were
used. More realistic wind profiles are tested in the next section.
9.5 Realistic Wind Results
The method for choosing 32 drop points in the previous section is again used, but the
drop points are not shifted by g since it is assumed W is not known. A separate
wind profile from the Vandenburg AFB set is used at each drop point and the parafoil
initially points toward the target at an altitude of 1000 ft. The look-ahead distances
L = [100, 200,300] ft are used with and without LIDAR to produce Table 9.5. The
data from the table was gathered from Figures 9-15 and 9-16.
Mean Prediction Length (ft)
Error (ft) 100 200 300
No LIDAR 173.3 192.6 211.1
LIDAR 161.6 125.0 100.2
Table 9.1: Mean Error to Target
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Figure 9-15: Real Wind Profiles without LIDAR
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Figure 9-16: Real Wind Profiles with LIDAR
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There are similarities between this section and the previous section, which only
used constant winds. If there is no LIDAR sensor, then long look-ahead distances
result in poor performance as shown in Figure 9-15. As the look-ahead distance is
increased, the final position of parafoil is scattered over a larger area. In some cases
the final position is far from others in the set, such as in Figures 9-11 and 9-16. These
outliers are usually the result of the parafoil reaching the target too soon or taking
too long of a North-East path to the target.
If there is a LIDAR sensor, then performance can be improved by increasing
look-ahead distance. The increase in performance is more significant for longer look-
ahead distances. For example if L = 300 ft, then including a LIDAR sensor, as
opposed to not including one, can reduce the error to the target by half. Therefore,
there are definitely advantages to combining a sensor capable of identifying potential
disturbances with an MPC controller.
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Chapter 10
Conclusion
As described in Chapter 1, this thesis introduces the mathematical background neces-
sary to develop a real-time MPC controller as well as a controller that uses a nonlinear
model of the plant. A real-time controller with constraints was developed and success-
fully applied to 3DOF helicopter in Chapter 6. Even though the prediction length
and controller rate were limited by CPU throughput, the controller was still able
to compensate for constraints. Basis functions were included as method for reduc-
ing the computational load of the controller and succeeded in keeping the maximum
computation time within limits.
In the previous chapter, a nonlinear model was used with MPC to identify the
advantages of including a wind sensor on a guided parafoil. Results showed that with-
out wind disturbance data from a wind sensor, the MPC controller cannot accurately
predict plant behaviors. Errors in the final position of the parafoil increased the fur-
ther MPC predicted without disturbances. If wind disturbance data was available to
MPC, then the final errors would decrease the further MPC predicted, which make
wind sensors a vital part of controller successes in these types of applications.
10.1 Future Work
All simulations conducted on the guided parafoil assumed the wind sensor was perfect.
Therefore, an issue that should be investigated is the affect of errors in wind sensor
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measurements. Different types of errors on the sensor can be explored such as a bias
for the entire look-ahead distance and a Gaussian distribution on individual values.
Another issue, which deals with both Linear MPC and Nonlinear MPC, is the
affect different basis function have on performance. In Chapter 6, the real-time con-
troller produced significantly different results when using basis functions as opposed
to not using them. It may be possible to identify which basis functions are better
suited for a particular set of plant dynamics or reference trajectories.
One aspect of MPC that was unable to be demonstrated in the real-time controller,
due to hardware limitations, is the anticipation to changes in trajectory. If it was
possible to predict a few seconds ahead, then the change in response to a step function
would be noticed before the step occurs. Since the helicopter controller only predicted
for 0.25 seconds, this effect was unnoticeable.
If faster hardware is available, then one potential application of MPC on the 3DOF
helicopter is obstacle avoidance. Virtual obstacles can be added to both the reference
trajectory and constraints. An issue that arises is what shape of constraint it best.
By shape I mean should the constraint simply include a pulse where the obstacle is
located or perhaps a ramp that ends at the obstacle.
Another question dealing with real-time control is how to integrate MPC with
piloted vehicles. In a piloted vehicle, the reference trajectory is not clearly defined.
This creates a problem for MPC since the optimal control is based on the reference
trajectory. Possible solutions to explore are to form a nominal reference trajectory
based on previous pilot input or simply assume the input is constant for the entire
prediction interval.
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Appendix A
Inverted Pendulum on Cart
Support
A.1 Dynamics
The non-linear dynamics that describe the motion of the inverted pendulum on a
cart are derived by applying Newton's Laws to the pendulum and cart separately.
Free body diagrams for the pendulum and cart are shown in Figure A-1. Forces
are summed in the horizontal direction and perpendicular to the pendulum in Equa-
tions A.1 through A.3. Torques are summed about the pendulums center of mass in
Equation A.4.
FBD I FBD II
I O
ni ing
AT D
Figure A-1: Inverted Pendulum on Cart
For the cart:
ZF2 = u - bi - N = Mz (A.1)
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For the pendulum:
Z Fx = N = m ( + 1N cos(6) - 152 sin(6)] (A.2)
EFx, = N cos(6) + mg sin(6) = m [N + i cos(6)] (A.3)
ET = -Ni cos(6) - hO = IS (A.4)
Forces in the vertical direction could also be summed, but no useful information
would be gained. The expression N in Equation A.2 is substituted into Equation A.1.
The resulting equation is solved for z as shown in Equation A.5.
Mi = u - bz - m ( + 15 cos(6) 
- 162 sin(6)]
M. + mz = u - b - ml cos(O) + ml12 sin(O)
X = [u - b. - mlU cos(6) + ml2 sin(6)] (A.5)
Similarly, the expression for N cos(6) in Equation A.3 is substituted into Equation
A.4. The result is solved for 6 in Equation A.6.
I= -ml[ (N + i cos() - g sin()] - h6
1 + ml25 = -mLz cos(6) + mgl sin(6) - h6
6 = (mgl sin(6) - mLi cos(6) - ho] (A.6)
I+ Ml12
The moment of inertia I of a thin rod being rotated about the center of mass is
given by Equation A.7.
11
I = -- m(21) 2 = -ml2 (A.7)12 3
Equation A.8 is the result of replacing I in Equation A.6 with the expression in
Equation A.7.
0= m12 (mgl sin(C) - mlz cos(0) - h6] (A.8)
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A.2 Nonlinear Equations of Motion
To allow the nonlinear dynamics of the pendulum on a cart to be numerically inte-
grated, Equations A.5 and A.8 are put in terms of the state variables x, ±, 9, and 9.
Equation A.9 is the result of substituting the 9 in Equation A.5 for the expression in
Equation A.8 and then simplifying.
u - biz - 3-- cos(0) sin(9) + 5 cos(0) + ml#2 sin(9) (A.9)
M + m - cos2(()
Likewise, Equation A.10 is the result of substituting the z in Equation A.8 for the
expression in Equation A.5 and then simplifying.
mglsin(9) - m cOS(9) + I i COS(9) _ 1212 92 COS(9) sin(9) - ho
- 4M12 
_M 212 Mrn (A.1)M +cos 2 ()
The dynamics now take the form ±(t) = f (x(t), u(t), v(t), t) which can be inte-
grated by a variety of different methods.
A.3 Linearized Equations of Motion
The pendulum on a cart is next linearized with the pendulum in the inverted position.
When 9 < 1, the approximations sin(9) ' 9 and cos(9) a 1 can be made. It is
also assumed that linear and angular velocities are small so that quadratic term are
removed. Equations A.5 and A.8 are revised with these approximation as follows:
z = (u - bm - m10 (A.11)
6= 3(mngl6 - mlz - he) ( A.12)4ml2
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a
iz and 9 are next put in terms of the state variables x, z, 9, and 9. The expression
for mlO in Equation A.11 is plugged into Equation A.12, then solved for z as shown
in Equation A.13.
- (u- b -:(M + m)] = mgl9 - mlz - h6
3
4 4 4 h
m - - (M + m) = -b --- u+ mg - -3 3 3
-3 4 4 U+
4MI + m (3 3 mg6 
- -) (A.13)
In Equation A.14, 9 is put in terms of state variables by plugging Equation A.13
into Equation A.12.
{ mgl9 - ml -34M +m 3 4- -u + mg -3 h h}
Similar terms in Equations A.13 and A.14 are grouped together to give the fol-
lowing linearized dynamics:
-4b -3mg 3h 4X = z+ 0+ 0+ - U
4M + m 4M+m l(4M + m) 4M +m
3g(M + m)
l(4M + m)
-3h(M +,m) .
m12(4M + m)
-3
+ Ul(4M +m)
(A.15)
(A.16)
Equation A.17 puts the linearized dynamics into matrix form.
L
6
0 1 0 0
o -4b -3mg 3h
4M+m 4MTm l(4M+m)
0 0 0 1
o 3b 3g(M+m) -3h(M+m)l(4M+m) I(4M+m) m12 (4M+m) .
x
X
0
._
+
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3
= M12
(A.14)
3b
l(4M + m)
0
4
4M+m
0
--3
l(4M+m)
U (A.17)
A.4 Linear VS Nonlinear Comparison
This section compares the linearized model against the nonlinear plant in a set of
simulation to evaluate how well it captures the dynamics. Both the model and the
plant start with the same initial angular deflection near the stable equilibrium point.
Since the stable equilibrium point is 1800 away from where the model was originally
linearized, it is linearized again with sin(9) 2 -0 and cos(9) 2 -1. Equation A.18 is
the result of the linearization. The approximations made at the stable and unstable
equilibrium points are the same except for sign changes. Therefore, the accuracy of
the stable model is a good estimate of the accuracy of the unstable model.
± 0 1 0 0 x 0
-- -4b -3mg -3h 4
4M+m 4M+m 1(4M+m) + 4M+m u (A.18)
6 0 0 0 1 0 0
o -3b -3g(M+m) -3h(M+m) 3
- L(4M+m) l(4M+m) m12 (4M+m) L - . 1(4M+m) .
The linear dynamics of Equation A.18 are put into SIMULINK as shown in Figure
A-2. The matrix C is set to the identity matrix and matrix D is set to all zeros.
2
Intheta
4
Linear Invelted Pendulum theta dot
Figure A-2: Linear Pendulum on Cart SIMUNLINK Diagram
An S-Function is also created to simulate the nonlinear dynamics of Equations A.9
and A.10. The SIMULINK diagram with the S-Function block "Nonlinear Inverted
Pendulum" is displayed in Figure A-3. Blocks with -1 in the figure act as integrals
in the time domain. Table A.1 lists the values given to plant parameters during
simulations.
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Figure A-3: Nonlinear Pendulum on Cart SIMULINK Diagram
Parameter I Value Units
M 1 slug
m 0.5 slug
1 4 ft
g 32.14 f
b 1 slug
h 0.01 slugft 2
Table A.1: Pendulum on Cart Parameter Values
The results start with both the model and plant being deflected 150 in Figure A-4.
The linear model performed very well even though it is only valid for 6 < 1. Even
when the deflection is double to 300 as shown in Figure A-5, the linear model still
captures the dynamics. There is a slight difference in output when dropped 300 from
the linearization point, but this region is still clearly within the models operating
range.
Figure A-6 is an example of the linear model operating outside its range. A sig-
nificant difference between the linear model and plant develops when the initially
deflection is 600. An alternative to using nonlinear dynamics this far from the lin-
earization point is to create a table of linear models, each for a specific operating
range. Then a controller can select which model is most appropriate to use for the
region it is in.
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Figure A-4: Linear VS Nonlinear Model - 150 Initial Deflection
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Figure A-5: Linear VS Nonlinear Model - 30 Initial Deflection
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Figure A-6: Linear VS Nonlinear Model - 600 Initial Deflection
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Appendix B
Cost Function Support
B.1 Change in Control
B.1.1 Linear MPC
A new cost J 3 is added to the cost function in Equation 3.25. J 3 penalizes changes
in adjacent control values and is given by Equation B.1. The symmetric weighting
matrix S(k) is used.
m- 1 12
Ja= E Ou(k + i) - u(k+i -1) s(k+i) (B.1)
i=o
New matrices in Equations B.2 through B.4 are defined to simplify the form of
J3 . The result is shown in Equation B.5.
I
--I
0
0
0 0
I 0
-- 0
- 0
'. 0
-. 0
(B.2)
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a
00
S(k)
0
S(k) =
0
0 -.. 0
S(k + 1) --.
:. 0
0 S(k+m-1)
Ja = TU(k) - Tu(k - 1) S1
Equation B.6 combines J3 with the costs J1 and J2 from Chapter 3.3.
J= eAU(k) -. E(k) + U(k) 2 + ru(k) - Tu(k - 1)1Q~k Rzk)+ S(k)
(B.3)
(B.4)
(B.5)
(B.6)
Optimal Solution
The cost function of Equation B.6 is rewritten in descending powers of U(k) as follows:
J = GA U (k) - (k) 2 k + JU (k) + 1U (k) - T u (k - 1)112
~.LV! ~I' - I(k Q(k) 1z(k) Sk
J = U(k)T ATET Q(k)8AU(k) - 2U(k)T ATET Q(k)E(k) + E(k)T Q(k)E(k)
+ U(k)T7Z(k)U(k) + U(k)T TS(k)TU(k) - 2U(k)T T TS(k)Tu(k -1)
+ u(k - 1)TTTS(k)Tu(k - 1)
J U(k)T [ATET Q(k)8A +7(k) + TTS(k)r] U(k)
- 2U(k)T [A TeT Q(k)E(k) + r TS(k)Tu(k - 1)] (B.7)
+ E(k)T Q(k)E(k) + u(k - 1)TTTS(k)Tu(k - 1)
The previously defined matrices 'H, F, and C are modified in Equations B.8
through B.10 to include new terms of the cost function.
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- = ATETQ(k)eA + R(k) + rTS(k)r (B.8)
F = -ATETQ(k)E(k) - rTS(k)Tu(k - 1) (B.9)
C = E(k)TQ(k)E(k) + u(k - 1)TTTS(k)Tu(k - 1) (B.10)
Equation B.11 is resulting cost function when the modified matrices are included.
J = U(k)T.WI(k) + 2U(k)T.F + C (B.11)
Equation B.11 is identical to the cost function used to solve for U(k)* in Sections
3.4.1 and 3.4.2. The expressions for U(k)* in these sections can be used to find the
minimum of Equation B.11 when substituting the values of R and F in Equations
B.8 and B.9. The expression for the unconstrained case is restated for convenience in
Equation B.12.
U(k)* = -H- 1 F (B.12)
To avoid the matrix inversion in Equaition B.12, a modified least squares problem
is setup using the cost function in Equation B.6. We start by putting this cost function
into the form shown in Equation B.13, where the notation SM is used to denote a
matrix square root.
2Au(k) - E(k) + U(k) + 12 11u(k) - Tu(k - 1)11
11EAUk S~)IQ(k) R(k) +S(k)
. 2
SQ(k) [8AU(k) - E(k)
J=SIatkyu(k) (B. 13)
S (SS(k) [rk- Tu(k - 1)] j
The vector that minimizes Equation B.13 is given by:
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I
SQtk) 8BAU(k)* - E(k)]
SIZ) )U(k)* = 0 (B.14)
Ss(k) [rU(k)* - Tu(k - 1)]
Equation B.15 is then the modified least squares problem. It can be solved using
the program MATLAB, which avoids taking a matrix inverse.
SQ(k)EGA SQ(k)&E(k)
S-(k) U(k)* = 0 (B.15)
Ss(k)r Ss(k)Tu(k - 1)
In the constrained case, the optimal solution is posed as the following QP problem:
Minimize: J = {U(k)TU(k) +U(k)TF
Subject to: (B.16)
Y(k),in-'x(k)- V(k) < EAU(k) Y(k)max-*x(k)-V(k)
U(k)min U(k) U(k)max
B.1.2 Nonlinear MPC
Nonlinear MPC separates the control history U(k) into a nominal and perturbed
sequence of vector values as shown by Equation B.17.
U(k) = U(k) + AU(k) (B.17)
To penalize the change in adjacent control values Equation B.17 is substituted
into the cost J3 from Equation B.5 as follows:
2
J3 = r r(k) + AU(k) - Tu(k - 1) (B.18)
S(k)
Equation B.19 combines J3 with the costs J1 and J2 from Chapter 7.2.
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J = 8AU(k) - E(k) + AUk)(k)
2
+ r (U(k) + AU(k)j - Tu(k - 1) S(k) (B.19)
Optimal Solution
Equation B.19 is next rewritten in descending powers of U(k) as follows:
J = 08AU(k) - (k)jQ(k) + JU(k) AU(k)
+ r [U(k)+ u(k)] - Tu(k -1) S(k)
J = AU(k)TE)T Q(k)EAU(k) - 2AU(k)T )T Q(k)E(k) + E(k)T Q(k)E(k)
+ U(k)TR(k)U(k) + 2AU(k) TjZ(k)U(k) + AU(k)TR(k)AU(k)
+ [U(k) + AU(k)] T LTS(k) F (U (k) + AU (k) ]
- 2 [Ui(k) + AU(k)]T rTS(k)Tu(k - 1) + u(k - 1)TTTS(k)Tu(k - 1)
J = AU(k)T [T Q(k)E + R(k) + rTTS(k)r] AU(k)
- 2AU(k)T OTQ(k)E(k) 
- R(k)U(k) - T TS(k) [rU(k) - Tu(k -1) (B.20)
+U(k) T [R(k) + rTS(k)r] 1(k) - 2U(k) T F TS(k)Tu(k - 1)
+u(k - 1)TTTS(k)Tu(k - 1) + E(k)T Q(k)E(k)
The matrices 'H, F, and C are defined in Equations B.21 through B.23 to simplify
the cost function.
? = E8TQ(k)E + R(k) + rTS(k)r (B.21)
F = -E T Q(k)E(k) + R(k)U(k) + rTS(k) ['U(k) - Tu(k - 1)] (B.22)
C = U(k) T [z(k) + rTS (k)r] (k) - 2R(k) T]TT S (k)Tu(k - 1) (B.23)
+ u(k - 1)TTTS (k)Tu(k - 1) + E(k)T Q(k)E(k)
Equation B.24 is the resulting cost function when including the matrices 'H, F,
and C.
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J = AU(k)THAU(k) + 2AU(k)TF + C
If R is invertible, then the optimal control perturbation is given by Equation B.25.
AU(k)= - -- (B.25)
An alternate method, that is more numerically robust, is to solve an equivalent
least squares problem. Equation B.19 is first rewritten as follows:
2J = ezAU(k) - (k) Q 2(') + JTi(k)±+zAU(k) 2
+ T [U(k) +,AU(k)] - Tu(k - 1) S(k)
2
SQ(k) [EAU(k) - E(k)
J = STZ(k) [U(k) + AU(k)] (B.26)
Ss(k){' rU(k) + M(k) - Tu(k - 1) j
Geometrically, the cost function is the length of a vector and the shortest vector
length possible is zero as shown by Equation B.27.
SQ(k) [EAU(k)* - E(k)
SR(k) [U(k) + AU(k)*] = 0 (B.27)
SS(k) [ U(k) + AU(k)*] - Tu(k - 1)
The optimal control perturbation is then the solution to the following least squares
problem:
SQ(k) E SQ(k)&E(k)
SIZ(k) AU(k)* = -SI(k)U(k) (B.28)
SS(k)r - SS(k) [ra(k) - Yu(k - 1)]
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(B.24)
If constraints are present, then the optimal control perturbation is the solution to
the QP problem of Equation B.29.
Minimize: J = !AU(k)T'HtAU(k) + AU(k)TF
Subject to: (B.29)
Y(k)min-Y(k) E)AU(k) Y(k)ma-Y(k)
U(k)min - R(k) AU(k) U(k)max - U(k)
B.2 Basis Functions
When using basis functions with Linear MPC, only small modifications to the optimal
solutions are necessary. In Chapter 4.2, the modifications for the unconstrained and
constrained cases are explained and given by Equations 4.33 and 4.34, respectively.
If basis functions are used with Nonlinear MPC, then the resulting cost J is given by
B.30.
2 +=12
J E= c - E(k)| + ||(k)+ 6c 2 (B.30)
In the unconstrained case, J can be written as follows:
J = Oc - E7(k) + (k) +6- R(k)
-
2
SR(k) Sc- (k)J Q(k) 8  - (B.31)
SIR(k)[U (k) + Ec]
Setting J= 0 results in the optimal coefficients as shown in Equation B.32, where
the solution c* is the answer to a least squares problem.
s(k)e) , SQ(k)E(k) (B.32)
SI(k) _J -SI(k)U(k)
The constrained solution is found by first expanding J as follows:
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J = ec-(k) + U(k)+ -c1'
QR~k)
Z = cGT Q(k)@c - 2cTET Q(k)E(k) + E(k)T Q(k)E(k)
+(k)TR(k)U(k) + 2c Tb R(k)U(k)+ cbTT R(k) c
cT (@eTQ(k)e +T R(k)=]c
- 2cT [eQ(k)E(k) - (k)U(k) (B.33)
+ U(k)TZ(k)U(k) + E(k)T Q(k)C(k)
A simplified J is given by Equations B.34 through B.37.
J = cTRc +2cT F + C (B.34)
-= 8Q(k)e + bTRI(k)E (B.35)
F = -9TQ(k)E(k) + RTR(k)U(k) (B.36)
C =U(k) T-R(k)U(k) + £(k)T Q(k)E(k) (B.37)
The optimal coefficients for the constrained Nonlinear MPC problem are then
found by solving the following QP problem:
Minimize: J = {cTRc + cTF
Subject to:
-(B.38)
Y(k)min-Y(k) < El < Y(k)max-Y(k)
U(k)min - U(k) [ U(k)max - (k)
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Appendix C
Orthogonal Polynomials
C.1 Legendre
Legendre polynomials P(x) are defined by Equations CA through C.3.
Po(x) = 1
Pi1(x) = x
P + 1 1 1(
The polynomials P2 (x) through P4 (x) are therefore:
P 2(x) = (3x2 - 1)
P 3(x) = (5x3 - 3x)
P4(x) = (35x4 - 30x2 + 3)
The first 5 Legendre polynomials
are an orthogonal family since they
C.1.1 over the interval [-1, 1] [13].
are graphed in Figure C-1. These polynomials
satisfy the orthogonality relation of Theorem
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(C.1)
(C.2)
(C.3)for i>1
(C.4)
(C.5)
(C.6)
10.5
0
--0.5
-1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
x
Figure C-1: Legendre Polynomials
Pi(x)P(x)dx =
S2i+1 -
C.2 Chebyshev
Chebyshev polynomials T (x) are defined by the following formulas:
(C.7)
(C.8)
(C.9)for i > 1
The recurrence relation of Equations C.9 is used to find T 2 (x) through T4 (x) in
Equations C.10 through C.12.
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a.
Theorem C.1.1
I l
-1
To(x) = 1
T1(x) =x
Ti+1(x) = 2xT(x)-Ti_1 (x)
T2(x) = 2X2 - 1
T3(x) - 4x 3 - 3x
T4(x) = 8x4 -8x 2 + 1
(C.10)
(C.11)
(C.12)
These polynomials are an orthogonal family since they satisfy the weighted or-
thogonality relation of Theorem C.2.1 over the interval [-1, 1] [13].
Theorem C.2.1
S(x)T(x)dx r
-1 1 - x 2
itej = 0
otherwise
The first 5 Chebyshev polynomials are graphed in Figure C-2. These polynomials
are similar to Legendre polynomials, both are orthogonal over the same interval, but
Chebyshev polynomials have a different weighted orthogonality.
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
x
1
Figure C-2: Chebyshev Polynomials
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C.3 Laguerre
Laguerre polynomials Li(x) are defined by Equations C.13 through C.15.
Lo(x) = 1
L1(x) = -x + 1
2i + 1 - x
Lj+1 (x) = Li(x)i + 1
i
- . Li_1 (x)i + 1 for i > 1
Polynomials L 2 (x) through L 4 (x) are given by Equations C.16 through C.18 and
the first 5 are graphed in Figure C-3.
L2 (x) = (x2 - 4x + 2) (C.16)
L3 (x) = (-x3 + 9X2 - 18x + 6) (C.17)
L 4 (x) = - x424 - 16x
3 + 72x 2 - 96x + 24)
4
-1 -
-2--
-3
-2
3 .. . . .. . . .. . . . . . .. . - * . .
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x
(C.18)
Figure C-3: Laguerre Polynomials
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(C.13)
(C.14)
(C.15)
Laguerre polynomials satisfy the weighted orthogonality relation of Theorem C.3.1
over the interval [0, oc) [13].
Theorem C.3.1
j e-xLi(x)L(x)dx = { i
C.4 Hermite
Hermite polynomials H (x) are defined by the following formulas:
Ho(x) 1 (C.19)
H1(x) = x (C.20)
H(x)i+= xHi(x) - iHi_1 (x) (C.21)
The polynomials H 2 (x) through H 4 (x) are therefore:
H2 (x) = x 2 - 1 (C.22)
H3(x) = x 3 - 3x (C.23)
H4 (x) = x 4 -6x 2 +3 (C.24)
Hermite polynomials are an orthogonal family since they satisfy the weighted
orthogonality relation of Theorem C.4.1 over the interval (-oo, oo) [1]. The first 5
Hermite polynomials are graphed in Figure C-4.
Theorem C.4.1
Se THi(x)Hj(x)dx = { .i
-oo 5i! z= 3
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Figure C-4: Hermite Polynomials
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Appendix D
MATLAB MPC Code
The code in this appendix is separated into the following sections:
Linear MPC - All the necessary MATLAB code to generate the unconstrained
Linear MPC controller in Chapter 3.5 is included in this section.
Nonlinear MPC - This sections includes code for generating a MATLAB S-
Function. The S-Function is used as the unconstrained Nonlinear MPC con-
troller in Chapter 7.4.
Basis Functions - Code for a function called "BasisMatrix" is included in this
section. The function can be used to form a basis matrix for a system with
multiple inputs.
D.1 Linear MPC
% Controller Parameters
L = 20;
M =L;
Ts = 0.25;
5
R = 1;
Xpen = 1;
Vpen = 1;
Tpen = 1;
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10 Open = 1:
% Plant Constants
MO = 0.5; %slugs
15 M1 = 1; %slugs
1 =4; %ft
g = 32.14; %ft/s^2
b =1; %na
h = 0.01; %na
20 m = 4*Ml+MO;
% Plant
A [0 1 0 0;
25 0 -4*b/m -3*MO*g/m 3*h/1/m;
0 0 0 1;
0 3*b/1/m 3*g*(MO+M1)/1/m -3*h*(MO+M)/MO/l2/m];
B = [0;
30 4/m;
0;
-3/1/m];
35 % Linear Model
TempO = eye(size(A));
for N = 1:100
TempO = TempO + (-A*Ts)^N/factorial(N+1);
end
40 A = expm(A*Ts);
B = Ts*A*TempO*B;
C = eye(4);
D = zeros(4,1);
45
% Weighting Matrices
[Nx,Nu] = size(B);
Sq = diag(repmat( [Xpen;Vpen;Tpen;Open]. ^0. 5,L, 1));
Sr = R^0.5*eye(Nu*M);
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50
% MPC Matrices
P = [];
Tempi = C;
55 for h = 1:L
P = [P;Templ];
Tempi = Templ*A;
end
60 Temp1 = [D;P(1:(L-1)*Nx,:)*B];
for h = 1:M
T((h-1)*Nx+1:L*Nx,(h-1)*Nu+1:h*Nu) = Temp1(1:(L-h+1)*Nx,1:Nu);
end
65
% Solve for Optimal Feedback Gain
K = pinv([Sq*T;Sr]) * [Sq;zeros(Nu*M,Nx*L)];
KO = K(1:Nu,:);
D.2 Nonlinear MPC
% Required Functions:
% Pendulum(Xdot,Xu) = Xdotdot (Function with Pendulum Dynamics)
% Adjust(x) = -pi<=x<=pi (Adjusts angle to lie in the Range -pi<=x<=pi)
5 %
% Required Parameters:
% LMax Max Prediction Length (Scalar >=1)
% B = Basis Matrix (Matrix of size M by N, 1<=M<=LMax 1<=N<=M)
% Ts = Time Step (Scalar >0)
10 %%=================================================
% Setup
function [sys,x0,str,ts] = NMPC(t, x, u, flag, LMax, B, Ts)
15 switch flag,
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% Initialization
case 0
20 [sys,x0,str,ts] = mdlInitializeSizes(f lag, LMax, B, Ts);
% Calculate Outputs
case 3
25 sys = mdlOutputs(t, x, u, LMax, B, Ts);
% Unused Flags
case {1, 2, 4, 9}
30 sys = [];
% Error Handling
otherwise
35 error(['unhandled flag = ',num2str(flag)]);
end
40 % Initialization
function [sys,x0,str,ts] = mdlInitializeSizes(flag, LMax, B, Ts)
[M,N) = size(B);
45
% Call simsizes for a sizes structure, fill it in, and convert it to a sizes array.
sizes = simsizes;
sizes.NumContStates = 0;
sizes.NumDiscStates = 0;
50 sizes.NumOutputs = LMax;
sizes.NumInputs = 18*LMax + 7;
sizes.DirFeedthrough = 1;
sizes.NumSampleTimes = 1;
sys = simsizes(sizes);
55
xO =[]; % Initialize discrete states
str = []; % Set str to an empty matrix.
162
ts = [Ts 0]; % Sample Time: [period, offset]
60
% Calculate outputs
function sys = mdlOutputs(t, x, u, LMax, B, Ts)
65
% Get Inputs
L = u(1);
Sq = diag(u(2:4*L+1).^0.5);
70 Sr = diag(u(4*LMax+2:4*LMax+L+1).^0.5);
Xref = u(5*LMax+2:5*LMax+4*L+1);
Xmin = u(9*LMax+2:9*LMax+4*L+1);
Xmax = u(13*LMax+2:13*LMax+4*L+1);
XO = u(17*LMax+2:17*LMax+5);
75 Umin = u(17*LMax+6)*ones(L,1);
Umax = u(17*LMax+7)*ones(L,1);
Unom = u(17*LMax+8:17*LMax+L+7);
[M,N] = size(B);
80
% Find Nominal Response
Xnom = [];
Xdot = [X0(2);X0(4)];
X = [Xo(1);XO(3)];
85 Xd = [Xdot];
Xdd = [];
for h = 1:L
if h < 4
k1 = Ts*Pendulum(XdotX,Unom(h));
90 k2 = Ts*Pendulum(Xdot+kl/2,X+Xdot/2*Ts+Ts/8*k,Unom(h));
k3 = Ts*Pendulum(Xdot+k2/2,X+Xdot/2*Ts+Ts/8*kl,Unom(h));
k4 = Ts*Pendulum(Xdot+k3,X+Xdot*Ts+Ts/2*k3,Unom(h));
X = X + Ts*(Xdot+ 1/6*(kl + k2 + k3));
Xdot = Xdot + 1/6*(kl + 2*k2 + 2*k3 + k4);
95 Xdd = [Xdd k1/Ts];
Xd = [Xd Xdot];
Xnom = [Xnom;Adjust(X(1));Xdot(1);X(2);Xdot(2)];
163
else
Xdd = [Xdd Pendulum(Xdot,X,Unom(h)));
100 XdotP = Ts/24*(55*Xdd(:,h)-59*Xdd(:,h-1)+37*Xdd(:,h-2)-9*Xdd(:,h-3));
XdotP = Xdot + XdotP;
XP = X+Ts/24*(55*Xd(:,h)-59*Xd(:,h-1)+37*Xd(:,h-2)-9*Xd(:,h-3));
XddP = Pendulum(XdotPXP,Unom(h));
Xdot = Xdot+Ts/24*(9*XddP+19*Xdd(:,h)-5*Xdd(:,h-1)+Xdd(:,h-2));
105 X = X+Ts/24*(9*Xdot+19*Xd(:,h)-5*Xd(:,h-1)+Xd(:,h-2));
Xd = [xd Xdot];
Xnom = [Xnom;Adjust(X(1));Xdot(1);X(2);Xdot(2));
end
end
110
% Find Perturbed Responses
T = [];
for b = 1:N
115 Xb = [];
Xdot = [XO(2);XO(4)];
X = [Xo(1);XO(3)];
Xd = [Xdot);
Xdd = [1;
120 for h = 1:L
if h < 4
k1 = Ts*Pendulum(XdotX,(Unom(h) + B(h,b)));
k2 = Ts*Pendulum(Xdot+kl/2,X+Xdot/2*Ts+Ts/8*kl,(Unom(h)+B(h,b)));
k3 = Ts*Pendulum(Xdot+k2/2,X+Xdot/2*Ts+Ts/8*kl,(Unom(h)+B(h,b)));
125 k4 = Ts*Pendulum(Xdot+k3,X+Xdot*Ts+Ts/2*k3,(Unom(h) + B(hb)));
X = X + Ts*(Xdot+ 1/6*(kl + k2 + k3));
Xdot = Xdot + 1/6*(kl + 2*k2 + 2*k3 + k4);
Xdd = [Xdd kl/Ts);
Xd = [Xd Xdot];
130 Xb = [Xb;Adjust(X(1));Xdot(1);X(2);Xdot(2)];
else
Xdd = [Xdd Pendulum(Xdot,X,(Unom(h) + B(h,b)))];
XdotP = Ts/24*(55*Xdd(:,h)-59*Xdd(:,h-1)+37*Xdd(:,h-2)-9*Xdd(:,h-3));
XdotP = Xdot + XdotP;
135 XP = X+Ts/24*(55*Xd(:,h)-59*Xd(:,h-1)+37*Xd(:,h-2)-9*Xd(:,h-3));
XddP = Pendulum(XdotP,XP,(Unom(h) + B(h,b)));
Xdot = Xdot+Ts/24*(9*XddP+19*Xdd(:,h)-5*Xdd(:,h-1)+Xdd(:,h-2));
164
X = X+Ts/24*(9*Xdot+19*Xd(:,h)-5*Xd(:,h-1)+Xd(:,h-2));
Xd = [Xd Xdot];
140 Xb = [Xb;Adjust(X(1));Xdot(1);X(2);Xdot(2)];
end
end
dX = Xb - Xnom;
T = [T dX];
145 end
% Solve Least Squares Problem
sys = pinv([Sq*T;Sr])*[Sq*(Xref-Xnom);-Sr*Unom];
D.3 Basis Functions
% Required Parameters:
% M = Length of Control History (Scalar >=1)
% Nu = Number of Control Inputs (Scalar >=1)
5 % Basis = Number of Basis for Each Input (Vector of Length Nu)
% Type Basis Type (Scalar = [1,2,...,5])
function [Result] = BasisMatrix(M,Nu,Basis,Type)
10
% Define Parameters
Basis(:) = max(min(Basis(:),M),1);
Nold = M*Nu;
N = sum(Basis);
15 L = max(Basis(find(Basis < M)));
BArray = zeros(M,N,Nu);
% Generate Basis
20 switch(Type)
case(1) % Legendre
if L > 0
dx = (-1:2/(M-1):1)';
165
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end
50 case(3) % Laguerre
if L > 0
dx = (1/(M-1):(50-1/(M-1))/(M-1):50)';
for k = :L-1;
if k == 0
55 B(1:Mk+1) = 1;
elseif k == 1
B(1:Mk+1) = 1-dx;
else
B(1:Mk+1) = ((2*k-1-dx).*B(1:M,k)-(k-1)*B(1:M,k-1))/k;
60 end
end
end
case(4) % Hermite
166
for k = :L-1;
if k == 0
B(1:Mk+1) = 1;
elseif k == 1
B(1:M,k+1) = dx;
else
B(1:Mk+1) = (2-1/k)*dx.*B(1:M,k)+(1/k-1)*B(1:M,k-1);
end
end
end
case(2) % Chebyshev
if L > 0
dx = (-1:2/(M-1):1)';
for k = 0:L-1;
if k == 0
B(1:M,k+1) = 1;
elseif k == 1
B(1:Mk+1) = dx;
else
B(1:M,k+1) = 2*dx.*B(1:M,k)-B(1:Mk-1);
end
end
30
35
40
45
if L > 0
dx = (-25:50/(M-1):25)';
for k = 0:L-1;
if k == 0
B(1:M,k+1) = 1;
elseif k == 1
B(1:M,k+1) = dx;
else
B(1:M,k+1) = dx.*
end
end
B(1:M,k)-(k-1)*B(1:M,k-1);
Fourier
0
= (-pi:2*pi/(M-1):Pi)'
k = 1:L;
if 0 == rem(k,2)
B(1:M,k) = sin(k*dx/2);
else
B(1:M,k) = cos((k-1)*dx/2);
end
end
end
end
90
% Form Basis Matrix
Start = 1;
for k = 1:Nu
95 if Basis(k) == M
BArray(:,Start:Start+Basis(k)-1,k) = eye(Basis(k));
else
BArray(:,Start:Start+Basis(k)-1,k) = B(:,1:Basis(k));
end
100 Start = Start + Basis(k);
end
Result = reshape(permute(BArray, [3 1 2]),Nold,N);
167
65
70
75
end
case(5) %
if L >
dx
for
80
85
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