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ABSTRACT
We propose a two-dimensional galaxy Ðtting algorithm to extract parameters of the bulge, disk, and a
central point source from broadband images of galaxies. We use a set of realistic galaxy parameters to
construct a large number of model galaxy images, which we then use as input to our galaxy decomposi-
tion program to test it. We elucidate our procedure by extracting parameters for three disk galaxiesÈ
NGC 5326, 5587, and 7311Èand compare our results with those previously reported in the literature.
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1. INTRODUCTION
The luminosity proÐle of a typical spiral or S0 galaxy
most often contains two components, a spheroidal bulge
and a circular disk. If the galaxy possesses an active nucleus,
then a high central point intensity may also be present. The
projected bulge intensity proÐle is usually represented by an
r1@4 law (de Vaucouleurs 1948), where r is the distance along
the major axis, although in recent times, a generalized r1@n
law is increasingly being used. The intensity proÐle of the
disk component is usually represented by an exponential
(Freeman 1970). These proÐles are entirely empirical and
have not been derived from a formal physical theory.
However, numerical simulations in simpliÐed situations,
such as those by van Albada (1982), have been able to recre-
ate r1@4 proÐles for the bulge.
The photometric decomposition of galaxies into bulge
and disk and the extraction of the parameters character-
izing these components have been approached in a number
of ways. Early attempts at such decomposition assumed
that the disk would be the dominant component in the
outer regions of galaxies and that the bulge would dominate
the inner regions. Disk and bulge parameters were extracted
by Kormendy (1977) and Burstein (1979) by Ðtting for each
component separately in the region in which it was domi-
nant. Kent (1985) Ðrst introduced simultaneous Ðtting of
bulge and disk components to major- and minor-axis light
proÐles of galaxies obtained by Ðtting ellipses to the iso-
photes of CCD images. One major advantage of KentÏs
method is its ability to extract galaxy parameters in a
model-independent way provided that the disk and the
bulge have very di†erent ellipticities. His method works well
for edge-on galaxies, where the ellipticity of the disk is gen-
erally much higher than the ellipticity of the bulge. Schom-
bert & Bothun (1987) employed a similar technique for
initial estimation of bulge and disk parameters of simulated
galaxy proÐles, with standard laws describing the bulge and
the disk with simulated noise. These parameters were then
used as initial input to a s2 Ðtting procedure. Tests on
simulated proÐles indicated good recovery of both bulge
and disk parameters.3 These techniques of Ðtting standard
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laws to one-dimensional intensity proÐles extracted from
galaxy images were critically examined by Knapen & van
der Kruit (1991). They found that, even for the same galaxy,
di†erent authors derive disk scale length values with an
average scatter as high as 23%. Such large uncertainty in
the extracted structural parameters is a hindrance in the
study of structure, formation, and evolution of the bulge
and disk of galaxies. Accurate, reliable determination of
parameters is a prerequisite for di†erentiating between
competing galaxy formation and evolution models. The
conventional one-dimensional technique is also limited
because it assumes that one-dimensional image proÐles can
be uniquely extracted from galaxy images. This is not pos-
sible if a strong but highly inclined disk is present.
Andredakis, Peletier, & Balcells (1995, hereafter APB95)
used a two-dimensional generalization of KentÏs method to
Ðt K-band luminosity proÐles of bulges of a sample of disk
galaxies with morphological types ranging from S0 to Sbc.
They used azimuthally averaged proÐles from various
radial cuts of the image of the galaxy. An important innova-
tion in this paper was the use of an r1@n law for the bulge. A
full two-dimensional technique that uses the entire galaxy
image rather than one-dimensional proÐles was proposed
by Byun & Freeman (1995). A similar approach was used by
de Jong (1996) to extract parameters for a sample of 86
face-on, disk-dominated galaxies. In this paper, we describe
a two-dimensional decomposition technique similar to the
one employed by Byun & Freeman. Extending that work,
we Ðt for a central point source as well as a bulge and disk.
In addition, our method takes into account the e†ects of
convolution with the point-spread function (PSF) and
photon shot noise from the sky background and the galaxy.
We also use the r1@n law for the bulge as in APB95. We try to
quantify e†ects of other features, such as foreground stars,
on parameter extraction. We illustrate the efficacy of our
methods by extracting bulge and disk parameters for three
galaxies chosen from the data in APB95. We also brieÑy
discuss reliability of error-bar estimates on parameters
extracted.
In ° 2, we describe our method of constructing artiÐcial
galaxy images as test cases for our bulge-disk decomposi-
tion procedure and, in ° 3, the decomposition procedure.
Section 4 is a detailed analysis of the testing we performed
on our decomposition algorithm, using simulated galaxy
images. Section 5 is a description of an application of the
technique to three galaxies and a comparison of the results
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with previously published values. Section 6 contains a dis-
cussion about error bars on the parameters extracted, and
° 7 contains the conclusions.
2. SIMULATION OF GALAXY IMAGES
In order to test the decomposition procedure, we have
developed a simulation code to generate galaxy images
closely resembling those obtained using CCD detectors on
optical telescopes. Using the code it is possible to simulate a
CCD image of a galaxy with desired bulge, disk, and point
components at any position and orientation on the CCD.
The image can be convolved with a circular Gaussian PSF,
and Poisson noise can be added if required. Stars can be
introduced into the image at random positions, and addi-
tional features such as absorbing dust lanes can be added.
All parameters used by the program to generate these fea-
tures can be easily modiÐed by the user through a param-
eter Ðle.
Galaxy proÐles are the projections of three-dimensional
luminosity proÐles onto the plane of the sky. The disk is
inherently circular, so it projects as an ellipse. The inclina-
tion angle of the disk with respect to the plane of the sky
completely determines its ellipticity in the image. Bulges,
taken to be triaxial ellipsoids in the general case, also
project as ellipses, but the ellipticity of the bulge does not
reach such high values as the disk. For a triaxial ellipsoid
with major axis a, minor axis b, and an intermediate axis c,
the highest possible ellipticity is 1[ (b/c). Therefore the
projected galaxy shows elliptical bulge isophotes and, in
many cases, more elliptical disk isophotes.
At a given point on the image plane, the contribution to
the intensity from the bulge and disk depends on their
respective central intensities, ellipticities, and scale lengths.
Near the galaxy center, there is an additional contribution
from the point source if one is present.
In our galaxy simulation, the projected bulge component
is represented by the r1@n law with e†ective (half-light) radius
(radius within which half the total light of the galaxy isr
econtained), intensity at the center of the galaxy and aI0,constant ellipticity length/major-axise
b
\ 1 [ (minor-axis
length) :
Ibulge(x, y)\ I0 e~2.303b(rbulge@re)
1@n , rbulge\
S x2] y2
(1[ e
b
)2 ,
(1)
where x and y are the distances from the center along the
major and minor axes, respectively, and b is the root of an
equation involving the incomplete gamma function P(a, x) :
P(2n, 2.303b)\ 0.5 .
This equation can be solved numerically, as we do in our
code. However, a simpliÐcation can be introduced in the
procedure because the b- and n-values satisfy the relation
b \ 0.8689n [ 0.1447 .
The projected disk is represented by an exponential dis-
tribution with central intensity scale length and aI
s
, r
s
,
constant ellipticity e
d
,
Idisk(x, y)\ Is e~rdisk@rs, rdisk \
S x2] y2
(1[ e
d
)2 .
(2)
The disk is inherently circular. The ellipticity of the disk in
the image is due to projection e†ects alone and is given by
e
d
\ 1 [ cos i , (3)
where i is the angle of inclination between the line of sight
and the normal to the disk plane. Finally, the point source is
represented by an intensity added to the central pixel of the
galaxy prior to convolution with the PSF. Foreground stars
are added at random positions as intensities at a single pixel
prior to convolution with the PSF. The convolution with
the PSF is performed in the Fourier domain. For adding
photon shot noise, a constant sky background is added to
every pixel. The resultant count (which includes intensity
from the galaxy as well as the sky background) is multiplied
by the gain (e~ ADU~1). A random Poisson deviate about
this value is obtained. The deviate is then divided by the
gain, and the background is subtracted out.
The program takes about 3 s to generate a 256 ] 256
pixel galaxy image when running on a Sun UltraSPARC 1.
A copy of this code (written entirely in ANSI C) is available
upon request.
3. TWO-DIMENSIONAL DECOMPOSITION TECHNIQUE
3.1. Building the Model
The two-dimensional decomposition technique involves
building two-dimensional image models that best Ðt the
observed galaxy images. The model to be Ðtted is con-
structed using the same procedure as the simulated images
described in the previous section, except that features of the
image that are not contributed by the galaxy, such as
Poisson noise, are not added. The galaxy position and posi-
tion angle are not parameters that are Ðtted for in our
decomposition. The position angles of the bulge and the
disk are also assumed to be identical.
3.2. Decomposition Procedure
To e†ect the decomposition, we attempt to iteratively
minimize the di†erence between our model and the
observed galaxy (or a simulated one), as measured by a
reduced s2 value. For each pixel, the observed galaxy
counts are compared with those predicted by the test model.
Each pixel is weighted with the variance of its associated
intensity as determined by the photon shot noise of the
combined sky and galaxy counts at that pixel. This weigh-
ting scheme has been used because it gives importance to
pixels in proportion to their signal-to-noise ratio (S/N). Our
scheme makes the Ðt less sensitive to the contribution of the
bulge in the outer region of the galaxy, where the disk domi-
nates. Thus, an e†ect similar to the earlier decompositions,
in which the disk was Ðtted to the outer region and a bulge
to the inner region of the galaxy, is obtained automatically.
Since photon shot noise obeys Poisson statistics, the
variance is equal to the intensity value. Hence
sl2 \
1
l
;
i, j
[Imodel(i, j) [ Iobs(i, j)]2
Iobs(i, j)
, (4)
where i and j range over the whole image, l\ N [ (number
of Ðtted parameters) is the number of degrees of freedom
with N being the number of pixels in the image involved in
the Ðt, and is assumed to be greater than zero in allIobscases.
For real galaxies, our decomposition program assumes
that pixel values I represent real photon counts. If the image
has been renormalized in any way (divided by the exposure
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time, for example), the extracted value should be multi-sl2plied by the appropriate factor to account for that normal-
ization.
Eight Ðt parameters are used in our scheme. These are I0,n, and a central point-source intensity,I
s
, r
e
, r
s
, e
b
, e
d
, I
p
.
The Ðrst four parameters were used by Schombert &
Bothun (1987), and parameters 1 to 4 along with parameters
6 and 7 were used by Byun & Freeman (1995) and de Jong
(1996). We have added capability in our code to Ðt for
position angle and a constant background, although the
background is not Ðtted for in the simulations reported
here. During our preprocessing, we estimate the back-
ground carefully and subtract it out. CCD images of gal-
axies contain features, such as foreground stars and bad
pixels, that may contaminate the decomposition procedure.
In the case of real galaxies, we take care to mask out bad
pixels and visible foreground stars before commencing
decomposition.
The minimization uses MINUIT 94.1, a multidimen-
sional minimization package from CERN, written in stan-
dard FORTRAN 77 (James 1994). MINUIT allows the user
to set the initial value, the resolution, and the upper and
lower limits of any parameter in the function to be mini-
mized. Values of one or more parameters can be kept Ðxed
during a run. MINUIT can use several strategies to perform
the minimization. Our choice is MIGRAD, a stable varia-
tion of the Davidon-Fletcher-Powell variable metric algo-
rithm (Press et al. 1992). It calls the user function (in our
case iteratively, adjusting the parameters until certainsl2)criteria for a minimum are met. Our code typically takes
0.03 s per iteration on a UltraSPARC 1 workstation when
working on a 64] 64 pixel galaxy image. Since we are
using fast Fourier transforms to convolve the model with a
Gaussian PSF, the execution time can be expected to scale
as N log N, with N the total number of pixels in the image.
We do Ðnd that execution time scales almost linearly with
the number of pixels in the image. About 2000 iterations are
required for convergence criteria to be satisÐed when all
eight parameters are kept free, so a typical run takes about
1 minute. Computation time is reduced as the number of
free parameters are reduced.
A copy of this code (written mostly in ANSI C, with some
optional display routines in IDL) is available upon request.
4. RELIABILITY OF GALAXY IMAGE DECOMPOSITION
We have conducted elaborate tests of the e†ectiveness of
the program in extracting parameters under di†erent input
conditions.
4.1. L arge-Scale Testing under Idealized Conditions
We expect that our method can be used for unsupervised,
automatic parameter extraction for large sets of galaxies.
To test the accuracy and reliability of our decomposition
procedure, we constructed image sets of 500 model galaxies
with an absolute magnitude of [21 with random uniform
selection of disk-to-bulge ratio (D/B), scale lengths, bulge
parameter n, and ellipticities. The ranges we used for each
parameter are
3 kpc \ r
e
\ 10 kpc , 0.0\ e
b
\ 0.4
for the bulge and
0 \ D/B \ 3 , 3 kpc \ r
s
\ 15 kpc , 0 \ e
d
\ 0.8
for the disk.
The ranges chosen for the parameters encompass most
values encountered in real galaxies with Hubble types
ranging from E to Sb. All simulated galaxies were assumed
to be at a redshift of 0.15. The pixel scale used was 0A.5
pixel~1, CCD gain was 1.0 ADU per e~, the FWHM of the
PSF was and the value of the Hubble constant used1A.0,
was km s~1 Mpc~1. We used a sky backgroundH0 \ 100value of 21.9 mag arcsec~2. This corresponds to the value of
the sky background measured in the V Ðlter at KPNO
(Massey, Gronwall, & Pilachowski 1990). The sky back-
ground was estimated in a trial run and held Ðxed to that
value thereafter. It was not a free parameter in these simula-
tions. The scaling used to convert apparent magnitudes to
CCD counts was estimated using photometric data on a
1 mÈclass telescope. On such a telescope, an exposure time
of about 30 minutes would be required to get the S/N used
in these simulations. The galaxies generated by the galaxy
simulation program were then used as input to the bulge-
disk decomposition program. We studied how accurate and
reliable the decomposition program is in recovering the
input parameters.
In the Ðrst set of trials, we generated 500 galaxies with
n \ 4. During the extraction, the parameter n was held Ðxed
at a value of 4. We placed no additional relative constraints
on permissible parameter values such as those used in Byun
& Freeman (1995). We found that the for the Ðts is worsesl2than 2 in 120 cases out of 500, yielding a 24% failure rate.
These failures are all caused by one or more parameters
hitting their limits, causing the gradient-driven mini-
mization routine to fail. It is possible for us to reduce the
failure rate to about 10% by carefully changing starting
values and parameter ranges by trial and error. In every
case of failure due to parameters hitting limits, MINUIT
generates appropriate warning messages, so there is no
danger that such failures will contaminate the good results.
The failure rate decreases as the number of free parameters
decreases. It is possible to completely eliminate such failure
by changing the initial value and constraining the range of
parameters narrowly around the expected value, which we
have knowledge of in the case of a simulation. While dealing
with real galaxies, in case of a failure to obtain a satisfactory
Ðt, the situation could be addressed by trying di†erent
initial values and ranges, with guesses based on inspection
of the intensity proÐle. We Ðnd that a almost alwayssl2 \ 2corresponds to good recovery of input parameters, and a
always corresponds to poor recovery of inputsl2 [ 2parameters. Poor recovery of one parameter almost always
implies poor recovery of all other parameters, a high value
of and at least one parameter hitting limits. In such asl2,case, one would need to use a new set of starting values and
parameter ranges and try again. It should be noted that
failure in recovering parameters is easy to detect, as it is
always Ñagged by a high s2 value.
The extracted versus input data have been plotted in
Figure 1, with points having marked with open0 \sl2 \ 2circles while the remaining points are marked with dots.
Note that the points with a bad Ðt (i.e., generally liesl2 [ 2)far away from the line on which the input value equals the
extracted value. Almost all the remaining points (those with
plotted on these graphs are tightly grouped0 \sl2 \ 2)along this line. APB95 report that the ellipticity of the bulge
is not easy to determine by any method, and errors on the
order of 30% are possible. Our method, however, seems to
recover bulge ellipticity to a high degree of accuracy.
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FIG. 1.ÈScatter plots of extracted vs. input parameters for galaxies with n \ 4. Points with are indicated by open circles, while those with0 \ sl2 \ 2are indicated by dots.sl2 [ 2
In a second set of 500 runs, we varied n in the range
1.0\ n \ 6.0 .
All other parameters were varied within the same ranges
speciÐed above. In this case, the failure rate was 25%. The
extracted versus input data have been plotted in Figure 2.
As before, points with are marked with dots. Pointssl2 [ 2with and n \ 4 are marked with open circles, whilesl2 \ 2
points with and n [ 4 are marked with triangles.sl2 \ 2There is a marked increase in scatter of all parameters as
compared with the n \ 4 case described above, even for
points with Most signiÐcantly, the scatter in thesl2 \ 2.extraction of n is rather large for n [ 4. This occurs because
the intensity proÐle of the bulge gets steeper as n increases.
For large n, the fallo† in intensity with distance from the
center is so rapid that hardly any points with good S/N are
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FIG. 2.ÈScatter plots of extracted vs. input parameters with n in the range 1.0 \ n \ 6.0. Points with are indicated by dots, while those withsl2 [ 2are indicated by open circles or triangles (see text for details).0 \sl2 \ 2
available for Ðtting the bulge of the galaxy. This leads to
larger errors in estimation of n and other bulge parameters,
contributing to the increased scatter seen in n, disk-to-bulge
ratio, and bulge scale length for n [ 4. The only way to
reliably extract the bulge proÐle for galaxies with a weak
bulge resulting from an unfortunate combination of small
bulge scale length, high D/B, and large n is to use a higher
exposure time to improve S/N. When we increased the
exposure time by a factor of 10, there was a noticeable
decrease in scatter for large n. In most real situations, where
it is not feasible to increase exposure time, it should be
borne in mind that extracted values with large n and/or
small bulge scale lengths are prone to error.
4.2. Stability Tests
We conducted a series of tests to determine how the
program responds to deviations from the idealized condi-
tions assumed in the previous section, in order to gain some
1224 WADADEKAR, ROBBASON, & KEMBHAVI Vol. 117
TABLE 1
EFFECT OF CHANGING EXPOSURE TIME
Exposure Time Error in I
e
(s) sl2 Peak Counts Input Ie Extracted Ie (%)
5 . . . . . . . . . . . . . . . . 1.00 302 4.17 6.4 53.0
15 . . . . . . . . . . . . . . . 1.00 914 12.50 11.1 8.9
30 . . . . . . . . . . . . . . . 1.02 1923 25.00 24.2 3.2
60 . . . . . . . . . . . . . . . 1.04 3665 50.00 51.2 2.4
120 . . . . . . . . . . . . . 1.07 7623 100.00 101.0 1.0
240 . . . . . . . . . . . . . 1.11 14826 200.00 202.0 1.0
480 . . . . . . . . . . . . . 1.14 29740 400.00 415.0 3.8
insight into problems encountered when dealing with real
galaxy images rather than simulated ones.
4.2.1. E†ect of Changing S/N
The S/N improves with increase in exposure time. We
examined the image of the same simulated galaxy using
pixel counts for a bright galaxy and sky background corre-
sponding to exposure times ranging from about 5 s to 8
minutes on a 1 mÈclass telescope. The exposure times (and
hence the pixel counts) varied by a factor of 96, and the S/N
by a factor of about 10 (^961@2). The background counts
used were estimated from observations made on a 1 mÈclass
telescope in the Cousins R Ðlter. We expected that as S/N
got better, the Ðt would improve and parameter recovery
would become more accurate. We found that the accuracy
of the extracted parameter values is strongly dependent on
the exposure time only for short exposures, of less than 30 s.
The results for di†erent exposure times are shown in Table
1, which compares various input values of intensity at the
e†ective radius with the corresponding extracted value.I
ePeak counts of less than 1000 for galaxies are not very
useful for the purpose of bulge-disk decomposition.
It can be seen that increases slowly but monotonicallysl2with exposure time. This is an artifact of the way sky back-
ground is used in the program that creates the input gal-
axies. When simulating galaxies, background is added,
Poisson noise is calculated using the intensity of both back-
ground and galaxy, and the background is subtracted out.
Then, when the Ðtting program runs, it estimates the noise
at each pixel as the square root of the number of counts at
that pixel, but the actual noise is the square root of the sum
of the number of counts and the background. This causes
the points with low counts to be weighted more than they
should be (resulting in higher but the di†erence is small.sl2),
4.2.2. E†ect of Erroneous PSF Measurement
With real data it is often impossible, even if a large
number of stars are used, to measure the FWHM of the
PSF to an accuracy of better than about 5%. One reason
for this is the variation of the PSF over di†erent regions of
the CCD. Therefore, it is important to know how the Ðt will
react to an over- or underestimation of the FWHM of the
PSF, and to an elliptical PSF. The value of the point source
is expected to be a†ected the most because of errors in PSF
estimation. If the bulge scale length is very small, thenr
ebulge parameters will also be seriously a†ected by an incor-
rect estimation of the PSF. We ran two separate tests, one
with a circular PSF with the FWHM overestimated or
underestimated by up to 20%, and another in which the
width along one axis of the PSF changed by 20% while the
other remained constant, thereby generating elliptical PSFs.
During the Ðtting we used a constant circular Gaussian
PSF with FWHM pixel in all the test cases!fit \ 1described below.
For these tests, our simulated images were generated
using a PSF with varying FWHM, denoted by !image.corresponds to the situation in which an!image/!fit D 1error is made in the estimation of the FWHM of the PSF
used in modeling the intensity distribution of observed gal-
axies. In the Ðrst test, we assumed that the PSF shape is
circular and the only error is in estimating the value of the
FWHM. When the spreading of the image!image/!fit \ 1,due to seeing is overestimated by the decomposition
program. The excess deconvolved intensity at the center
causes it to report a Ðctitious point source. The minimum
value for the ratio we have used in the test is 0.8. At this
ratio, the Ðtted intensity of the Ðctitious point source is very
high, as can be seen from Figure 3. The bulge intensity is at
its minimum value. The intensity of the Ðctitious point
source decreases and that of the bulge increases contin-
uously as If the FWHM of the PSF is!image/!fit ] 1.underestimated, i.e., the point intensity!image/!fit [ 1,becomes negative.4
The variation of did not a†ect the extracted!image/!fitdisk scale length, which only once deviated by more than 1
pixel. The disk intensity increased with increasing input
PSF, analogous to the increase in bulge intensity discussed
above. The extracted bulge and point-source intensities,
and bulge radius, all vary systematically and approximately
linearly with the error in PSF estimation ; is very good insl2all cases, decreasing somewhat as the PSF gets to be closer
to our estimate of 1. These results are plotted in the left
panels of Figure 3.
To see the e†ect of errors in determining the shape of the
PSF, we generated galaxies with di†erent elliptical PSFs.
Such PSFs are observed, for example, if the plane of the
CCD is inclined to the focal plane of the telescope. The
decomposition program continued to use a Ðxed circular
PSF. The sequence of image PSFs was generated by
keeping one of the principal axes of the ellipses always equal
to and varying the other principal axis so that ratio of!fitthe two changed from 0.8 to 1.2. The results of parameter
extraction are plotted in the right panels of Figure 3 as a
function of where the ratio is now taken along!image/!fit,the changing principal axis.
When the PSFs used in the simulation as well as the
Ðtting are both circular, but have di†erent the Ðtting!image,
ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
4 A negative point is nonphysical, of course, but in general we will allow
for it because the law describing the bulge does not hold near the center of
most galaxies. In our simulation, however, we have assumed that the law
holds right to the center.
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FIG. 3.ÈE†ects of incorrect estimation of PSF on extracted parameters. The panels show changes in point intensity, bulge intensity, and bulge scale
length under a changing circular PSF (left) and under changing ellipticity of the PSF (right). In each panel, the dashed line indicates the Ðxed value of the
input parameters, while the y-axis shows the corresponding Ðtted value. The negative point intensity obtained for some values of is explained in the!image/!fittext.
procedure leads to a positive or negative Ðctitious point
source. A good overall Ðt is obtained with close to unitysl2in the latter case, i.e., when because here the!image/!fit [ 1,overall intensity at the center remains small and best-Ðt
bulge parameters that give a good Ðt, together with the
negative point source, can be found. In the case of a positive
point source, changed bulge parameters cannot compensate
for the error in the PSF, and the quality of the Ðt is dimin-
ished. In the case of the elliptical PSFs, is greater thansl2unity on both sides of !image/!fit \ 1.Bulge ellipticity, which was set to 0.1 in all simulated
images, was extracted very well in the case of the circular
PSF as it varied over its range of FWHM. When the PSF
becomes elliptical, we expect the extracted ellipticity to
increase as well, and it does, but only to 0.12 for the most
elliptical PSF, which had ellipticity 0.2. The ellipticity close
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FIG. 4.ÈResults of point-source extraction in 25 runs. The top panel
shows the value obtained in 25 runs. The bulge intensity increases aftersl2every Ðve runs, resulting in a steep drop in s2 due to improved S/N. The
middle panel shows adjacent to each other 25 input values for bulge inten-
sity and the corresponding recovered value. The bottom panel shows input
point-source intensities for each run and the corresponding recovered
value. Note that the middle panel has the y-axis plotted on a logarithmic
scale. See text for further explanation.
to the center of the galaxy is of course wholly determined by
the shape of the PSF, while farther away, the e†ects on the
extracted ellipticity are much smaller.
4.2.3. Fitting in the Presence of Stars
Our aim here was to check if the presence of bright fore-
ground stars on the galaxy could cause a systematic devi-
ation in extracted parameters. To test this, we added up to
20 randomly positioned stars to a 128 ] 128 pixel image
and ran the decomposition program without blocking out
the stars. The presence of the stars worsened the s2 con-
siderably, but the extracted parameters were not a†ected in
any signiÐcant or systematic way. Masking out the stars
improved the s2 to normal values (B1), and the parameters
were also accurately extracted as before.
4.3. Detecting a Point Source
We have examined the extraction of a point source at the
center of the galaxy. Since the bulge intensity has a very
sharp peak near the center, a point source can easily be
swamped by the bulge unless it is very bright. The objective
here is to Ðnd powerful sources, and not very weak ones
where the point intensity is less than the bulge intensity at
the central pixel. We looked at di†erent strengths of the
point relative to the bulge, by examining a uniform grid of
5 ] 5 values of point and bulge central intensities over
which the bulge and point each varied by a factor of 30.
There was no detection of a Ðctitious point. Weak points
were absorbed into the bulge, while strong points were
extracted well, as shown in Figure 4. For higher bulge inten-
sities, the point intensity was extracted better, because
higher S/N far from the center served to constrain the bulge
intensity more precisely.
5. FITTING REAL GALAXY IMAGES
The ultimate goal of this program is to extract param-
eters from a large sample of galaxies of di†erent morpho-
logical types, of the kind reported by APB95, De Jong
(1996), and Byun et al. (1996). To elucidate what our
program can do, and to compare results with those
obtained by other workers, we have used our program to
extract parameters for three disk galaxies chosen from the
data in APB95. Our program does not model bars, spiral
arms, and such other features, so we chose galaxies where
these features did not dominate when the images were
visually inspected. We used the on-line data described by
Peletier & Balcells (1997). More extensive work on the
larger samples will be reported separately. Here we wish to
merely compare the results of our approach with those
reported in APB95.
5.1. Possible Pitfalls
Going from Ðtting simulated models to Ðtting real gal-
axies has several attendant dangers. SigniÐcant errors in the
PSF can cause the detection of a Ðctitious point source
(° 4.2.2). Since the PSF is never known exactly, any extrac-
tion of a point must be examined very carefully. Hubble
Space Telescope data show that a single power law describ-
ing the bulge is a poor approximation to the intensity
proÐle near the center of a galaxy (Byun et al. 1996).
Without very precise knowledge of the PSF, measuring sys-
tematic deviations from the law is not reasonable. Images
are often normalized, averaged, or background-subtracted
during processing. Knowledge of the normalization used is
required before we can obtain an accurate estimate of the
S/N, which is a prerequisite for determining the weighting
function for our s2 minimization.
In extreme cases, the luminosity distribution of two
physically di†erent components are very similar, and they
can produce very similar values of the reduced s2. Our
method can give incorrect results under such circumstances.
For example, a bulge with a very small scale length can be
easily confused with a point source. Similarly, an extremely
large but weak circular disk can appear like background
sky. High-redshift galaxies with small scale length in
angular terms do not have a sufficient number of high-S/N
pixels for a reliable Ðt.
5.2. Comparison of Extracted Parameters
Table 2 shows extracted values from our program, as
compared with values published in APB95 for the three disk
galaxies NGC 5326, 5587, and 7311. Both the bulge and
disk ellipticities match very well. Correct extraction of ellip-
ticities is a prerequisite for the APB95 method of decompo-
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TABLE 2
COMPARISON OF EXTRACTED PARAMETERS
Parameter Source NGC 5326 NGC 5587 NGC 7311
Bulge ellipticity . . . . . . . . . . . . . . . APB95 0.20 0.20 0.00
This paper 0.31^ 0.13 0.22 ^ 0.18 0.07 ^ 0.14
Disk ellipticity . . . . . . . . . . . . . . . . APB95 0.55 0.70 0.53
This paper 0.55^ 0.05 0.78 ^ 0.20 0.56 ^ 0.06
D/B . . . . . . . . . . . . . . . . . . . . . . . . . . . . APB95 4.00 20.00 5.26
This paper 3.04 26.48 4.38
n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . APB95 2.19^ 0.45 1.53 ^ 0.21 1.32 ^ 0.12
This paper 1.78^ 0.12 2.10 ^ 0.16 1.90 ^ 0.13
Bulge scale length (kpc) . . . . . . APB95 0.54 0.48 0.87
This paper 0.22^ 0.03 0.20 ^ 0.03 0.34 ^ 0.04
Disk scale length (kpc) . . . . . . . APB95a 1.69 1.93 3.60
This paper 0.74^ 0.05 1.64 ^ 0.19 1.62 ^ 0.16
a Disk scale length was held Ðxed at 25A for all galaxies in APB95.
sition to work but is not required in our method. In two out
of the three cases, the discrepancy in n is greater than the
error bar reported in APB95 but the deviation is not large.
There is a discrepancy in the value of the bulge scale length
of a factor of almost exactly 2.5. We are unable to account
for this discrepancy. We have also reported the disk scale
length for these galaxies, which is held Ðxed at 25A for all
galaxies in APB95. In Table 2 we have converted the
angular scale length reported in APB95 to a linear scale.
Our extracted values for disk scale length match those in
APB95 to within a factor of 2.
It should be noted that our technique is fundamentally
di†erent from that used in APB95. We use the two-
dimensional images directly, not azimuthally averaged
luminosity proÐles. Our method extracts all galaxy param-
eters at one go, with no prior knowledge of ellipticities. We
expect our method to work well for disk galaxies at any
orientation.
6. ERROR ESTIMATION
In minimization problems, two methods are commonly
employed for parameter error estimation. The Ðrst is to
estimate the error from the second derivative of the function
being minimized with respect to the parameter under con-
sideration. The second is to gradually move away from the
minimum until a predetermined s2 is exceeded. The second
method will work for a single-parameter Ðt, irrespective of
whether the s2 function near the minimum is parabolic in
shape or of a more complicated nature. MINUIT can
perform error estimations using both methods.
In any multiparameter minimization process, formal
errors on the parameters can be generated from the covari-
ance matrix of the Ðt only if (1) the measurement errors are
normally distributed and either (2a) the model is linear in its
parameters or (2b) the sample size is large enough that the
uncertainties in the Ðtted parameters do not extend outside
a region where the model could be replaced by a suitable
linearized model. It should be noted that this criterion does
not preclude the use of a nonlinear Ðtting technique to Ðnd
the Ðtted parameters (Press et al. 1992).
Among the bulge and disk parameters that we use in the
Ðt, two are linear and and the rest are nonlinear.(I0 Is)Nonlinearity is highest for and Leaving all parameterse
b
e
d
.
free results in rather large formal error bars on extracted
parameters (20%È30%). The s2 function is not parabolic
near the minimum, which causes incorrect error estimation
by MINUIT when the derivative method is used. Even
moving away from the minimum until some s2 is exceeded
does not work here, as there are multiple free parameters
that are correlated. MINUIT is therefore unable to
compute errors using this technique when all parameters
are free. Fixing the most nonlinear parameters, i.e., the ellip-
ticities, to their extracted value enables MINUIT to
compute formal errors using this technique, as the function
can be approximated by a linearized model. The errors are,
however, still large. Fixing more parameters reduces the
error bars. Formal errors match those obtained from
parameter recovery in the 500-model test if only one param-
eter is left free. Given the strong inherent nonlinearity of our
model, the problem of obtaining formal error bars on
extracted parameters when more than one parameter is left
free simultaneously will be mathematically difficult.
7. CONCLUSIONS
Unprecedented amounts of CCD imaging data on gal-
axies will be generated by ongoing surveys such as the
Sloan Digital Sky Survey. Analysis of these data will require
completely automated, fast, and reliable algorithms for
tasks such as morphological classiÐcation (see, e.g.,
Abraham et al. 1994) followed by bulge-disk decomposition
for an appropriate subset of galaxies. Extensive tests on
simulated galaxy images show that the two-dimensional
Ðtting procedure described here is very successful at accu-
rately extracting a wide range of input parameters and that
the cases in which it fails can be easily detected from the s2
value since failure is always accompanied by a high s2
value.
One major limitation of our method is that it assumes
that the observed luminosity proÐle of the galaxy under
consideration actually follows the empirical laws we have
chosen, irrespective of the great variation seen in galaxy
morphologies. Studies of the e†ects of morphological fea-
tures such as dust absorption in disks, modeled by Evans
(1994), on scale parameters are required if we are to develop
a reliable methodology to extract parameters for galaxies
with strong features such as bars, spiral arms, etc.
For galaxies with very steep luminosity proÐles (i.e., small
bulge scale length or large n), conventional one-dimensional
Ðtting may provide a better solution than two-dimensional
methods because, in such galaxies, a very large fraction of
pixels have poor signal-to-noise ratio. This works against a
good determination by the two-dimensional method, which
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uses individual pixels over the whole image in the Ðt. When
there is large isophotal twist in the galaxy, a one-
dimensional method may work better than the two-
dimensional one, because most one-dimensional methods
follow the twisting of the ellipses by changing the position
angle with radius. All two-dimensional methods proposed
to date hold the position angle constant. When the e†ects of
shape parameters are signiÐcant, a two-dimensional tech-
nique is better. For example, when a highly inclined disk is
present, one-dimensional Ðts might miss it altogether or
provide a very poor Ðt. Two-dimensional methods are also
better in extraction of ellipticities of the bulge and the disk,
and for extraction of the point source, as the larger number
of data points available help constrain the extracted value
better.
Our extracted galaxy parameters are consistent with
those reported in APB95. Our method does not require
galaxies to have signiÐcantly di†erent bulge and disk ellip-
ticities as required in the method described in APB95. Thus
it is well suited for decomposition of face-on, as well as
edge-on, disk galaxies. We wish to sound a note of caution
about the lack of reliability of bulge-disk decomposition for
galaxies with strong features such as a bar or spiral arms,
those with n [ 4, and those with a poorly estimated PSF.
Although a good Ðt can probably be obtained even for such
galaxies using our method, our s2 value would no longer be
a powerful tool to distinguish between good and bad Ðts.
We intend to apply our technique to a sample of low-
redshift elliptical galaxies currently being studied by us.
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