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Abstract
We present an extension of J.-F. Colombeau’s theory of nonlinear
generalized functions to spaces of generalized sections of vector bun-
dles. Our construction builds on classical functional analytic notions,
which is the key to having a canonical geometric embedding of vector
bundle valued distributions into spaces of generalized sections. This
permits to have tensor products, invariance under diffeomorphisms,
covariant derivatives and the sheaf property. While retaining as much
compatibility to L. Schwartz’ theory of distributions as possible, our
theory provides the basis for a rigorous and general treatment of sin-
gular pseudo-Riemannian geometry in the setting of Colombeau non-
linear generalized functions.
Keywords: nonlinear generalized functions, diffeomorphism invariance,
Colombeau algebra, singular pseudo-Riemannian geometry, covariant deriva-
tive
MSC2100 Classification: 46T30
1 Introduction
The theory of distributions, founded by S. Sobolev [59] and L. Schwartz [58],
has been very successfully applied in many fields such as the study of partial
differential equations, Fourier analysis, engineering and theoretical physics
(see, e.g., [1, 27, 17, 65, 44]). However, it does not adapt well to nonlinear
problems because of the inherent difficulty to define nonlinear operations on
distributions.
The problem of multiplication of distributions has been approached in vari-
ous ways which mainly fall into two classes: either one defines the product
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only for certain pairs of distributions, or one embeds the space D′ of dis-
tributions into an algebra. The core issue to overcome in this is a certain
algebraic incompatibility between differentiation, multiplication and singular
functions that is made precise by L. Schwartz’ impossibility result [56], which
states that there cannot be an associative commutative differential algebra
containing D′ as a linear subspace such that the constant function 1 becomes
the multiplicative unit and the partial derivatives of distributions as well as
the pointwise product of continuous functions are preserved in the algebra.
While this result was commonly interpreted to preclude any reasonable mul-
tiplication of distributions, one can in fact construct algebras of generalized
functions containing D′ by weakening the above requirements in one form or
another; see [53, 50, 24] for a comprehensive overview on what is possible.
A particularly well-known and widely used approach has been introduced by
J. F. Colombeau ([9, 10]), who constructed differential algebras of general-
ized functions containing D′ and preserving the product not of continuous
but of smooth (i.e., infinitely differentiable) functions.
These Colombeau algebras, as they are commonly called, have been developed
further ([5, 11, 24, 52, 50]) and applied successfully in a wide variety of fields,
ranging from linear and nonlinear partial differential equations with singular
data or singular coefficients (see [45] for a recent survey) over pseudodif-
ferential operators and Fourier integral operators with non-smooth symbols
([16, 28, 15, 20]) to the investigation of topological and algebraic structures
in Colombeau generalized function spaces ([14, 13, 4, 3, 66]). A particu-
lar development in the theory of Colombeau algebras concerns a geometric
formulation of the theory with the aim of giving a comprehensive frame-
work for problems of non-smooth differential geometry with applications in
geophysics, Lie group analysis of differential equations or general relativity
([23, 25, 36, 41, 35, 24, 37, 63]).
In this geometric setting there are several highly interesting, physically rel-
evant results which could not be obtained by distributional methods alone
([60, 38, 61, 7, 67, 42, 35, 41, 62]); however, progress in the geometric the-
ory of Colombeau algebras, in particular the study of generalized sections
of vector bundles and generalized pseudo-Riemannian geometry, has been
mostly limited to the special variant of these generalized function spaces so
far ([39, 40]). This is a simplified variant of the theory which is easier to
calculate with, but has several drawbacks which in a sense preclude gen-
uine geometrical results (cf. [24, Section 3.2.2]); in particular, for special
Colombeau algebras there is no induced action of diffeomorphisms extending
the classical pullback of distributions, there is no canonical embedding of dis-
tributions, and no embedding of distributions can commute with arbitrary
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Lie derivatives.
In contrast to the special variant one has the so-called full variant of Colombeau
algebras. There, the drawbacks of the special algebra just mentioned do not
appear but are traded in for a more complicated technical apparatus needed
for the formulation of the theory. A diffeomorphism invariant local theory,
substantially based on previous work of Colombeau and Meril [12] and Jelínek
[32], was for the first time obtained in [23], where the full diffeomorphism
invariant algebra Gd(Ω) on open subsets Ω ⊆ Rn was presented. The gener-
alization to manifolds, which involved a change of formalism because Gd(Ω)
still was based on the linear structure of Rn, was accomplished in [25] with
the introduction of the full Colombeau algebra Ĝ(M) on any manifold M .
In a next step it was naturally very desirable to have an extension to a theory
of generalized sections of vector bundles, and in particular a theory of nonlin-
ear generalized tensor fields suitable for applications in (pseudo-)Riemannian
geometry. The basic problem encountered in this case is that one cannot use
a coordinatewise embedding: simply defining Ĝrs(M) := Ĝ(M)⊗C∞(M)T
r
s(M)
for generalized (r, s)-tensor fields (where Trs(M) is the space of smooth (r, s)-
tensor fields on M) cannot succeed due to a consequence of the Schwartz
impossibility result ([26, Proposition 4.1]). The underlying reason, which
will be detailed in Section 2.1, is that the embedding of distributions into
Colombeau algebras always involves some kind of regularization, but in or-
der to regularize non-smooth or distributional sections of a vector bundle one
needs to transport vectors between different points of the manifold (cf. [49]);
based on these ideas, in [26] an algebra
⊕
r,s Ĝ
r
s of generalized tensor fields
incorporating the necessary modifications was constructed.
This full generalized tensor algebra, however, also suffered from serious draw-
backs quite different from those of special algebras:
(i) Ĝrs inherits all the technical difficulties from G
d and Ĝ and adds even
more on top of them, which makes it rather inaccessible for non-specialists
and precludes easy applications.
(ii) Ĝrs is not a sheaf: the corresponding proof which worked in all previous
algebras (cf., e.g., [23, Section 8]) breaks down due to the failure of the
test objects to be ‘localizing’ in a certain sense.
(iii) There is no way to define a meaningful covariant derivative ∇X on
Ĝrs(M) that is C
∞(M)-linear in the vector field X, which would be an
indispensable necessity for geometrical applications like the definition
of generalized curvature (cf. [49]).
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Summing up, despite its achievements Ĝrs was still unsatisfactory and raised
fundamental questions about how to proceed, in general.
The latest turning point in this development was the introduction of a func-
tional analytic approach to Colombeau algebras (developed for the scalar
case in [49]) that both unifies and simplifies previous constructions on a con-
ceptual level as well as provides the structural framework for developing the
global vector-valued case in a natural way, overcoming points (i)–(iii).
The aim of this article is to give the details of this construction for the case of
generalized sections of vector bundles on manifolds. We will, in a very general
way, introduce these spaces and show how fundamental concepts like tensor
products, the sheaf property, covariant derivatives, pseudo-Riemannian met-
rics and the curvature tensor can be obtained in a natural and efficient way
in this context. This constitutes a new foundation of the geometric theory
of Colombeau algebras and its application to singular (pseudo-)Riemannian
geometry.
2 Preliminaries
In this article, the following conventions will be used. N, N0, R and C are
the sets of positive and nonnegative integers, real and complex numbers,
respectively. On any Rn, ‖.‖ denotes the Euclidean norm. We set K := R
or K := C throughout, depending on whether we want to consider real or
complex distributions, and I := (0, 1]. A family indexed by a set J is denoted
by (xj)j∈J or simply (xj)j if the index set is clear from the context. The
equivalence class of an element x with respect to some given equivalence
relation is denoted by [x], while [y 7→ f(y)] denotes a function f depending
on a variable y. We use the usual multiindex notation ∂α = ∂α11 · · ·∂
αn
n for
α = (α1, . . . , αn) ∈ N
n
0 and n ∈ N, where ∂i is the i-th partial derivative, and
set |α| = α1+ . . .+αn. If the differentiation variable needs to be specified we
write ∂αx or ∂xi . We employ the Landau notation fε = O(gε) (ε→ 0) for nets
(fε)ε and (gε)ε. id denotes the identity map. The restriction of a function f
to a set U is denoted by f |U . carr f and supp f denote the set {x : f(x) 6= 0}
and its closure, respectively. We write U ⊂⊂ V if the closure U is compact
and contained in the interior of V .
As basic references for locally convex spaces we use [31, 30]. Let E,F, . . . be
locally convex spaces over K; by L(E,F) and L(E,F) we denote the space
of linear maps from E to F which are continuous or bounded, respectively.
Similarly, Lk(E1 × . . .× Ek,F) and L
k(E1 × . . .× Ek,F) denote the space of
continuous or bounded k-multilinear maps, respectively. All these spaces are
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by default endowed with the topology of uniform convergence on bounded
sets ([31, Section 8.4]). By csn(E) we denote the set of continuous seminorms
on E.
Given a (commutative) ring R and two R-modules A and B, we denote
by HomR(A,B) the set of R-module homomorphisms from A to B. Our
references for module theory are [2, 6].
For differential calculus on arbitrary locally convex spaces we employ the
convenient setting of [34]. C∞(E,F) is the space of smooth mappings in this
sense. If E is finite dimensional this notion of smoothness is the classical
one (cf. [65, Chapter 40]). We write C∞(E) in place of C∞(E,K). The
main features we need of this calculus will be the exponential law C∞(E1 ×
E2,F) ∼= C
∞(E1, C
∞(E2,F)) and the differentiation operator d: C
∞(E,F)→
C∞(E,L(E,F)).
In terms of differential geometry we will mainly follow [43]. All manifolds
will be assumed to be real, Hausdorff and paracompact. A vector bundle E
over a manifold M with projection π is denoted by π : E → M or simply
E → M . Γ(E) denotes the space of smooth sections of E and Γc(E) the
subset of those with compact support. For x ∈ M , Ex = π
−1(x) denotes the
fiber of E over x. For any open subset U ⊆ M , Γ(U,E) and Γc(U,E) denote
the respective sets of sections over U . For f ∈ C∞(M), mf : Γ(E) → Γ(E)
denotes fiberwise multiplication by f . Given an atlas (Ui, ϕi)i of M , Γ(U,E)
is endowed with the projective topology with respect to the mappings (ϕ−1i )
∗
into the spaces C∞(ϕi(Ui),E) containing the local representations of sections,
where E is the typical fiber of E. Γc(U,E) is endowed with the corresponding
(LF)-topology. If U ⊆M is open and τ : π−1(U)→ U ×KdimE trivializing, a
section s ∈ Γ(E) has local coordinates si ∈ C∞(U) for i = 1 . . .dimE. Given
two vector bundles π : E → M and π′ : E ′ → M ′ and a pair of morphisms
f0 : M →M
′ and f : E → E ′ such that π′◦f = f0◦π and f is fiberwise linear,
we call f a vector bundle morphism over f0. By f
∗ : Γ(E ′)→ Γ(E) we denote
the pullback of sections and if f is a diffeomorphism we set f∗ := (f
−1)∗; this
notation will also be used for the pullback of distributions. X(M) denotes the
vector space of smooth vector fields on M and for X ∈ X(M), FlXt denotes
the flow of X at time t. Given a Riemannian metric g on a manifold M ,
Bgr (x) denotes the metric ball of radius r around x ∈ M and dg(x, y) the
induced Riemannian distance between two points x, y ∈M induced by g.
For basic notions of sheaf theory we refer to [64, 19].
Our references for distribution theory are [58, 30] for the local case and [24]
for distributions on manifolds. Contrary to L. Schwartz’ we will write C∞(Ω)
instead of E(Ω) for the space of smooth functions on an open subset Ω ⊆ Rn;
still, we denote the strong dual of C∞(Ω) by E′(Ω).
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Let a manifold M and a vector bundle E → M be given. With Vol(M) de-
noting the volume bundle ofM , (scalar) distributions onM are defined to be
elements of D′(M) := (Γc(Vol(M)))
′ = L(Γc(Vol(M)),K) and E-valued dis-
tributions are defined to be elements of D′(M,E) := (Γc(M,E
∗ ⊗Vol(M)))′
where E∗ is the dual bundle of E. Note the C∞(M)-module isomorphism
D′(M,E) ∼= Γ(E)⊗C∞(M) D
′(M) (cf. [48, 47])
These spaces of distributions are always endowed with the strong topology.
We denote the local coordinates of a distribution u ∈ D′(M,E) by ui ∈
D′(U) ∼= D′(ϕ(U)) for i = 1 . . .dimE.
2.1 Smoothing operators
The core idea of the functional analytic approach to Colombeau algebras
rests on a variant of L. Schwartz’ kernel theorem [57, Théorème 3], namely
the topological vector space isomorphism (for any open set Ω ⊆ Rn)
SO(Ω) := L(D′(Ω), C∞(Ω)) ∼= C∞(Ω,D(Ω)) =: SK(Ω). (1)
This isomorphism expresses the fact that distributions are regularized in a
reasonable (i.e., linear and continuous) way exactly by applying them to ele-
ments of C∞(Ω,D(Ω)), the latter space carrying the topology of uniform con-
vergence on compact sets in all derivatives ([65, Definition 40.2]). Explicitly,
the correspondence between smoothing operators Φ ∈ SO(Ω) and smoothing
kernels ~ϕ ∈ SK(Ω) is given by (Φu)(x) := 〈u, ~ϕ(x)〉 and ~ϕ(x) := Φt(δx) for
u ∈ D′(Ω) and x ∈ Ω, where Φt ∈ L(E′(Ω),D(Ω)) is the transpose of Φ. The
advantage of using smoothing operators instead of smoothing kernels is that
this notion easily extends to vector valued distributions:
Definition 2.1. Let π : E →M be a vector bundle and U ⊆M open. Then
we call
VSO(U,E) := L(D′(U,E),Γ(U,E))
the space of vector smoothing operators on E over U . We write VSO(E)
instead of VSO(M,E). For f ∈ C∞(U) and Φ ∈ VSO(U,E) we set f · Φ :=
mf ◦ Φ, which turns VSO(U,E) into a C
∞(U)-module.
We remark that a representation similar to (1) can be obtained for vector
smoothing operators (cf. [48]) as
VSO(E) ∼= Γ(E∗ ⊠E)⊗
C∞(M×M)
C∞(M,Vol(M)) (2)
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where ⊠ denotes the external tensor product of vector bundles ([21, Chapter
II.5]). In hindsight, this isomorphism completely explains the role of transport
operators (i.e., elements of Γ(E∗ ⊠ E)), which in [26] have been combined
with smoothing kernels Φ ∈ C∞(M,Vol(M)) on heuristical grounds in order
to regularize E-valued distributions. We base our presentation on vector
smoothing operators not only because the representation as a tensor product
would introduce unnecessary complications for our general purpose, but also
because the formalism of smoothing operators can immediately be adapted
for other spaces of distributions which are not necessarily given by dual spaces
of appropriate spaces of test functions ([48]).
Suppose E is trivializable over an open subset U ⊆M and dimE = m. Then
Γ(U,E) ∼= C∞(U)m and D′(U,E) ∼= D′(U)m, hence every Φ ∈ VSO(U,E) is
represented by an m × m-matrix (Φij)i,j=1...m with Φij ∈ SO(U) such that
Φ(u)i =
∑
j Φij(u
j):
D′(U,E) D′(U)m D′(U)
Γ(U,E) C∞(U)m C∞(U)
Φ

∼=
ιj
oo
∼=
pri //
Φij

Here, ιj and pri denote the canonical injection of the jth and projection to
the ith component, respectively.
3 Review of the scalar case
We first recall the construction of the scalar Colombeau algebra on an open
subset Ω ⊆ Rn in the functional analytic setting from [49] in order to in-
troduce some fundamental concepts and set the stage for the global vector-
valued case.
Colombeau’s original construction starts with an obvious candidate for an
algebra containingD′(Ω) and allowing for many nonlinear operations, namely
C∞(D(Ω)), the space of smooth functions D(Ω) → K (smoothness here is
understood in the sense of [34], while Colombeau’s original construction was
based on [8]). One then forms a certain quotient of this algebra (or rather
a subalgebra of it, to be precise) in which C∞(Ω) becomes a subalgebra.
Denote by ι : D′(Ω) → C∞(D(Ω)) the canonical inclusion. Using reflexivity
of C∞(Ω), which means that C∞(Ω) ∼= L(E′(Ω),K), one sees that ι actually
maps C∞(Ω) into the subalgebra C∞(E′(Ω)) ⊆ C∞(D(Ω)), where the latter
inclusion is given by the restriction map ([9, §3.1]).
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Elements of the form ι(f)ι(g) − ι(fg) for f, g ∈ C∞(Ω), which one would
like to vanish in a suitable quotient of C∞(D(Ω)), evaluate to zero on any
δx ∈ E
′(Ω), where δx denotes the Dirac delta distribution at x ∈ Ω. This
suggests to search for an ideal of C∞(D(Ω)) containing the set
K(Ω) := {F ∈ C∞(E′(Ω)) | F (δx) = 0 ∀x ∈ Ω }.
K(Ω) itself is an ideal in C∞(E′(Ω)). Because F ∈ C∞(D(Ω)) cannot be
evaluated at δx, the property F (δx) = 0 cannot be used directly for ex-
tending K(Ω) to an ideal of C∞(D(Ω)). The well-known classical scheme of
construction of Colombeau algebras (see also [50, 24]) is based on character-
izing elements F ∈ K(Ω) by evaluating them on scaled and translated test
functions ϕε,x(y) := ε
−nϕ((y − x)/ε), where ϕ ∈ D(Ω) and ε ∈ (0, 1]; one
sees that those F ∈ C∞(E′(Ω)) which lie in K(Ω) are characterized by the
property that the more moments of ϕ vanish, the faster F (ϕε,x) converges to
0 uniformly for x in compact sets when ε→ 0 ([9, Proposition 3.3.3]).
In order to express this in functional analytic and coordinate-invariant terms
we take note of the mappings ~δ ∈ C∞(Ω,E′(Ω)), ~δ(x) := δx and F˜ ∈
C∞(C∞(Ω,E′(Ω)), C∞(Ω)) defined by F˜ (~ϕ)(x) := F (~ϕ(x)) for each F ∈
C∞(E′(Ω)). The property defining K(Ω) can then be written as F˜ (~δ) = 0.
We emphasize that this is not merely a different notation but a change of
viewpoint enabling one to formulate the following essential abstraction of [9,
Proposition 3.3.3].
Lemma 3.1. Let F ∈ C∞(E′(Ω)). For any p ∈ csn(C∞(Ω)) there exists
q ∈ csn(C∞(Ω,E′(Ω))) such that
p(F˜ (~ϕ)− F˜ (~ψ)) ≤ q(~ϕ− ~ψ) ∀~ϕ, ~ψ ∈ C∞(Ω,E′(Ω)).
In particular, if p is given by f 7→ supx∈K,|α|≤m |(∂
αf)(x)| with K ⊆ Ω com-
pact and m ∈ N0, q is given by ~ϕ 7→ supx∈K,|α|≤m r((∂
α~ϕ)(x)) for some
r ∈ csn(E′(Ω)).
In other words, F˜ : C∞(Ω,E′(Ω)) → C∞(Ω) is uniformly continuous (al-
though smooth functions in the sense of [34] need not even be continuous,
in general). It follows that for (~ϕε)ε ∈ SK(Ω)
(0,1] and F ∈ C∞(Ω,E′(Ω)),
~ϕε → ~ϕ in C
∞(Ω,E′(Ω)) implies F˜ (~ϕε) − F˜ (~ϕ) → 0 in C
∞(Ω). Even more,
q(~ϕε − ~ϕ) = O(ε
m) for all q and m ∈ N implies p(F˜ (~ϕε) − F˜ (~ϕ)) = O(ε
m)
for all p and m ∈ N (we call this rapid convergence).
Proof. By the mean value theorem ([34, 1.4]) and the chain rule ([34, 3.18]),
F˜ (~ϕ)− F˜ (~ψ) is contained in the closed convex hull of the set
{ dF˜ (~ψ + t(~ϕ− ~ψ))(~ϕ− ~ψ) | t ∈ (0, 1) }.
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Let p be a continuous seminorm on C∞(Ω), which can be taken to be of
the form p(f) = supx∈K,|α|≤m |(∂
αf)(x)| with K ⊆ Ω compact and m ∈ N0
(the family of all such seminorms forms a basis of continuous seminorms of
C∞(Ω)). For the claim to hold it suffices to show that there is q such that
p(dF˜ (~ψ + t(~ϕ− ~ψ))(~ϕ− ~ψ)) ≤ q(~ϕ− ~ψ) for all t ∈ (0, 1). We first note that
for x ∈ Ω and α ∈ Nn0 , ∂
α(dF˜ (~ψ + t(~ϕ − ~ψ))(~ϕ − ~ψ))(x) = ∂αx (dF (
~ψ(x) +
t(~ϕ(x) − ~ψ(x)))(~ϕ(x) − ~ψ(x))) is given, again by the chain rule, by a linear
combination of terms of the form
dk+1F
(
~ψ(x) + t(~ϕ(x)− ~ψ(x))
)(
∂β1(~ψ + t(~ϕ− ~ψ))(x), . . . ,
∂βk(~ψ + t(~ϕ− ~ψ))(x), ∂βk+1(~ϕ− ~ψ)(x)
)
(3)
with k ∈ N0 and multiindices β1, . . . , βk+1 ∈ N
n
0 satisfying k ≤ |α| and
β1 + . . . + βk+1 = α. Because (t, x) 7→ d
k+1F (~ψ(x) + t(~ϕ(x) − ~ψ(x))) is
smooth (and hence continuous) from R× Ω into Lk+1(E′(Ω)k+1,K), it maps
[0, 1]×K into a bounded subset of Lk+1(E′(Ω)k+1,K). By the exponential law
for bounded linear mappings [34, 5.2] this space is bornologically isomorphic
to Lk(E′(Ω)k,L(E′(Ω),K)) and because each { ∂βi(~ψ + t(~ϕ − ~ψ))(x) | t ∈
[0, 1], x ∈ K } (i = 1, . . . , k) is bounded in E′(Ω) the set
{ dk+1F (~ψ(x) + t(~ϕ(x)− ~ψ(x)))(∂β1(~ψ + t(~ϕ− ~ψ))(x), . . . ,
∂βk(~ψ + t(~ϕ− ~ψ))(x)) | t ∈ [0, 1], x ∈ K }
is bounded and hence equicontinuous in L(E′(Ω),K) because E′(Ω) is bornolog-
ical and barrelled. Hence, there is a continuous seminorm r of E′(Ω) such
that (3) can be estimated by q(~ϕ− ~ψ) := supx∈K,|α|≤m r(∂
α(~ϕ− ~ψ)(x)), which
is a continuous seminorm of C∞(Ω,E′(Ω)).
Consequently, F˜ (~δ) = 0 if and only if F˜ (~ϕε)→ 0 in C
∞(Ω) for any net (~ϕε)ε
in C∞(Ω,E′(Ω)) with ~ϕε → ~δ. Although the latter condition makes sense
also for F ∈ C∞(D(Ω)) by defining F˜ (~ϕ)(x) := F (~ϕ(x)) for ~ϕ ∈ SK(Ω), the
corresponding subspace
{F ∈ C∞(D(Ω)) | F˜ (~ϕε)→ 0 for every net (~ϕε)ε in SK(Ω) with ~ϕε → ~δ }
is no ideal in C∞(D(Ω)): taking, e.g., u ∈ E′(Ω), K ⊆ Ω compact and
m ∈ N0, the expression
sup
x∈K,|α|≤m
∣∣∣∂α (˜ιu)(~ϕε)(x)∣∣∣ = sup
x∈K,|α|≤m
|〈u, (∂α~ϕε)(x)〉| ≤ C · sup
x∈K,y∈Ω
|α|≤m,|β|≤l
∣∣(∂αx∂βy ~ϕε)(x)(y)∣∣
(4)
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(where l is the order of u) can diverge faster than the convergence of F˜ (~ϕε)→
0 takes place. However, Lemma 3.1 shows that for F ∈ K(Ω) we can make
F˜ (~ϕε) → 0 converge rapidly by taking ~ϕε → ~δ rapidly, so we only need to
have a polynomial bound in 1/ε of (4) in order to make
{F ∈ C∞(D(Ω)) | F˜ (~ϕε)→ 0 rapidly for ~ϕε → ~δ rapidly }
invariant under multiplication by elements of ι(D′(Ω)). It cannot be stable
under multiplication by arbitrary elements F ∈ C∞(D(Ω)), therefore we
restrict to the space of those F such that F˜ (~ϕε) grows at most polynomially
in 1/ε, mimicking the behaviour of distributions above.
In order to ensure that nonzero distributions will not lie in the ideal and
also because intuitively, (˜ιu)(~ϕε) should be seen as an approximation of
u ∈ D′(Ω), we require that 〈u, ~ϕε〉 → u in D
′(Ω) (this ensures that the
concept of association, which is fundamental to Colombeau algebras in order
to obtain coherence with classical analysis, is available). Interpreting each
~ϕ as a regular D(Ω)-valued distribution, i.e., an element of L(D(Ω),D(Ω)),
via the vector-valued integral 〈~ϕ, ψ〉 :=
∫
~ϕ(x)ψ(x) dx ∈ D(Ω) for ψ ∈ D(Ω),
this is easily seen to be equivalent to requiring ~ϕε → id in L(D(Ω),D(Ω)).
These considerations lead to the use of so-called test objects, which are nets
(~ϕε)ε in SK(Ω) satisfying
(1) ∀p ∈ csn(C∞(Ω,E′(Ω))) ∀m ∈ N : p(~ϕε − ~δ) = O(ε
m);
(2) ~ϕε → id in L(D(Ω),D(Ω));
(3) ∀p ∈ csn(C∞(Ω,D(Ω))) ∃N ∈ N: p(~ϕε) = O(ε
−N).
From the above discussion it appears that the crucial objects of the quo-
tient construction are not elements of C∞(D(Ω)) but of C∞(SK(Ω), C∞(Ω)).
Hence, we are led to think of generalized functions as mappings from smooth-
ing kernels to smooth functions, which gives a much greater flexibility which
will be of significant use later on. We reach the following definitions:
Definition 3.2. We set E(Ω) := C∞(SK(Ω), C∞(Ω)), with embeddings
ι : D′(Ω) → E(Ω) and σ : C∞(Ω) → E(Ω) defined by (ιu)(~ϕ)(x) := 〈u, ~ϕ(x)〉
and (σf)(~ϕ) := f . Given a diffeomorphism µ : Ω→ Ω′, its action µ∗ : E(Ω)→
E(Ω′) is defined as (µ∗F )(~ϕ) := µ∗(F (µ
∗~ϕ)) = F (µ∗~ϕ)◦µ−1, where (µ∗~ϕ)(x) :=
(~ϕ(µx) ◦ µ) · |detDµ| is the natural pullback of smoothing kernels. The Lie
derivative of F ∈ E(Ω) with respect to a vector field X ∈ C∞(Ω,Kn) is
defined as (LXF )(~ϕ) := −(dF )(~ϕ)(L
SK
X ~ϕ) + LX(F (~ϕ)), where (L
SK
X ~ϕ)(x) =
LX(~ϕ(x)) + (LX ~ϕ)(x) is the Lie derivative of smoothing kernels.
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Note that this action of diffeomorphisms is the natural one and the Lie deriva-
tive LX is obtained by differentiating the pullback along the flow of X.
For the quotient construction, let the space S(Ω) of test objects on Ω be given
by all nets (~ϕε)ε ∈ SK(Ω)
(0,1] having properties (1)–(3) above, and S0(Ω) its
parallel vector subspace obtained by replacing convergence to ~δ in (1) and
to id in (2) by convergence to 0. Note that for (~ϕε)ε ∈ S(Ω), (L
SK
X ~ϕε)ε is an
element of S0(Ω).
Definition 3.3. An element F ∈ E(Ω) is calledmoderate if ∀p ∈ csn(C∞(Ω))
∀k ∈ N0 ∃N ∈ N ∀(~ϕε)ε ∈ S(Ω), (~ψ1,ε)ε . . . (~ψk,ε)ε ∈ S
0(Ω):
p
(
(dkF )(~ϕε)(~ψ1,ε, . . . , ~ψk,ε)
)
= O(ε−N).
The set of all moderate elements of E(Ω) is denoted by EM(Ω). An element
F ∈ E(Ω) is called negligible if ∀p ∈ csn(C∞(Ω)) ∀k ∈ N0 ∀m ∈ N ∀(~ϕε)ε ∈
S(Ω), (~ψ1,ε)ε . . . (~ψk,ε)ε ∈ S
0(Ω):
p
(
(dkF )(~ϕε)(~ψ1,ε, . . . , ~ψk,ε)
)
= O(εm).
The set of all negligible elements of E(Ω) is denoted by N(Ω). We set G(Ω) :=
EM(Ω)/N(Ω).
We recall that ι and σ map into EM(Ω) and commute with diffeomorphisms
and Lie derivatives, ι|C∞(Ω)−σ maps into N(Ω), ι is injective into G(Ω), and
sums, products, diffeomorphisms and Lie derivatives preserve moderateness
and negligibility and hence are well-defined on G(Ω). Furthermore, we note
that in order to obtain a sheaf one has to require, in addition to (1)–(3), that
supp ~ϕε(x) converges to x in a certain sense. For further details we refer to
[49].
Remark 3.4. (i) Because of isomorphism (1) one can also formulate this
construction in terms of smoothing operators Φ ∈ SO(Ω), using the
basic space E(Ω) := C∞(SO(Ω), C∞(Ω)) and corresponding conditions
on nets (Φε)ε ∈ SO(Ω)
(0,1]. Then, the Colombeau-product of two
embedded distributions, (ι(u) · ι(v))(~ϕ) := 〈u, ~ϕ〉 · 〈v, ~ϕ〉, turns into
(ι(u) · ι(v))(Φ) := Φ(u) · Φ(v) for Φ ∈ SO(Ω), which is nothing else
than taking the usual product of the regularizations of u and v. This
idea will also form the basis of the definition of the tensor product of
generalized vector fields.
(ii) This method of obtaining a diffeomorphism invariant Colombeau alge-
bra is considerably simpler than the previous approach in [23, 25], see
Remark 5.2 (iii).
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4 The basic space
In this section we will introduce the spaces containing the representatives
of generalized sections of vector bundles and define the basic operations on
them.
The strength of the functional analytic approach outlined in Section 3 is that
it transfers directly to the setting on manifolds and also to vector bundle val-
ued distributions simply by replacing SK(Ω) ∼= SO(Ω) by the appropriate
space of vector smoothing operators. However, one point of fundamental im-
portance has to be made clear: if one accepts the premise that, conceptually,
generalized functions are best seen as functions depending on smoothing op-
erators (which provide the embedding of distributions), this means that in
the vector valued case, distributions taking values in different vector bundles
will have to depend on different smoothing operators – as long as no addi-
tional structure is introduced which relates smoothing operators of different
vector bundles.
In a first step, given a vector bundle E →M we note that distributions u ∈
D′(M,E) act on vector smoothing operators Φ ∈ VSO(E) via the canonical
embedding
ι : D′(M,E)→ L(VSO(E),Γ(E))
u 7→ [Φ 7→ Φ(u)]
which corresponds to the mapping R 7→ R˜ of Section 3 (but with linear
maps). Denoting the image of u under this embedding by the same letter,
we henceforth write u(Φ) := Φ(u).
Following the scheme of the scalar case (see Remark 3.4 (i) above), we will
extend the usual operations on smooth sections of E (vector space structure,
tensor product, permutation, contraction with dual tensor fields, derivatives
etc.) to distributional sections u ∈ D′(M,E) by applying them to the regu-
larizations u(Φ) ∈ Γ(E), where Φ ∈ VSO(E) is a parameter on which the
generalized section depends, similar to the role test functions have in dis-
tribution theory. This results in a smooth section depending on the same
vector smoothing operators as the arguments of the operation. For example,
the tensor product of u ∈ D′(M,E) and v ∈ D′(M,F ), where F → M is
another vector bundle, shall be given by the bilinear continuous (or, more
generally, smooth) mapping
u⊗ v : VSO(E)× VSO(F )→ Γ(E ⊗ F ),
(Φ,Ψ) 7→ u(Φ)⊗C∞(M) v(Ψ).
(5)
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In the scalar case (i.e., for M = Ω ⊆ Rn and E = F = Ω × K), requiring
commutativity of this product for u, v ∈ D′(Ω) would force the mapping
u · v : (Φ,Ψ) 7→ u(Φ) · v(Ψ) to be symmetric, which naturally leads to taking
polynomials or consequently smooth functions on SO(Ω) as the basic space
and in turn gives the construction outlined in Section 3. In the general case,
however, the tensor product has to satisfy the following natural conditions:
(i) For E = F , the permutation R ⊗ S → S ⊗ R of the tensor product
(5) should be compatible with the permutation p : r ⊗ s 7→ s ⊗ r on
Γ(E)⊗C∞(M) Γ(E) in the sense that p◦ (R⊗S) = S⊗R as elements of
C∞(VSO(E)×VSO(E),Γ(E⊗E)). This implies that R(Φ1)⊗S(Φ2) =
R(Φ2) ⊗ S(Φ1) for Φ1,Φ2 ∈ VSO(E), which forces us to set Φ1 = Φ2.
Hence, distributions with values in the same vector bundle have to be
regularized by the same vector smoothing operators.
(ii) Contraction should be compatible with permutations in the following
sense. Let R ∈ C∞(VSO(E),Γ(E)), S ∈ C∞(VSO(F ),Γ(F )), α ∈
Γ(E∗) and β ∈ Γ(F ∗). Defining R · α ∈ C∞(VSO(E), C∞(M)) by (R ·
α)(Φ) := R(Φ)·α, we require that (R⊗S)(α⊗β) = (S⊗R)(β⊗α). How-
ever, using (5), (R⊗S)(α⊗β) lies in C∞(VSO(E)×VSO(F ), C∞(M))
while (S⊗R)(β⊗α) is an element of C∞(VSO(F )×VSO(E), C∞(M)).
The necessary identification of VSO(E) × VSO(F ) and VSO(F ) ×
VSO(E) will be taken care of by using the proper notation.
From this it follows that VSO(E) should appear at most once for each vector
bundle E as a parameter space of a generalized tensor field. Moreover, one
should not impose any specific order on arguments of generalized sections.
Formally, this is accomplished by the following definition.
Definition 4.1. (i) Let E → M be a vector bundle and ∆ a (possibly
empty) finite set of vector bundles. Then we define
VSO(∆) :=
∏
G∈∆
VSO(G),
E
∆(E) := C∞(VSO(∆),Γ(E)).
Elements of the vector space E∆(E) are called generalized sections of
E (with index set ∆). We call each E∆(E) a basic space.
(ii) If ∆ is the empty set the product becomes the trivial vector space {0}
and we identify E∅(E) = C∞({0},Γ(E)) with Γ(E).
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(iii) Distributions are embedded into E{E}(E) via ι : D′(M,E)→ E{E}(E),
(ιu)(Φ) := Φ(u) for u ∈ D′(M,E) and Φ ∈ VSO(E).
(iv) For any open subset U ⊆ M , the space of generalized sections of E
over U is defined to be E∆(U,E) := E(G|U )G∈∆(E|U). Furthermore, we
write E∆(M) := E∆(M ×K). Elements of E∆(M) are called generalized
scalar functions (with index set ∆).
For shorter notation we will frequently write Φ ∈ VSO(∆) instead of (ΦG)G ∈
VSO(∆). E∆(E) is a C∞(M)-module with multiplication (f · R)(Φ) := f ·
R(Φ) for f ∈ C∞(M), R ∈ E∆(E) and Φ ∈ VSO(∆). Because for ∆1 ⊆
∆2 we have E
∆1(E) ⊆ E∆2(E), we can (and usually will) assume that all
generalized sections we are dealing with have the same index set ∆. We will
consider ι from above as a map into E{E}(E).
Definition 4.2. Given R ∈ E∆(E) and S ∈ E∆(F ) we define their tensor
product R⊗ S as the element of E∆(E) given by
(R⊗ S)(Φ) := R(Φ)⊗C∞(M) S(Φ) (Φ ∈ VSO(∆)). (6)
Note that (R, S) 7→ R⊗ S is C∞(M)-bilinear.
Remark 4.3. (i) These definitions comply with conditions (i) and (ii) above.
(ii) For E = F = M ×K this tensor product turns E∆(M) into an algebra.
(iii) The most striking feature of the general vector valued case is the fact
that, compared to the scalar case, there is not only one but many
basic spaces even for scalar generalized functions: contracting R ∈
C∞(VSO(E),Γ(E)) with a dual tensor field α ∈ Γ(E∗) gives an element
of C∞(VSO(E), C∞(M)), i.e., for any vector bundle E we have scalar
generalized functions in E{E}(M). Although at this level of generality
there is no relation between these basic spaces, such may be obtained
by imposing further structure as seen for example in [26], where only
tensor bundles are considered; see also Section 5.1.
The next crucial result states that generalized sections in E∆(E) can be
viewed as sections in Γ(E) with coefficients in E∆(M), a result which holds
analogously for distributions ([24, Theorem 3.1.12]) and in Gˆrs ([26, Theorem
8.19]).
Theorem 4.4. E∆(E) ∼= E∆(M)⊗C∞(M)Γ(E) ∼= HomC∞(M)(Γ(E
∗),E∆(M))
as C∞(M)-modules.
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Proof. Using the fact that Γ(E) is a projective C∞(M)-module the claim is
easily reduced to the case E = M × K for which it holds trivially; see also
[26, Theorem 8.19] for a different proof which also applies here.
Denoting the image of R ∈ E∆(E) in HomC∞(M)(Γ(E
∗),E∆(M)) also by R,
this isomorphism explicitly reads (R ·α)(Φ) = R(Φ) ·α for Φ ∈ VSO(∆) and
α ∈ Γ(E∗). If E is trivial and (bi)i=1...m is a basis of Γ(E) with dual basis
(βi)i=1...m of Γ(E
∗) then R can be written as R =
∑m
i=1R
ibi with coordinates
Ri = R · βi ∈ E∆(M).
The following algebraic consequences of Theorem 4.4 follow immediately from
standard module theory ([6, Chapter II §5]):
Corollary 4.5. Let E, F be vector bundles over M . Then
(i) E∆(E) is an E∆(M)-module,
(ii) if Γ(E) has basis (bi)i, E
∆(E) has basis (1⊗ bi)i,
(iii) E∆(E) is a projective E∆(M)-module.
Furthermore, the following E∆(M)-module isomorphisms hold:
(iv) E∆(E)⊗E∆(M) E
∆(F ) ∼= E∆(E ⊗ F ),
(v) HomC∞(M)(Γ(E),Γ(F ))⊗C∞(M) E
∆(M) ∼= HomE∆(M)(E
∆(E),E∆(F )),
(vi) HomC∞(M)(Γ(E),E
∆(M)) ∼= HomE∆(M)(E
∆(E),E∆(M)).
These properties are very useful in practice because they transfer classi-
cal isomorphisms to the generalized setting. Their explicit form is as fol-
lows. (i): for R ∈ E∆(E) and F ∈ E∆(M), R · F ∈ E∆(E) is given by
(R · F )(Φ) = R(Φ) · F (Φ) for Φ ∈ VSO(∆), which is consistent with the
product given by Definition 4.2. Moreover, the C∞(M)-module structure on
E∆(E) of Definition 4.2 is exactly the one obtained by restricting the ring
of scalars of E∆(E) from E∆(M) to C∞(M) via the embedding C∞(M) =
E∅(M) ⊆ E∆(M). Similarly, C∞(M) is a subalgebra of E∆(M). (v): for
h ∈ HomC∞(M)(Γ(E),Γ(F )) and F ∈ E
∆(M), h⊗F corresponds to the map
H ∈ HomE∆(M)(E
∆(E),E∆(F )) defined by H(R)(Φ) := h(R(Φ)) · F (Φ) for
R ∈ E∆(E) and Φ ∈ VSO(∆). (vi): for h ∈ HomC∞(M)(Γ(E),E
∆(M)) and
Φ ∈ VSO(∆), the element H ∈ HomE∆(M)(E
∆(E),E∆(F )) corresponding to
h is given by H(R)(Φ) := h(R(Φ))(Φ) for R ∈ E∆(E) and Φ ∈ VSO(∆).
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Furthermore, we define the contraction of R ∈ E∆(E) and S ∈ E∆(E∗) in
the obvious way by (R · S) := R(Φ) · S(Φ).
We will now consider the mixed tensor algebra
T∆E (E) :=
⊕
r,s≥0
E∆(Ers )
where Ers = E⊗ . . . E⊗E
∗⊗ . . .⊗E∗ with r copies of E and s copies of E∗,
and E00 = M ×K.
By Corollary 4.5 (v) it follows that if r, s ≥ 1 then for all (i, j) with 1 ≤ i ≤ r,
1 ≤ j ≤ s there is a unique E∆(M)-linear mapping C ij : E
∆(Ers )→ E
∆(Er−1s−1),
called (i, j)-contraction, such that C ij(R1 ⊗ . . .⊗Rr ⊗ α
1⊗ . . .⊗ αs) is given
by
(Ri ·α
j) ·R1⊗ . . .⊗Ri−1⊗Ri+1⊗ . . .⊗Rr⊗α
1⊗ . . .⊗αj−1⊗αj+1⊗ . . .⊗αs
for all R1, . . . Rr ∈ E
∆(E) and α1, . . . , αs ∈ E∆(E∗). In fact, this mapping
is simply given by componentwise contraction of smooth tensor fields, i.e.,
we have C ij(R)(Φ) = C
i
j(R(Φ)) for R ∈ E
∆(Ers ) if we denote by C
i
j also the
classical contraction.
A derivation on T∆E (E) is a family of K-linear functions
D = Drs : E
∆(Ers )→ E
∆(Ers ) (r, s ≥ 0)
such that D(R ⊗ S) = DR ⊗ S + R ⊗ DS and D(C ijR) = C
i
j(DR), i.e.,
D satisfies the Leibniz rule and commutes with all contractions. Such a
derivation is uniquely determined by its values on E∆(M) and E∆(E).
4.1 Functoriality
It was an open question for a long time whether a functorial construction
of Colombeau’s algebra of generalized functions is possible in the sense that
any diffeomorphism Ω→ Ω′ between open subsets of Rn (or, more generally,
manifolds) induces a corresponding map between the respective Colombeau
algebras. A complete answer was given for the first time in [23], based on pre-
vious work of several authors ([12, 32]). This, in turn, led to the construction
of an intrinsic variant of Colombeau algebras on manifolds in [25]. However,
this construction was technically very involved (cf. [24, Section 2.1]).
On the level of the basic space this question is solved easily; in our setting the
definition of vector smoothing operators and the basic space are functorial.
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However, our approach is distinguished by the fact that also the spaces of
test objects (see Section 5) will be functorial by definition; this is a stark
contrast to the situation of [23], where diffeomorphism invariance was only
achieved by way of complicated modifications of the respective spaces of test
objects.
Vector bundle isomorphisms act naturally on vector smoothing operators and
the basic space as follows:
Definition 4.6. Let µ : E → F be a vector bundle isomorphism over a
diffeomorphism f : M → N . We define the push-forward of Φ ∈ VSO(E)
along µ as the element µ∗Φ ∈ VSO(F ) given by (µ∗Φ)(u) := µ∗(Φ(µ
∗u)) for
u ∈ D′(N,F ).
Let R ∈ E∆(E) and µ = {µG : G → G
′}G∈∆∪{E} a family of vector bundle
isomorphisms over the same diffeomorphism µ : M → N . Then µ∗R is defined
as the element of E∆(E ′) with ∆′ := {G′}G∈∆ given by
(µ∗R)(Φ
′) := (µE)∗(R(µ
∗Φ′))
where µ∗Φ′ := (µ∗GΦ
′
G′)G ∈ VSO(∆) for Φ
′ ∈ VSO(∆′).
We have (µ ◦ ν)∗ = µ∗ ◦ ν∗ and id∗ = id both for vector smoothing operators
and for generalized sections.
Proposition 4.7. The action of vector bundle isomorphisms of Definition
4.6 extends the classical one on distributional sections via ι, i.e., µ∗◦ι = ι◦µ∗,
and trivially the one of smooth sections.
Proof. Let u ∈ D′(M,E) and µ : E → F a vector bundle isomorphism.
Then for Φ ∈ VSO(F ), (µ∗(ιu))(Φ) = µ∗((ιu)(µ
∗Φ)) = µ∗((µ
∗Φ)(u)) =
µ∗(µ
∗(Φ(µ∗u))) = ι(µ∗u)(Φ).
4.2 Lie derivatives
We assume all vector bundles to be natural from now on, which means that
each E → M is given by E = F(M) for a vector bundle functor F, as for
such vector bundles the Lie derivative of a section along a vector field X
exists ([33, 6.15]). A vector bundle functor F is a functor which assigns to
each manifold M of fixed dimension n a vector bundle F(M) → M and to
each smooth map µ : M → N , where N is another manifold, a vector bundle
homomorphism F(µ) : F(M) → F(N) over µ which is a linear isomorphism
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on each fiber. The Lie derivative of s ∈ Γ(F(M)) with respect to X ∈ X(M)
then is defined as LXs :=
d
dt
|t=0(Fl
X
t )
∗s, where (FlXt )
∗s := F(FlX−t) ◦ s ◦ Fl
X
t .
The usual way to define the Lie derivative of Colombeau generalized functions
is by differentiating the pullback along the flow of a complete vector field X
with respect to the time parameter (see e.g. [25, Definition 3.8]). For this we
first calculate the Lie derivative of Φ ∈ VSO(E) as
d
dt
∣∣∣∣
t=0
(FlXt )
∗Φ = LX ◦ Φ− Φ ◦ LX
and define LSOX Φ := LX ◦ Φ − Φ ◦ LX for all X ∈ X(M). Note that L
SO
X ∈
L(VSO(E),VSO(E)). For Φ = (ΦG)G ∈ VSO(∆) we will write L
SO
X Φ in place
of (LSOX ΦG)G. Accordingly, the Lie derivative of R ∈ E
∆(E) for complete X
is calculated as(
d
dt
∣∣∣∣
t=0
(FlXt )
∗R
)
(Φ) =
d
dt
∣∣∣∣
t=0
((FlXt )
∗R)(Φ)
=
d
dt
∣∣∣∣
t=0
(FlXt )
∗(R((FlX−t)
∗Φ))
=
d
dt
∣∣∣∣
t=0
(FlXt )
∗(R(Φ)) +
d
dt
∣∣∣∣
t=0
R((FlX−t)
∗Φ)
= LX(R(Φ))− dR(Φ)(L
SO
X Φ). (7)
We adopt formula (7) for the definition of the Lie derivative L̂X on E
∆(E)
for arbitrary X ∈ X(M). However, this is not the only way to define a
Lie derivative: similarly to the definitions of the elementary operations on
the basic space one can define a Lie derivative L˜X ‘after regularization’, i.e.,
for fixed Φ. Incidentally, this is exactly the one which is used in special
Colombeau algebras (cf. [24, Definition 3.2.2]). Hence, we have the following
two Lie derivatives on E∆(E):
Definition 4.8. Let R ∈ E∆(E), X ∈ X(M) and Φ ∈ VSO(∆). Then we
define L̂XR and L˜XR as the elements of E
∆(E) given by
(L̂XR)(Φ) := LX(R(Φ))− dR(Φ)(L
SO
X Φ),
(L˜XR)(Φ) := LX(R(Φ)).
These derivatives will be shown to agree on embedded distributions on the
level of association in Section 7. Because for fixed R ∈ E∆(E) the map
X 7→ L˜XR is in HomC∞(M)(X(M),E
∆(E)) ∼= HomE∆(M)(E
∆(TM),E∆(E)),
L˜X has a natural extension to the case where X is a generalized vector field
as follows:
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Definition 4.9. For R ∈ E∆(E) and X ∈ E∆(TM) we define L˜XR ∈ E
∆(E)
by
(L˜XR)(Φ) := L˜X(Φ)R(Φ) (Φ ∈ VSO(∆)).
Proposition 4.10. The Lie derivatives L̂X and L˜X have the following prop-
erties:
(i) Let E →M and F →M be vector bundles, R ∈ E∆(E) and S ∈ E∆(F ).
Then
L̂X(R⊗ S) = L̂XR⊗ S + R⊗ L̂XS (X ∈ X(M)),
L˜X(R⊗ S) = L˜XR⊗ S + R⊗ L˜XS (X ∈ E
∆(TM)).
(ii) L̂ and L˜ are K-bilinear as maps X(M) × E∆(E) → E∆(E). For F ∈
E∆(M), L˜XF is E
∆(M)-linear in X.
(iii) L̂X commutes with ι, i.e., L̂X ◦ ι = ι ◦ LX .
(iv) On Γ(E) = E∅(E), L̂X and L˜X coincide with the classical Lie derivative
LX of smooth sections.
Proof. (i): For Φ ∈ VSO(∆) we trivially have
LX((R⊗ S)(Φ)) = LX(R(Φ))⊗ S +R(Φ)⊗ LX(S(Φ))
and, by the chain rule,
d(R ⊗ S)(Φ)(LSOX Φ) = (dR)(Φ)(L
SO
X Φ)⊗ S(Φ) +R(Φ)⊗ (dS)(Φ)(L
SO
X Φ)
which gives the claim. (ii) and (iv) are clear, while (iii) is seen from L̂X(ιu)(Φ) =
−(LSOX Φ)(u) + LX(Φ(u)) = Φ(LXu) = ι(LXu)(Φ) for u ∈ D
′(M,E) and
Φ ∈ VSO(E).
The Lie derivatives L˜X and L̂X extend to the tensor algebra T
∆
E (E).
Classically, the Lie bracket [LX ,LY ] of two derivations on C
∞(M) induced
by smooth vector fields X, Y ∈ X(M) is again induced by a smooth vector
field denoted by [X, Y ] and given by [X, Y ] = LXY . The same holds for
L˜ if we take generalized vector fields X, Y ∈ E∆(TM) and define their Lie
bracket [X, Y ] as follows:
Definition 4.11. Let X, Y ∈ E∆(TM). Then their Lie bracket [X, Y ] ∈
E∆(TM) is defined as
[X, Y ](Φ) := [X(Φ), Y (Φ)] (Φ ∈ VSO(∆)).
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Then L˜X ◦ L˜Y − L˜Y ◦ L˜X = L˜[X,Y ] and [X, Y ] = L˜XY for X, Y ∈ E
∆(TM).
Moreover, [X, Y ] has the same properties as the classical Lie bracket: it is K-
bilinear, antisymmetric, satisfies the Jacobi identity and for F,G ∈ E∆(M),
[FX,GY ] = FG[X, Y ] + (F L˜XG)Y − (GL˜XF )X.
One may ask why it is necessary to consider two notions of Lie derivatives.
Although both are natural in their own right, it results from the Schwartz
impossibility result that one cannot have a Lie derivative LX of generalized
functions which at the same time commutes with the embedding of distribu-
tions and is C∞-linear in the direction X. The first property is indispensable
for a geometric theory, and the second one is needed in a way for defining
quantities like the curvature tensor. Hence, it can be understood that the
notion of Lie derivative splits into two, each having one of the properties
mentioned, but satisfying the other one in the sense of association, as we will
see.
5 Test objects
The task of finding the right class of test objects for the quotient construction
can without doubt be considered the decisive step in the development of dif-
feomorphism invariant Colombeau algebras. Needless to say, much variance
is possible in this choice, which in turn is directly reflected in the properties
of the algebras so obtained. It is therefore desirable to start with a very
general class of test objects on which further properties can then be imposed
as required for specific applications. We will describe such a general class for
the construction of generalized section spaces in this section.
Definition 5.1. A test object on a vector bundle E → M is a net (Φε)ε ∈
VSO(E)I satisfying the following conditions.
(VSO1) For any Riemannian metric g on M ∀x0 ∈M ∃ an open neighborhood
V of x0 ∀r > 0 ∃ε0 ∈ I ∀x ∈ V ∀ε ≤ ε0 ∀u ∈ D
′(M,E): (u|Bgr (x) =
0⇒ Φε(u)(x) = 0).
(VSO2) Φε → id in L(D
′(M,E),D′(M,E)).
(VSO3) ∀p ∈ csn(VSO(E)) ∃N ∈ N: p(Φε) = O(ε
−N).
(VSO4) ∀p ∈ csn(L(Γ(E),Γ(E))) ∀m ∈ N: p(Φε|Γ(E) − id) = O(ε
m).
A 0-test object is a sequence (Φε)ε ∈ VSO(E)
I satisfying (VSO1), (VSO3)
and the following conditions.
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(VSO2’) Φε → 0 in L(D
′(M,E),D′(M,E)).
(VSO4’) ∀p ∈ csn(L(Γ(E),Γ(E))) ∀m ∈ N: p(Φε|Γ(E)) = O(ε
m).
In other words, (Φε)ε is a 0-test object if and only if (Φε+id)ε is a test object.
We denote by S(E) the set of all test objects, by S0(E) the set of all 0-test
objects, and by S1(E) the set of all (Φε)ε ∈ VSO(E)
I satisfying (VSO1).
S0(E) and S1(E) are are C∞(M)-modules with multiplication f · (Φε)ε :=
(mf ◦ Φε)ε, as is easily verified. S(E) is an affine space over S
0(E); in
fact, for finitely many fi ∈ C
∞(M) with
∑
i fi = 1 and (Φi,ε)ε ∈ S(E),
(
∑
i fiΦi,ε)ε ∈ S(E) again.
Furthermore, we write S(U,E) := S(E|U), S
0(U,E) := S0(E|U) as well as
S1(U,E) := S1(E|U). The notations S(∆), S
0(∆) and S1(∆) mean families
of corresponding test objects indexed by ∆, e.g.,
S(∆) :=
∏
G∈∆
S(G) = {((ΦG,ε)ε)G : (ΦG,ε)ε ∈ S(G) ∀G ∈ ∆ }.
Remark 5.2. (i) Note that (VSO1) is independent of the Riemannian met-
ric because any two given Riemannian metrics are equivalent locally
(see e.g. [24, (3.68)]x or [46, Lemma 2]).
(ii) We point out that we would not strictly need (VSO1) for the con-
struction of a Colombeau generalized function space, but because it is
essential for obtaining the sheaf property we include it in the definition
of test objects in any case. Moreover, if (VSO1) holds for certain (V, r)
it obviously also holds for all open subsets of V and r′ > r, and for all
relatively compact sets V .
(iii) It is instructive to compare the above test objects with those which
have been employed for the construction of Ĝ(M) ([26, Definition 3.4]).
Restricting our considerations to the scalar case, (VSO1) is more easily
understood in terms of smoothing kernels instead of smoothing oper-
ators, as for ~ϕε corresponding to Φε it simply states that supp ~ϕε(x)
is eventually contained in an arbitrarily small neighborhood of x in a
locally uniform but otherwise arbitrary way. In contrast, [26] requires
that the support of ~ϕε(x) shrinks linearly with ε. Furthermore, instead
of (VSO3) and (VSO4), in [26] one only has estimates on derivatives
of ~ϕε of the form ∂
α
y ∂
β
x+y ~ϕ(x)(y) (in local coordinates) and demands
convergence to id merely in the topology of uniform convergence on
compact sets instead of the topology of uniform convergence on com-
pact sets in all derivatives. Because one cannot avoid having to use
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properties (VSO2-4) in the construction of Colombeau algebras they
are in effect also used in [26] but are proved from the other properties of
test objects there. This is less natural and efficient than the definitions
we start with above. Furthermore, because of these more restrictive
properties, obtaining diffeomorphism invariance is much more involved
than in our case, where it essentially follows from Lemma 5.4 (ii).
We will also need sets of test objects for which the above conditions hold
uniformly:
Definition 5.3. A set A ⊂ S(E) of test objects is called uniform if conditions
(VSO1)–(VSO4) hold uniformly for all of its elements, i.e.:
(UVSO1) For any Riemannian metric g on M ∀x0 ∈M ∃ an open neighborhood
V of x0 ∀r > 0 ∃ε0 ∈ I ∀(Φε)ε ∈ A ∀x ∈ V ∀ε ≤ ε0 ∀u ∈ D
′(M,E):
(u|Bgr (x) = 0⇒ Φε(u)(x) = 0).
(UVSO2) ∀p ∈ csn(L(D′(M,E),D′(M,E))): sup(Φε)ε∈A p(Φε − id)→ 0.
(UVSO3) ∀p ∈ csn(VSO(E)) ∃N ∈ N: sup(Φε)ε∈A p(Φε) = O(ε
−N).
(UVSO4) ∀p ∈ csn(L(Γ(E),Γ(E))) ∀m ∈ N: sup(Φε)ε∈A p(Φε|Γ(E) − id) = O(ε
m).
Similarly, a set A ⊂ S0(E) of 0-test objects is called uniform if it satisfies
(UVSO1), (UVSO3) and the following conditions:
(UVSO2’) ∀p ∈ csn(L(D′(M,E),D′(M,E))): sup(Φε)ε∈A p(Φε)→ 0.
(UVSO4’) ∀p ∈ csn(L(Γ(E),Γ(E))) ∀m ∈ N: sup(Φε)ε∈A p(Φε|Γ(E)) = O(ε
m).
Subsets of S(∆) or S0(∆) are called uniform if each of their components
in S(G) or S0(G) for G ∈ ∆ is uniform. Such uniform sets of (0-) test
objects will be employed in Theorem 6.3, where we show that negligibility of
moderate generalized functions can be tested without resorting to derivatives.
The following Lemma shows why the concept of 0-test objects is needed,
namely in order to have L̂X preserve moderateness and negligibility.
Lemma 5.4. (i) LSOX acting on (Φε)ε ∈ VSO(E)
I transforms the above
properties in the following way: (VSO1)⇒ (VSO1), (VSO2)⇒ (VSO2’),
(VSO3)⇒ (VSO3), (VSO4)⇒ (VSO4’), and similarly for the uniform
conditions. Hence, it maps S(E) into S0(E).
(ii) Vector bundle isomorphisms as in Definition 4.6 preserve all the above
properties (VSO1)–(VSO4), (VSO2’), (VSO4’), and their uniform vari-
ants.
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Proof. (i) Fix a Riemannian metric g and x0 ∈ M . Because (Φε)ε satisfies
(VSO1) there exists an open neighborhood V of x0 such that ∀r > 0 ∃ε0
∀x ∈ V ∀ε ≤ ε0 ∀u ∈ D
′(M,E): (u|Bg
r/2
(x) = 0 ⇒ Φε(u)(x) = 0). Now sup-
pose u vanishes on Bgr (x) for some x ∈ V . Choose an open neigborhood V
′ ⊆
V ∩Bgr/2(x) of x. For any y ∈ V
′, u|Bg
r/2
(y) = 0 holds and implies Φε(u)(y) =
0, which gives LX(Φε(u))(x) = 0. Moreover, (LXu)|Bg
r/2
(x) = 0 implies
Φε(LXu)(x) = 0. In sum, (L
SO
X Φε)(u)(x) = LX(Φε(u))(x)− Φε(LXu)(x) = 0,
which means that (LSOX Φε)ε satisfies (VSO1).
For the other conditions note that LSOX = (LX)∗−(LX)
∗, Φ 7→ LX ◦Φ−Φ◦LX
is continuous, hence for p a continous seminorm of any of L(Γ(E),Γ(E)),
L(VSO(E),VSO(E)) or L(D′(M,E),D′(M,E)), p◦LSOX is also a continuous
seminorm of the same space, which implies the claim. Uniformity simply
goes through.
(ii) The claim for (VSO1) follows by taking the pullback metric. The rest
follows because p 7→ p ◦ µ∗ transforms all involved seminorms appropriately.
Remark 5.5. (i) The above conditions are the bare minimum needed for
the construction of a Colombeau algebra. In practice, many more con-
ditions can be added easily e.g. for stronger association properties.
(ii) Because Γ(E) and D′(M,E) are Montel spaces, the Banach-Steinhaus
theorem implies that conditions (VSO2,2’,3,4,4’) are already satisfied
if they hold for the weak topologies on the respective spaces of linear
mappings.
Smoothing operators and test objects can also be restricted in a certain sense,
which will be the essential ingredient for obtaining the sheaf property of the
Colombeau quotient.
Theorem 5.6. For any open subsets U, V ⊆ M with V ⊆ U there exists
a linear continuous mapping ρSOV,U : VSO(U,E) → VSO(V,E) such that the
following holds:
(i) Given (Φε)ε ∈ S
1(U,E) and any Riemannian metric g on U , each
x ∈ V has an open neighborhood X ⊆ V such that for some r0 > 0,
Bgr0(X) ⊂⊂ V and for all 0 < r ≤ r0 there is ε0 ∈ I such that
∀ε ≤ ε0 ∀y ∈ X ∀v ∈ D
′(V,E) ∀v˜ ∈ D′(U,E) :
(v|Bgr (y) = v˜|Bgr (y) ⇒ (ρ
SO
V,UΦε)(v)(y) = Φε(v˜)(y)). (8)
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(ii) For Φ ∈ VSO(U,E) and f ∈ C∞(U), ρSOV,U(f · Φ) = f |V · ρ
SO
V,U(Φ).
(iii) For Φ,Ψ ∈ VSO(U,E) and p ∈ V , evp ◦Φ = evp ◦Ψ implies evp ◦ρ
SO
V,UΦ =
evp ◦ρ
SO
V,UΨ.
Proof. Cover V by a family of open relatively compact subsets W such that
W ⊆ V . Choose a partition of unity (χW )W on V subordinate to this family
and a function θW ∈ C
∞(U) for each W such that θW ≡ 1 on an open
neighborhood of suppχW and supp θW ⊆ V . Define ρ
SO
V,U : VSO(U,E) →
VSO(V,E) by
(ρSOV,UΦ)(u) :=
∑
W
χW · Φ(u · θW )|V (u ∈ D
′(V,E)).
Note that u·θW ∈ D
′(U,E) here. It is easily verified that ρSOV,UΦ ∈ VSO(V,E).
Any x ∈ V has an open neighborhood X ⊆ V intersecting only finitely many
suppχW , say those for W = W1, . . . ,Wn. X ⊆
⋃n
i=1 suppχWi ⊆
⋃n
i=1Wi
hence is compact and contained in V , and
(ρSOV,UΦ)(u)|X =
n∑
i=1
χWi|X · Φ(u · θW )|X . (9)
Because L(D′(V,E),Γ(V,E)) carries the projective topology with respect to
all maps Φ 7→ |X ◦ Φ into L(D
′(V,E),Γ(X,E)), where X runs through any
open cover of V , and |X ◦ ρ
SO
V,U as given by (9) is a sum of linear continuous
maps, ρSOV,U is continuous. (ii) and (iii) are clear from the definition.
For (i), fix (Φε)ε ∈ S
1(U,E) and a Riemannian metric g on U . Take r0 > 0
so small that Bgr0(X ∩ suppχWi) ⊆ θ
−1
Wi
(1) for all i and hence Bgr0(X) ⊂⊂ V .
Now suppose 0 < r ≤ r0. By (VSO1) and because X is relatively compact
there is ε0 ∈ I such that ∀y ∈ X ∀ε ≤ ε0 ∀u ∈ D
′(U,E): (u|Bgr (y) = 0 ⇒
Φε(u)(y) = 0). Let ε ≤ ε0, y ∈ X, v ∈ D
′(V,E) and v˜ ∈ D′(U,E) be given
with v|Bgr (y) = v˜|Bgr (y). Now for y ∈ X∩suppχWi we have (v ·θWi−v˜)|Bgr (y) = 0
and hence
(ρSOV,UΦε)(v)(y)− Φε(v˜)(y) =
n∑
i=1
χWi(y) · Φε(v · θWi − v˜)(y) = 0.
Remark 5.7. In practice, (8) gives a way to evaluate ρSOV,UΦε: given a rela-
tively compact subset X with X ⊆ V , take f ∈ C∞(U) with supp f ⊆ V
and f ≡ 1 on an open neighborhood of X. Then for small ε we will have
(ρSOV,UΦε)(v)|X = Φε(f · v)|X . Similarly, one sees that for u ∈ D
′(U,E),
Φε(u)|X = (ρ
SO
V,UΦε)(u|V )|X for small ε.
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The mapping of Theorem 5.6 turns U 7→ S1(U,E) into a presheaf if we
consider those smoothing operators which agree locally and eventually in the
following sense to be equivalent.
Definition 5.8. Let N(U,E) denote the C∞(U)-module of all nets (Φε)ε ∈
VSO(U,E)I such that for each x ∈ U there is an open neighborhood V in U
and ε0 ∈ I such that for ε ≤ ε0, |V ◦ Φε = 0. Then N(U,E) is a submodule
of S0(U,E) ⊆ S1(U,E) and we define the quotient modules S˜0(U,E) :=
S0(U,E)/N(U,E) and S˜1(U,E) := S1(U,E)/N(U,E). For (Φε)ε, (Ψε)ε ∈
S1(U,E) we write (Φε)ε ∼ (Ψε)ε if (Φε)ε − (Ψε)ε ∈ N(U,E).
We define an equivalence relation on S(U,E) by setting (Φε)ε ∼ (Ψε)ε if
(Φε)ε − (Ψε)ε ∈ N(U,E), where (Φε)ε,(Ψε)ε in S(U,E). By S˜(U,E) :=
S(U,E)/ ∼ we denote the quotient set, which is an affine space over S˜0(U,E).
We will now show that U 7→ S˜1(U,E) is a sheaf of C∞-modules. The first
step is the presheaf property.
Proposition 5.9. Let (Φε)ε ∈ S
1(U,E). Then
(i) (ρSOV,UΦε)ε ∈ S
1(V,E),
(ii) (Φε)ε ∼ 0 implies (ρ
SO
V,UΦε)ε ∼ 0,
(iii) for open sets U2 ⊆ U1 ⊆ U we have ((ρ
SO
U2,U1
◦ρSOU1,U)(Φε))ε ∼ (ρ
SO
U2,U
Φε)ε.
Proof. (i): Fix x0 ∈ V and a Riemannian metric g on U . Choose X and r0
as in Theorem 5.6 (i). Fix some 0 < r ≤ r0 for showing (VSO1). Choose
f ∈ C∞(U) with supp f ⊆ V and f ≡ 1 on Bgr0(X). Insert r in Theorem
5.6 (i) and (VSO1) (with V there given by the relatively compact set X),
which gives ε0 and ε1; let ε ≤ min(ε0, ε1), y ∈ X and v ∈ D
′(V,E) with
v|Bgr (y) = 0. Then f · v ∈ D
′(U,E) satisfies (f · v)|Bgr (y) = v|Bgr (y) = 0, hence
(ρSOV,UΦε)(v)(y) = Φε(f · v)(y) = 0.
For (ii), let x ∈ V . There is an open neighborhoodW of x, which can be taken
relatively compact such that W ⊂⊂ V , such that |W ◦ Φε = 0 for small ε.
With f ∈ C∞(U) such that supp f ⊆ V and f ≡ 1 on an open neighborhood
ofW we have (ρSOV,UΦε)(u)|W = Φε(f ·u)|W = 0 for all u ∈ D
′(V,E) and small
ε by assumption.
For (iii) we only have to note that for all open relatively compact sets X
with X ⊆ U2 and f ∈ C
∞(U) with f ≡ 1 on an open neighborhood of X
and supp f ⊆ U2, for small ε we have
(ρSOU2,U1(ρ
SO
U1,UΦε))(u)|X = ρ
SO
U1,U(Φε)(f · u)|X = Φε(f · u)|X = ρ
SO
U2,U(Φε)(u)|X.
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In conjunction with Theorem 5.6 (ii) this means that U 7→ S˜1(U,E) is a
presheaf of C∞-modules, where the restriction map |V : S˜
1(U,E)→ S˜1(V,E)
is determined by (Φε)ε 7→ (ρ
SO
V,UΦε)ε. We will now show that we can also
uniquely glue together coherent families:
Proposition 5.10. U 7→ S˜1(U,E) is a sheaf of C∞-modules on M .
Proof. Let U ⊆M be open, (Uλ)λ an open cover of U and [(Φε)ε] ∈ S˜
1(U,E).
Supposing that [(Φε)ε]|Uλ = 0 for each λ, we have to show that [(Φε)ε] = 0.
Let x ∈ U . Then there is an open neighborhood W of x such that W is
compact and contained in Uλ for some λ. Then |W ◦Φε = |W ◦ρ
SO
Uλ,U
Φε◦|Uλ = 0
by small ε by assumption, which gives the claim.
Now let [(Φλε )ε] ∈ S˜
1(Uλ, E) be given for each λ, satisfying [(Φ
λ
ε )ε]|Uλ∩Uµ =
[(Φµε )ε]|Uλ∩Uµ ∀λ, µ. Let (χλ)λ be a partition of unity on U subordinate to
(Uλ)λ. For each ε ∈ I we define Φε ∈ VSO(U,E) by
Φε(u) :=
∑
λ
χλ · Φ
λ
ε (u|Uλ) (u ∈ D
′(U,E)). (10)
We claim that (Φε)ε satisfies (VSO1): fix x0 ∈ U , a Riemannian metric g
on U and an open, relatively compact neighborhood V of x0 intersecting
only finitely many suppχλ, namely those for λ in some finite index set F .
Given r > 0, for each λ ∈ F choose ελ according to (VSO1) such that
∀x ∈ suppχλ ∩ V ∀ε ≤ ελ ∀u ∈ D
′(Uλ, E): (u|Bgλr (x) = 0 ⇒ Φ
λ
ε (u)(x) = 0).
Here, Bgλr (x) denotes the metric ball at x of radius r in Uλ with respect to the
restricted metric gλ := g|Uλ. Then for ε ≤ minλ∈F ελ, x ∈ V and u ∈ D
′(U,E)
with u|Bgr (x) = 0, for x ∈ suppχλ ∩ V we also have (u|Uλ)|Bgλr (x) = 0 and
hence Φε(u)(x) =
∑
λ∈F χλ(x)Φ
λ
ε (u|Uλ)(x) = 0.
Now we are going to show that [(Φε)ε]|Uµ = [(Φ
µ
ε )ε]. For this we need that
∀x0 ∈ Uµ there is an open neighborhood V of x0 in Uµ and ε0 ∈ I such that
(ρSOUµ,UΦε)(u)|V = Φ
µ
ε (u)|V ∀u ∈ D
′(Uµ, E) for small ε.
First, choose V ⊆ U open such that V is compact and contained in Uµ. Fix
f ∈ C∞(U) with f ≡ 1 on an open neighborhood of V and supp f ⊆ Uµ.
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Then for small ε, the following identities show the claim:
(ρSOUµ,UΦε)(u)|V = Φε(f · u)|V =
∑
λ∈F
χλ|V · Φ
λ
ε ((f · u)|Uλ)|carrχλ∩V
=
∑
λ∈F
χλ|V · (ρ
SO
Uλ∩Uµ,Uλ
Φλε )(u|Uλ∩Uµ)|carrχλ∩V
=
∑
λ∈F
χλ|V · (ρ
SO
Uλ∩Uµ,Uµ
Φµε )(u|Uλ∩Uµ)|carrχλ∩V
=
∑
λ∈F
χλ|V · Φ
µ
ε (u)|carrχλ∩V = Φ
µ
ε (u)|V ,
where we have used Remark 5.7 because carrχλ ∩ V is compact and con-
tained in Uλ ∩ Uµ.
The following implies that also U 7→ S˜(U,E) and U 7→ S˜0(U,E) are sheaves:
Proposition 5.11. Let U ⊆ M open and (Uλ)λ an open cover of U . Then
(Φε)ε ∈ S
1(U,E) satisfies (VSO2), (VSO2’), (VSO3), (VSO4) or (VSO4’)
if and only if each (ρSOUλ,UΦε)ε ∈ S
1(Uλ, E) does so.
Proof. The proof is straightforward; for example, assume that (Φε)ε satisfies
(VSO2). By Remark 5.5 (ii) it suffices to show weak convergence. Let u ∈
D′(Uλ, E) and ϕ ∈ Γc(Uλ, E
∗⊗Vol(M)). Choose f ∈ C∞(U) such that f ≡ 1
on an open neighborhood of suppϕ and supp f ⊆ Uλ. Then
〈(ρSOUλ,UΦε)(u), ϕ)〉 = 〈Φε(fu), ϕ〉 → 〈fu, ϕ〉 = 〈u, ϕ〉,
which means that (ρSOUλ,UΦε)ε satisfies (VSO2). For the converse direction
a similar calculation using a partition of unity subordinate to (Uλ)λ is em-
ployed. The other properties are shown analogously.
Corollary 5.12. Let W,V, U ⊆ M be open such that W ⊆ V ∩ U 6= ∅, and
(Φε)ε ∈ S(V,E). Then there exists (Ψε)ε ∈ S(U,E) such that (ρ
SO
W,UΨε)ε ∼
(ρSOW,VΦε). An analogous statements holds for (Φε)ε in S
0(V,E) or S1(V,E).
Proof. Choose an open neighborhood W ′ of W such that W ′ ⊆ U ∩ V , any
(Ψ0ε)ε ∈ S(U,E) and χ ∈ C
∞(U ∩ V ) with suppχ ⊆ W ′ and χ ≡ 1 on W .
Then χ · [(Φε)ε]|U∩V + (1− χ) · [(Ψ
0
ε)ε]|U∩V is an element of S(U ∩ V,E); its
restriction to (U∩V )∩(U\W ′) is given by [(Ψ0ε)ε]|(U∩V )\W ′. Hence, by Propo-
sition 5.10 there exists (Ψε)ε ∈ S(U,E) such that [(Ψε)ε]|W = [(Φε)ε]|W .
Furthermore, we will need the following Lemma later on.
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Lemma 5.13. Let K, V, U ⊆ M be open, V ⊆ U and K compact and con-
tained in V . Then if one of (Φε)ε ∈ S(V,E) and (Ψε)ε ∈ S(U,E) is given
the other one can be chosen such that |K ◦ Φε ◦ |V = |K ◦ Ψε on D
′(U,E);
similarly for the spaces S0 and S1.
Proof. Choose W open with K ⊆ W ⊆ W ⊆ V . Then by Corollary
5.12 (Ψε)ε or (Φε)ε exists such that (ρ
SO
W,UΨε)ε ∼ (ρ
SO
W,VΦε)ε. Then, for
u ∈ D′(U,E), Φε(u|V )|K = (ρ
SO
W,VΦε)(u|W )|K = (ρ
SO
W,UΨε)(u|W )|K = Ψε(u)|K
for small ε.
In order to study the local expression of test objects we list the relevant
conditions for nets of smoothing operators (Φε)ε ∈ SO(Ω)
I for Ω ⊆ Rn open
(cf. Section 3 and [49]).
(SO1) is identical to (VSO1).
(SO2) Φε → id in L(D
′(Ω),D′(Ω)).
(SO2’) Φε → 0 in L(D
′(Ω),D′(Ω)).
(SO3) ∀p ∈ csn(SO(Ω)) ∃N ∈ N : p(Φε) = O(ε
−N).
(SO4) ∀p ∈ csn(L(C∞(Ω), C∞(Ω))) ∀m ∈ N : p(Φε|C∞(Ω) − id) = O(ε
m),
(SO4’) ∀p ∈ csn(L(C∞(Ω), C∞(Ω))) ∀m ∈ N : p(Φε|C∞(Ω)) = O(ε
m),
Suppose at first that E is trivializable over a chart (U, ϕ) ofM . Then accord-
ing to Section 2.1, Φ has components Φij ∈ SO(U) ∼= SO(Ω) with Ω = ϕ(U).
Conditions (VSO1–4,2’,4’) then translate into conditions on these compo-
nents as follows:
Φ satisfies (VSO1)⇐⇒ each Φij satisfies (SO1)
Φ satisfies (VSO2)⇐⇒ Φij satisfies (SO2) if i = j and (SO2’) if i 6= j
Φ satisfies (VSO2’)⇐⇒ each Φij satisfies (SO2’)
Φ satisfies (VSO3)⇐⇒ each Φij satisfies (SO3)
Φ satisfies (VSO4)⇐⇒ Φij satisfies (SO4) if i = j and (SO4’) if i 6= j
Φ satisfies (VSO4’)⇐⇒ each Φij satisfies (SO4’)
and similarly for the uniform variants of these conditions. In conjunction
with the sheaf property of the space of test objects, this allows one to easily
construct global test objects for the vector case from local scalar test objects
as follows: suppose we are given an atlas (Uα, ϕα) of M and choose Φ
α
ij ∈
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SO(ϕα(Uα)) satisfying (SO1), (SO2) if i = j and (SO2’) if i 6= j, (SO3),
(SO4) if i = j and (SO4’) if i 6= j. This defines test objects Φα ∈ S(Uα, E)
which, using Propositions 5.10 and 5.11 and a partition of unity, can be glued
together to give a test object Φ ∈ S(E).
In particular, rewriting the embedding of the special Colombeau algebra in a
suitable way one obtains a net of smoothing operators (given by convolution)
satisfying (SO1)–(SO4), cf. [49, Section 9]. In this way one can also obtain
properties like (SO2) for other spaces of distributions, e.g., Ck-functions for
k <∞, because an analogoue of Proposition 5.11 holds for these properties.
More geometrically, vector smoothing operators may be defined by parallel
transport along geodesics (locally in geodesically convex neighborhoods) if
there is a background connection avaliable on the manifold (see [46] for more
details). In fact, this is a special case of the combination of so-called trans-
port operators (sections of the external tensor product E∗ ⊠ E) and scalar
smoothing kernels using the isomorphism (2); such combinations have been
employed more generally in [26].
5.1 Classes of smoothing operators
In certain situations it might be desirable to incorporate specific information
about a given problem into the definition of the generalized function spaces
used to formulate and solve the problem. Situations where this occurs are for
example if the underlying manifold has additional structure like an orienta-
tion, symmetries, a background connection etc., or if physical considerations
dictate certain properties of the generalized functions considered.
For these reasons it is sensible to consider classes of test objects which sat-
isfy additional properties to those listed above. The present literature on
Colombeau algebras supplies plenty of possible variations on test objects
(both for full and special algebras) of which we do not even attempt to ini-
tiate a systematic study here. Instead, it shall suffice to point out how the
choice of test objects is reflected in (i) the sheaf property, and (ii) invariance
under diffeomorphisms.
For (i), the sheaf property rests on Proposition 5.11, which needs to be valid
for any additional properties we might impose on test objects. In other terms,
these properties should be defined in terms of a suitable local behaviour if
we want to obtain a sheaf.
For (ii), invariance of the spaces of generalized functions under diffeomor-
phisms obviously rests on the corresponding property of the spaces of test
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objects. This question can of course be posed also for more particular classes
of transformations instead of all diffeomorphisms.
One example of how the test objects can be modified according to the situ-
tation is given by the space of generalized tensor fields Gˆrs of [26]. There,
only tensor bundles T rsM of the base manifold M are considered. The iso-
morphism (2) in conjunction with the fact that a transport operator on TM
induces a transport operator on each T rsM (cf. [26, Definition 6.3]) then gives,
in principle, rise to a theory of generalized tensor fields having only one space
of scalars, in contrast to the general theory which is the scope of this article.
However, Gˆrs lacks the sheaf property and the possibility to define L˜X and
generalized covariant derivatives. However, the use of transport operators
could be combined with the structure outlined in this article to obtain an
improved version of Gˆrs having these properties.
The case of manifolds with given background connections to be used in the
embedding of tensorial distributions has been studied in [46]; in this situa-
tion, the embedding has been shown to commute with homotheties and Lie
derivatives along Killing vector fields.
We finally remark that due to our functional analytic approach and the
detailed study of the sheaf property above, it is comparatively easy to adapt
and modify the theory outlined in this article as desired.
6 The quotient construction
As is typical for spaces of nonlinear generalized functions in the sense of
Colombeau, the basic spaces of Definition 4.1 need to undergo a quotient
construction in order to preserve the tensor product of smooth sections. For
this purpose one singles out subsets of so-called moderate and negligible el-
ements of E∆(E). The respective definitions are taylored in a way such that
they are invariant under the Lie derivatives of Definition 4.8. Furthermore,
for more generality the tests incorporate uniform sets of test objects (Defini-
tion 5.3); this is necessary for the proof of Theorem 6.3 but will be seen to
be equivalent to using single test objects only.
Definition 6.1. R ∈ E∆(E) is called moderate if ∀p ∈ csn(Γ(E)) ∀j ∈ N0
∃N ∈ N such that for all uniform subsets A ⊆ S(∆) and B ⊆ S0(∆) we have
p((djR)(Φε)(Ψ1,ε, . . . ,Ψj,ε)) = O(ε
−N)
uniformly for (Φε)ε ∈ A and (Ψi,ε)ε ∈ B for i = 1 . . . j. The subset of
moderate elements of E∆(E) is denoted by E∆M(E).
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R ∈ E∆(E) is called negligible if ∀p ∈ csn(Γ(E)) ∀j ∈ N0 ∀m ∈ N0 for all
uniform subsets A ⊆ S(∆) and B ⊆ S0(∆) we have
p((djR)(Φε)(Ψ1,ε, . . . ,Ψj,ε)) = O(ε
m)
uniformly for (Φε)ε ∈ A and (Ψi,ε)ε ∈ B for i = 1 . . . j. The subset of
negligible elements of E∆(E) is denoted by N∆(E).
Note that because Γ(E) carries the projective topology with respect to all
restrictions Γ(E) → Γ(U,E) for U from an open cover of M , in practice
it suffices to estimate p((djR)(Φε)(Ψ1,ε, . . . ,Ψj,ε)|U) for p ∈ csn(Γ(U,E)).
In particular, we will often assume U to be relatively compact. Moreover,
because the j-th differential is symmetric ([34, 5.11]) one can test with Ψ1,ε =
. . . = Ψj,ε.
We have the following simplification of these definitions.
Theorem 6.2. R ∈ E∆(E) is moderate if and only if ∀p ∈ csn(Γ(E)) ∀j ∈ N0
∃N ∈ N ∀(Φε)ε ∈ S(∆), (Ψ1,ε)ε, . . . , (Ψj,ε)ε ∈ S
0(∆) we have
p((djR)(Φε)(Ψ1,ε, . . . ,Ψj,ε)) = O(ε
−N).
Similarly, R is negligible if and only if ∀p ∈ csn(Γ(E)) ∀j ∈ N0 ∀m ∈ N
∀(Φε)ε ∈ S(∆), (Ψ1,ε)ε, . . . , (Ψj,ε)ε ∈ S
0(∆) we have
p((djR)(Φε)(Ψ1,ε, . . . ,Ψj,ε)) = O(ε
m).
Proof. Assuming that the condition for moderateness holds, suppose R is
not moderate in the sense of Definition 6.1. This means that there exist
p ∈ csn(Γ(E)) and j ∈ N0 such that for N ∈ N obtained from the assumption
for this p and j, there are uniform subsets A ⊆ S(∆) and B ⊆ S0(∆) such
that
∀C > 0 ∀ε0 ∈ I ∃η ≤ ε0 ∃(Φε)ε ∈ A ∃(Ψi,ε)ε ∈ B (i = 1 . . . j) :
p((djR)(Φη)(Ψ1,η, . . . ,Ψj,η)) > C · η
−N .
From this we obtain a strictly decreasing sequence (εn)n ց 0 and sequences
((Φnε )ε)n in A, ((Ψ
n
i,ε)ε)n in B (i = 1 . . . j) such that
p((djR)(Φnεn)(Ψ
n
1,εn, . . . ,Ψ
n
j,εn)) > n · ε
−N
n (n ∈ N). (11)
Choose any (Φ˜ε)ε ∈ S(∆) and (Ψ˜i,ε)ε ∈ S
0(∆) such that Φ˜εn = Φ
n
εn and
Ψ˜i,εn = Ψ
n
i,εn for all n, which is possible because A and B are uniform. For
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example, set Φ˜ε := Φ
n
ε and Ψ˜i,ε := Ψ
n
i,ε for εn+1 < ε ≤ εn with ε0 := 1. By
assumption we then have
∃C > 0 ∃ε0 ∀ε ≤ ε0 : p((d
jR)(Φ˜ε)(Ψ˜1,ε, . . . , Ψ˜j,ε)) ≤ C · ε
−N .
For n ∈ N such that n ≥ C and εn ≤ ε0 this gives a contradiction to (11),
hence R must be moderate. The proof for negligibility goes analogously.
A classical result in Colombeau algebras ([24, Theorem 1.2.3]) states that
negligibility of moderate elements can be tested without resorting to deriva-
tives. This is true also in our setting:
Theorem 6.3. R ∈ E∆M(E) is negligible if ∀K ⊂⊂ M ∀m ∈ N ∀(Φε)ε ∈
S(∆):
sup
x∈K
‖R(Φε)‖ = O(ε
m) (12)
where ‖·‖ is the norm on Γ(E) induced by any Riemannian metric on E.
Proof. Suppose R ∈ E∆M(E) satisfies the negligibility test of Theorem 6.2 for
j = j0 ∈ N0. Testing for negligibility of R with j = j0 + 1, fix p ∈ csn(Γ(E))
and m ∈ N. Then by moderateness of R there exists N ∈ N such that for
all (Φε)ε ∈ A and (Ψ1,ε)ε, . . . , (Ψj0+2,ε)ε ∈ B with A ⊆ S(∆) and B ⊆ S
0(∆)
uniform we have
p((dj0+2R)(Φε)(Ψ1,ε, . . . ,Ψj0+2,ε)) = O(ε
−N).
At the same time, by assumption we have
p((dj0R)(Φε)(Ψ1,ε, . . . ,Ψj0,ε)) = O(ε
2m+N).
In order to estimate p((dj0+1R)(Φε)(Ψ1,ε, . . . ,Ψj0+1,ε)) for given (Φε)ε, (Ψ1,ε)ε,
. . . , (Ψj0+1,e)ε we use the fact that
(dj0R)(Φε + ε
m+NΨj0+1,ε)(Ψ1,ε, . . . ,Ψj0,ε)
equals
(dj0R)(Φε)(Ψ1,ε, . . . ,Ψj0,ε) + ε
m+N(dj0+1R)(Φε)(Ψ1,ε, . . . ,Ψj0,ε,Ψj0+1,ε)
+ ε2m+2N
∫ 1
0
(1− t)(dj0+2R)(Φε + tε
m+NΨj0+1,ε)
· (Ψ1,ε, . . . ,Ψj0,ε,Ψj0+1,ε,Ψj0+1,ε) dt.
32
As {(Φε + tε
m+NΨj0+1,ε)ε | t ∈ (0, 1)} is a uniform set of test objects,
p((dj0+1R)(Φε)(Ψ1,ε, . . . ,Ψj0+1,ε)) = O(ε
m) follows from the above. Induc-
tively, we see that R ∈ E∆M(E) is negligible already if the test of Theorem 6.2
holds for j = 0.
Because Γ(E) carries the projective topology with respect to all mappings
pri ◦|U : Γ(E) → Γ(U,E)
∼= C∞(U)k → C∞(U) with dimE = k for charts
(U, ϕ) of M such that E|U is trivial, we may in fact assume that R ∈
C∞(VSO(∆), C∞(U)) for some chart (U, ϕ). Because C∞(U) ∼= C∞(ϕ(U)),
our claim is established if we can show the local estimate
∀K ⊂⊂ ϕ(U) ∀α ∈ Nn0 ∀m ∈ N ∀(Φε)ε ∈ S(∆) :
sup
x∈K
∣∣∂αx (R(Φε) ◦ ϕ−1)(x)∣∣ = O(εm). (13)
Fix K and m. As above, the assumption that R is moderate and satisfies
(12) translates into
∃N ∀(Φε)ε : sup
x∈K
∣∣∂α0+2eix (R(Φε) ◦ ϕ−1)(x)∣∣ = O(ε−N)
∀(Φε)ε : sup
x∈K
∣∣∂α0x (R(Φε) ◦ ϕ−1)(x)∣∣ = O(ε2m+N)
for α0 = 0. For small ε and x ∈ K, we have the expansion
∂α0x (R(Φε) ◦ ϕ
−1)(x+ εm+Nei)
= ∂α0x (R(Φε) ◦ ϕ
−1)(x) + εm+N∂α0+eix (R(Φε) ◦ ϕ
−1)(x)
+ ε2m+2N
∫ 1
0
(1− t)∂α0+2eix (R(Φε) ◦ ϕ
−1)(x+ tεm+Nei) dt
where ei is the i-th Euclidean basis vector of R
n. From this ∂α0+eix (R(Φε) ◦
ϕ−1) = O(εm) on K follows, which gives (13) by induction and hence shows
the claim.
We will now combine the basic space and test objects in order to define the
Colombeau quotient. Although the following theorem is a cornerstone of the
construction its proof is a trivial consequence of the definitions, which shows
that our functional analytic approach indeed is very natural.
Theorem 6.4. (i) ι(D′(M,E)) ⊆ E
{E}
M
(E).
(ii) (ι − id)(Γ(E)) ⊆ N{E}(E). Hence, for s ∈ Γ(E) and t ∈ Γ(F ), ι(s) ⊗
ι(t)− ι(s⊗ t) ∈ N∆(E), with ∆ = {E, F,E ⊗ F}.
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(iii) ι(D′(M,E)) ∩N{E}(E) = {0}.
The following is easily seen from the definitions.
Proposition 6.5. (i) N∆(E) is a C∞(M)-submodule of E∆M(E), which it-
self is a C∞(M)-submodule of E∆(E).
(ii) The tensor product (6) maps E∆M(E)× E
∆
M(F ) into E
∆
M(E ⊗ F ). If one
of the factors is negligible their tensor product is so.
(iii) The isomorphisms of Theorem 4.4 preserve moderateness and negligi-
bility, i.e., a generalized section is moderate or negligible if and only if
all its components are:
E∆M(E)
∼= E∆M(M)⊗C∞(M) Γ(E)
∼= HomC∞(M)(Γ(E
∗),E∆M(M))
N∆(E) ∼= N∆(M)⊗C∞(M) Γ(E) ∼= HomC∞(M)(Γ(E
∗),N∆(M))
(iv) L̂X and L˜X preserve moderateness and negligiblity:
L̂XE
∆
M(E) ⊆ E
∆
M(E), L̂XN
∆(E) ⊆ N∆(E),
L˜XE
∆
M(E) ⊆ E
∆
M(E), L˜XN
∆(E) ⊆ N∆(E).
(v) Vector bundle isomorphisms preserve moderateness and negligibility:
µ∗(E
∆
M(E)) ⊆ E
∆′
M (E
′), µ∗(N
∆(E)) ⊆ N∆
′
(E ′),
where µ = {µG : G→ G
′}G∈∆∪{E} is a family of vector bundle isomor-
phisms over the same diffeomorphism and ∆′ = {G′}G∈∆.
Proof. (i) is clear. For (ii), note that dj(R⊗S)(Φ)(Ψ, . . . ,Ψ) equals the sum∑j
l=0
(
j
l
)
dlR(Φ)(Ψ, . . . ,Ψ)⊗dj−lS(Φ)(Ψ, . . . ,Ψ). Because ⊗ : Γ(E)×Γ(F )→
Γ(E ⊗ F ) is continuous, for each p ∈ csn(E ⊗ F ) there exist q ∈ csn(E) and
r ∈ csn(F ) such that p(s⊗ t) ≤ q(s)r(t) ∀s ∈ Γ(E), t ∈ Γ(F ), which implies
the claim.
For (iii), moderateness and negligibility of the components follows from con-
tinuity of the contraction mg : Γ(E) → C
∞(M) with g ∈ Γ(E∗). For the
converse direction, as noted above it suffices to test on sets U where E is
trivializable; the claim then follows from Γ(U,E) ∼= C∞(U)k with dimE = k
because we can estimate seminorms R(Φε)|U by seminorms of its finitely
many components.
(iv) and (v) are easily seen from the definitions.
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Definition 6.6. The C∞(M)-quotient module G∆(E) := E∆M(E)/N
∆(E) is
called the space of generalized sections of E with index set ∆.
From Theorem 6.5 (iii) one easily sees that we have induced isomorphisms
G∆(E) ∼= G∆(M)⊗C∞(M) Γ(E) ∼= HomC∞(M)(Γ(E
∗),G∆(M)).
Moreover, we obtain mappings
⊗ : G∆(E)× G∆(F )→ G∆(E ⊗ F )
L̂X : G
∆(E)→ G∆(E) (X ∈ X(M))
L˜X : G
∆(E)→ G∆(E) (X ∈ G∆(TM))
µ∗ : G
∆(E)→ G∆
′
(E ′)
with analoguous properties as on the basic space, i.e., ⊗ is G∆(M)-bilinear,
the Lie derivatives are K-bilinear in both arguments, and L˜X is G
∆(M)-linear
in X. Furthermore, we can define the mixed tensor algebra
T∆G (E) :=
⊕
r,s≥0
G∆(Ers ).
7 Association
The concept of association, which is an equivalence relation in spaces of
Colombeau generalized functions which is coarser than equality, is important
for modelling a wide range of physical phenomena (cf. [50, 95]). It extends
faithfully the concept of equality of distributions, i.e., two embedded distri-
butions are equal if they are associated. Furthermore, products of smooth
functions and distributions, which are not preserved in Colombeau algebras
on the level of equality, are preserved on the level of association. It has fur-
thermore been observed, roughly said, that whenever calculations make sense
in distribution theory, the analogue calculations in Colombeau algebras give
a result associated to the classical result. Thus, this concept is the means
by which full compatibility of Colombeau algebras with distribution theory
is obtained (cf. [10]).
In this section we will give the definition and main properties of association
of generalized sections.
Note that by the Banach-Steinhaus theorem, convergence of a net (uε)ε∈(0,1]
in D′(M,E) is equivalent to weak convergence, i.e.,
uε → 0 in D
′(M,E)⇐⇒ ∀s ∈ Γ(E∗ ⊗Vol(M)) : 〈uε, s〉 → 0.
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Furthermore, this is equivalent to componentwise convergence, i.e., uε → 0 in
D′(M,E) if and only if uε ·α→ 0 in D
′(M) for all α ∈ Γ(E∗), or equivalently,
〈uε · α, ω〉 → 0 for all α ∈ Γ(E
∗) and ω ∈ Γ(Vol(M)).
Definition 7.1. (i) R, S ∈ E∆(E) are called associated (written R ≈ S)
if ∀(Φε)ε ∈ S(∆): R(Φε)− S(Φε)→ 0 in D
′(M,E).
(ii) R ∈ E∆(E) is said to admit u ∈ D′(M,E) as an associated distribution
if R ≈ ι(u), which is the case if and only if ∀(Φε)ε ∈ S(∆): R(Φε)→ u
in D′(M,E).
Clearly any R ∈ N∆(E) is associated to 0, hence association is well-defined
on G∆(E) by defining two elements of G∆(E) to be associated if any of their
respective representatives are.
Proposition 7.2. (i) For r ∈ Γ(E) and u ∈ D′(M,F ), r⊗ι(u) ≈ ι(r⊗u).
(ii) For u ∈ D′(M,E) and α ∈ Γ(E∗), ι(u) · α ≈ ι(u · α).
(iii) Let R, S ∈ G∆(E). Then R ≈ S if and only if R ·α ≈ S ·α ∀α ∈ Γ(E∗).
(iv) If Ri, Si ∈ G
∆(E) such that Ri ≈ Si for i = 1, 2 then R1+R2 ≈ S1+S2.
(v) If R, S ∈ G∆(E) such that R ≈ S then s⊗ R ≈ s⊗ S ∀s ∈ Γ(F ).
(vi) If R, S ∈ G∆(E) such that R ≈ S, then L˜XR ≈ L˜XS ∀X ∈ X(M).
(vii) L̂X(ιu) ≈ L˜X(ιu) ∀u ∈ D
′(M,E) ∀X ∈ X(M).
Proof. (i): Fix s ⊗ t ∈ Γ(E∗) ⊗C∞(M) Γ(F
∗ ⊗ Vol(M)) and (Φε)ε ∈ S(F ).
Then
〈(r ⊗ ι(u))(Φε), s⊗ t〉 = 〈r ⊗ ι(u)(Φε), s⊗ t〉 = 〈ι(u)(Φε), (r · s)t〉
→ 〈u, (r · s)t〉 = 〈r ⊗ u, s⊗ t〉.
(ii)–(vi) are easily verified in an elementary manner.
(vii): (L̂X(ιu)−L˜X(ιu))(Φε) = −(ιu)(L
SO
X Φε)+LX((ιu)(Φε))−LX((ιu)(Φε)) =
Φε(LX(u))−LX(Φε(u))→ LXu−LXu = 0 in D
′(M,E) by (VSO2) and con-
tinuity of LX .
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Remark 7.3. In Colombeau theory, there are many distinguished forms of
association. These come about by two generalizations of Definition 7.1 (i).
The first of these is to replace convergence in D′(M,E) by convergence in
some other space H of distributions, for example the space of Ck-tensor fields
for k ∈ N. For results analogous to Proposition 7.2 (i) to hold, one then also
has to adapt the space of test objects S(E) such that its elements converge
to the identity in L(H ,H ), which poses no difficulty in many cases. The
second generalization in the definition of association is to distinguish various
speeds of covergence of R(Φε).
8 The sheaf property
In a geometrical context the sheaf property is essential because this is what
allows one to talk of local coordinates uniquely defining a generalized section.
Throughout this section, let a manifold M , a vector bundle E and an index
set ∆ be fixed.
Although the basic spaces E∆(E) are sufficiently large for defining all de-
sired operations like tensor products and covariant derivatives for embedded
vector-valued distributions, it is sometimes desirable to work in smaller sub-
spaces which have better properties or are easier to handle.
The motivation for the introduction of so-called locality properties of non-
linear generalized functions originally was to obtain the sheaf property. As
was seen in the scalar case on Ω ⊆ Rn (cf. [49]), the entire basic space
E(Ω) := C∞(SK(Ω), C∞(Ω)) is too large in order to give a sheaf after the
Colombeau quotient construction because for R ∈ E(Ω), ~ϕ ∈ SK(Ω) and
x ∈ Ω, the expression R(~ϕ)(x) may depend on the behaviour of ~ϕ at points
far away from x.
The basic observation then was that for u ∈ D′(Ω), (ιu)(~ϕ)(x) depends only
on ~ϕ(x), which is the strongest locality condition. Relaxing it to various
degress, one obtains subalgebras Epi(Ω) ⊆ Eploc(Ω) ⊆ Eloc(Ω) ⊆ E(Ω), defined
by simple algebraic conditions, with the remarkable properties that ([49])
(i) Epi(Ω) ∼= C
∞(D(Ω)), recovering Colombeau’s original basic space of
[9],
(ii) Eploc(Ω) ∼= C
∞(D(Ω), C∞(Ω)), recovering the basic space of Gd(Ω),
(iii) Eloc(Ω) provides exactly what is needed for the Colombeau quotient to
be a sheaf.
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In order to obtain the sheaf property in the vector valued setting we will
transfer the notion of locality to the formalism of smoothing operators. Be-
cause of the structure of the basic space E∆(E) there is no simple translation
of the concepts of point-independence and point-locality from [49].
For any vector bundle E → M , Φ ∈ VSO(E), g ∈ Γ(E∗) and p ∈ M ,
mg : Γ(E) → C
∞(M) denotes contraction with g and evp : Γ(E) → R eval-
uation at p, hence (evp ◦mg ◦ Φ)(u) = (Φ(u) · g)(p) for u ∈ D
′(M,E). For
Φ ∈ VSO(∆) we define evp and mg componentwise.
Definition 8.1. R ∈ E∆(E) is called local if for all Φ,Φ′ ∈ VSO(∆) and
open subsets U ⊆M , |U ◦Φ = |U ◦Φ
′ implies R(Φ)|U = R(Φ
′)|U . We denote
by E∆loc(E) the C
∞(M)-submodule of E∆(E) consisting of local elements.
Obviously, ι maps D′(M,E) into E
{E}
loc (E) and Γ(E) ⊆ E
∅
loc(E). Locality is
preserved by diffeomorphisms, tensor products and contraction:
Proposition 8.2. (i) With the notation of Definition 4.6, µ∗(E
∆
loc(E)) ⊆
E∆
′
loc(E
′).
(ii) For R ∈ E∆loc(E) and S ∈ E
∆
loc(F ) we have R⊗ S ∈ E
∆
loc(E ⊗ F ).
(iii) E∆loc(E)
∼= E∆loc(M)⊗C∞(M)Γ(E)
∼= HomC∞(M)(Γ(E
∗),E∆loc(M)) as C
∞(M)-
modules.
The proof is trivial and thus omitted. Next, we will consider Lie derivatives.
Proposition 8.3. Let R ∈ E∆loc(E). Then for X ∈ X(M), L̂XR ∈ E
∆
loc(E)
and for X ∈ E∆loc(TM), L˜X ∈ E
∆
loc(E).
Proof. Suppose X ∈ E∆loc(TM), U ⊆M is open and Φ,Φ
′ ∈ VSO(∆) are such
that |U ◦Φ = |U ◦Φ
′. Then R(Φ)|U = R(Φ
′)|U , X(Φ)|U = X(Φ
′)|U , and conse-
quently (L˜XR)(Φ)|U = (LX(Φ)R(Φ))|U = LX(Φ)|UR(Φ)|U = LX(Φ′)|UR(Φ
′)|U =
(LX(Φ′)R(Φ
′))|U = (L˜XR)(Φ
′)|U , hence L˜XR is local.
Now suppose that X ∈ X(M). Then |U ◦L
SO
X Φ = |U ◦LX ◦Φ− |U ◦Φ ◦LX =
|U ◦LX ◦Φ
′−|U ◦Φ
′◦LX = |U ◦L
SO
X Φ
′ and thus dR(Φ)(LSOX Φ)|U = (
d
dt
|t=0R(Φ+
t · LSOX Φ))|U =
d
dt
|t=0(R(Φ + t · L
SO
X Φ)|U) =
d
dt
|t=0(R(Φ
′ + t · LSOX Φ
′))|U) =
dR(Φ′)(LSOX Φ
′)|U . In sum we have (L̂XR)(Φ)|U = (L̂XR)(Φ
′)|U .
Definition 8.4. We define the C∞(M)-modules E∆M,loc(E) := E
∆
M(E)∩E
∆
loc(E),
N∆loc(E) := N
∆(E) ∩ E∆loc(E) and G
∆
loc(E) := E
∆
M,loc(E)/N
∆
loc(E).
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One easily sees that we have C∞(M)-module isomorphisms
G∆loc(E)
∼= G∆loc(M)⊗C∞(M) Γ(E)
∼= HomC∞(M)(Γ(E
∗),G∆loc(M))
with an analogue of Corollary 4.5 holding. We have induced mappings
µ∗ : G
∆
loc(E)→ G
∆′
loc(E
′), ⊗ : G∆loc(E)× G
∆
loc(F )→ G
∆
loc(E ⊗ F ), L̂X : G
∆
loc(E)→
G∆loc(E) for X ∈ X(M) as well as L˜X : G
∆
loc(E) → G
∆
loc(E) for X ∈ G
∆
loc(TM);
G∆loc(E) is a G
∆
loc(M)-module and G
∆
loc(E) is a C
∞(M)-submodule of G∆(E).
The main point of locality is that it enables one to restrict generalized sections
as follows.
Theorem 8.5. Let U, V ⊆ M be open, V ⊆ U and R ∈ E∆loc(U,E). Then
there is a unique element R|V ∈ E
∆
loc(V,E) such that for any open subset
W ⊆ V , Φ ∈ VSO(V,∆) and Φ′ ∈ VSO(U,∆) such that |W ◦Φ ◦ |V = |W ◦Φ
′
on D′(U,E) we have R|V (Φ)|W = R(Φ
′)|W .
If in addition we have Ψi ∈ VSO(V,∆) and Ψ
′
i ∈ VSO(U,∆) such that
|W ◦ Ψi ◦ |V = |W ◦ Ψ
′
i for i = 1 . . . j ∈ N, then d
j(R|V )(Φ)(Ψ1, . . . ,Ψj)|W =
(djR)(Φ′)(Ψ′1, . . . ,Ψ
′
j)|W .
For f ∈ C∞(U), (f · R)|V = f |V · R|V . Furthermore, for U, V,W ⊆ M open
with W ⊆ V ⊆ U , (R|V )|W = R|W , hence U 7→ E
∆
loc(U,E) is a presheaf of
C∞-modules.
Proof. Exactly as in the scalar case (cf. [49]).
Remark 8.6. The condition Φ(u|V )|W = Ψ(u)|W ∀u ∈ D
′(U,E) or equiva-
lently |W ◦Φ◦ |V = |W ◦Ψ would simply correspond to ~ϕ|W = ~ψ|W in the for-
malism of smoothing kernels. However, the implicit inclusion D(V ) ⊆ D(U)
corresponds to defining Φ(u) := Φ(u|V ) for Φ ∈ VSO(V,E) and u ∈ D
′(U,E),
from which we refrain because it would be too ambigous notationally.
Lemma 8.7. Let U, V be open with V ⊆ U .
(i) For R ∈ E∆loc(U,E) and S ∈ E
∆
loc(U, F ), (R ⊗ S)|V = R|V ⊗ S|V .
(ii) For R ∈ E∆loc(U,E) and µ as in Definition 4.6, µ∗(R|V ) = (µ∗R)|µ(V ).
(iii) Let R ∈ E∆loc(U,E). For X ∈ X(U), (L̂XR)|V = L̂X|VR|V . For X ∈
E∆loc(U, TM), (L˜XR)|V = L˜X|VR|V .
(iv) For X, Y ∈ E∆(U, TM), [X, Y ]|V = [X|V , Y |V ].
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Proof. (i): let W be open such that W ⊆ V is compact, Φ ∈ VSO(V,∆),
and choose Φ′ ∈ VSO(U,∆) by Lemma 5.13 such that |W ◦ Φ ◦ |V = |W ◦ Φ
′.
Because this implies R|V (Φ)|W = R(Φ
′)|W and S|V (Φ)|W = S(Φ
′)|W , we
obtain (R|V ⊗ S|V )(Φ)|W = R|V (Φ)|W ⊗ S|V (Φ)|W = R(Φ
′)|W ⊗ S(Φ
′)|W =
(R ⊗ S)(Φ′)|W , which by Theorem 8.5 gives the claim.
(ii) – (iv) are proven similarly.
The statements of Lemma 8.7 are also valid for the quotient G∆loc(U,E).
We next show that moderateness and negligibility are local properties.
Proposition 8.8. Let U ⊆ M be open and (Uλ)λ an open cover of U . Then
R ∈ E∆loc(U,E) is moderate or negligible, respectively, if and only if all R|Uλ
are so.
Proof. LetR ∈ E∆loc(U,E). In order to test R|Uλ for moderateness it suffices to
know (djR|Uλ)(Φ0,ε)(Φ1,ε, . . . ,Φj,ε)|K for j ∈ N0, (Φ0,ε)ε ∈ S(Uλ, E), (Φi,ε)ε ∈
S0(Uλ, E) (i = 1 . . . j), andK open and relatively compact in Uλ. This equals
(djR)(Φ′0,ε)(Φ
′
1,ε, . . . ,Φ
′
j,ε)|K where (Φ
′
0,ε)ε ∈ S(U,E) and (Φ
′
i,ε)ε ∈ S
0(U,E)
are obtained from Lemma 5.13 such that |K ◦Φi,ε◦|Uλ = |K ◦Φ
′
i,ε (i = 0 . . . j).
With this, moderateness or negligibility of R|Uλ follows immediately from the
corresponding property of R.
Conversely, assume all R|Uλ to be moderate or negligible, respectively. It then
suffices to know (djR)(Φ0,ε)(Φ1,ε, . . . ,Φj,ε)|K for j ∈ N0, (Φ0,ε)ε ∈ S(U,E),
(Φi,ε)ε ∈ S
0(U,E) (i = 1 . . . j), where K is open, relatively compact and
K ⊆ Uλ for some λ. Because this expression equals
(djR|Uλ)(ρ
SO
Uλ,U
Φ0,ε)(ρ
SO
Uλ,U
Φ1,ε, . . . , ρ
SO
Uλ,U
Φj,ε)|K
for small ε, moderateness or negligibility of R follows.
Corollary 8.9. Restriction descends to G∆loc(E) by setting [R]|V := [R|V ].
Therefore, G∆loc(_, E) is a presheaf of G
∆
loc-modules on M .
Theorem 8.10. G∆loc(_, E) is a sheaf of G
∆
loc-modules on M .
Proof. Let U ⊆ M be open and (Uλ)λ an open cover of U . Suppose we are
given [Rλ] ∈ G
∆
loc(Uλ, E) for each λ with [Rλ]|Uλ∩Uµ = [Rµ]|Uλ∩Uµ ∀λ, µ. We
need to define R ∈ E∆M,loc(U,E) such that [R]|Uµ = [Rµ] ∀µ; this R then will
be unique with this property because of Proposition 8.8.
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Choose a smooth partition of unity (µλ)λ on U subordinate to (Uλ)λ and for
each λ a function ρλ ∈ C
∞(U) such that ρλ ≡ 1 on an open neighbourhood
of supp µλ and supp ρλ ⊆ Uλ. Then define R ∈ C
∞(VSO(∆),Γ(E)) by
R(Φ) :=
∑
λ
µλ · Rλ(ρ
SO
Uλ,U
Φ) (14)
Smoothness of R is implied by smoothness of all |K ◦ R for K in an open
cover of U , where we can assume that each K is open and relatively compact.
In this case there is a finite set F such that R(Φ)|K is given by (14) with the
sum only over λ ∈ F , for which smoothness is immediate.
We then have to show that R is local. Fix Φ,Φ′ ∈ VSO(∆) such that
|W◦Φ = |W◦Φ
′, whereW ⊆ U is open. Then for each λ we have evp ◦ρ
SO
Uλ,U
Φ =
evp ◦ρ
SO
Uλ,U
Φ′ for p ∈ W ∩ carrµλ because of Theorem 5.6 (ii), hence µλ(p) ·
Rλ(ρ
SO
Uλ,U
Φ)(p) = µλ(p) · Rλ(ρ
SO
Uλ,U
Φ′)(p) for p ∈ W and R is local.
In order to test R for moderateness it suffices to know
(djR)(Φ0,ε)(Φ1,ε, . . . ,Φj,ε)|K
for j ∈ N0, (Φ0,ε)ε ∈ S(U,∆), (Φi,ε)ε ∈ S
0(U,∆) (i = 1 . . . j) and K open
and relatively compact with K ⊆ U . This expression is given by∑
λ∈F
µλ|K · (d
jRλ)(ρ
SO
Uλ,U
Φ0,ε)(ρ
SO
Uλ,U
Φ1,ε, . . . , ρ
SO
Uλ,U
Φj,ε)|K∩Uλ
for finite F . It suffices to estimate for each λ ∈ F the expression
(djRλ)(ρ
SO
Uλ,U
Φ0,ε)(ρ
SO
Uλ,U
Φ1,ε, . . . , ρ
SO
Uλ,U
Φj,ε)|suppµλ∩K
which is moderate by assumption.
Next, we need to show that R|Uµ − Rµ is negligible for all µ. Fix (Φε)ε ∈
S(Uµ,∆) for testing. Suppose we want to test (R|Uµ − Rµ)(Φε) on an open
relatively compact set K with K ⊆ Uµ. Choose (Φ
′
ε)ε ∈ S(U,∆) by Lemma
5.13 such that |K ◦ Φε ◦ |Uµ = |K ◦ Φ
′
ε, which gives R|Uµ(Φε)|K = R(Φ
′
ε)|K
for small ε. Furthermore, Rµ(Φε)|K = Rµ(ρ
SO
Uµ,UΦ
′
ε)|K because |K ◦ Φε =
|K ◦ (ρ
SO
Uµ,UΦ
′
ε) for small ε: let f ∈ C
∞(U) with supp f ⊆ Uµ and f ≡
1 in an open neighborhood of K. Then for u ∈ D′(Uµ, E) and small ε,
(ρSOUµ,UΦ
′
ε)(u)|K = Φ
′
ε(f · u)|K = Φε((f · u)|Uµ)|K = Φε(u)|K. Hence, we can
write (R|Uµ −Rµ)(Φε)|K as∑
λ∈F
µλ|K ·
(
Rλ(ρ
SO
Uλ,U
Φ′ε)|K − Rµ(ρ
SO
Uµ,UΦ
′
ε)|K
)
.
Because Rλ(ρ
SO
Uλ,U
Φ′ε)|K−Rµ(ρ
SO
Uµ,UΦ
′
ε)|K = (Rλ|Uλ∩Uµ−Rµ|Uλ∩Uµ)(ρ
SO
Uλ∩Uµ,U
Φ′ε)|K
for small ε, negligibility follows from the assumption.
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Theorem 8.11. The embedding ι : D′(M,E) → G
{E}
loc (E) is a sheaf mor-
phism, i.e., for any open subset M ′ ⊆ M and u ∈ D′(M,E) we have
ι(u)|M ′ = ι(u|M ′).
Proof. Given a relatively compact open subset K ⊆ M ′ and a test object
(Φε)ε ∈ S(M
′, E), choose by Lemma 5.13 a test object (Ψε)ε ∈ S(M
′, E)
such that |K ◦ Φε ◦ |M ′ = |K ◦ Ψε for small ε. Then the respective test of
Theorem 6.3 estimates, for x ∈ K,
(ι(u)|M ′(Φε)− ι(u|M ′)(Φε))|K = (ι(u)(Ψε)− ι(u|M ′)(Φε))|K
= (Ψε(u)− Φε(u|M ′)|K = 0.
8.1 Local coordinates
We will now use the sheaf property of G∆loc(_, E) to recover the known coor-
dinate formulas of smooth differential geometry.
Suppose U ⊆ M is open such that E is trivializable over U and Γ(U,E)
has a basis (bi)i with dual basis (β
j)j of Γ(U,E
∗). Then the coordinates of
R ∈ E∆loc(E) on U are given by R
i := R|U · β
i ∈ E∆loc(U).
Suppose now we are given an open cover (Uα)α of M such that E is trivial
over each Uα. Then R has coordinates R
i
α ∈ E
∆
loc(Uα) (i = 1 . . .dimE) on
each Uα, which are enough to characterize moderateness, negligiblity and
association as follows:
Proposition 8.12. (i) R ∈ E∆loc(E) is moderate or negligible if and only
if all Riα are.
(ii) R ≈ 0 if and only if Riα ≈ 0 for all i and α.
Proof. (i) follows immediately from Proposition 8.8 and Proposition 6.5 (iii),
while (ii) is proved the same way as Proposition 8.8.
In order to recover the usual coordinate formulas of smooth differential ge-
ometry we have to make some preparations.
Lemma 8.13. Let R ∈ HomC∞(U)(Γ(U,E
∗),G∆loc(U)), s ∈ Γ(U,E
∗) and V ⊆
U open. Then s|V = 0 implies R(s)|V = 0.
Proof. Let W be open with W ⊆ V and choose f ∈ C∞(U) such that
supp f ⊆ V , f ≡ 1 onW . Then s = (1−f) ·s and R(s)|W = R((1−f)s)|W =
(1− f)|W ·R(s)|W = 0. Covering V by such sets W we find that R(s)|V = 0
because G∆loc(_) is a sheaf.
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The following is proved in the same manner as Theorem 8.5.
Lemma 8.14. Let R ∈ HomC∞(U)(Γ(U,E
∗),G∆loc(U)), V ⊆ U open. There is
a unique element R|V ∈ HomC∞(V )(Γ(V,E
∗),G∆loc(V )) such that for any open
subset W ⊆ V , s ∈ Γ(V,E∗) and s˜ ∈ Γ(U,E∗) such that s|W = s˜|W we have
R|V (s)|W = R(s˜)|W . Furthermore, R|V1|V2 = R|V2 for V2 ⊆ V1.
In other words, HomC∞(_)(Γ(_, E
∗),G∆loc(_)) is a presheaf on M .
Theorem 8.15. Gloc(_;E) ∼= HomC∞(_)(Γ(_, E
∗),G∆loc(_)) is a presheaf iso-
morphism.
Proof. Let U, V be open with V ⊆ U and [R] ∈ G∆loc(U,E). Denoting
the respective isomorphism of Theorem 4.4 by ϕU , we need to show that
ϕU([R])|V · t = ϕV ([R]|V ) · t in G
∆
loc(V,E) ∀t ∈ Γ(V,E
∗). By Theorem 8.10
this is the case if (ϕU([R])|V · t)|W = (ϕV ([R]|V ) · t)|W in G
∆
loc(W,E) for all
open sets W with W ⊆ V . Choose t˜ ∈ Γ(U,E∗) such that t|W = t˜|W . Then
by the Lemmas 8.13 and 8.14,
(ϕU([R])|V · t)|W = (ϕU([R])|V · t˜|V )|W = (ϕU([R]) · t˜)|W = [(ϕU(R) · t˜)|W ]
while on the other hand
(ϕV ([R]|V ) · t)|W = (ϕV ([R]|V ) · t˜|V )|W = [(ϕV (R|V ) · t˜|V )|W ].
In order to test the difference of these expressions for negligibility fix an open
relatively compact set K with K ⊆ W and (Φε)ε ∈ S(W,∆). Using Lemma
5.13 choose
(Ψ1ε)ε ∈ S(U ; ∆) such that |K ◦ Φε ◦ |W = |K ◦Ψ
1
ε on D
′(U,∆) and
(Ψ2ε)ε ∈ S(V ; ∆) such that |K ◦ Φε ◦ |W = |K ◦Ψ
2
ε on D
′(V,∆),
and hence |K ◦Ψ
1
ε = |K ◦ Φε ◦ |W = |K ◦ Φε ◦ |W ◦ |V = |K ◦Ψ
2
ε ◦ |V . Then
(ϕU(R) · t˜)|W (Φε)|K − (ϕV (R|V ) · t˜|V )|W (Φε)
= (ϕU(R) · t˜)(Ψ
1
ε)|K − (ϕV (R|V ) · t˜|V )(Ψ
2
ε)|K
= (R(Ψ1ε) · t˜)|K − (R|V (Ψ
2
ε) · t˜|V )|K
= (R(Ψ1ε)|K −R(Ψ
1
ε)|K) · t˜|K = 0
Conversely, ϕ−1U (h)|V = ϕ
−1
V (ϕV (ϕ
−1
U (h)|V )) = ϕ
−1
V (ϕU(ϕ
−1
U (h))|V ) = ϕ
−1
V (h|V )
for all h ∈ HomC∞(U)(Γ(U,E
∗),G∆loc(U,E), which shows the claim.
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Note that also on U 7→ G∆loc(U) ⊗C∞(U) Γ(E) we have a presheaf structure
by setting (F ⊗ s)|V = F |V ⊗ s|V . This way, if R ∈ G
∆
loc(U,E) is given by
R = F ⊗ s then R|V = F |V ⊗ s|V , which means:
Proposition 8.16. G∆loc(U,E)⊗C∞(U)Γ(U,E)
∼= G∆loc(U,E) is a presheaf mor-
phism.
Proof. Let R = F ⊗ s. Then R|U = F |U ⊗ s|U if R|U · t = (F |U ⊗ s|U) · t for
all t ∈ Γ(U,E), which is the case if (R|U · t)|W = (F |U · s|U · t)|W for all open
W with W ⊆ U . Choose t˜ with t˜ = t on W , then both sides are equal to
(F · (s · t˜))|W . The inverse is a presheaf morphism as in the proof of Theorem
8.15.
With this we obtain (using the Einstein summation convention):
Corollary 8.17. Let E be trivial over the open set U ⊆ M , (bi)i a basis of
Γ(U,E) and (βi)i the dual basis of Γ(U,E
∗).
(i) For R ∈ G∆loc(E) and θ ∈ G
∆
loc(E
∗),
R(θ)|U = R
iθi
where (Ri)i and (θj)j are the coordinates of R and θ with respect to the
given bases, respectively.
(ii) If F is another vector bundle which is trivial over U with basis (b˜j)j
and dual basis (β˜j)j, R ∈ G
∆
loc(E) and S ∈ G
∆
loc(F ),
(R⊗ S)ij = RiSj
where (R⊗ S)ij, Ri and Sj denote the coordinates of R⊗ S, R and S
with respect to the bases (bi)i, (b˜j)j and (bi ⊗ b˜j)i,j of Γ(U,E), Γ(U, F )
and Γ(U,E ⊗ F ), respectively.
(iii) For X ∈ G∆loc(TM) and Y ∈ G
∆
loc(E),
(L˜XY )|U = X
i∂Y
∂i
.
In particular, if Y ∈ G∆loc(TM) then
(L˜XY )|U = (X
j∂jY
i − Y j∂jX
i)∂i.
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9 Covariant derivatives
Because covariant derivatives play a paramount role in many applications
of differential geometry it is a principal aim of this article to define them
also for generalized sections. In order to preserve the usual objects and
rules of calculation of classical (pseudo-)Riemannian geometry we will require
that generalized covariant derivatives essentially have the same properties as
classical ones.
In particular, we want the curvature of a generalized covariant derivative to
be a well-defined generalized tensor by the usual formula
R(X, Y )S = ∇X∇Y S −∇Y∇XS −∇[X,Y ]S.
We will begin by extending a smooth covariant derivative∇ : X(M)×Γ(E)→
Γ(E) to a generalized covariant derivative ∇̂ : E∆(TM) × E∆(E) → E∆(E).
If we want this extension to have similar properties this means in particular
that
(i) (X,R) 7→ ∇̂XR is K-linear in R and C
∞(M)-linear in X,
(ii) ∇̂ has an extension to T∆E (E) which satisfies the Leibniz rule and com-
mutes with contractions, and
(iii) ∇̂X = ∇X on Γ(E) for all X ∈ X(M).
By (ii) and (iii) for X ∈ X(M) and R ∈ E∆(E) we have
(∇̂XR) · α = ∇̂X(R · α)−R · ∇Xα (α ∈ Γ(E
∗)). (15)
Because R · α is an element of E∆(M) it suffices to prescribe how ∇̂X acts
on that space (i.e., on scalar generalized functions), where it should be given
by a Lie derivative. We have two Lie derivatives available, but because of (i)
the map ∇̂ : X(M)×E∆(M)→ E∆(M) has to be C∞(M)-linear in X, which
rules out L̂X for this because it commutes with the embedding, hence cannot
be C∞(M)-linear in X (see [22]). Hence, we have to set ∇̂XF := L˜XF for
F ∈ E∆(M) and accordingly define the extension of ∇ to generalized sections
of E as
(∇̂XR)(Φ) := ∇X(R(Φ)) (X ∈ X(M), R ∈ E
∆(E),Φ ∈ VSO(∆)).
Because X 7→ ∇̂XR for fixed R ∈ E
∆(E) actually is a mapping in
HomC∞(M)(X(M),E
∆(E)) ∼= HomE∆(M)(E
∆(TM),E∆(E)),
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the natural extension of ∇̂ to generalized directions X ∈ E∆(TM) is given
by (∇̂XR)(Φ) := ∇X(Φ)(R(Φ)).
In all of this it is crucial that our basic space E∆(E) is big enough to ac-
comodate L˜-derivatives, contrary to the case of [25] or [26] where there was
not even a way to define this Lie derivative, let alone a meaningful covariant
derivative. Furthermore, it will be important to see (Proposition 7.2) that
L˜X is equal to L̂X for embedded distributions on the level of association.
Motivated by these preliminary considerations we now give the general defi-
nition of covariant derivatives in our setting.
Definition 9.1. A generalized covariant derivative on a vector bundle E is
a mapping ∇ : E∆(TM) × E∆(E) → E∆(E) such that for X, Y ∈ E∆(TM),
R, S ∈ E∆(E) and F ∈ E∆(M),
(i) ∇X+YR = ∇XR +∇YR,
(ii) ∇FXR = F∇XR,
(iii) ∇X(R + S) = ∇XR +∇XS,
(iv) ∇X(FR) = (L˜XF )R + F∇XR.
∇ extends in a unique way to a derivation on T∆E (E) such that ∇XR = L˜XR
for R ∈ E∆(M).
Obviously, the curvature is well-defined with the usual formula as follows:
Definition 9.2. Let ∇ be a generalized covariant derivative on M . The
curvature tensor R ∈ E∆(Hom(Λ2TM ⊗ E,E)) of ∇ is defined by
R(X, Y )S := ∇X∇Y S−∇Y∇XS−∇[X,Y ]S (X, Y ∈ E
∆(TM), S ∈ E∆(E).
As discussed above, in order to view a smooth covariant derivative onM as a
generalized one we apply it componentwise, i.e., for fixed Φ. This is exactly
the approach used in the special algebra ([40]). From now on we write ∇
instead of ∇̂.
Definition 9.3. Any smooth covariant derivative ∇ on E extends to a
generalized covariant derivative on E by defining, for X ∈ E∆(TM) and
R ∈ E∆(E),
(∇XR)(Φ) := ∇X(Φ)(R(Φ)) (Φ ∈ VSO(∆)).
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Suppose we are given two generalized covariant derivatives ∇ and ∇′ on E.
Then S(X,R) := ∇XR−∇
′
XR is in fact E
∆(M)-bilinear, as is easily verified,
thus defines an element of E∆(T ∗M ⊗E∗ ⊗ E). Conversely, for any element
S of that space and a generalized covariant derivative ∇, ∇ + S again is
a generalized covariant derivative. In other words, the space of generalized
connections on E is an affine space over E∆(T ∗M ⊗E∗ ⊗ E).
We will now transfer the notion of generalized covariant derivative to the
quotient.
Definition 9.4. A generalized covariant derivative ∇ is called moderate if
∇XR ∈ E
∆
M(E) for all X ∈ X(M) and R ∈ E
∆
M(E).
Proposition 9.5. (i) Every smooth covariant derivative is moderate.
(ii) If ∇ is moderate then ∇XR ∈ E
∆
M(E) for all X ∈ E
∆
M(TM) and R ∈
E∆M(E).
(iii) ∇ is moderate if and only if ∇ − ∇′ ∈ E∆M(T
∗M ⊗ E∗ ⊗ E) for one
(hence any) moderate generalized covariant derivative ∇′.
(iv) If ∇ is moderate, X ∈ E∆M(TM) and R ∈ E
∆
M(E), then ∇XR ∈ N
∆(E)
if X or R is negligible.
Proof. (i): Let X ∈ X(M) and R ∈ E∆M(E). Then ∇XR is moderate if and
only if
(∇XR) · α = L˜X(R · α)− R · ∇Xα (16)
is moderate for all α ∈ Γ(E∗), which obviously is the case.
(ii): For R ∈ E∆M(E), [X 7→ ∇XR] is an element of
HomC∞(M)(X(M),E
∆
M(E))
∼= HomE∆
M
(M)(E
∆
M(TM),E
∆
M(E)).
(iii): This is clear from ∇XR = (∇−∇
′)XR +∇
′
XR.
(iv): For any a smooth covariant derivative ∇′, ∇XR = ∇
′
XR + S(X,R) for
some S ∈ E∆M(T
∗M ⊗ E∗ ⊗E). From this and (16) the claim follows.
Hence, the following is well-defined.
Definition 9.6. Given a moderate generalized covariant derivative ∇ on E,
its action on G∆(E) is defined as ∇[X][R] := [∇XR], where [X ] ∈ G
∆(TM)
and R ∈ G∆(E).
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We will also consider the locality condition of Definition 8.1 for covariant
derivatives.
Definition 9.7. A generalized covariant derivative ∇ on E is said to be local
if ∇XR ∈ E
∆
loc(E) for all X ∈ X(M) and R ∈ E
∆
loc(E).
Proposition 9.8. (i) Every smooth covariant derivative is local.
(ii) If ∇ is local then ∇XR ∈ E
∆
loc(E) for all X ∈ E
∆
loc(TM) and R ∈
E∆loc(E).
(iii) ∇ is local if and only if ∇−∇′ ∈ E∆loc(T
∗M ⊗E∗ ⊗ E) for one (hence
any) local generalized covariant derivative.
Proof. (i): If |U◦Φ = |U◦Φ
′, then (∇XR)(Φ)|U = (∇XR(Φ))|U = ∇X|UR(Φ)|U =
∇X|UR(Φ
′)|U = (∇XR)(Φ
′)|U .
(ii) and (iii) are seen as in Proposition 9.5.
By the above, a generalized covariant derivative which is local and moderate
is well-defined as a map G∆loc(TM) × G
∆
loc(E) → G
∆
loc(E). In particular, this
applies to smooth covariant derivatives.
If ∇ is a local generalized covariant derivative on E then for R ∈ E∆loc(U,E)
and X ∈ E∆loc(U, TM), (∇XR)|V = ∇X|VR|V .
For a local moderate generalized covariant derivative ∇ on E, we recover the
well-known coordinate formula on an open subset U ⊆M ,
(∇XR)|U = (X
i ·
∂Rk
∂i
+X iRjΓkij)bk
where (bi)i is a basis of Γ(U,E), (β
j)j its dual basis, and ∂R
k/∂i := L˜∂iR
k as
well as Γkij := (∇∂ibj) · β
k.
As a very basic outlook to the development of pseudo-Riemannian geometry
in this setting, we will now describe how a generalized Levi-Civita derivative
can be obtained. For this purpose, start with a metric tensor g which can
be an element either of E∆loc(T
0
2M), E
∆(T 02M), G
∆
loc(T
0
2M) or G
∆(T 02M), de-
pending on the concrete application. In any case, we call g non-singular if
the induced mapping g˜ defined by g˜(X)(Y ) := g(X, Y ) on the corresponding
spaces is bijective. Following the classical proof (see e.g.[51, §3] and also [24,
Theorem 3.2.82]) one can then show the existence of a unique generalized co-
variant derivative∇ : (X, Y ) 7→ (X, Y ) where X, Y are elements of E∆loc(TM),
E∆(TM), G∆loc(TM) or G
∆(TM), accordingly, satisfying the conditions
∇XY −∇YX = [X, Y ] and ∇Xg = 0
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for all X, Y . Moreover, if g is a smooth metric ∇ coincides with the classical
Levi-Civita derivative.
Further topics like generalized curves, flows and geodesics as well as the con-
nection to results obtained by purely distributional methods will be studied
and published separately; it shall suffice for the moment to point out the
significance of our approach in this context.
The largest reasonable class of metrics one can work with in a distributional
setting, in particular such that the curvature tensor is well-defined as a distri-
bution, is the class of gt-regular metrics introduced by Geroch and Traschen
[18]. However, these can only be used to describe solutions of Einstein’s equa-
tions with singular support having codimension one, which excludes many
interesting phenomena. In order to calculate with singularities of higher
codimension, one necessarily has to leave distribution theory and work with
a theory of nonlinear generalized functions.
Using the special algebra, the curvature of several important singular metrics
has been calculated and given a distributional interpretation in terms of
assication (see [63, 68]). Manifold-valued generalized functions were used
to study geodesics of certain classes of singular space-times ([38, 54, 55]);
another recent development is a solution theory for the Cauchy problem on
non-smooth manifolds with weakly singular Lorentzian metrics ([29]).
These results show that already in the special algebra, the use of nonlinear
generalized functions in general relativity can lead to genuinely new results
which were not possible using in distribution theory. From this vantage
point it is to be expected that the nonlinear theory of generalized sections
presented in this article will serve as a basis for further applications in this
field. In this setting, it will be possible for the first time to obtain purely
geometrical results, not depending on any choice of coordinate system used
for the embedding of distributions, and to have both the sheaf property and
a meaningful covariant derivative available.
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