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Abstract

In computer-vision based system a digital image obtained by a digital camera would usually have
24-bit color image. The analysis of an image with that many levels might require complicated image
processing techniques and higher computational costs. But in real-time application, where a part has
to be inspected within a few milliseconds, either we have to reduce the image to a more manageable
number of gray levels, usually two levels (binary image), and at the same time retain all necessary
features of the original image or develop a complicated technique. A binary image can be obtained by
thresholding the original image into two levels. Therefore, thresholding of a given image into binary
image is a necessary step for most image analysis and recognition techniques. In this thesis, we
have studied the effectiveness of using artificial neural network (ANN) in pharmaceutical, document
recognition and biomedical imaging applications for image thresholding and classification purposes.
Finally, we have developed edge-based, ANN-based and region-growing based image thresholding
techniques to extract low contrast objects of interest and classify them into respective classes in
those applications.
Real-time quality inspection of gelatin capsules in pharmaceutical applications is an important
issue from the point of view of industry's productivity and competitiveness. Computer vision-based
automatic quality inspection and controller system is one of the solutions to this problem. Machine
vision systems provide quality control and real-time feedback for industrial processes, overcoming
physical limitations and subjective judgment of humans.

In this thesis, we have developed an

image processing system using edge-based image thresholding techniques for quality inspection that
satisfy the industrial requirements in pharmaceutical applications to pass the accepted and rejected
capsules.
In document recognition application, success of OCR mostly depends on the quality of the thresh-

V
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olded image. Non-uniform illumination, low contrast and complex background make it challenging
in this application. In this thesis, optimal parameters for ANN-based local thresholding approach
for gray scale composite document image with non-uniform background is proposed. An exhaustive
search was conducted to select the optimal features and found that pixel value, mean and entropy are
the most significant features at window size 3x3 in this application. For other applications, it might
be different, but the procedure to find the optimal parameters is same. The average recognition
rate 99.25% shows that the proposed 3 features at window size 3x3 are optimal in terms of recognition rate and PSNR compare to the ANN-based thresholding technique with different parameters
presented in the literature.
In biomedical imaging application, breast cancer continues to be a public health problem. In this
thesis we presented a computer aided diagnosis (CAD) system for mass detection and classification
in digitized mammograms, which performs mass detection on regions of interest (ROI) followed by
the benign-malignant classification on detected masses. Three layers ANN with seven features is
proposed for classifying the marked regions into benign and malignant and 90.91% sensitivity and
83.87% specificity is achieved that is very much promising compare to the radiologist's sensitivity
75%.
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Chapter 1
Introduction

1.1

Introduction

Image analysis system refers to the extraction of meaningful information from acquired images by
means of image processing techniques. In any applications that uses computer vision to automate the
respective process, image analysis system plays a great role. The principal stages of an image analysis
system is shown in figure 1.1. Each of the steps is an individual research fields and needs intensive
study for dealing with low contrast images of complex background for example transparent gelatin
capsules in pharmaceutical manufacturing, document images in document recognition and x-ray
mammograms in biomedical imaging applications. However, image segmentation is one of the vital
steps for the performance of the computer vision-based system as well as pattern recognition in any
applications. Success of the vision-based system mostly depends on the quality of the binary image.
The complex background, non-uniform illumination and low contrast makes the image segmentation
very much challenging. Therefore, image segmentation is an important step and automatic image
segmentation makes the process faster, accurate and easier in image analysis system.
Artificial Neural Network (ANN) is one of the important image analysis tools inspired by human
perception models. ANN can handles all the challenges in image segmentation for example low
contrast, complex background and non-uniform illumination. In this thesis, several methods are developed using ANN and edge-detectors for image segmentation and classification. These are efficient
ANN-based thresholding technique and its application in document recognition, efficient automated
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Figure 1.1: Principal stages of image analysis system

seeded region growing for mass extraction in digitized mammogram using Haralick texture features
and efficient ANN-based mass classification in biomedical imaging and finally edge-based thresholding and its application in quality inspection of transparent gelatin capsules in pharmaceutical
manufacturing applications.

1.2

Image Segmentation

In computer vision, segmentation refers to the process of recognizing homogeneous regions within
an image as distinct and belonging to different objects. The segmentation process can be based
on finding the maximum homogeneity in gray levels within the regions identified.

The goal of

segmentation is to simplify and/or change the representation of an image into something that is
more meaningful and easier to analyze.

Because, in computer vision-based system, the digital

color image is represented by 24-bit (16- millions levels) or gray scale image (scanned document,
X-ray mammograms) by 8-bit (256 levels). The analysis of an image with that many levels might
require complicated techniques and higher computational cost.

But in real time application an

image must be analyzed within a few milliseconds. Therefore, either we have to reduce the image to
a more manageable number of gray levels, usually two levels (binary image), and at the same time
retain all necessary features of the original image or we have to develop complicated techniques.
Thresholding/ multi level thresholding is a way of solving this issue and a binary image can be

2
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obtained by thresholding the image into two levels.

1.3

Quality Process Control of Pharmaceutical Manufactured
Products

One of the most important needs, perhaps the most urgent from the point of view of industry productivity and competitiveness, is automatic inspection. Early detection of defects in the production
means lower costs and faster feedback on the production line in order to eliminate the causes of
defects, overcome physical limitations and subjective judgment of humans. In pharmaceutical industry, zero defect quality capsules are highly required in competitive markets. Therefore, a very
cost effective, high throughput and reliable quality inspection method is important in that industry.
Two part (body and cap) gelatin capsules are sensitive to several common flaws that make them
unacceptable for shipment and marketing. These flaws are incorrect size or color, dents, cracks,
holes, bubbles, missing caps and so on.
As consumers are demanding that products be free of defects, 100% inspection and automated
inspection have to be applied to achieve the zero-defect and at the same time to maintain the high
throughput, all defects must be detected in a single inspection. A computer vision-based quality
inspection can be one solution to solve these types of problems. In this thesis we have developed a
computer vision-based quality inspection system capable of isolating and inspecting capsules at the
rate of 1000 capsules per minute with over 95% accuracy of detecting defects of size 0.2 mm and
larger.

1.4

Document Image Analysis

Document image analysis refers to algorithms and techniques that are applied to document images
to obtain a computer-readable description from pixel data.

Document image contains only raw

data that must be further analyzed to process the information. Document image analysis provides
fast storage, recall and distribution of documents in work flow processing mostly in business and
government applications. In order to provide more flexible retrieval and manipulation capabilities,
document analysis system helps to interpret the information represented in the stored images. The
most potential application of document image analysis systems are automatic recognition of different
forms for example income tax forms, admission forms, postal address and bank cheques reading,
license plate recognition and journal, magazines reading.
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Giant steps have been taken in the last decade, both in terms of technological supports and in
software products to provide computerized DAS. Optical Character Recognition (OCR) contributes
to this progress by providing techniques to convert large volumes of texts to readable files automatically. There are so many papers and patents claiming recognition rates as high as 99.99%, this gives
the impression that OCR problems seem to have been solved. However, the failure of some real
applications shows that performance problems subsist on composite and degraded paper documents
with non-uniform background. Non-uniform background is caused by watermarks and complex patterns used in printing security documents. Transforming composite documents with non-uniform
background into electronic format in a form suitable for efficient storage, retrieval and interpretation
continues to be a challenging problem. Thresholding is a popular tool for image segmentation that
tries to identify and extract the object from its background on which it is superimposed. In general,
performance of the image thresholding technique depends on the type of document, image illumination, contrast and the complexity of the image background. In this thesis, an exhaustive search was
conducted to find the optimal parameter set that was used to develop an efficient ANN-based local
thresholding method.

1.5

Biomedical Imaging- Breast Cancer Detection

Breast cancer continues to be a public health problem in the world. It is the second leading cause of
death in Canada for women, after lung cancer. In 2009, an estimated 22,700 Canadian women and
170 men were diagnosed with breast cancer and 5,400 women and 50 men died from it. So, 1 in 9
women (11%) is expected to develop breast cancer during her lifetime (by age 90) and 1 in 28 will
die from it. Early detection of breast cancer, allowing treatment at an earlier stage, can significantly
reduce breast cancer mortality.
Mammography has been one of the most reliable methods for early detection of breast carcinomas.
X-ray mammography is currently considered as standard procedure for breast cancer diagnosis.
However, retrospective studies have shown that radiologists do not detect all breast cancers that
are visible on the mammograms. The estimated sensitivity of radiologists in breast cancer screening
is only about 75% [1], Double reading has been suggested to be an effective approach to improve
the sensitivity. But it becomes costly because it requires twice as many radiologists' reading time.
This cost will be quite problematic considering the ongoing efforts to reduce costs of the health
care system. Cost effectiveness is one of the major requirements for a mass screening program to
be successful. Therefore, the main objective of this thesis is to develop a CAD system for breast
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cancer diagnosis and detection based on automated segmentation of masses in mammograms. It is
expected that the automated methods for classifications provides a tentative diagnosis of individual
masses, based on their physical attributes to reduce the number of false positive.

1.6

Thesis Objectives

The main aim of this study is to investigate the potentiality of using ANN in order to develop image
processing techniques to extract low contrast objects and classify them to the appropriate classes
for the applications in quality process control of pharmaceutical industry manufactured products,
efficient ANN-based local thresholding technique in document recognition and computer-aided breast
cancer diagnosis and detection from X-ray mammograms in biomedical imaging applications.
In real-time pharmaceutical manufactured products applications, it is difficult to extract an
accurate, error free capsule image from the captured image within a very short time especially
when the capsules are clear and transparent. Capsule approximation is one of the solutions for this
particular problem. From the approximated capsule image, different parameters can be measured to
detect the defects like scratches, holes, bubbles, dents, meshed and so on. One of the main objectives
of this thesis is to develop a computer vision-based quality inspection system capable of isolating
and inspecting capsules at the rate of 1000 capsules per minute with over 95% accuracy of detecting
defects of size 0.2 mm and larger.
In document recognition applications, success of OCR mostly depends on the quality of the
thresholded image. Non-uniform illumination, low contrast and complex background make it challenging in this application. In this thesis, selection of optimal parameters through exhaustive search
for NN-based local thresholding approach for gray scale composite document image with non-uniform
background is implemented. To validate the obtained features some non-uniform watermarked document images with known binary document images called base documents were used and a quantitative measure PSNR was used to compare the performance with other methods discussed in this
literature.
In biomedical imaging applications, the ultimate goal is to develop CAD system for mass detection and classification in digitized mammograms, which performs mass detection on regions of
interest (ROI) followed by the benign-malignant classification on detected masses. In order to detect
mass effectively, a sequence of preprocessing steps are proposed to enhance the contrast of the image,
remove the noise effects, remove the X-ray label and pectoral muscle and locate the suspicious masses
using Haralick texture features generated from the spatial gray level dependence (SGLD) matrix.
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The main aim of the CAD system is to increase the effectiveness and efficiency of the diagnosis and
classification process in an objective manner to reduce the numbers of false-positive of malignancies.

1.7

Thesis Organization

This thesis is organized as follows: Chapter 2 gives the brief introduction of ANN, different structures, it's importance and it's applications in real life problems. Chapter 3 reviews the different
image thresholding techniques, their limitations and strengths. It also describes the statistical and
texture features and their use in ANN-based thresholding techniques in real-time and different offline applications. Chapter 4 introduces the document image analysis system. An exhaustive search
is conducted to find the optimal parameters to devise ANN-based efficient thresholding technique,
it's validation and the simulation results obtained by the proposed technique is also discussed in
this chapter. Chapter 5 introduces the problems in existing quality inspection system (OptiSorter)
of gelatin capsules in pharmaceutical manufacturing applications. Current state-of-the-art solutions
and the proposed edge-based image segmentation technique to develop image analysis system for
this application are also discussed in this chapter. Chapter 6 introduces the importance of computer
aided detection of breast cancer. The proposed automatic seed selection method using Haralick texture features for region-growing segmentation technique is developed in this chapter. The extracted
mass is then used as an input to the proposed three layers NN and classify the mass into benign or
malignant and finally chapter 7 provides concluding remarks and details future work.
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Introduction

An artificial neural network is an information processing system which has been developed as a generalization of mathematical models of human cognition or neural biology, based on the assumption
that:
1. Information processing occurs at many simple computing elements (or neurons).
2. Signals are passed between computing elements over connection links.
3. Each connection link has as an associated weight, which multiplies with the signals transmitted
through it.
4. Each computing element applies an activation function to its net input (sum of weighted input
signals) to determine its output signals.

ANNs has many names such as connectionist models, parallel distributed processing models,
neuro-morphical systems, self-organizing systems and adaptive systems. The true power of ANNs
lies in their ability to represent both linear and non-linear systems and in their ability to learn the
relationships directly from the data.
ANN's synaptic weights are adjusted or trained so that a particular input leads to a specific
desired or target output. Figure 2.1 shows the block diagram for a supervised learning ANN, where
the network is adjusted based on comparing neural network output to the desired output until the
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Figure 2.1: Supervised learning of ANN

network output matches the desired output. Once the network is trained it can be used to test new
input data using the weights provided from the training session.

2.2

Types of A N N s

ANNs can be classified according to the pattern of connections between the units and the propagation
of data. Two main distinctions can be made according to the pattern of connections.

2.2.1

Feed-forward Neural Network

The neurons in this model are grouped in layers, which are connected to the direction of passing
signals. Feed-forward ANNs allow signals to travel one way only; from input to output. There is no
feedback (loops) i.e. the output of any layer does not affect that same layer. Feed-forward ANNs
tend to be straight forward networks that associate inputs with outputs. They are extensively used
in pattern recognition. This type of organization is also referred to as bottom-up or top-down.
Classical examples of feed-forward neural networks are the Perceptron and Adaline.

Figure 2.2

represents the structure of multi-layer feed-forward network.

2.2.2

Feedback Neural Network

Feedback networks can have signals traveling in both directions by introducing loops in the network. Feedback networks are very powerful and can become extremely complicated [2]. Feedback
networks are dynamic; their 'state' is changing continuously until they reach an equilibrium point.
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Hidden Layer

Figure 2.2: Multi-layer feed-forward network model

They remain at the equilibrium point until the input changes and a new equilibrium needs to be
found. Feedback architectures are also referred to as interactive or recurrent. Examples of recurrent
networks are Anderson networks [3], Kohonen self-organizing maps (SOM) [4], and Hopfield network
[5]. Figure 2.3 shows an example of complicated feedforward/ feedback network.

Figure 2.3: Complicated feed-forward/ feedback network
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The Learning Process of A N N s

ANNs learn by adjusting the synaptic weights between neurons, eliminating some synapses and
building new ones. All learning methods used for adaptive neural networks can be classified into
supervised learning and unsupervised learning. If the learning phase and operation phase are performed in two different times, then it is called off-line learning. If they are performed at the same
time then it is called on-line learning. Usually, supervised learning is done off-line and unsupervised
learning is performed on-line.

2.3.1

Supervised Learning

In supervised learning, output unit is told what its desired response to input signals ought to be.
An ANN of supervised learning, such as MLP uses the target result to guide the performance of the
neural parameters. During the learning process global information may be required. Paradigms of
supervised learning include error-correction learning, reinforcement learning and stochastic learning.
An important issue concerning supervised learning is the problem of error convergence, i.e the
minimization of error between the desired and computed unit values. The aim is to determine a set
of weights which minimizes the error. One well-known method, which is common to many learning
paradigms, is the least mean square (LMS) convergence.

2.3.2

Unsupervised Learning

Unsupervised learning is based upon only local information and uses no external teacher. It is also
referred to as self-organization, in the sense that it self-organizes data presented to the network and
detects their emergent collective properties. Unsupervised learning of ANNs, for example SOM can
be used for clustering the input data and finding features inherent to the problem. Paradigms of
unsupervised learning are Hebbian learning and competitive learning.

2.4

Multi-layer Perceptron (MLP)

Multi-Layer perceptron (MLP) is the most common neural network model.

It uses supervised

training methods to train the network and is structured hierarchically of several perceptrons. MLPs
contain normally three layers: the input layer, hidden layers and output layer that is obvious from
the figure 2.2. The training of such a network is complicated than single perceptron. That is why
when there exists an output error; it is hard to say how much error comes from the different nodes of

10

2.

INTRODUCTION

TO ARTIFICIAL

NEURAL

NETWORK

input, hidden and output layers and how to adjust the weights according to their contributions [6],
This problem can be solved by finding the effect of all the weights in the network by using the backpropagation algorithm [7] which is the generalization of the least-mean-square (LMS) algorithm.
The input nodes, hidden nodes and the output nodes are connected via variable weights using feedforward connections. The calculated output is compared with the target output. The total mean
square error (MSE) shown in equation 2.1, is computed using all training patterns of the calculated
and target outputs.
1

m

k

(2-1)
j=1 i= 1

where m is the number of examples in the training set, k is the number of output units, Tij is the
target output value (either 0.1 or 0.9) of the i — th output unit for the j — th training example, and
Oij is the actual real-valued output of the i — th output unit for the j — th training example. The
back-propagation algorithm uses an iterative gradient technique to minimize the MSE between the
calculated output and the target output. The training process is initialized by setting some small
random weights. The training data are repeatedly presented to the neural network and weights are
adjusted until the MSE is reduced to an acceptable value. Figure 2.4 shows the training steps of
MLP neural network.

Figure 2.4: Flow chart of the training steps of MLP ANN
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Advantages and Disadvantages of A N N s

A neural network has the ability to extract patterns and detect trends that are too complex to be
noticed by either humans or other computer techniques.

2.5.1

Advantages of A N N s [2]

A trained neural network can be considered as an "expert" in the area of information it has been
given to analyze. The expertise of this trained ANN can then be used to handle new situations of
interest and answer "what if' questions to that area of interest. Other advantages include:
1. It has the ability to learn how to do tasks based on the data given for training or initial experience.
2. It is able to create its own organization or representation of the information it receives during
learning time.
3. ANN computations may be carried out in parallel, and special hardware devices are being designed
and manufactured which take advantage of this capability
4. Partial destruction of a network leads to the corresponding degradation of performance. However,
some network capabilities may be retained even with major network damage.
5. Neural models are highly tolerant to noisy data.
6. There is no need to assume an underlying data distribution such as usually is done in statistical
modeling.
7. Neural networks are applicable to multivariate non-linear problems.
8. The transformations of the variables are automated in the computational process.

2.5.2

Disadvantages of A N N s [2]

The main disadvantage of neural networks is that they are very slow for large network, especially in
the training phase but also in the application phase that makes it unsuitable for on-line processing.
Another significant disadvantage of neural networks is that it is very difficult to determine how
the net is making its decision. Consequently, it is hard to determine which of the image features
being used are important and useful for classification and which are worthless. Other disadvantages
include:
1. Minimizing overfitting requires a great deal of computational effort.
2. The relationship between the input and output variables are not developed by engineering judgment so that the model tends to be a black box or input/output table without analytical basis.
3. The sample size has to be large.
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4. Global minima is not obtained.

2.6

Application of A N N s

The artificial neural network can be used to infer a function from observations. This is particularly
useful in applications where the complexity of the data or task makes the design of such a function
by hand impractical. It is applied in broad areas of real world problems in business, industry and
medicine [2, 6]. Since neural networks are best at identifying patterns or trends in data, they are
well suited for prediction or forecasting like sales forecasting, industrial process control, customer
research, data validation, risk management, stock market prediction, bankruptcy prediction, target
marketing and dynamic system modeling. More specifically it is also used in recognition of speakers in communications, diagnosis of hepatitis, recovery of telecommunications from faulty software,
interpretation of multi-meaning Chinese words, undersea mine detection, texture analysis and threedimensional object recognition. Other applications include:
1. Signature recognition and verification especially in the bank transactions.
2. Shape recognition of manufactured parts.
3. Handwritten word recognition.
4. Facial recognition.
5. Thresholding or binarization of gray scale or color images.
6. Color recognition.
7. Recognition of items through color/texture.

2.7

Conclusions

ANN is a powerful data modeling tool that provides an alternative and better solutions when expert
knowledge is unavailable in full-fledged sense as for example in the application of document recognition and biomedical imaging. The development of the ANN technology from the history shows
that it was started from the desire to develop an artificial system that could perform intelligent
tasks similar to those performed by the human brain. The human brain is an incredibly impressive
information processor, even though it works quite a bit slower than an ordinary computer. Many
researchers in artificial intelligence look to the organization of the brain as a model for building intelligent machines like ANN. Among different types of ANNs, feed forward MLP ANN is mostly used
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in different applications because of it's simplicity in terms of organizations and learning methods.
The use of ANNs in quality inspection of gelatin capsules in pharmaceutical manufactured products,
document recognition and biomedical imaging applications are shown in the following chapters.
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To interpret or analyze an image automatically, we must have a way of identifying unambiguously
the pixels that corresponds to particular features of interest. The process of identifying these pixels is
known as segmentation. It is generally the first stage and one of the critical stages in any attempt to
automatic image processing shown in figure 1.1. The role of segmentation is very important in most
tasks requiring image analysis. Because the success or failure of the tasks is directly dependent on the
success or failure of the image segmentation. Some of the image segmentation techniques are broadly
implemented in the applications involving the detection, recognition and measurement of objects in
images. These applications include but not limited to quality inspection in industrial manufactured
products, OCR, tracking of moving objects, classification of terrains in satellite images, detection
and measurement of bone, tissue, cancer in mammograms etc. and in biomedical imaging.
The automatic binarization of gray-level images or the automatic determination of an optimum
threshold value is still a difficult and challenging problem in many image processing applications.
The difficulty may arise due to various factors, including, poor contrast, non-uniform illumination,
composite image with complex background, high noise to signal ratio, complex patterns, and/or
variable modalities in the gray-scale histograms. Many thresholding algorithms have been reported in
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the literature. The survey of image thresholding can be found in [8, 9, 10]. Some of the thresholding
techniques will be briefly described in the following sections.

3.2

Survey Over Thresholding Techniques

To convert the gray scale image into binary image, a threshold is chosen in between 0 (black) and
255 (white). Different binarization methods are discussed in the literatures based on the attributes
of the image. Binarization methods can be categorized into six different types. They are as follows:
1. Histogram-based methods
2. Edge-based methods
3. Clustering-based methods
4. Entropy-based methods
5. Local adaptive thresholding methods
6. Neural network-based methods.

3.2.1

Histogram-based M e t h o d s

Histogram-based methods are very simple and efficient compared to other methods because of its
low computation cost and zero memory storage requirements.

In this approach, a histogram is

computed from all of the pixels in the image, and the peaks, valleys and curvature of the smoothed
histogram of the image are analyzed to locate the clusters in the image. Color or intensity can be
used as the measure. A refinement of this technique is to recursively apply the histogram-seeking
method to clusters in the image in order to divide them into smaller clusters. This is repeated with
smaller and smaller clusters until no more clusters are formed [11, 12], One disadvantage of the
histogram-seeking method is that it may be difficult to identify significant peaks and valleys in the
image. However, in most applications the threshold is determined from the peak and valley detection.
For example, Sezan used peak [13], Sahasrabudhe [14] and Ohio [15] used valley to determine the
threshold. Rosenfeld [16] used the analysis of concavities of the histogram that is called convex hull
and Weszka [17] used enhanced concavity by modifying its histogram. When the convex hull of the
histogram is calculated, the deepest concavity points become candidates for a threshold. Rosin [18]
developed an algorithm that fits a straight line from the peak of the histogram to the last non zero
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bin. The point of the maximum deviation between the line and the histogram is selected as the
threshold value which is the deepest valley point.
Tsai [19] developed a moment-preserving technique for threshold selection where first three moments of both input and output images are preserved. The moment-preserving technique can be
thought of as an information transformation method which groups the pixels of an image into classes.
The variables in the so-called moment-preserving equations are determined iteratively by a recurrent
neural network and a connectionist neural network which work cooperatively. Both of the networks
are designed in such a way that the sum of square errors between the moments of the input image
and those of the output version is minimized. Initially the histogram is smoothed via Gaussian function, and the resulting histogram is investigated for the presence of both valleys and sharp curvature
points. The curvature analysis becomes effective when the bimodality of the histogram is lost due
to the excessive overlapping of class histograms.
The Quadratic Integral Ratio (QIR) [20] is a global two stage histogram-based thresholding
approach. Initially the image histogram is divided into three classes, object, background and fuzzy
class. Fuzzy class is in between the object and background where it is hard to tell in which class the
pixel belongs. At second stage, final threshold is determined from the fuzzy region. QIR method
performs well on constant homogeneous background of the image possessing bimodal histogram.
Leedham et. al. [21] concluded t h a t the QIR method is more accurate in separating object from the
background than other multi-stage global thresholding methods. Other techniques include shape of
the histogram [22], and histogram modification via partial differential equations [23].
The histogram based methods described above are mostly global thresholding method that uses
single threshold for the entire image. These methods shows very good performance provided that
the histogram of the image is clearly bimodal which is very unlikely for real world images with
noisy, non-uniform background. In that case, local thresholding [24] is one of the ways to solve
the bimodal issue where the threshold is changing over the image. Local thresholding methods
divide the image into multiple non-overlap regions so that the pixels are considered homogeneous
in each region. This way it tackles the non-uniformity of the image background.

But in these

methods it is difficult to determine the correct window size yielding incorrect threshold value based
on the contrast and illumination of the background. It has another drawback called blocking effect
that happens when the difference of the threshold level between two adjacent blocks are very large
yielding discontinuity. Some of the developed local thresholding methods are multi-level thresholding
methods [25, 26], adaptive thresholding methods [27, 28] and iterative thresholding methods [29, 30],
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Edge-based M e t h o d s

Edges are defined as the transition of gray values from object to background and the pixels around
edge are the mixture of the object and background. Edge-based methods are based on the hypothesis
that gray level of the pixels around the boundary of the object and background changes abruptly
no matter how complex the background is. Edge-based method is a two stage process that is shown
below:
1. Edge detection.
2. Object and background pixels localization.
The discontinuity of an edge is detected by the first and second order derivatives. In image
processing, the first order derivative is called the gradient. The gradient of 2D function f(x,y)

is

defined as a vector shown in equation 3.1. The magnitude of this vector is calculated using the
equation 3.2 and the gradient direction is calculated using the equation 3.3. Gx and Gy are the
convolutions of the original image and the mask in horizontal and vertical direction respectively.
There are six edge detectors that are mostly used in different applications. They are Sobel, Prewit,
Roberts, Laplacian of a Gaussian (LoG), Zero crossing and Canny [31]. Sobel finds the edges using
the horizontal and vertical mask shown in table 3.1 and 3.2. The horizontal and vertical mask for
Prewit edge detector is shown in table 3.3 and 3.4. Although Prewit or Sobel filters are larger
they are less sensitive to noise. Prewit is easy to implement but Sobel has slightly superior noisesuppression characteristics. Roberts edge detector is fast since the mask is small but it is also subject
to interference by noise. If edges are not very sharp the edge detector will tend not to detect the
edge. Robert's mask are shown in tables 3.5 and 3.6 respectively. LoG and zero crossing detects the
edges by looking for zero crossing after filtering f ( x , y) with a Gaussian filter and user-specified filter
respectively. Canny edge detector looks for local maxima of f(x,y)

and f(x,y)

is calculated using

the derivative of a Gaussian filter. Then strong and weak edges are detected using two threshold
values and finally the weak edges connected to the strong edges are included in the output.

Vf =

Gx

21
dx

3/

(3.1)

dy

V / = magiw f) =

+

(3.2)

(3.3)
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Table 3.1: Horizontal mask of Sobel Edge Detector
-1

-2

-1

0

0

0

1

to

3.

1

Table 3.2: Vertical mask of Sobel Edge Detector
-1

0

1

-2

0

2

-1

0

1

Table 3.3: Horizontal mask of Prewit Edge Detector
-1

-1

-1

0

0

0

1

1

1

Table 3.4: Vertical mask of Prewit Edge Detector
-1

0

1

-1

0

1

-1

0

1

Table 3.5: Roberts' Edge Detector (-45°)
0

-1

1

0

Table 3.6: Roberts' Edge Detector (+45°)
-1

0

0

1
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Once the edge strength is measured, the next stage is to apply a threshold, to decide whether
edges are present or not at an image point. The lower the threshold, the more edges will be detected,
and the result will be increasingly susceptible to noise, and also to picking out irrelevant features
from the image. Conversely a high threshold may miss subtle edges, or result in fragmented edges.
Some of the developed edge based methods for different applications are described below:
Huang [32] developed edge based binarization technique for the application of document recognition. In this method once edges are detected, some pixels around edges are selected to represent
object and background. Since most of the disturbing background information is ignored after the
edge detection, the selected pixels around edges form a bimodal histogram from where the threshold
value can be selected easily.
Prager [33] proposed a set of algorithms used to perform segmentation of natural scenes through
boundary analysis. The goal of the algorithm is to locate the boundaries of an object correctly in a
scene. In this method differentiation is done to find the edge-strength at each point in the image.
Then suppression is done to remove multiple edges formed by spatial differentiation of boundaries.
Then the edges are joined into line segments and the features length, contrast, frequency, mean,
variance and location of each line segment are computed. Finally, post-processing is done to remove
unwanted line segments and to build confidence for each of the remaining segments.
Perkins [34] uses an edge based technique for image segmentation. Edge based segmentation has
not been very successful because of small gaps that allow merging of dissimilar regions. In order to
avoid these problems, Perkins proposes an expansion contraction technique in which edge regions
are expanded to close gaps and then contracted after the separate regions have been labeled. The
size of expansion is controlled such that small regions are not engulfed by this process. The process
involves the use of Sobel edge detector for producing edge strengths and directions at every point.
The edges are thinned and the result is automatically thresholded leaving only ridges. The ridges
separate regions of different intensity but there may be small gaps. This method was used for the
application of landscape pictures and for pictures of electronic circuits.
Yalcyn et. al. [35] uses an edge based approach to real time automated visual inspection for post
manufacturing industrial parts quality inspection. In this system, the image is selectively processed
and the salient contour segments are implicitly identified as a sequence of fixation points. This not
only reduces the required computation drastically, but also enables merging of the segments and
interpolation of the contour in a natural manner.
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Clustering-based M e t h o d s

The gray-level samples are clustered into two classes as background and object, or alternatively they
are modeled as a mixture of two Gaussians in the clustering-based methods. The Otsu method [37]
is the most cited clustering-based thresholding method. In this method the weighted sum of withinclass variances that turns out to the maximization of between-class variances. It operates directly on
the gray level histogram P(i). This method provides satisfactory results when the number of pixels
in background and objects are similar and fails in images with complex background or degraded
images.
The weighted within-class variance is defined by:

vl(t) =

+ Q2(t)al(t)

(3.4)

where the class probabilities are estimated as:

qi(t) = T,UP(i)
(3.5)

and the class means are given by

(3.6)

(t) = Ztt+i Si
Finally the individual class variances are defined by:

(3.7)

Otsu method is implemented in iterative approach. It runs through all grey levels and pick the value
that minimizes weighted within-class variance

t).

Kittler [38, 39] developed a computationally efficient thresholding approach called minimum
error threshodling (MET) for gray scale image binarization under the assumption that the object
and background pixel gray level values being normally distributed.

This method optimizes the

average pixel classification error rate directly, using an iterative algorithm.
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In the M E T technique to find the optimal threshold r it uses the simpler technique. Suppose
that the histogram of the gray scale image is h(g) assuming gray level values, g, from the interval
[0..n]. The trial threshold is set at arbitrary level T. It models the two resulting pixel populations
with parameters Hi(T), (J,(T) and an a priori probability Pi(T) given, respectively, as

Pi(T) = J2h(g)

(3.8)

g=a

(3.9)

/Pi(T)

L9=a
and

^(T)

=

Y,{9-^{T)}2h{g)
/Pi(T)

(3.10)

L g=a

where

a =

0

1

T+l

(3.11)

i= 2

and

b=

T

i = 1

n

i =2

(3.12)

If an image has n grey levels, this method tries in succession n different levels as a threshold
value. For each grey level T, a fitting criterion J(T) is calculated, which is defined by

J ( T ) = 1 + 2 [Pi(T) log0i(T) + P2(T) loga 2 (T)]
- 2 [ P i ( T ) l o g P i ( T ) + P2(T)logP2(T)]

(3.13)

The criterion function J ( T ) in equation 3.13 can be computed easily and finding its minima is a
relatively simple task, as the function is smooth.
Chow and Nakagawa [40, 41] divides the image into non-overlapped regions. The histogram
of each region is approximated by a mixture of two Gaussian distributions to test the bimodality.
Thresholds are calculated based on the means and standard deviations of the bimodal mixture
distribution for each region. Thresholds are first smoothed and then interpolated to form a threshold
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surface yielding a single threshold value for each image pixel. Finally the image is binarized using
the threshold surface.
Other iterative clustering approaches are found Ridler [29], Yanni [26], Lloyd [42] and Cho [43].
Reddi et. al. [44] developed a fast search scheme based on the criteria proposed by Otsu [37] that
maximizes inter-class variances between object and background.

Sid-Ahmed [45] proved mathe-

matically that the problem could be reduced to simple iterative algorithms conjectured by Ridler
[29]. Fuzzy clustering [46] is another thresholding technique where fuzzy clustering memberships are
assigned to pixels depending on their differences from the two class means.

3.2.4

Entropy-based M e t h o d s

Entropy is a statistical measure of randomness that can be used to characterize the texture of
the input image. Entropy-based methods exploit the entropy of the distribution of the gray levels
in an image. Maximum entropy of the binary image is interpreted as an indication of maximum
information transfer. Kapur et.al. [36] maximize the sum of entropy so that when the sum of the
two class entropies reaches its maximum, the image is said to be optimally thresholded.
Abutaleb [47] used spatial entropy information to generate the optimal threshold followed by
two-dimensional thresholding to classify the pixels. Other entropy-based thresholding methods are
entropic thresholding [48, 49], cross entropic thresholding [50, 51], fuzzy entropic thresholding [52]
and fusion of three different entropies [53].

3.2.5

Local Adaptive Thresholding

Local statistics like range, variance, or surface-fitting parameters of the neighboring pixels are used
to calculate the threshold value of each pixel in local adaptive thresholding algorithm. Niblack [54]
calculates the pixel-wise threshold value by sliding a window over the image. The threshold value
of center pixel (x, y) of a window is calculated from the mean /i and standard deviation a using the
following linear equation 3.14.

T(x,y)

= fi(x,y)

+ k<j(x,y)

(3.14)

where k is a constant which is highly tunable to extract objects from the background. Also,
the size of the window determines the quality of the binary image. Window size should be small
enough to serve local details and at the same time large enough to suppress noise. The value of k is
in between 0 and 1 that determines how much of the object edge is retained as a part of the given
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object.
Sauvola [55] is an improved modification of Niblack [54] method. It shows good performance on
documents where the background contains light texture, big variations and non-uniform illumination.
The threshold is calculated using the following equation 3.15.

(3.15)
where R is an empirical constant. It is suggested by the author that the value of k=0.5 and
R=128 to be used in stained and badly illuminated documents. A surface fitted to the gray-level
landscape is used as a local threshold, as in Yanowitz and Bruckstein [56] and Shen and Ip [57].
Local contrast is exploited by White et. al [58] where it compares the gray value of the pixel with
the mean gray level in some neighborhood. If the pixel value is significantly smaller than the mean,
it is classified as object otherwise background.

3.2.6

Artificial Neural Network-based M e t h o d s

Very few researchers have investigated the use of neural network in thresholding of gray level images
with the recent development of artificial intelligence. Artificial neural network (ANN) based image
thresholding method calculates the threshold value based on some local statistics like mean, standard
deviation, smoothness, entropy and so on. Yan [59] introduced a technique to discriminate the pixels
into background and object according to the characteristics around every pixel. The major drawback
of such a method is that binarization is based on the feature around every pixel in an image, therefore
the computational cost is much higher than others which makes it unsuitable for online applications.
Koker and Sari [60] used ANN to automatically select a global threshold value for an industrial
vision system based on the histogram of the image. The image is preprocessed by using a median
filter to remove the effects of noise. In this method the histogram of the supervised training data
(256 levels) is used as input and global threshold value that is determined by visually inspecting the
histogram of the training image is used as target value. Using this procedure the training data is
prepared in different illumination environment for this particular application. In training phase, the
produced output is compared to the target output, calculates the error, adjust the synaptic weights
of the ANN until an acceptable weight is achieved to minimize the error between produced and
target outputs. This method works for this specific application and it fails for composite image with
complex background.
Khashman [61] used a supervised neural network for document image binarization where local
threshold values are used to train the network in order to obtain the optimum global threshold values.
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86% recognition rate is obtained based on visual inspection for degraded non-uniform historical
document images.
Papamarkos [62] used Self Organizing Feature Map (SOFM) to define two bi-level classes. Then
fuzzy membership functions are obtained from the contents of these classes to use with the fuzzy
C-mean algorithm for reducing the character blurring effect. Laplacian and mean values from 3x3
window is used as input to the network. This method works well for blurred documents but not as
well for images with complex background.
Alginahi et. al. [7, 63] developed ANN-based technique for thresholding composite digitized
documents with non-uniform and complex background. It was used in the application of segmenting
bank cheques from complex background for application in OCR. This method uses 8 statistical
and textural features of an image for each pixel at a window size 5x5. A modified ANN-based
thresholding technique was developed by Alginahi [63] very recently where the author claimed only
5 out of 8 features at window size 3x3 provides the best results. But the author did not present any
justification in support of the claim. The statistical and texture features and associated NN-based
thresholding method is described in the sections 3.4 and 3.5 respectively.

3.3

Performance Comparison of the Thresholding Techniques

Many image thresholding techniques have been developed and reviewed in the literature and performance of each technique depends on the type of the image and it's complexity of the image
background.
Otsu [37] is the most referenced thresholding technique among all global thresholding techniques.
Sahoo et. al. [53] compared the performance of more than 20 global thresholding methods. The
comparison shows that the Otsu's [37] method was one of the better threshold selection methods.
However, Otsu's [37] method uses an exhaustive search method to maximize the between-class
variance. As the number of classes increases, Otsus method takes too much time to be practical for
multilevel threshold selection.
Rosin [64] evaluated the performance of global thresholding methods for change detection and
found that Otsu [37] and Riddler [29] shows poor performance compared to other methods.
Fisher [65] compared 15 global thresholding methods and concluded that the Otsu [37] is highly
preferred in document image processing.
Sezgin and Sankur [8] conducted an exhaustive survey on 40 bi-level thresholding methods and
categorized them into six different groups according to the information they are exploiting. These
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methods are compared in the context of nondestructive testing applications as well as for document
images. In both cases, the Minimum Error Thresholding (MET) technique proposed by Kittler and
Illingworth [38] was ranked as the top one.
Trier and Jain [66] conducted a survey and evaluated the performance of 11 established local
adaptive thresholding methods. These methods were compared using a criterion based on the ability
of an OCR module to recognize handwritten numerals from hydro-graphical images. In this survey,
Niblack [54] was found to be the best one among 11 local adaptive thresholding methods.

3.4

Statistical and Texture Features

Statistical features are extracted for each centered pixel in a window of size (2n + l)x(2n + 1),
where n > 1. This window can be randomly placed at different locations by the user in the area of
the image in which features need to be extracted. The extracted features are then used in neural
classifier to train it for the recognition of a particular area in images of similar nature. The ANNbased thresholding technique takes advantage of the image textural characteristics by considering
the statistical descriptors in a neighborhood of pixels. The statistical textural features are useful
in characterizing the set of neighborhood values of pixels, which are related to its moments. These
features are pixel value, mean, standard deviation, smoothness, entropy, skewness, kurtosis and
uniformity. These are adapted from [6, 7, 63, 67].

3.4.1

Pixel Value 1

The center pixel, p(i,j)

in a window of size (2n + l)x(2n + 1), where n > 1. was taken as the first

feature.

3.4.2

Mean 2

The mean, /iiy of the pixel values in the defined window, estimates the value around the pixel in
which central clustering occurs.
^

=

(2n

+ 1)2

i+n

j+n

E

P(X'V)

(3'16)

Where p(x, y) is the pixel value at point (x. y).
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Standard Deviation 3

3.4.3

The standard deviation, atj is the estimate of the mean square deviation of grey pixel value p(x. y)
from its mean value /j,ij. Standard deviation describes the dispersion within a local region. The
standard deviation is defined as:

<Tu =

1
(2n + l ) \

i+n

j+n

£ £ (p(x, y) — Hij)2

(3.17)

x=i—n y=j—n

Smoothness 4

3.4.4

Relative smoothness, Rij is a measure of grey level contrast that can be used to establish descriptors
of relative smoothness.
=1 - YT^

(3 18)

n
Where <Jij is the standard deviation around the center pixel (i, j).

-

Entropy 5

3.4.5

Entropy, hij can also be used to describe the distribution variation in a region. Overall entropy of
neighborhood pixels in the window can be calculated as:
L-1
hij = -

Prk(log2Prk)

(3.19)

fc=o
Where

Prk is the probability of the k-th grey level, which can be calculated as ZyJ(2n + l) ,
2

the total number of pixels with the k-th grey level and L is the total number of grey levels in the
window.

3.4.6

Skewness 6

Skewness, Sij characterizes the degree of asymmetry of a pixel distribution in the specified window
around its mean. Skewness is a pure number that characterizes only the shape of the distribution.
-j^
Sij

=

(2n

+ 1)2

i+n
t-rit

j+n
ji

E

r

.

.

p{x, y) - mj

(3.20)

Where p(x, y) is the pixel value at point (x, y), jMj and cr^ are the mean and standard deviation
around the center pixel (i,j)

respectively.
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Kurtosis 7

Kurtosis, K i j measures the peakness or flatness of a distribution relative to a normal distribution.
The conventional definition of kurtosis is:

(3.21)
Where p(x,y)

is the pixel value at point (x, y),

and atj are the mean and standard deviation

around the center pixel (i, j) respectively. The -3 term makes the value zero for a normal distribution.

3.4.8

Uniformity'.8

Uniformity, Uij is a texture measure based on histogram and is defined as:
L-1

un = Y.Prl

(3-22)

k=0
Where P r ^ is the probability of the k-th grey level. Because the P r t have values in the range [0, 1]
and their sum equals 1, U is maximum in which all grey levels are equal, and decreases from there.
Before computing any of the descriptive texture features above, the pixel values of the image were
normalized by dividing each pixel by 255 in order to achieve computational consistency.

3.5

ANN-based Thresholding Using Statistical Texture Features

The statistical and textural features described in the section 3.4 are useful in characterizing the
set of neighborhood values of pixels. Alginahi [7, 63, 67] utilized these features value in preparing
d a t a for training a Multi-Layer Perceptron (MLP) ANN which are obtained from window of size
( 2 n + l ) x ( 2 n + l ) , taken from various parts of one image and repeated over many images.

Figure

3.1 shows a sample screen capture of the training data preparation. The first step to prepare data
for training is to load an image then a point or pixel in the image is selected. This is supervised
training data preparation method. Therefore, the user knows about the selected pixel whether it
is background or object. Accordingly, the user clicks on the object or background buttons in order
to calculate the feature vector of that point. The process is repeated for different random points in
the same image and different images with complex backgrounds to get a wide variety of features.
The 8 features and their corresponding target value (for background=l and object=0) are stored
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Figure 3.1: Sample Training Data Preparation

in a file and then used as inputs to the NN to train the network to produce the weights needed for
testing the classifier. The multi-layer feed forward ANN is trained by supervised learning using the
iterative back-propagation algorithm [6] which minimizes the MSE between the network's output
and the desired output for all input patterns.
The ANN structure that was used to train the network for document image thresholding is
shown in table 3.7. Once the weights are calculated, they are fitted to the ANN and kept constant
during the testing phase. Since weights are not changing during the testing phase, it is called offline
processing. During testing, image features are extracted from each pixel and its neighborhood and
feed them into the network that classifies the pixel either 0 or 1 results in a binary image. The
sample binary document image is shown in figure 3.2. Then the binary image is passed through the
commercial OCR ABBYY to calculate the correct recognition rate.

3.6

Conclusion

In this chapter, we have reviewed the thresholding methods that were used in different applications
for image binarization. Based on the characteristics of the techniques used, these methods can be
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Table 3.7: Neural Network Structure used by Alginahi [7]
Input Units

8

Hidden Units

13

Output Unit

1

Weights

117

Image

10

Training Samples

1000

I a iwoy

P M u l t i l a y e r P e r c e p t r o n N e u r a l n e t w o r k T e s t i n g for T h r e s f w l d i n g
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[Thresholding

E d g e Detection I

Save Image
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Width

p26
Execution Time
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Figure 3.2: Sample Binary Image using NN-based Thresholding
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Among all of these methods surveyed in the

literature, it was found that the clustering based method proposed by Otsu [37] is the most popular
global thresholding methods. In one survey, Kittler [38] is also found one of the best methods where
40 bi-level methods were tested on 40 nondestructive testing images (NDT) and 40 document images.
Trier and Jain [66] found that Niblack [54] method is the best method among 11 well-established
local adaptive thresholding methods.
ANN-based thresholding technique is rarely used in online application because of it's high computational cost. However, in document recognition application Alginahi [7, 63, 67] utilized 8 statistical
and texture features to develop ANN-based thresholding technique. The correct recognition rate
98% is achieved using those 8 feaures at window size 5x5. In another research [63] the same author
claimed 5 features at windwo size 3x3 provide the recognition rate 98.3%. But the author failed
to provide any justification in support of this claim. In the next chapters we will use ANN-based
thresholding technique to investigate it's potentiality in different applications and at the same time
we will do exhaustive search to obtain the optimal features subset at optimal window that provides
the highest recognition rate.
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Chapter 4
Efficient
Document

4.1

ANN-based

Thresholding

Recognition

in

Application

Introduction

For human transactions writing is considered to be more natural way than speech. Printed documents, such as newspapers, magazines and books, and in handwritten matter, such as found in
notebooks and personal letters, they all contain the language in written form. Therefore, given
the importance of written language in human transactions, its automatic recognition has practical
significance. Document Analysis System (DAS), a small division of digital image analysis converts a
paper-based document into computerized form. The principal stages of DAS is shown in figure 4.1.
Transforming documents with poor contrast and complex background into binary image suitable
for efficient storage, retrieval and interpretation continues to be a challenging problem [7, 63, 67].
Sample document image in different complexities are shown in figures 4.2, 4.3 and 4.4.

4.2

ANN-based Thresholding- Observations and Criticism

Image thresholding is one of the very important steps in DAS shown in figure 4.1. Because, it
is vital for the performance of DAS and OCR performance can be degraded if the characters in
binarized image are broken, blurred or overlapped. In general, performance of the image thresholding
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Pre-processing
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Image Thresholding
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Page Segmentation/ Layout Analysis

±Z
Character Recognition

iz
Post-processing

Figure 4.1: Principal Stages of Document Analysis System
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Xn the
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escape

days before and during the American civil War, Ontario served
final stop on the underground railroad, a network of secret
and safe houses that allowed enslaved African-Americans to
to freedom in Canada.

walk in the footsteps of history along the African Canadian^Heritage
Route from Windsor, where you can v i s i t John Freeman w a l l V ' 1 8 4 6 log
,C»6in, that served as a terminal on the underground Railroad". For a
further window into'the"past, walk among the a r t i f a c t s and images at
the AKharstburg's North American Black Historical Museum, s t r o l l the
streets of. Nor.tfi Buxton, Canada's f i r s t Black settlement - home t o
many historic* buildings and a museum that recounts the area's proud
story of early growth and s e l f - s u f f i c i e n c y .

Figure 4.2: Sample Document Image- (poor contrast)
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Health i s defined as a s t a t e of complete
p h y s i c a l , social and mental w e l l - b e i n g ,
and not merely the absence of disease or
i n f i r m i t y , w i t h i n the context of health
promotion, health has been considered
less as an abstract s t a t e and more as a
means to an end which can be expressed i n
functional terms as a resource which
permits people to lead an i n d i v i d u a l l y ,
s o c i a l l y and economically productive
l i f e . Health i s a resource f o r everyday
l i f e , not the object of l i v i n g , i t i s a
p o s i t i v e concept emphasizing social and
personal resources as well as physical
capabilities.

Figure 4.3: Sample Document Image- (non-uniform illumination)

In early 2003,
Californians
pointed f i n g e r s
as t j i e i r s t a t e
struggled with a "
$38 b i l l i o n
budget d e f i c i t
and a c o n t i n u i n g
energy c r i s i s .
Republicans s e t
t h e i r s i g h t s on
Democratic Gov. Gray D a v i s , a t t e m p t i n g t o
make him t h e second governor i n U.S.
h i s t o r y t o be r e c a l l e d . On October 7 , t h e
m a j o r i t y o f v o t e r s decided t o oust D a v i s ,
then chose a successor from among 135
c a n d i d a t e s . One o f * H p ! 1 ywoods owif tpok
Davi s ^ l ace bodybu jfl d e r - t u r n e d - a e t e r
Republican Arnold Schwarzenegger.

Figure 4.4: Sample Document Image- (composite with complex background)
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The largest major g<-oup
of arthropods i s a c"<ade
that includes insects,
millipedes, centipedes,
and t h e i r relatives.
This group, the
Uni-aaia, was formerly
defined t o include the
onycbophofa, which are
now considered a
separate clade. i t
BStricted here t o include only "true"
" pods with exoskeietotis ar»d jointed
ages. They make up by f a r the most common
and diverse major clade of arthropods, %d i n
f a c t make up over three-fourths of a l l kBwn
animal species on the planet and probabl^yn
even greater proportion of the t o t a l numbed of
species, known arid unknown.

Figure 4.5: Sample Document Image- (Insect)
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Figure 4.6: More Sample Document Images 1

35

4.

EFFICIENT

ANN-BASED

THRESHOLDING

a) Health Canada
h i s main,

•esssqe sfcYinfl a Liberal ?overorient
(••11 d f f c n c p u b l i c f u r d - i n c a rid

actsss.

Na'lin barb LidfiipicniK-y
nay t o run 3 jjavcnreesnt.
1

RECOGNITION

APPLICATION

b) Mercury

Zr> the f irm! week cf l ie i-iflpttigrc,
H ? r t i n 15 inafe-'ng h r * a 1 t i

IN DOCUMENT

Uie cu ly
iicTiudim;

iBtUrt. the future or health

car:'. Trial: is ha« T bpliboc lti<il. -a
' M t l f m ^rhi^vfc* "it*
lariniisl
tibjucLfvus, iiiid '4ii lin. VuL d-st ion
lUiMnfj -leliin^i f lr^oi-l
rway -pnn

44rciW•?!• bran f>M*-i u n.e a: liiit t-c
ttilt rf ifc* ^utuimVu- % 6 fillMSri.«T8T.
X? v"> «. '•»»• . -.a tiiMK by rtic 'r?? •
•*>|i:il1>>ft.• Hi dp&artv.cr ar 5
'-.j %-•»»•
itfui i><nw.i an
s-.ur,

avewwers
fuveve?, -hrt tv

tut nam
f-a
th#
nvy.
iKM! -Mr^j.y a*' ecnut
i •+. r rliA
rex tfis

Lht pucaie.

c) Volcano

d) Cat
»

wr-Hun truKtiifji «n *n:
thf ml I (>iiicn>fji1)im
NTrivirs i

> l r , r « " * i l

.vifii h««i h**- »
*ime- I jfl^
ccnssiAilv fAr 'u'dr^m eu .v'/pfts. irr:s.if,-iy cvcr>
Sflfl^^^HI
rl ut« ••
p<c£.t.
•1 .v
»<*•_ .j *'
nl'Tui;;:,
the
l'^i-o.i-: c4- trj4ltv'i«:u:.'. •^••^••B

. c, ^

5»-r*rr -ftwr. iHtfir.

.'t*

.'litfjivrt - i. ^f ,- hn)r T •<• t- t <j
L"LJ1 SW ••n (Ml tUMi;*'. l»t» 10 JM
w
Vrt * ?h 11rt-"t»r?nrw',', « rnr
-w". tOVv Vi'.-: ^ *<>L i lu ui
"m «E u: 31 J>.l-5HkV»
« JUMTU
I -S if. -c/iwi ti'iM Jiy Lli.ii li-iy lu i ull;
A ••fli ih* l»r'Mr h'a>i1 rir
'
M I'Al^i if. JrCI ^
'/ill "«*jl>i> m/\ iv »
liK *.
C«^jr
n.t». pc-r-li
Ill ^Tf f«- «PWt 1» Tl».
M' ift tfcnrt

Figure 4.7: More Sample Document Images 2

technique depends on the type of document, image illumination, contrast and the complexity of the
image background. There are many thresholding schemes published in the literature in chapter 3
and selecting an appropriate one can be a difficult task. ANN-based local thresholding method
[67, 63] is considered to be one of the best solutions in document recognition application in terms
of recognition rate that is described in section 3.5 compare to other well established thresholding
methods like Otsu's global thresholding [37], Niblack [54], HMM [32] and Kittler [38].
Alginahi et.

al.

[7, 67] developed ANN-based technique for converting composite digitized

documents with complex background into binary form. This method uses 8 statistical and textural
features of an image for each pixel that are calculated in a pixel's neighborhood using the window
size 5x5. A modified NN-based thresholding technique was developed by Alginahi [63] where only
5 out of 8 parameters at window size 3x3 provides the best results. But the author did not present
any justification in support of the claim.
Furthermore, increase in features results in more computational cost and larger window size also
increases the computational cost hence slower the feature extraction process. In this thesis, we are
questioning the validity of the number of features and window size used in the method [67, 63],
whether these 8 or 5 features with the window size of 5x5 or 3x3 are optimal in terms of yielding the
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best recognition rate and providing the best peak-signal-to-noise ratio (PSNR). Therefore, the main
objective of this thesis is to develop an efficient thresholding technique based on the work reported
in [67, 63]. This work therefore presents a method to select the optimal feature set for a neural
network based thresholding technique. To fulfill the objectives, an exhaustive search is conducted
to find and validate the optimal window size and the optimal feature combination among 8 features
that provide the best recognition rate and PSNR when it is compared to other similar techniques
available in the literature.

4.3

Proposed Method

According to the above observations and analysis described in section 4.2, we here propose an efficient
ANN-based thresholding method based on the optimal parameter set. The proposed method is
also called local pixel characteristics based method. The main focus of this method is to extract
characters from the image with non-uniform illumination, low contrast and composite with complex
background. The proposed method is developed in two phases. At first phase we will present a
method to select the optimal feature set for a neural network based local thresholding technique
and in the second phase an efficient thresholding technique based on the optimal parameters set
obtained in the first phase will be proposed.

4.3.1

Phase I-Optimal Parameters Selection

A pixel can be characterized by the local statistical and textural features extracted from that pixel's
neighborhood. Alginahi [7, 63, 67] utilized this concept and extracted 8 features for each pixel from
pixel's neighborhood preparing data for training a MLP ANN. To select the optimal parameters,
at first these 8 features are labeled as l(section 3.4.1), 2 (eq. 3.16), 3 (eq. 3.17), 4 (eq. 3.18),
5 (eq. 3.19), 6 (eq. 3.20), 7 (eq. 3.21) and 8 (eq. 3.22) to refer them using a number in the
following sections. The next part is to calculate how many different subsets are possible without
repetition using those 8 features. Total 255 subsets are possible without repetition from this set of
8 features that are determined using the well known mathematical expression shown in equation 4.1
and number of subsets are shown in figure 4.8. In this method, we are considering 3x3, 5x5, 7x7 and
9x9 window size for each subset to extract features of each pixel. Therefore, for each 255 subsets
and 4 window size we have total 255*4=1020 cells t h a t form a grid. The optimal feature subset and
window size will be obtained from this grid shown in figure 4.9.
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(4.1)

1.2.3.4.5.6.7
1.2.3.4.5.6.8
1,2,3,4,5,7,8
1,2,3,4,6,7,8
1,2,3,5,6,7,8
1,2,4,5,6,7,8
1,3,4,5,6,7,8
2,3,4.5,6,7,8

Figure 4.8: No. of features subset for each combination
For a specific window size, a subset is picked among 255 subsets. Features are extracted according
to the subset from the main training dataset for that specific window size that generates a feature
vector. The feature vector is used as an input to train the ANN [7] and the corresponding weights
are calculated that are stored in a weight vector. The weight vector is fitted to the ANN and
is not changing during classification phase.

Then the features are extracted from every pixel's

neighborhood of the image being tested using the same window size. Extracted features are then
inputted to the ANN classifier to classify the pixels belonging to object or background. This process
is repeated for all the pixels of the image. Once all pixels are tested and assigned either 0 or 1 it
forms a binary image.
The binary image is then passed to the commercial OCR for example ABBYY (version 7.0)
to obtain the recognized characters. The recognized characters (RC) are then compared to the
expected characters (EC). The expected characters database can be generated by directly feeding
the document to the commercial OCR and correcting any misclassified characters from the original
image. The error rate as well as recognition rate is calculated from the expected characters and
recognized characters for this subset using that specific window size. The recognition rate is tabulated
in the corresponding cell in figure 4.9. The same process is repeated for each one of the 255 subsets
and 4 window sizes. Therefore, for each document image being tested we can have 255 binary images
as well as error rate/recognition rate when they are passed through ABBYY for a specific window
size and we tabulate the corresponding recognition rate in the table shown in figure 4.9. Once all the
cells are filled up, we search the highest recognition rate in the grid. Then the corresponding feature
combination and window size of the highest recognition rate is determined. The same process is
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Recognition Rate (%)

3*3

5X5

7X7

9x9

{1}

M

{1.2,3}
{1,2,3,4,5,6}

{1,2,3,4,5,6,7}

{1,2,3,4,5,6,7,8}

Figure 4.9: Grid-based Method for Tabulating Recognition Rate- Subset vs. Window Size

Figure 4.10: Test Setup

repeated for more testing images and obtain the best feature combination and window size for each
image and then select the best among best combinations. This output is termed as optimal features
subset. The flow chart of the test setup for optimal parameters selection is shown in figure 4.10.

4.3.2

Phase II-Efficient A N N - b a s e d Thresholding M e t h o d

In section 4.3.1 optimal feature selection method is described. The optimal features and it's corresponding window size in terms of the highest recognition rate is determined. The number of features
in the optimal subset is used to define the efficient ANN structure. The efficiency of the proposed
structure is defined in terms of the recognition rate, computational time and PSNR that will be
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Table 4.1: Proposed Efficient ANN Structure
Input Units

n

3

Hidden Units

(n + l ) # §

2 (verified by DTREG [68])

Output Unit

1

1

Weights

n * ((n + 1) * §) + (n + 1) * §

8

discussed in section 4.4 and 4.4.4. The efficient ANN structure using the optimal features subset is
shown in table 4.1. For example, the number of optimal features is n that determines the number of
units in input layer. In this application the number of units in output layer is 1 (background=0 and
o b j e c t = l ) . Therefore, according to the DTREG [68] (a predictive modeling commercial software)
[68], the number of hidden units in hidden layer will be (n + 1) * | . The weights are calculated from
the input and output units using the relationship shown in table 4.1. Our simulation results show
that the value of n is 3.

4.4

Simulation Results

A handful of binarization performance criteria [69] have been proposed, based on OCR performance
criteria which is one of the most acceptable method. The binary image obtained from the ANN-based
method is then passed to the commercial OCR for example ABBYY (version 7.0). The ABBYY
system has its own image pre-processing tool which converts gray scale image into binary image and
feeds them on for OCR [70]. In other words, original gray scale images without any binarization
can be directly fed to ABBYY for recognition, as well as pre-binarized images. The results obtained
from this method are regarded as a standard reference for comparison with other methods.
To test the performance of the proposed efficient ANN-based thresholding techniques a comparative study is carried out. In our experimentation, Otsu's global thresholding [37], Niblack [54],
HMM [32] and Kittler[38] were utilized as benchmark for this comparison. To validate the optimal
parameters, binary image obtained using the proposed technique will be compared to that obtained
using Niblack [54] and Otsu [37] techniques in terms of yielding the character recognition rate.

4.4.1

Image Database

An image database is used for training and testing the proposed efficient ANN-based thresholding
method and also to evaluate the efficiency of the proposed method. The database of total 120 images
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was synthetically produced under different resolution and rotation. Total about 15000 characters
belong to the image database. These images are categorized into non-uniform illumination, low
contrast and composite image with complex background with different level of complexities. One
image from each category shown in figure 4.2, 4.3 and 4.4 will be used to show the simulation results.

4.4.2

Training and Testing Results

The ANN-based local thresholding technique [7, 67] is applied to several images for preparing the
training dataset as well as for testing. In that case 8 features are extracted for each pixel using
different window size and save those features in different file for further use. About 20% images
were used for generating training dataset using all 8 features and rest of them was used for testing
purpose. Since 255 different combinations are available with 8 features, therefore for each testing
image total 255*4=1020 different binary images are available that is obvious from the grid shown in
figure 4.9. These images are then passed through the commercial OCR and the obtained recognized
characters are compared to the expected characters to calculate the corresponding recognition rates.
These recognition rates are tabulated in the grid shown in figure 4.9. The highest recognition rate
in the grid represents the best feature combination.
Initially we have chosen one low contrast image of 654 characters shown in figure 4.2 for testing
the proposed method. 3 subsets are found best among 255 subsets in terms of their performance and
they have a very similar recognition rate (1 or 2 characters difference) in various window sizes. The
original image without binarization is then passed through the commercial OCR ABBYY and the
recognition rate is compared with the results obtained from the binary images using best 3 subsets.
The same process is repeated for 2 more images and results are tabulated in table 4.2. Although we
have obtained the recognition rate for window sizes 3x3, 5x5, 7x7 and 9x9, for comparison purpose
we have shown the sample output in table 4.2 only for window size 5x5 rest of them is shown in
appendix, because our work is based on the paper [67] that describes the ANN-based thresholding
techniques and found 98% correct recognition rate at window size 5x5 using 8 features. Therefore,
our intention is to show how the proposed method performs for the same window size. It is observed
from table 4.2 that feature subsets {1, 2, 5}, {1, 2, 6} and {1, 5, 6} provides the best results in
terms of recognition rate. The recognition rates of these 3 subsets in different window sizes are
close to each other. Then from these three combinations, two combinations {1, 2, 5} and {1, 2,
6} are picked based on their average recognition rate. The same procedure is repeated for more
images. The results are shown in table 4.3 for window size 5x5. Considering all types of images and
their corresponding recognition rate the combination of three selected features "pixel value (1),
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Table 4.2: Comparative Statement of Recognition Rates- Using Binary and Original Image
Image

Recognition Rate(%)- Binary Image

Recognition Rate (%)

Features Subset

{1, 2, 5}

{1,2, 6}

{1, 5, 6}

ABBYY (7.0)- Original Image

Health (Fig. 4.3)

99.79

99.79

99.58

99.37

Rail Road (Fig. 4.2)

99.85

99.54

99.54

99.24

Arnold (Fig. 4.4)

99.51

99.01

96.30

96.79

Average

99.72

99.45

98.07

98.47

Table 4.3: Comparative Statement of Recognition Rates-Features Combination
Image

Features-Recognition Rate(%)

Features Subset

(1, 2, 5}

{1, 2, 6}

Niagra Falls (Fig. 4.6(a))

100

99.41

Chretien (Fig. 4.6(b))

99.77

99.53

George (Fig. 4.6(c))

99.52

99.28

Volcanoes (Fig. 4.7(c))

100

99.71

Cats (Fig. 4.7(d))

99.66

99.66

Average

99.79

99.52

m e a n (2) a n d entropy (5)" was found to be the best combination yielding the recognition rate
of 99.79%.
The same process is applied to more testing images of various complex backgrounds for different
window sizes using the best feature subset. For each window size the binary image is generated
and is saved in a bit-map (BMP) file. The thresholding time is also recorded and is shown in table
4.4 for sample images and the corresponding binary image is passed through the ABBYY to obtain
the recognition rate. The character recognition rate is shown in table 4.5 for each window size.
The computational time for processing one pixel centered on the different window size is shown in
table 4.6. The processing time includes feature extraction and classification of the pixel into object
or background. The processing time for each pixel and character recognition rate with respect to
different window size is shown in figure 4.11 and 4.12 respectively.
From tables 4.5, 4.6 and figures 4.11 and 4.12, it is observed that window size does not play
a significant role especially in character recognition rate. However, increase in window size results
in higher computational costs hence slower the segmentation process. Therefore, comparing the
computation costs and recognition rate, window size 3x3 is found to be the optimal in this application
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Table 4.4: Window Size Vs. Thresholding Time (Sec)
Image

I m a g e Size

W i n d o w Size- T i m e ( S e c )
3x3

5x5

7x7

9x9

Arnold (Fig. 4.4)

689x723

6.66

7.66

9.11

11.15

Health (Fig. 4.3)

543x759

5.60

6.57

7.77

9.44

Rail (Fig. 4.2)

529x1191

8.38

9.91

11.62

14.10

Cat (Fig. 4.7 (d))

463x877

5.58

6.35

7.64

9.14

George (Fig. 4.6 (c))

693x712

7.01

8.00

9.47

11.37

Volcano (Fig. 4.7 (c))

492x886

5.96

6.85

8.25

9.84

Niagra Falls (Fig. 4.6 (a))

723x845

7.32

9.92

11.45

15.13

Chretien (Fig. 4.6 (b))

499x726

5.59

6.32

7.46

9.36

Health Canada (Fig. 4.7 (a))

479x660

5.13

5.51

6.29

7.52

Mercury (Fig. 4.7 (b))

538x799

6.43

7.94

8.19

10.33

Urban (Fig. 4.6 (d))

680x966

10.11

11.08

12.42

15.73

Insect (Fig. 4.5)

869x1084

14.40

16.02

18.21

22.43

using ANN-based local thresholding approach. This research indicates that 3 features used (Pixel
value, Mean and Entropy) outperforms the 8 features utilized by Alginahi [7, 67] and 5 features
utilized by the same author [63]. The processing time for 3, 5 and 8 features is tabulated in table
4.7 for an image of size 689x723 at window size 3x3.
Following the procedure described above, binary document image using proposed method of
figure 4.2, 4.3 and 4.4 are shown in figure 4.13, 4.14 and 4.15 respectively.

4.4.3

Optimal Features Validation

To validate the optimal features and the window size a known binary document image (black text in
white background) called base document is used. That document is added to the simple watermark
image to the complex watermark image called watermarked image. In each case the watermarked
image is thresholded using 3, 5 and 8 features. The difference between the thresholded image and
base document is the noise. Peak-Signal-to-Noise ratio (PSNR) is used to measure the noise in each
case. PSNR is defined as follows:

MSE

1

m—In—1

= - E2=0Ej=o ll'fr J) - * (M')ll2

(4-2)
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Table 4.5: Window Size Vs. Correct Recognition Rate (%)
Image

Total Chars

W i n d o w Size- Misclassification
3x3

5x5

7x7

9x9

Arnold (Fig. 4.4)

405

0

3

1

3

Health (Fig. 4.3)

476

2

2

2

0

Rail (Fig. 4.2)

654

0

1

1

2

Cat (Fig. 4.7 (d))

585

0

1

1

1

George (Fig. 4.6 (c))

414

0

1

1

1

Volcano (Fig. 4.7 (c))

384

0

1

0

0

Niagra Falls (Fig. 4.6 (a))

339

1

0

0

0

Chretien (Fig. 4.6 (b))

426

3

0

1

0

Health Canada (Fig. 4.7 (a))

383

0

0

0

0

Mercury (Fig. 4.7 (b))

301

0

0

0

0

Urban (Fig. 4.7 (d))

692

0

0

0

0

Insect (Fig. 4.5)

487

4

20

6

8

Total

5546

10

29

13

15

Correct (%)

100

99.82

99.48

99.77

99.73

PSNR
where I(i,j)

is the base document and K(i,j)

method, and MAXj

= 20 * log

M A X /

Vmse

(4.3)

is the thresholded image of size mxn using proposed

is the maximum possible value of an image. For gray scale image it is 255.

PSNR is tabulated in table 4.8 for 4 sample images. Sample base document, watermark image,
watermarked document image and thresholded image using the proposed optimal features are shown
in figures 4.16-4.29.
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Table 4.6: Window Size Vs. Process Time for each pixel
W i n d o w Size

P r o c e s s T i m e (/is)

3x3

13.5

5x5

15.7

7x7

18.5

9x9

22.6

Table 4.7: Number of Features Vs. Process Time (Sec)
N o . of Features

P r o c e s s T i m e (Sec)

3 (Proposed)

6.60

5 (Alginahi [63])

8.47

8 (Alginahi [7, 67])

9.03

Window Size vs. Process time for each pixel

20

a>
E

Q.

5

0

Figure 4.11: Window Size Vs. Process Time (fis) for each pixel
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W i n d o w S i z e vs. Correct recognition rate ( % )

3x3

5x5

7x7

9x9

W i n d o w Size

Figure 4.12: Window Size Vs. Character recognition rate (%)

The Underground R a i l r o a d
I n the
as t h e
routes
escape

days b e f o r e and d u r i n g t h e American c i v i l war, O n t a r i o served
f i n a l s t o p on I he underground r a i l r o a d , a [network o f s e c r e t
and s a f e house* t h a t a l l o w e d enslaved A f r i c a n Americans t o
t o freedom i n Canada.

Walk i n t h e footsteps o f h i s t o r y a l o n g tlie A f r i c a n Canadian Heritage
Route f r o m Windsor, where vou can v i s i t lolin Freeman '.vails' l $ 4 b log
c a b i n , t h a t served as a t e r m i n a l on the Underground R a i l r o a d , f-or a
f u r t h e r window i n t o ' t h o p a s t , walk among the a r t i f a c t s and images at
the A m h e r s t b u r g ' s N o r t h American Clack H i s t o r i c a l Museum, s t r o l l the
s t r e e t s o f North Buxton, Canada's f i r s t Black s e t t l e m e n t
home t o
many h i s t o r i c b u i l d i n g s and a museum t h a t recounts the a r e a ' s proud
s t o r y o f e a r l y growth and s e l f - s u f f i c i e n c y .

Figure 4.13: Binary Image Using Proposed Method of figure 4.2
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H e a l t h i s d e f i n e d as a s t a t e o f complete
p h y s i c a l , s o c i a l and mental w e l l - b e i n g ,
and not merely t h e absence o f disease or
i n f i r m i t y , w i t h i n the context of health
p r o m o t i o n , h e a l t h has been considered
"less as an a b s t r a c t s t a t e and more as a
means t o an end which can be expressed i n
f u n c t i o n a l terms as a resource which
p e r m i t s people t o l e a d an i n d i v i d u a l l y ,
s o c i a l l y and e c o n o m i c a l l y p r o d u c t i v e
l i f e . H e a l t h i s a resource f o r everyday
l i f e , not t h e o b j e c t o f l i v i n g . I t i s a
p o s i t i v e concept emphasizing s o c i a l and
personal resources as w e l l as p h y s i c a l
capabilities.
Figure 4.14: Binary Image Using Proposed Method of figure 4.3

I n e a r l y 2003,
c a l l f o r m ans
pointed fingers
as t h e i r s t a t e
struggled with a
$38 b i l l i o n
budget d e f i c i t
and a c o n t i n u i n g
energy c r i s i s .
Republicans set
t h e i r s i g h t s on
D e m o c r a t i c Gov. Gray D a v i s , a t t e m p t i n g t o
make him t h e second g o v e r n o r i n U.S.
h i s t o r y t o be r e c a l l e d . On October 7 , t h e
m a j o r i t y o f v o t e r s decided t o oust Davis,
t h e n chose a s u c c e s s o r f r o m among 135
c a n d i d a t e s . One o f H o l l y w o o d s own t o o k
Davis place
bodybuilder-turned-actor
R e p u b l i c a n A r n o l d Schwarzenegger.

Figure 4.15: Binary Image Using Proposed Method of figure 4.4
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Table 4.8: PSNR Measurement for Different Parameters
Image

I m a g e Size

N o . of Features

N o . of Error P i x e l s

PSNR-dB

Fig. 4.26

426x848

3 (Proposed)

4

49.5575

5 [63]

48088

8.7577

8 [7, 67]

22077

12.1387

3 (Proposed)

0

00

5 [63]

37187

9.8741

8 [7, 67]

18230

12.9702

3 (Proposed)

3992

19.5661

5 [63]

22079

12.1383

8 [7, 67]

18649

12.8715

3 (Proposed)

1573

24.2698

5 [63]

34527

10.8555

8 [7, 67]

29443

11.5472

Fig. 4.27

Fig. 4.28

Fig. 4.29

426x848

426x848

659x638

D i g i t a l watermarking i s the
p r o c e s s o f embedding i n f o r m a t i o n
i n t o a d i g i t a l s i g n a l . The
s i g n a l may be a u d i o , p i c t u r e s o r
v i d e o , f o r example. I f the
signal i s copied, then the
information is also carried in
t h e copy.

Figure 4.16: Sample Base Document 1
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D i g i t a l watermarking i s the process
o f embedding i n f o r m a t i o n i n t o a
d i g i t a l s i g n a l . The s i g n a l may be
audio, p i c t u r e s or v i d e o , f o r
example, i f the s i g n a l i s copied,
then the information i s also c a r r i e d
i n t h e copy.
I n v i s i b l e watermarking, the
information i s v i s i b l e i n the picture
or video. T y p i c a l l y , the i n f o r m a t i o n
i s t e x t or a logo which i d e n t i f i e s
t h e owner o f t h e m e d i a . The image on
t h e r i g h t has a v i s i b l e w a t e r m a r k .
When a t e l e v i s i o n b r o a d c a s t e r adds
i t s logo to the corner o f transmitted
video, this is also a v i s i b l e
watermark.

Figure 4.17: Sample Base Document 2
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Figure 4.18: Sample Watermark 1

Figure 4.19: Sample Watermark 2
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Figure 4.20: Sample Watermark 3

Figure 4.21: Sample Watermark 4
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D i g i t a l watermarking i s the
process o f embedding i n f o r m a t i o n
i n t o a d i g i t a l s i g n a l . The
s i g n a l may be audio, p i c t u r e s or
v i d e o , f o r example. I f the
s i g n a l i s copied, then the
information i s also carried i n
the copy.

Figure 4.22: Sample Document Watermarked Image 1

D i g i t a l watermarking i s the
process o f embedding i n f o r m a t i o n
i n t o a d i g i t a l s i g n a l . The!
s i g n a l may be audio, p i c t u r e s or
v i d e o , f o r example, i f t h e
s i g n a l i s copied, then the
information i s also carried i n
the copy.

Figure 4.23: Sample Document Watermarked Image 2
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F i g u r e 4.24: S a m p l e D o c u m e n t W a t e r m a r k e d I m a g e 3

D i g i t a l watermarking i s the process
o f embedding i n f o r m a t i o n i n t o a
d i g i t a l s i g n a l . The s i g n a l may be
audio, p i c t u r e s or video, f o r
example. I f t h e s i g n a l i s copied,
then the i n f o r m a t i o n i s also c a r r i e d
i n t h e copy.
I n v i s i b l e watermarking, the
information i s v i s i b l e i n the p i c t u r e
or video. T y p i c a l l y , the information
i s t e x t or a logo which i d e n t i f i e s
t h e owner o f t h e m e d i a . The image on
t h e r i g h t has a v i s i b l e w a t e r m a r k .
When a t e l e v i s i o n b r o a d c a s t e r adds
i t s logo t o the corner o f t r a n s m i t t e d
video, t h i s i s also a v i s i b l e
watermark.

F i g u r e 4.25: S a m p l e D o c u m e n t W a t e r m a r k e d I m a g e 4
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D i g i t a l watermarking i s t h e
process o f embedding i n f o r m a t i o n
i n t o a d i g i t a l s i g n a l . The
s i g n a l may be a u d i o , p i c t u r e s or
v i d e o , f o r example. I f t h e
s i g n a l i s c o p i e d , then t h e
information i s also c a r r i e d i n
the copy.

F i g u r e 4.26: B i n a r y I m a g e 1 U s i n g P r o p o s e d 3 F e a t u r e s

D i g i t a l watermarking i s t h e
process o f embedding i n f o r m a t i o n
i n t o a d i g i t a l s i g n a l . The
s i g n a l may be a u d i o , p i c t u r e s or
v i d e o , f o r example. I f t h e
s i g n a l i s c o p i e d , then t h e
information i s also c a r r i e d i n
the copy.

F i g u r e 4.27: B i n a r y I m a g e 2 U s i n g P r o p o s e d 3 F e a t u r e s
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^<
•

-Dfgiutal watermarking i s t h e p r o b e r s '
o f embedding i n f o r m a t i o n i n t o a
— ' d i g i t a l s i g n a l . The s i g n a l may"*be;
• ' a u d i o ; p i c t u r e s or v i d e o , f o r
.examp-le. I f t h e . s i g n a l i s copied,
[
t h e n - t h e i n f ormafri.nn i s a l so c a r r i e d
.. i n t h e c o p t y " . " "
"C.
' I n v i s i b l e watermarking, t h e
.information i s v i s i b l e i n the p i c t u r e
or v i d e o . T y p i c a l l y , t h e i n f o r m a t i o n
i s t e x t or a logo which i d e n t i f i e s
t h e owner o f t h e . m e d i a . The image on
t h e r i g h t has a v i s i b l e watermark.
When a t e l e v i s i o n b r o a d c a s t e r adds
i t s logo t o t h e corner o f t r a n s m i t t e d
video, t h i s i s also a v i s i b l e
watermark.

F i g u r e 4.29: B i n a r y I m a g e 4 U s i n g P r o p o s e d 3 F e a t u r e s
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Table 4.9: Recognition Rate Comparison- Proposed, Niblack [54] and Otsu [37]- (Figure 4.4)

4.4.4

Techniques

Misclassification (chars)

Correct R e c o g n i t i o n R a t e (%)

Proposed

0

100

Niblack [54]

11

97

Otsu [37]

59

85

Performance Evaluation of the Proposed M e t h o d

To evaluate the performance of the proposed efficient ANN-based thresholding method, the obtained
binary image using the optimal features at optimal window size is passed through ABBYY and
recognized characters output is generated. Sample OCR output from the binary image and the
expected output is shown in figure 4.30 for an image shown in figure 4.4. To validate the performance
of the proposed combination the output from the original image is compared to the expected output
that is shown in figure 4.31. From these two figures 4.30 and 4.31, it is obvious that the proposed
method shows better performance in terms of recognition rate. OCR output of two other binary
images 4.13 and ?? using proposed method are shown in figure 4.32 and 4.33 respectively. These
outputs are compared to expected output and indicated the error occurred.
The output of the proposed ANN-based thresholding technique using 3 optimal features at window size 3x3 is also compared to Otsu [37] and Niblack [54] method. The binary image and their
corresponding OCR outputs of Otsu [37] and Niblack [54] are shown in figures 4.34, 4.35 and table
4.9 for a document image of 405 characters (figure 4.4).
Another binary image obtained using proposed features is compared with Huang [32] based on
HMM, Otsu [37] and Kittler [38] method that is shown in figure 4.36. From this figure it is obvious
that Kittler [38] shows better performance than HMM [32], However Kittler [38] has some broken
characters in the binary image which is not present in the binary image obtained using proposed
method. Therefore, the proposed method shows better performance than any one methods described
in the literature. Then the proposed method is evaluated based on three different categories of document image with low contrast, non-uniform illumination and composite with complex background
in terms of recognition rate for unknown base documents and PSNR for known base documents and
the result is shown in figure 4.10. Finally, the overall simulation results for around 15000 characters
is shown in table 4.11.
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In early 2003, Califomians pointed
fingers as their state struggled with
a $38 billion budget deficit and a
continuing energy crisis.
Republicans set their sights on
Democratic Gov. Gray Davis,
attempting to make him the second
governor in U.S. history to be
recalled. On October 7, the majority
of voters decided to oust Davis, then
chose a successor from among 135
candidates. One of Hollywoods own
took Davis place bodybuilderturned-actor Republican Arnold
Schwarzenegger

Recognized

Expected

Figure 4.30: OCR output: From Binary Image 4.15 (Proposed) vs. Expected
Table 4.10: Performance Evaluation of the Proposed Method in Different Categories
Category

Unknown Base

Known Base

Chars (6996)

Recognition Rate (%)

PSNR (dB)

Low Contrast

1463

99.79

49.56

Non-uniform Illumination

2192

99.86

19.57

Composite with Complex Background

3341

99.76

24.27

4.5

Conclusions

An exhaustive search was conducted to develop an efficient thresholding technique based on the work
reported in [7, 63, 67], In this thesis, a method is devised to find the optimal parameters and optimal window size in ANN-based thresholding technique to segment the non-uniform and composite
document images. Three features pixel value, m e a n and entropy and window size 3x3 are found
to be optimal in this technique in terms of PSNR, computational costs and correct recognition rate.
To measure the performance of the proposed method, the segmented image obtained by the optimal
features was compared with HMM [32], Otsu [37], Niblack [54] and Kittler [38]- based segmented
image. For known base documents and watermark images, the noise is measured in terms of PSNR
from the segmented image obtained using proposed 3 optimal features, 5 features [63] and 8 features
[67] and is compared. The result shows that the proposed method outperforms the reference methods. Then the optimal features were used to segment the same set of document image files used in
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In early 2003, Californians pointed
fingers as their state struggled with
a $38 billion budget deficit and a
continuing energy crisis.
Republicans set their sights on
Democratic Gov. Gray Davis,
attempting to make him the second
governor in U.S. history to be
recalled. On October 7, the majority
of voters decided to oust Davis, then
chose a successor from among 135
candidates. One of Hollywoods own
took Davis place bodybuilderturned-actor Republican Arnold
Schwarzenegger

Expected

Figure 4.31: OCR output: From Original Image vs. Expected

a

The Underground Railroad

days before and during the American civil War. Ontario served
s final stop on the underground railroad, a network of secret
routes and safe houses that allowed enslaved African-Americans to
escape to freedom in Canada.
Walk in the footsteps of history along the African Canadian Heritage
Route from Windsor, where you can visit John Freeman Walls' 1846
log cabin, that served as a terminal on the Underground Railroad. For
a further window into'the past, walk among the artifacts and images at
the Amherstburg's North American Black Historical Museum, strall the
streets of North Buxton. Canada's first Black settlement - nqme^o
many historic buildings and a museum that recounts the areas proud
story of early growth
and self-sufficiency.
Recognized

The Underground Railroad
In the days before and during the American civil War, Ontario served
as the final stop on the underground railroad, a network of secret
routes and safe houses that allowed enslaved African-Americans to
escape to freedom in Canada
W a l k in the footsteps of history along the African Canadian Heritage
Route from Windsor, where you can visit John Freeman walls' 1846
log cabin, that served as a terminal on the Underground Railroad For
a further window into the past, walk among the artifacts and images at
the Amherstburg's North American Black Historical Museum Stroll
the streets of North Buxton, Canada's first Black settlement - home to
many historic buildings and a museum that recounts the area's proud
story of early growth and self-sufficiency.

Expected

Figure 4.32: OCR output: From Binary Image 4.13 (Proposed) vs. Expected

[7] and applied to a commercial OCR ABBYY and 99.25% recognition rate is achieved for around
15000 characters. Our quantitative study shows that recognition rate obtained using the proposed
method is much higher than the methods found in the literature.
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Health is defined as a state of complete physical, social and
mental well-being, and not merely the absence of disease or
infirmity Within the context of health promotion, health has
been considered less as an abstract state and more as a
means to an end which can be expressed in functional terms as
a resource which permits people to lead an individually, socially
and economically productive life. Health is a resource for
everyday life, not the object of living It is a positive concept
emphasizing social and personal resources as well as physical
capabilities.

Health is defined as a state of complete physical, social and
mental well-being, and not merely the absence of disease or
infirmity. Within the context of health promotion, health has
been considered less as an abstract state and more as a
means to an end which can be expressed in functional terms as
a resource which permits people to lead an individually, socially
and economically productive life. fcteSltkis a resource for
everyday life, not the object of livmg, it isla positive concept
emphasizing social and personalxesoyKes as well as physical
capabilities-

Expected

Recognized

Figure 4.33: OCR output: From Binary Image 4.14 (Proposed) vs. Expected
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in early 2003, Cain form'ans granted
fingers, a?tfite"r state st7i|g1ed with
a' $38 billion budget deficit and a
continuing energy crisis.
RWujpicans set th"w sights on
Democratic Gov. Gray Davis,
attempting to make him the second
governor in U.S. history to be
recalled. On October 7, the
majority of voters decided to oust
Davis, then chose a succJSs€r f
rom amonjL 1??
It
one, otJhB 1 ywoods
oiOTit&jk bodyl&«:der-turned-£rfr

Segmented

OCR Output

Figure 4.34: OCR output: From Binary Image (Using Otsu [37])

Table 4.11: Performance of the Proposed Method Using Optimal Features
Technique

Tested Chars

R e c o g n i t i o n R a t e (%)

P r o p o s e d , 3 features

15000

99.25

ABBYY [7]- Original Image

14600

96

Alginahi [7], 8 features

14600

98

Alginahi [63], 5 features

Not Mentioned

98.3
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in early 2003, Califbrnians
pointed fingers as their state
struggled with a $38 billion
budget deficit and a continuing
energy crisis. Republicans set
their sights on Democratic Gov.
Cray Davis, attempting to aake
Ma the second governor In U.S.
history to be recalled, on October
7, the aajority of voters decided
to oust Davis, then chose a
successor froa aaong 135
candidates, one of Hollywood*
own tnok Davis place
bodybuilder-turned-actor
Republican Arnold
Schwarzenegger.

O C R Output

Figure 4.35: OCR output: From Binary Image (Using Niblack [54])
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Chapter 5
Edge-based
Process

5.1

Thresholding

and

Quality

Control

Introduction

Two part (body and cap) gelatin capsules are sensitive to several common flaws caused by the
equipment problems and inconsistencies of the manufacturing process that make them unacceptable
for shipment and marketing. These flaws are incorrect size or color, dents, cracks, holes, bubbles,
strings, dirt, double caps, missing caps and so on. Some of these are called critical defects. A hole or
crack is one of the critical defects and once the capsule is filled it is possible to spill out the product
and can cause serious problem if it reaches to the end-user. The area of bubble is much thinner and
can easily turn into a hole. Dents have irregular shape and cause failure at the filling stage. Incorrect
color, size and double caps can cause serious problems if they reach to the end-user, resulting in
possible product recall. Dirt and strings are cosmetic flaws and do not affect the capsule, however
it implies poor quality control of production. Typical defects are shown in figure 5.1. In this thesis
we focus on solving a pharmaceutical manufacturing problem.
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Figure 5.1: Typical defects (Source: Pharmaphil Inc., Windsor, ON)

5.2

Existing Quality Control and Criticisms

Pharmaphil Inc. a Windsor, ON based pharmaceutical industry manufactures two-part gelatin capsules. Currently human inspectors evaluate the quality of the capsules manufactured at Pharmaphil
Inc. This process involves a worker monitoring a conveyor belt of capsules and removing any defective product that is shown in figures 5.2 and 5.3. The capsules are then collected in bins, each of
which contains 1,00,000 capsules. Manual inspection has some advantages, such as a human inspector can provide immediate solution for quality control as they are trained to look for a set of various
flaws in product line. The adaptability of human inspector to changing environments and different
products is incomparable to any automated system. However, the drawback of manual inspection
costs more. First of all, manual inspection is not consistent and it is unreasonable to expect that
all human inspectors will provide the same inspection output. Secondly, human workers can not
keep their attention at same degree at all times for the duration of a given shift yielding inaccurate
inspection results. Given that situation, when the inspectors find a defective capsule in one bin,
the company discards the entire bin of capsules. This process results in a loss of revenue, a waste
of manufacturing time, increase in manufacturing costs and uncertainty about the quality of the
products the company sends to the market.
Therefore, developing low-cost, high throughput quality process controller is a prime need to
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Figure 5.2: Current capsule sorting system

Figure 5.3 Current capsule sorting system-i- Conveyor belt
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improve the productivity of the company, to improve the quality of their manufactured capsules
and enable the company to better compete globally. To fulfill these objectives of the Pharmaphil
Inc., a computationally efficient image processing technique was developed in addition to the lowcost hardware systems to perform the quality inspection of the capsules in collaboration with the
Electrical and Computer Engineering Department at the University of Windsor. The main aim was
to develop a computer vision system capable of isolating and inspecting capsules at the rate of 1000
capsules per minute with over 95% accuracy of detecting defects of size 0.2 mm and larger with the
ability to detect holes, cracks, dents, bubbles, double caps and incorrect colour or size.

5.3

Current State-of-the-art Solutions

A computer vision based system controller requires one time establishment cost and possible maintenance costs. There are few capsule sorting machines with quality process control settings available
in the market at a cost of over $500,000 per machine [71]. DJA- PHARMA, a division of Daiichi
Jitsugyo America has Capsules Visual Inspection System CVIS-SXX-E that inspects uni-color and
bi-color hard gelatin capsules of size 1 through 5 and these with printed marks except both body and
cap are transparent and dark color [72]. The inspection rate of this system is 1700 to 2500 capsules
per minutes. Viswill has a Capsules Video Inspection Systems named CVIS-SXX manufactured in
Japan that uses high-resolution CCD line sensor cameras and is capable of detecting a minimum
size flaws of 100 [im while Eisai Machinery USA has similar systems named CES-50, 100, 150 with
an inspection rate of 800, 1600 and 2500 respectively. A France based company called ProdiTec has
pharmaceutical industrial vision system called InspeCaps-150 that inspects hard capsules of size 0
to 5 at the rate of 2000 capsules per minutes. Therefore, although automated systems are available,
they are very expensive and very few of them dealing with transparent capsules which is the case in
the application at Pharmaphil Inc.
The main objectives of this project is to develop a working prototype t h a t proves the concept of
the capsule inspection system. A computationally efficient image processing techniques is a required
addition to the low-cost hardware systems to develop the quality inspection systems of the capsules.

5.4

Capsule Inspection System- OptiSorter

In this pharmaceutical application, the capsule inspection system requires that every capsule is fully
inspected to meet accuracy of defects of size 0.2 mm and larger. In order to recognize the defects
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) Load Capsule
2) Inspect Capsule
3) Accept Reject Capsule

Figure 5.4: Image acquisition system

with a vision system, full 360° imaging should be acquired from multiple image sensors. The system
must be able to verify the capsule color and size including other defects satisfying the throughput
at a rate of 1000 fully inspected capsules per minute. The system must also be flexible enough to
adjust for various sizes and colors of capsules, and accommodate future updates in image resolution
and more thorough inspection algorithms [71].
The image acquisition and processing components are placed into an existing capsule sorter called
OptiSorter which fixes the capsules individually in solid holders allowing full 360° visibility of the
capsule. The system controller allows the vision system to interact with the mechanical system
and coordinating the triggering of the cameras as well as controlling the accepting and rejecting
mechanisms of the capsules.
To meet the system throughput, four identical inspection stations operate in parallel on a single
mechanical system. A set of three USB cameras and a host PC belongs to each quadrant. Figure
5.4 shows the image acquisition system. It is great advantageous to use four stations that provides
enough safeguards against system failure so that in any case if one station fails remaining stations
can be operational properly [73].
Most of the vision system uses 3 cameras to cover full 360° views of a capsule, 120° separation
of each camera from the other. However, it is recommended to use one more camera on top and the
rationale will be discussed in conclusion of this chapter. Figure 5.5 shows the acquired images of
capsules from four different angles.

5.5

Proposed Methodology

Where visual inspection is the main concern, automatic computer image analysis may provide a
solution to these problems [74]. Therefore, it is required to know the different parts of the capsule.
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Figure 5.5: Capsule image- Top, Bottom, Right and Left camera view

A typical gelatin capsule image (size 0) is shown in figure 5.6. In these pharmaceutical applications,
various capsules parameters are required to be evaluated and analyzed.

For example, capsules

dimension (length and width), body and cap lengths, body and cap diameter, intersection of body
and cap (closed joined lengths) are the important parameters for quality inspection that determines
the wrong size, missing cap, double cap and some of dents. The block diagram of the proposed
quality inspection system in shown in figure 5.7.

5.5.1

Preprocessing

Background noise, unwanted reflections from poor illumination and geometric distortions are very
common noise from the acquisition system during the capturing of the images of capsules by the
digital cameras that makes the image segmentation very much sensitive. Image enhancement is a
way of solving these problems as well as restores the image to improve overall clarity by correcting
geometric distortions from the acquisition systems.

Image enhancement techniques are used as

preprocessing tools- a series of image-to-image transformations. It does not add more information
but it may help to extract it. Visually it is hard to state the level of enhancement. Mostly, we
are concerned with finding whether the enhancement has improved our ability to differentiate the
object from background. This difficulty justifies the need for quantitative measures to quantify the
performance of the enhancement techniques. Computational cost and global variance are proposed
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Figure 5.6: Typical capsule image (Source: Pharmaphill Inc.)

Figure 5.7: Block diagram of the proposed image processing system
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as a quantitative measure in this application for each method and finally t h e best method for this
application is selected both in terms of execution time and global variance. Global variance is defined
as follows:

^
°

2

=MN

M-1N-1
£
T,(9mn-9)2
m=0n—0

(5.1)

with an image size MxN and mean pixel value g. It is defined as:
^

M-1N-1
m=0 rc=0

5.5.2

Image Segmentation

Image segmentation is an important first step for a variety of image analysis and visualization tasks
[75]. Lots of image thresholding techniques are reviewed in the chapter 3. Some of the issues t h a t
make image segmentation difficult area) The image capturing process normally has inherent limitations which result in noisy, less than
perfect images,
b) Sometimes t h e sensitivity of the image d a t a to solve a given task is very high, like the case with
transparent capsule imaging, the high frequency information in them is often distorted resulting in
fuzzy, non-reliable edges,
c) From image to image even in the same modality, the shape of the same structure can vary,
d) The gray scale values and their distributions vary from image to image even in a single application.
Pixels corresponding to a single class may exhibit different intensities between images or even within
the same image.
The main issues related to segmentation involve choosing good segmentation algorithms, measuring their performance, and understanding their impact on the capsule inspection system. But
t h e segmentation does not perform well if the gray levels of different objects are quite similar which
is the case in this application. Because capsules are clear, transparent t h a t is overlapped with background gray levels. ANN-based thresholding technique is applied in this application to separate the
capsule from the acquired image and results will be shown in results section.
Through observation one can notice t h a t t h e values of pixels around the boundary changes
abruptly even in case of complex background. In t h a t case simple edge detector can easily distinguish the boundary of the objects from an inhomogeneous background [76, 77]. In edge-based
segmentation techniques, selection of the edge detector is an important issue. In terms of time, quality and the requirement of the segmentation, Sobel edge detector is recommended in this application
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because of its superior noise-suppression characteristics. Since Otsu [37] is the most referenced global
thresholding method, it is used here to localize the edges after edge detection.
Dimension of the capsule as well as cap and body lengths are the important parameters for
detecting the size, missing cap and double cap. Some dents can be detected from the size of the
capsule. But most of the dents are small that do not even change the shape of the two ends of
the capsule. These types of dents are very hard to detect that makes the job challenging. From
the dented capsules, it was found almost 90% dents are in either cap end or body end. Although
sometimes it does not make any difference in the length or width, but in most cases, the radius of
these two ends differs much. This observation motivated us to come up with an idea to measure
the radius of both ends and compare the measured radius with the expected radius. The proposed
steps are given belowa) Divide the capsule image into 3 parts. The top and bottom parts are very similar to the dome
(half circle) and they are approximated to a half circle using least square circle fitting. To do that,
at first an edge-based segmentation is used to locate the transition between background and edges
of the capsules and mathematical morphological operators are used to smooth the edges.
b) Using suitable border-tracing algorithm [78] the border points of both top and bottom parts
are obtained and these border points are approximated to a half-circle and the radius of each part
and two end points of the half circle are identified. The first decision whether it is a defect free or
defective capsule comes from the radius. If the radius is out of the ideal range, it is defective.
c) From the top and bottom part half circles we have a total of 4 end points and 2 points in each side
are connected together that form an approximated capsule image. The flowchart of the proposed
steps to extract the capsule image from the captured image is shown in figure 5.8.
Once the approximated capsule image is extracted the next step is to analyze the capsule region
to detect the defects. At this stage, each part of the capsule for example top (left), bottom (right),
left lock and right lock are segmented using edge-based segmentation followed by morphological
smoothing to calculate the different capsule parameters. These calculated parameters are compared
with the standard parameters and if any of them goes out of range, it is concluded that the capsule
is defective. Once the parameters are in the range, connected component labeling is applied and
counts the number of pixels in each region to check the holes, bubbles or cracks. The number of
pixels allowed to be a defect free capsule can vary according to the requirements of the industry and
the proposed system has the flexibility to take this value.
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Figure 5.8: Flow chart of the proposed capsule extraction method

5.5.3

Border Tracing

The border tracing algorithm is used to extract the contour of the objects from an image. This
section is based on a reference [78, 79] which gives an excellent overview of simple border tracing
algorithm using an efficient table for calculating the neighborhood coordinates. The first step of
border tracing is to search the image from top-left corner until a pixel of a new region is found. This
pixel is labeled as PO with the coordinate (II, J l ) and called starting point. In this application the
starting point is verified by checking it's neighboring points whether it is noise pixel or a pixel of
the region of interest. The next steps to find the border points are as follows:
1. A variable dir is initialized to 7 to detect the border points in 8-connectivity that stores the
direction of the previous move along the border from the previous border element to the current
border element.
2.

Search the 3x3 neighborhood of the current pixel in an anti-clockwise direction.

The point

immediately preceding (II, J l ) is called the first neighbor and labeled as (ID, JD), therefore, ID=I1;
J D = J 1 + 1 . Starting from the first neighbor label clockwise other neighbors of (II, J l ) as 1, 2, 3,
4, 5, 6, and 7. The coordinates of each points is shown in table 5.1. In this table k l = J D - J l and
k2=ID-Il.
3. The next move is controlled by the variable dir and it is determined by:
(a) (<&r+6)mod 8 if dir is odd;
(b) (dir-|-7)mod 8 if dir is even;
4. The first pixel found with the same value as the current pixel is a new boundary element Pn.
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Table 5.1: Co-ordinates of eight neighbors of a pixel
LX(J)

LY(J)

1

ID

JD

2

LX(l)+kl

LY(l)-k2

3

LX(2)-k2

LY(2)-kl

4

LX(3)-k2

LY(3)-kl

5

LX(4)-kl

LY(4)+k2

6

LX(5)-kl

LY(5)+k2

7

LX(6)+k2

LY(6)+kl

8

LX(7)+k2

LY(7)+kl

if|fcl| = 1, k2 = 0, if \k2\ = l,kl

= 0

The dir value is updated accordingly.
5. Continue steps 3 and 4 and save the border points until the search reached at the other end of
the capsule image.
6. Finally the detected inner border is represented by pixels PO

Pn.

Since a major part of the time in border tracing is taken up in the computation of the coordinates
of the neighboring pixels, fast calculation of the coordinates are very important specially in online
applications. The usual approach to compute eight neighbors starting from the first neighbor is to
use modulo arithmetic expressions. The simplest and fastest way to calculate the eight neighbors
using only a single addition that is shown in table 5.1. The variables LX and LY are the (x, y)
coordinates of the eight neighbors. It is also observed that the quantities k l and k2 are either 1 in
magnitude or 0.

5.5.4

Circle Fitting

The border points are extracted by tracing the boundary of the capsule's top and bottom part that
was discussed in section 5.5.3. These points are then fitted to a circle using least square circle fitting
and get an approximated circle. The basic equation for a circle is:
(x - xcf

- (y - ycf

= r2

(5.3)

where, ( x c , y c ) is the center and r is the radius and (x. y) are the border data points. In terms
of parameters a, b, c, equation 5.3 can be written as:
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(5.4)

where, a = —2xc and b = —2yc and c = x?c + y2 — r2
Now, using QR factorization (least square sense) the equation 5.4 is solved for the parameters
a, b and c and then the center ( x c , yc) and radius r of the circle is calculated using the following
equations:

xc =

(5.5)

Vc =

(5-6)

r = V(x2c

5.6

+ y2c) - c

(5.7)

Simulation Results and Performance Evaluation

We have tested several image enhancement techniques using Matlab 7.0 in a Pentium IV, Intel Core
2 Duo @1.60GHz system. The image database of sample size more than 6000 was generated from
the images captured from the developed capsule inspection system. The capsule size 0 was used in
this application. The time requirement for inspecting one capsule from 4 different views is as follows.
The industry requirement is to inspect 1000 capsule per minute. In the OptiSorter, 4 quadrants
are working in parallel. Therefore, 250 capsules per min per quadrant have to be inspected. So, to
inspect one capsule it requires (60/250)=240 ms. The hardware is developed in a way where around
50 ms is required for image acquisition. Therefore, around 190 ms is reserved for capsule inspection
from 4 different views.
It is observed that bottom and top camera images carry more information than left and right
camera images. That's why bottom and top camera images are used to measure almost all parameters
like length, width, cap size, body size, closed joined length and number of pixels in each area. Most
of the decisions are taken from these two images and if any parameters go out of range, it is marked
as a defective capsule and sends it to the appropriate bin. Therefore, comparing the image size and
parameters calculation, it is estimated that the top and bottom camera images require 60 ms each
and right and left camera images require 35 ms each.
Our simulation results show that median filter provides best results both in terms of computational time and global variance. The enhanced image using different methods are shown in figure 5.9.
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Figure 5.9: Image enhancement using different Techniques

The global variance and computational time is shown in figure 5.10. Comparing the enhancement
quality in figure 5.9, global variance and computational time in figure 5.10, it is obvious that the
median filter shows best performance in this application. The original image and enhanced image
using median filtering is shown in figure 5.11. The enhanced image is then passed through the image
segmentation phase.
The success of the capsule inspection system depends on the quality of the binary image. Different
segmentation techniques were tested in this application. Otsu [37] and Kittler [38] are the dominating
techniques in most survey that was discussed in the chapter 3. The binary image using these two
methods is shown in figure 5.12.
ANN-based thresholding was investigated in this application and applied to binarize the capsule
image using five dominant features according to the paper [67]. These five features pixel value,
mean, standard deviation, smoothness and entropy described in the section 3.4 are calculated from
the 5x5 neighborhood pixels [67] and used as input to the ANN to binarize the document image. In
this application, the image features are also calculated from the 5x5 neighborhood pixels and save it
to the training dataset as an object and background based on visual inspection. The training data
preparation is shown in figure 5.13. The network is trained from the available training dataset and
weights are calculated using the method described in section 3.5. The binary image using ANNbased thresholding method is shown in figure 5.14. The ANN architecture and computational time
is shown in table 5.2.
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Original Image

Median Filtering

Figure 5.11: Image enhancement using Median filtering

Original Image

Kittler Thresholding

Figure 5.12: Binary image using Otsu [37] and Kittler [38]
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Figure 5.14: Binary image using ANN [67]
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Table 5.2: Neural Network Architecture
Layer

No. of Nodes

Comments

Input

5

Features

Hidden

4

2/3* (Input+Output)

Output

1

1- Obj, 0-Back.

2.54 sec (Computational)

80 ms (Expected)

Time

Figure 5.15: Edge-based segmentation

The ANN-based image segmentation is implemented using Borland C + + . The processing time
to have a binary image is around 2.54 sec whereas the time available for complete quality inspection
including image segmentation is 60 ms. The quality of the binary image is evident from the figure
3.2. Therefore in terms of computational time and quality of the binary image ANN-based image
segmentation is not suitable approach in this application.
On the other hand the binary image of different parts of the capsule using edge-based segmentation using Sobel edge detector is shown in figures 5.15 and 5.16 where the quality of the binary image
is evident. Using the proposed method the sample good and dented capsule is shown in figures 5.17
and 5.18 respectively. The dented capsule in bottom part is shown in figure 5.19.
In case of left and right camera images, the same image processing techniques are applied like
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Bottom Image

Bottom image- Edge Detected

Figure 5.16: Closed view of edge-based segmentation

Binary Image- Top part

Binary Image- B o t t o m part
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i

Original Image
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w

E x t r a c t e d capsule

I

Figure 5.17: Good capsule image using the proposed method
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Figure 5.18: Dented capsule image using the proposed method- Example 1
Top Part
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Figure 5.19: Dented capsule image using the proposed method- Example 2
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LEFT CAMERA VIEW

Top part

V
v

Left lock and it's binary image

•

Binary image- top part

Bottom part

I I; J \
i , JS.

Right lock and its binary image

Binary image- bottom part

Binary image of the complete left camera image

Figure 5.20: Binary image of left camera image using proposed method

median filtering, Sobel edge detector and Otsu thresholding [37] techniques.

From the left and

right camera images mostly the surface flaws are calculated because some flaws are not detected
in bottom and top images and it can be detected from right and left images very clearly. But the
image processing techniques are same as bottom and top images. In left and right images there is
a similarity that makes the image processing task easier. The left image is the vertically flipped
image of the right image. Therefore, the image processing techniques that are used to process the
right image can be used to analyze the left image, only before processing the left image is vertically
flipped. The binary image of different parts of the left and right camera images are shown in figure
5.20 and 5.21.
The complete quality inspection result using the edge-based proposed method is shown in table
5.3 for sample size approximately 6000 (size 0) where 4800 capsules are good and 1200 capsules
are bad. Correct classification is obtained about 97.1% and missclassification is about 2.9%. The
estimated sensitivity and specificity of the proposed system is shown in table 5.4. In this table it
is clearly shown that the sensitivity of the proposed system is 97.45% and the specificity is 95.67%
whereas the industry requirement was 95%. It is estimated that the computational time for all four
images is around 190 ms and the computational time using proposed method requires approximately
160 ms.
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Figure 5.21: Binary image of right camera image using proposed method

5.6.1

Rationale Using Four Cameras

Three cameras are enough to cover full 360°, 120° apart from each other. However, it was found
that for through inspection four cameras per quadrant provide better results.

There are some

bubbles, cracks or holes in a capsule that are missed when we use three cameras. This is because
the orientation of the capsule is such that the defect is not clearly visible from bottom, left and right
camera, hence it is missed in image segmentation stage. But if we use one more camera on top, it
becomes clearly visible and the defect is detected easily. An example of a defective capsule with
bubble is detected using top camera and is shown in figures 5.22 and 5.23.

5.7

Conclusion

In this chapter, we have presented an edge-based binarization method to extract capsule from the
low contrast gray scale image. With the developed low cost hardware system, the image processing
system meets the requirement of inspecting 1000 capsules per minute with acceptable accuracy of
95%. Dents are detected from the radius of the half circle generated from the border points of the
top and bottom part of the capsule. The reference points for calculating the number of connected
components are calculated from the left lock and right lock regions and two radius of top and
bottom parts. The proposed system is flexible and a threshold can be set to detect holes, bubbles,
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Bottom Camera View

Figure 5.22: Bottom and left camera view of a defective capsule

Right Camera View

Figure 5.23: Right and top camera view of a defective capsule
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Table 5.3: Quality Inspection Result
Typical D e f e c t s

False P o s i t i v e ( F P )

False N e g a t i v e ( F N )

Incorrect size

8

10

Dents

9

38

Cracks

17

25

Holes

10

23

Bubbles

8

26

Missing Cap

00

00

Closed Cap

00

00

Wrong Col

00

00

Total Misclassification

52

124

-

-

Misclassification (%)

-

2.9

Correct Classification (%)

97.1

Time Requirement

190 m s

C o m p u t a t i o n a l T i m e (approx.)

160 m s

cracks, dirt and any kind of foreign body inside the capsule of different size based on the industry
requirement. Using the proposed system 97.1% correct recognition rate is achieved. The sensitivity
of the proposed system is 97.45% and specificity is 95.67% which is very much promising.

The

proposed quality inspection of two part gelatin capsules not only maintain high throughput, but
also performs accurately and reliably. It also meets cost and speed requirements and provides the
flexibility to process different size capsules through its reconfigurable hardware and software.

Table 5.4: Performance Evaluation
True Positive (TP)- 4678

False Positive (FP)- 52

False Negative (FN)- 122

True Negative (TN)- 1148

Sensitivity^ T P / ( T P + F N )

97.47%

Specificity= T N / ( T N + F P )

95.67%

Industry Requirement

95%
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Classification

in

Imaging

Introduction

Breast cancer is the most common cause of cancer related deaths amongst women in the world. Early
detection of breast cancer is the key to reduce the breast cancer mortality. X-ray mammography
is currently considered the most popular, cost-effective, low radiation dose and relatively accurate
method of early detection of breast carcinomas. Radiologists carefully search each mammogram for
any visual sign of abnormality. However, retrospective studies shows that abnormalities are often
embedded in and camouflaged by varying densities of breast tissue structures [80, 81] yielding the
estimated sensitivity of the radiologists is about 75% during routine breast screening [1], In order
to increase the sensitivity, double reading can be one solution that is expensive. Another solution
can be computer-aided-diagnosis (CAD) system that can be used as a second opinion to aid the
radiologist by indicating the locations of suspicious abnormalities in mammograms based on their
physical attributes. The final decision regarding the likelihood of the presence of a cancer depends
on the radiologist. The principal stages of computer-aided breast cancer detection and classification
is shown in figure 6.1.
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9) principal Stages of Breast Cancer Dett

Figure 6.1: Sample mammogram and principal stages of breast cancer detection

6.2

Literature Survey

Masses and microcalcifications are two important early signs of breast cancer. Masses are often
indistinguishable from the surrounding parenchyma because their features can be obscured or similar
to the normal inhomogeneous breast tissues. The gray levels of those inhomogeneous tissues in the
breast could vary with the distribution of breast soft tissue. Furthermore, the difficulty could be
increased due to the fact that the masses in digitized mammograms are similar to the glands, cysts
or dense portion of the breast [82]. This makes the automatic mass detection and classification
challenging. The main aim of this thesis is to develop a CAD system for breast cancer diagnosis and
detection based on automated segmentation of masses in mammograms.
In recent years, a few researchers in either academia or industry have used different approaches
to do the segmentation and classification of masses. The segmentation and classification steps are
vital for the performance of the CAD system that is shown in figure 6.1. Many involve the use of
segmentation techniques to separate the mass called region of interest (ROI) from the breast tissue.
Examples of these segmentation techniques include:
Histogram-based methods [83, 84, 85] are classified into two categories, global thresholding and
local thresholding.

Global thresholding [83, 84] methods are based on global information, such

as histogram of the mammograms. It is widely used and easy to implement. But it is not good
for identifying ROIs and false-positive (FP) and false-negatives (FN) may be too high. In local
thresholding [86, 87], the threshold value is determined locally. It can refine the results of global
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thresholding, and is better for mass detection than global thresholding. It can not accurately separate
the pixels into suitable sets. It is often used as an initialization of other algorithms. In templatematching [88, 89, 90]- the possible masses are segmented from the background using prototypes. It is
easy to implement. If the prototypes are appropriate, it can provide good results. It depends on the
prior information of the masses, it may result high number of FPs. The region growing [91, 87, 92]
methods find a set of seed pixels first, then grow iteratively and aggregate with the pixels that have
similar properties. In these methods the main challenge is to find the seed points because of the
peculiarity of these kind of object of interest. Bilateral image subtraction [93] is based on the normal
symmetry between the left and right breast. It is easy to implement, and the difference between
the left and right mammogram images can be identified as suspicious regions but it is difficult to
register the left and right breast correctly. The fuzzy techniques [94] including fuzzy thresholding
and fuzzy region growing. It can handle the unclear boundary between normal tissue and tumors
but it is not easy to determine suitable membership functions and rules. Other methods include
edge-based methods [85, 95] that detects the discontinuity in mammograms.
Features extraction and selection is a key step in mass detection and classification. Features
are calculated from the region of interest (ROI) characteristics such as size, shape, density and
smoothness etc. [96]. Feature space is very large and complex due to wide diversity of the normal
tissues and the variety of the abnormalities. Feature space can be divided into 3 sub-spaces [97]
intensity features, shape features and texture features. Haralick texture features [98] are based on
the gray-level co-occurrence matrix (GLCM) or gray-level dependence matrix (GLCD) and those
features are used for seed selection for mass segmentation. It will be discussed in details in section
6.3.
Once the features are extracted and selected, the features are input into a classifier to classify the
detected suspicious areas into benign or malignant. Classifiers such as linear discriminants analysis
(LDA) and ANN have performed well in mass classification.
LDA's [99, 100] are traditional method for classification. They construct decision boundaries by
optimizing certain criteria to classify cases into one of mutually exclusive classes. They show high
performance for linear separable problems but poor for non linear separable data.
ANN [101, 102] are invaluable tools in various medical diagnostic systems. Lisboa [103] reviewed
the improvements in healthcare arising from the participation of ANN in medical field. The key
attributes like distributed representations, local operations, and non-linear processing make ANN
suitable for taking few difficult decisions from massive amount of data. Thus when expert knowledge
is unavailable in full-fledged sense as for example in case of masses, ANN provides alternative and
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better solutions. It is robust, no rule or explicit expression is needed and widely applicable [104].
But there is no common rule to determine the size of the ANNs, long training time and sometimes
over training. In this thesis, we will propose an automated seeded region growing for mass extraction
from the breast tissue using Haralick texture features called ROI and then classify them using ANN
classifier based on statistical and textural features.

6.3

Haralick Texture Features [98, 105]

The Haralick texture features are used for image classification. The basis for these features is the
Gray-Level Co-occurrence Matrix (GLCM) or Spatial Gray Level Dependence (SGLD) Matrix. The
calculation of Haralick texture feature can be broken down into two parts or modules;
1. The construction of the GLCM and
2. The calculation of the 13 texture features based on the co-occurrence matrices.
Some of these features include angular second moment, contrast, correlation, as well as a variety
of entropy measures.

6.3.1

Gray Level Co-occurrence Matrix

GLCM is a square matrix with dimension Ng shown in matrix 6.1, where Ng is the number of gray
levels in the image. It is used to describe the patterns of neighboring pixels in an image at a given
distance, d. Each element [i,j] of the matrix is generated by counting the number of times a pixel
with value i is adjacent to a pixel with value j .
P(l,l)

P(l,2)

P(2,l)

P(2,2)

P(2,Ng)

P(3,l)

P(3,2)

P{3,Ng)

P(Ng,l)

P(Ng, 2)

P(Ng,

(6.1)

Ng)

To calculate the texture features, 4 matrices are needed to describe different orientations. Because, adjacency can be defined to occur in four directions in a 2D square pixel image. They are,
1) Horizontal direction (0°)- describes pixels that are adjacent to one another horizontally in 0°
direction.
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Figure 6.2: Example of GLCM for d = 1: (a) The original image (b) Final result of the horizontal
GLCM d = 1. c) Four directions (0°, 45°, 90°, 135°)

2) Vertical direction (90°)- describes pixels that are adjacent to one another vertically in 90° direction.
3) Diagonal directions (45° and 135°)- describes pixels that are adjacent to one another both in left
and right diagonal directions.

Figure 6.2 gives a graphical description of this process for horizontal direction. The method to
apply this to the other 3 orientations is done in a similar fashion. Rotation invariance is a primary
criterion for any features used with these images; a kind of invariance was achieved for each of these
statistics by averaging them over the four directional co-occurrence matrices.

6.3.2

Statistical Properties of GLCM and Haralick Features Calculation

Some statistical features can be derived from the GLCM that are needed to calculate 13 Haralick
texture features. Statistical features are shown in equation 6.2 to 6.9.
Ng

Ng

* =

(6-2)
i= 1 j=1

=

(6.3)

n9
3= 1
Ng

PVO') = X > ( M )

(6.5)

i= 1
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27V9 and x and y are the co-ordinates (row and column) of an

entry in the co-occurrence matrix and px+y(k)

is the probability of GLCM coordinates summing to

x + y.
n3

N3

px-y(k) = J 2 T , P ( i > r i
i=1 j=l
where, |i — j| = k and k = 0,1,2,

(6-7)

Ng — 1
Ng

HXYl

Ng

= ~J^Ylp(i,j)log(px(i)py(j))
i=i j=i

(6.8)

Ng

=

(6-9)
i=i j = i

Haralick texture features are calculated from these above statistical properties of GLCM. These
features are shown in equation 6.10 to 6.22.
1. Angular second moment
N„

Na

1=1j=1
2. Contrast

JV„-1
H2 = Y1 k2Px-y{k)
i=0

(6.11)

3. Correlation
axCFy

where fix,

<rx and ay are the means and standard deviations of px and py, the partial

probability density functions.
4. Sum of squares: Variance
Ng

Ng

i=1

3=1

=
5. Inverse difference moment

(6.13)

N9 Ng
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6. Sum average
2

Na

HQ =

Yjpx+y(i)

(6.15)

i=2

7. Sum entropy
2 N„

H7=

-

iPx+y(i)log(px+y(i))

(6.16)

i=2
8. Sum variance

2Na

H8 =

-

H7)2px+V(i)

(6.17)

i=2

9. Entropy
(6.18)

i=i j=i
10. Difference variance

Na-1
//10

=

^

i2px-y(i)

(6.19)

i=0
11. Difference entropy
Na- 1

i?ll = -

px^y(i)log(px-.y(i))

(6.20)

4=0

12. Information measure of correlation 1
H12 =

#9 - i f x r i
max(HX,
HY)

(6.21)

HX and HY are the entropies of px and py
13. Information measure of correlation 2
H13 = V l " e x p - 2 ( H X Y 2 - H V

6.4

(6.22)

Proposed M e t h o d s

In this section, we propose an automatic seeded region growing method to extract the mass from
the ROI. Haralick texture features are used to select the seed from the ROI from where the region
growing starts and then grow iteratively and aggregate with the pixels that have similar properties.
Then the statistical and textural features described in section 3.4 mean, standard deviation, entropy,
smoothness, skewness, kurtosis and uniformity are extracted from the extracted mass to use them
for classification into benign or malignant. The different steps to extract the mass and classification
are as follows:
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Figure 6.3: X-ray label removal from the original mammogram

6.4.1

ROI Preprocessing

The size of a digitized mammogram is generally very large but the ROIs are very small and limited
to areas being determined as suspicious regions of masses such as shown in figure 6.1. It takes long
time to process the background although we are interested in ROI only. So, the first step is to
separate the ROIs from the image background so that the image processing will not be overwhelmed
and dominated by the large image background. To do that x-ray removal, pectoral muscle removal,
breast region and ROI extraction are the key steps.
a) X-ray label removal
To remove the x-ray label, a global histogram is calculated and then Otsu [37] thresholding technique
is applied to have a binary image. The result of applying the thresholding technique is a collection
of different homogeneous regions in the image. Using Connected Component Labeling [31, 106] the
largest region is extracted which is the union of breast and pectoral muscle. Figure 6.3 shows the
steps followed from the original mammogram to obtain the x-ray label removed region.
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Figure 6.4: Breast extraction- Global ROI

b) Pectoral muscle removal- Global R O I
Mass and pectoral region may have similar texture characteristics, causing a high number of FPs
when detecting suspicious masses [107], It is slightly brighter compared to the rest of the breast
tissue. In mediolateral oblique (MLO) mammogram it appears as a triangular region across the
upper posterior margin of the image.

To remove the pectoral muscle, a simple region growing

technique is applied to the x-ray label removed region. First pixel on the non-curved side of the
breast region from top-left side is considered as a seed pixel. Region growing starts from this seed
and grow iteratively to fill the whole region of the pectoral muscle. Finally, the pectoral muscle is
suppressed from the breast region and morphological operators are used to smooth the boundary.
Figure 6.4 shows the steps followed from the original mammogram to obtain the pectoral muscle
suppressed breast called global ROI.

c) R O I e x t r a c t i o n
In order to extract suspicious regions (ROI) from the whole mammographic image a preliminary automatic identification is done that probably contain massive lesions based on the histogram analysis
[83] of the global ROI. Mass is slightly brighter than its surrounding areas, produces a sharp peak
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of unusual gray level intensity pixels. To extract the suspicious region, histogram is calculated of
the global ROI. Then the peak of the histogram is obtained. To determine the existence of a peak,
its width must be not more than 4 gray levels and it's height must be atypical compared with the
height of the gray level of his environment. The steps for ROI extraction [83] are as follows:
1. Localize all points I (gray level) in the histogram that constitutes a peak. They must satisfy
two conditions h(I) > h(I — 1) and h(I) > h(I + 1), where h(I) represents the number of pixels in
the image that have the gray level intensity I.
2. The height of the peak I are as follows:
H l

=

H l +

H r

(6.23)

2

Hl and Hr are the left height and right height respectively that can be defined as:
Hl = max {h(I) - h(I - 1), h{I) - h(I - 2)}

(6.24)

Hr = max {h{I) - h(I + 1), h{I) - h(I + 2)}

(6.25)

3. Each H i detected in the previous step in the histogram is divided by the average of the height
of the base of the peak using the equation 6.26

(6.26)

where / i ( / l ) and /i(/#) corresponds with the values of the base of the peak on its left and right side
respectively.
4. All the gray levels in the histogram other than peak are replaced by 0 and all peaks h(I) are
replaced by Rj.
5. Finally all values R i smaller than a determined threshold U are eliminated. The threshold
value in this application was found 0.35 from the experiment conducted by us. If it is less than that
value, the number of ROIs becomes more where most of them are normal breast tissue. If it greater
than that, system may miss some ROIs. From the experiment this value was found to be optimal.
6. For each one of the peaks I detected in the previous step will be segmented from the original
image where all pixels with gray level value I(i,j)

in I ± e will be replaced by white color following

the condition below for all V(z,j/), if

I(i,j)

€ [I - e, I + e]

I(i,j)

= 255

(6.27)
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Figure 6.5: ROI extraction and sample ROI

for practical cases e = 5 is obtained from experiment.
7. Each of the segmented regions that is found to be suspicious region called ROI. The ROI is
extracted from the original image keeping the suspicious region at the center of the image. In this
application, ROI size is set at 256x256 whereas the original image size is 1024x1024.
Following the above procedure the sample ROI is shown in figure 6.5.

6.4.2

Mass Extraction

Once the ROI is extracted, the next part is to extract mass from the ROI. The proposed system
consists of contrast enhancement, segmentation by automatic seeded region growing algorithm using
Haralick texture features.
a) Contrast E n h a n c e m e n t
The contrast of the ROI is enhanced using the following nonlinear operator [91].

Ien(i,j) \=*max
(y^)
J

*ImaX

(6.28)
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Figure 6.6: Sample Original and Enhanced ROIs

where k = 2,3,4

and I(i,j),

Ien{i,j)

are the pixel intensity of the original image and enhanced

image respectively. Imax is the maximum intensity of the original image. This way we penalize the
dark pixels more than the bright pixels [91]. The original ROI and enhanced ROI is shown in figure
6.6.

b) A u t o m a t i c S e e d e d R e g i o n Growing U s i n g Haralick Texture Features
Region growing approaches exploit the important fact that pixels which are close together have
similar gray levels.

The process starts from one or more points called seed points [91].

Then

region growing expands the selected areas around the seeds to include nearby pixels falling within
a threshold. In this algorithm the main challenge is to select the seeds. We propose an automated
method to select the seeds. The steps are as follows.
1. The first step is to divide enhanced ROI into RxR non-overlapping blocks. Block size is
application dependent and is very important factor in this algorithm. Because if block is too small,
the difference of the mass textures from normal textures can not be well characterized. If it is too
large, the result may be too coarse. In this application 32x32 block size was found satisfactory.
Figure 6.7 shows the sample blocks division and the seed block location.
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Figure 6.7: ROI division into blocks and seed block detection

2. Calculate the Haralick texture features from Spatial Gray Level Dependence Matrix (SGLD)
of each block. Then select the significant features that can easily discriminate mass and non mass
region. The normalized output of the Haralick texture features are shown in figures 6.8, 6.9 and 6.10
for an enhanced ROI of figure 6.6(d). It was observed that Out of 13 Haralick texture features Sum
Average is found to be very significant to discriminate mass and non mass blocks that is described
in equation 6.15.
3. Select the block that contains mass based on the feature selected in step 3. Maximum gray
level of that block is proposed as the seed point.
4. Region growing starts from that point and then grow iteratively and aggregate with the pixels
that have similar properties results in segmented mass region. The segmented image is smoothed
using morphological operators.
5. Extract the contour of the segmented mass and approximate it to a circle. Estimate the radius
of the circle and compare it with the ground-truth data. This comparison will provide the results
how close the segmented mass to the ground-truth mass determined by the expert radiologists.
6. Extract the mass region from the original image that is used as an input for classification.
Figure 6.11 shows the flowchart of the proposed automatic seeded region growing method and that
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mass using this method is shown in figure 6.12.

6.4.3

Mass Classification

One of the major mammographic characteristics for mass detection and classification is texture.
ANN exploits this important factor to classify the mass into benign or malignant. The statistical
textural features used in characterizing the masses are mean, standard deviation, entropy, skewness,
kurtosis and uniformity [63]. These 7 features are used in preparing the training data for multi-layer
perceptron (MLP) neural network which are obtained from the whole extracted mass region. The
calculated 7 features and their corresponding target value (for benign=0 and malignant=l) are stored
in a file and then used as inputs to the ANN to train the network to produce the weights needed for
testing the classifier. Figure 6.13 shows the sample screen capture of training data preparation and
classification.
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Figure 6.11: Flow chart of the proposed automatic seeded region growing method
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Figure 6.13: Training data preparation and mass classification
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Table 6.1: Simulation Result: Mass Segmentation

6.5
6.5.1

Correct Segmentation (%)

Radiologist Sensitivity (%)

Incorrect Segmentation (%)

84.15

75

15.85

Simulation Results and Performance Evaluation
Image Database

To develop and evaluate the proposed system we used the Mammographic Image Analysis Society
(MiniMIAS) [108] database. It is an organization of UK research group. Films were taken from UK
National Breast Screening Programme that includes radiologist's "truth"-markings on the locations
of any abnormalities that may be present. Images are available online at the Pilot European Image
Processing Archive (PEIPA) at the University of Essex. This database contains left and right breast
images for a total of 161 (322 images) patients with ages between 50 and 65. All images are digitized
at a resolution of 1024x1024 pixels and at 8-bit grey scale level. The existing data in the collection
consists of the location of the abnormality (like the center of a circle surrounding the tumor), its
radius, breast position (left or right), type of breast tissues (fatty, fatty-glandular and dense) and
tumor type if it exists (benign or malign).

Each of the abnormalities has been diagnosed and

confirmed by a biopsy to indicate its severity: benign or malignant. In this database, 42 images
contain abnormalities (malignant masses) and 212 images are classed as normal and rest of them
either contains microcalcifications or benign.

6.5.2

Results and Performance

Among the region-based approaches [91], the region growing algorithm appears as the natural choice
in the mass segmentation, since the peculiarity of these kind of objects of interest is the connectivity
of pixels, neither edge or luminance alone be used for the isolation of the region inside the mass. The
proposed seed selection method made the process easier as seed selection is the major challenge in
the region growing approach. This proposed method is applied to 82 benign and malignant images in
MIAS database and the results obtained is shown in table 6.1. Samples masses both malignant and
benign and extracted contour of the masses in the ROI is shown in figure 6.14 and 6.15 respectively.
The performance of the proposed algorithm is assessed by comparing the segmented area by our
algorithm with, as a ground truth, the area within a radiologist marked contour [91]. The terms
that are used for that purpose are:
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Benign
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Figure 6.14: Sample extracted mass using proposed method

Figure 6.15: Sample extracted contour using proposed method
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1. Estimated region (ER)- is the segmented region by our algorithm,
2. Reference region (RR)- circular area estimated by the radiologist,
3. Area difference (AD)- difference between RR and ER,
4. True positive (TP)- intersection of E R and RR,
5. False positive (FP)- the area not identified in RR,
6. False negative (FN)- the area in RR not identified in E R
and completeness (CM) and correctness (CR) are defined as follows:

CM =

TP
TP + FN

CR =

TP
TP + FP

In particular completeness is the percentage of the ground-truth region which is detected by the
segmented region, while correctness is the percentage of correctly extracted breast region.

The

average completeness and correctness we obtained for 5 images are 78% and 94% respectively. It
is observed that the completeness is below 80% for 5 segmented images. This is because the mass
is estimated as a circle which is not the case in practice. Figure 6.16 and 6.17 shows the different
regions that were obtained for calculating for CM and CR. For figure 6.16 the obtained CM and CR
are 75% and 98% respectively and the CM and CR of figure 6.17 are 87% and 95% respectively.
ANN is used to classify the extracted mass into benign or malignant. The table 6.2 shows the
proposed ANN structure. The proposed structure has 3 layers comprised of 7 units in input layer, 5
units in hidden layer and 1 unit in the output layer. 5 units in hidden layer are optimal number of
hidden layers that is verified by the DTREG commercial software [68]. So the total weights become
40. Total 69 correctly segmented masses are used for classification where 25% images are used for
training and 75% are used for testing purpose and the overall classification for benign is 83.87%
and for malignant 90.91% that is shown in table 6.3. Three examples are shown as an output of
the proposed ANN-based classifier in figure 6.18, 6.19 and 6.20. In figure 6.18 and 6.19, masses
are correctly classified as benign and malignant respectively whereas in figure 6.20 original mass is
malignant but it is classified as benign using the proposed method.
The classification performance can be assessed in terms of the sensitivity and specificity of the
system. Sensitivity (SN) is the proportion of actual positives which are correctly identified and it is
mathematically defined in equation 6.29 and specificity (SP) is the proportion of negatives which are
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Figure 6.16: Segmentation Performance Evaluation- Example 1
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Figure 6.17: Segmentation Performance Evaluation- Example 2
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Table 6.2: Proposed ANN Structure for Mass Classification
Input Units

n

7

Hidden Units

(n 4- 1 ) * §

5 (verified by DTREG [68])

Output Unit

1

1

Weights

n * ((n + 1) * f ) + (n + l ) * §

40
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Figure 6.18: Mass Classification- Example 1, Correct Classification (Benign mass)

Multilayer Perception Neural network Testing for Thresholding

Load Image

Height

Is?
'Classification
Width
Output

147

Execution T i m e
Exit

10.016

Figure 6.19: Mass Classification- Example 2, Correct Classification (Malignant mass)
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Table 6.3: Comparative Statement of Classification
Correct Classification (%)

Misclassification (%)

Radiologist Misclassification (%)

Benign

Malignant

Benign

Malignant

Benign

Malignant

90.91

16.63

9.09

65-90

Not Available

83.87
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Figure 6.20: Mass Classification- Example 3, Misclassification (Classified as Benign, actually Malignant)

correctly identified and is mathematically defined in equation 6.30. The sensitivity and specificity
of the proposed system is shown in table 6.4 and it is compared to the radiologist's sensitivity.

SN

<6-29>

=T^FN

s p =

TN
tnTFP

^

Table 6.4: Comparative Statement of Sensitivity of the Proposed System to the Radiologist
TP

TN

FP

FN

Sensitivity (%)

Specificity (%)

Radiologist's Sensitivity (%)

20

26

5

2

90.91

83.87

75
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Validation

To validate the proposed segmentation algorithm an artificially blurred maple leaf image is used.
Maple leaf image is combined into the artificially generated background. Then the proposed image
enhancement (equation 6.28) and automatic seeded region growing method is applied to the enhanced
image and finally the contour of the maple leaf image and the maple leaf itself is extracted from
the original image. In example 1, figure 6.21, 6.22 and 6.23 shows the complete output using the
proposed method from object, background to enhanced image, automated seed selection, segmented
image, extracted contour of the maple leaf and extracted maple leaf.
In example 2, we combined two maple leaves in one image with very small gray level difference.
In that case the proposed system can detect and extract only one leaf. This is the limitation of
the proposed method so far. However, the proposed method was developed assuming that only one
mass belongs to one ROI. But if there are two masses in one ROI very close to each other, in that
case the proposed method can detect only one. Figure 6.24, 6.25 and 6.26 shows the output of leaf
extraction using proposed method for the example 2. It is observed that in the figure 6.25, the seed
points suppose to be in the block 18 and 45. However there is a slight gray level difference between
them and because of this the Sum Average for block 18 is 1 whereas for block 45 it is 0.9994 and
finally the block 18 was selected as the seed block.
In example 3, we choose the background the breast tissue where the tissue is inhomogeneous.
Then the scaled maple leaf image was combined with the inhomogeneous background. The combined
image is then passed through the proposed image enhancement method followed by block division,
automated seed selection, segmentation and finally the maple leaf extraction. The proposed method
works fine in inhomogeneous background and the results are shown in figure 6.27, 6.28 and 6.29.

6.7

Conclusion

In this chapter a computer-aided system for detection, segmentation and classification of masses is
developed. Initially the x-ray label is removed using global Otsu thresholding technique followed by
connected component labeling. Pectoral muscle is removed using automatic region growing method.
ROI is extracted using peak analysis from the histogram of the breast tissue and contrast enhancement of the ROI is done using nonlinear operator. Seed selection is the major challenge in any region
growing method. Automated seeded region growing is proposed for image segmentation. Automated
seed selection is done using Haralick texture features. Sum Average is found the most discriminative
features among 13 features and finally segmented image is being smoothed using mathematical mor-

108

6. ANN-BASED

MASS CLASSIFICATION

IN BIOMEDICAL

IMAGING

Figure 6.21: Validation- Example 1, Background, Object, Combined Image and Enhanced Image

Figure 6.22: Validation- Example 1, Automated Seed Selection
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Figure 6.23: Validation- Example 1, Segmented Leaf, Extracted Contour and Extracted Leaf
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Figure 6.24: Validation- Example 2, Background, Object, Combined Image and Enhanced Image
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Figure 6.25: Validation- Example 2, Automated Seed Selection
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Figure 6.26: Validation- Example 2, Segmented Leaf, Extracted Contour and Extracted Leaf
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Figure 6.27: Validation- Example 3, Background, Object, Combined Image and Enhanced Image
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Figure 6.28: Validation- Example 3, Automated Seed Selection
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Figure 6.29: Validation- Example 3, Segmented Leaf, Extracted Contour and Extracted Leaf

phology operators. Performance of the proposed method is evaluated using two quantitative features
Completeness (CM) and Correctness (CR). Correct segmentation is achieved 84.15% that is very
much promising. To validate the proposed segmentation algorithm an artificially blurred maple leaf
image was used and it was successfully recovered from the blurred image. Then two maple leaves
were added to the background and the proposed system is failed to extract the second maple leaf.
Finally, original inhomogeneous breast tissue was used as a background of the maple leaf and the
proposed system successfully recovered the maple leaf. An artificial neural network of 3 layers is
proposed for mass classification. Using the proposed ANN classifier, 90.91% sensitivity and 83.87%
specificity is achieved which is very much encouraging compare to the radiologist's sensitivity 75%.
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Chapter 7
Conclusion

7.1

and Future

Research

Conclusions

In this thesis an efficient ANN based thresholding technique is developed based on the work reported
in references [7, 63, 67] to binarize the document image with non-uniform and complex background.
To achieve that an exhaustive search was conducted to find the optimal parameters like optimal
features and window size using grid-based method.
binarization method.

This is a local pixel's characteristics based

Eight statistical and textural features reported in [67] were used for that

purpose and these features are obtained from the neighborhoods around every pixel. It was calculated
that total of 255 subsets can be generated without repetition using these eight features. These 255
subsets were placed in the left column of the grid and in the right columns, different window size like
3x3, 5x5, 7x7 and 9x9 were placed. For each subset four binary images is obtained corresponding
to each window size and passed them through commercial OCR ABBYY. The obtained character
recognition rate for each binary image is tabulated in the grid. Finally the subset and window
size that intersects at highest recognition rate is termed as optimal features and optimal window
size. Performance of the optimal features were evaluated in terms of PSNR and computational
time and it was found that pixel value, m e a n and entropy and window size 3x3 are the most
significant features subset in document recognition application. The optimal features subset was
validated using known base documents and watermark images. The proposed method successfully
binarized the watermarked images in almost all cases except one where the watermark is very much
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Finally, using the proposed efficient ANN-based thresholding method, 99.25% correct

recognition rate is achieved for a database of about 15000 characters. The result demonstrates
better performance compared to the methods described in the literature. The proposed method
requires fewer features resulting in less computational cost and makes it suitable for document
recognition application.
ANN is also used in computer-aided mass detection and classification from digitized mammograms in biomedical imaging applications. In this thesis, a method was presented for preprocessing
mammograms for x-ray label removal, pectoral muscle removal, peak analysis of the histogram which
results in obtaining the ROI. The ROI is then enhanced using the proposed nonlinear operator. The
enhanced ROI is used as an input to the proposed automated seed region growing method to extract
the mass from the ROI. In any region growing method the main challenge is the seed selection.
This is done here using Haralick texture features [98]. Haralick texture features were used for the
first time in this application to mass extraction. The ROI is divided into 32x32 non-overlapped
regions and then 13 Haralick features were calculated for each block. Sum Average is found to be
the most significant feature that easily discriminates mass and non-mass region. The image block
with maximum sum average represents the seed block and maximum gray level of that block is
the seed point. Region growing starts from that point and grows iteratively resulting in extracted
mass. The extracted mass is then smoothed using mathematical morphological operators dilation
and erosion. Performance of the proposed segmentation is evaluated using two quantitative measures CM and CR. For 10 ROIs, using the proposed method the 78% CM and 94% CR achieved.
MiniMIAS database was used in this application where a mass is marked as a circle in the above
database which is not the case in reality. That's why completeness becomes less in this simulation.
84.15% correct segmentation is achieved in this application using the proposed method. To validate
he proposed method, artificially blurred maple leaf image is used. The maple leaf is successfully
recovered from the low contrast image using the proposed method. The proposed method however,
failed in one situation in recovering the maple leaf. In the next experiment, two maple leaves were
embedded in the background and finally one maple leaf was recovered successfully. Therefore, in
case if there are more than one mass present in the ROI, the proposed system can detect only one
of them. In another example, the maple leaf was superimposed on a background of real breast with
inhomogeneous tissue. The proposed method successfully recovered the maple leaf. The statistical
and textural features are then utilized to develop the ANN-based classifier to classify the mass into
benign or malignant. Seven features were proposed in this application and they are used as input to
the ANN-based classifier. The proposed ANN is consists of three layers. The first layer (input) has
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seven neurons, the hidden layer has five neurons while the output layer has only one neuron. Output
value of 0 means benign while 1 represents malignant. The proposed system produces 90.91% sensitivity and 83.87% specificity whereas the radiologist's sensitivity is around 75%. The computational
time to classify a mass using the proposed system requires around 50 ms. The proposed system
shows promising results both in terms of recognition rate and computational time.
The main disadvantage of the ANN-based local threholding method is it's computational cost,
which hampers its implementation is real world applications. ANN-based local thresholding method
was investigated in quality inspection of two parts gelatin capsule in pharmaceutical manufactured
industry applications. The main challenge in this application was to extract the clear, transparent capsule from the background.

An edge-based binarization method was proposed for quality

inspection using Sobel edge detector. The developed image processing system meets the industry
requirements of inspecting 1000 capsules per minutes with an acceptable accuracy of detecting defects over 95% of size 0.2 mm and larger. In addition to the edge-based method, border tracing
and least square circle fitting was utilized to approximate both body and cap dome to a circlc. The
radius of these circles initially identifies dents on the capsule. The proposed system is very flexible
and it can be adjusted based on the industry requirements to accept the different size bubbles, dirts
and other foreign body inside the capsule. The proposed system provided 97.45% sensitivity and
95.67% specificity which is very much promising.

7.2

Contributions and Future work

An efficient ANN-based local thresholding method was developed based on MLP NN to extract
the characters from the non-uniform and complex background using local pixels characteristics like
statistical and textural features. A method is devised to find the optimal parameters like optimal
features and optimal window size. An exhaustive search was conducted for that purpose.

The

proposed method using the optimal parameters outperformed other local or global thresholding
method discussed in the literature.
Automated seeded region growing method is developed to extract mass from the enhanced ROI
using Haralick texture features. Nonlinear operator is proposed to enhance the contrast of the ROI.
Haralick texture features were used first time to extract mass from the ROI so far and it provides very
promising output in this application. ANN classifier based on the statistical and textural features
were proposed for mass classification and 90.91% sensitivity was achieved from the proposed system.
Edge-based binarization along with border tracing and circle fitting is proposed to develop a
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computer vision-based quality controller in pharmaceutical industry application. It is rarely found
any system can work on a capsule where both body and cap are transparent which is the case in
this application. The proposed system is flexible and meets the industry requirements of inspecting
1000 capsules per minute.
In future works, it is important to determine the potential of new ultrasound computer-aided
diagnostic techniques to detect and diagnose breast cancer. The x-ray mammogram has several
disadvantages.

Mostly it is not very much effective for women with dense breasts.

it involves radiation, which makes it undesirable.

Moreover,

Also, some patients feel discomfort and pain

during the procedure. An alternative diagnostic tool to X-ray mammography would be of value and
ultrasound imaging can be one solution. It can represent muscle and soft tissue very well as well. It
delivers live image, no side effects and widely available. The expected system should achieve high
sensitivity and specificity for small breast cancers and microcalcifications particularly in cases not
suitable for mammography, as well as reduce the number of breast biopsies across Canada and the
world.
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Appendix A
Recognition

Rate-

Grid-based

Method

This table represents the recognition rate of a sample document image (figure 4.2) using a commercial
OCR ABBYY 7.0. For 8 features 255 different subsets are available. Each subset is used to obtain
the binary image at window size 3x3, 5x5, 7x7 and 9x9. The binary image is then passed through
the commercial OCR ABBYY 7.0 and the obtained recognition rate is tabulated in the following
tables A.l, A.2 and A.3. Therefore, total 255*4=1020 binary images as well as 1020 recognition
rates are available for one document image.
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Figure A.l: Recognition rate in various window size- Table A.l
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Figure A.2: Recognition rate in various window size- Table A.2
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Figure A.3: Recognition rate in various window size- Table A.3
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