ABSTRACT Existing detectors are based on using the similarity of pixels or blocks to locate noisy pixels. Alternatively, this paper presents an approach that investigates the similarity property among sequences of pixels to establish a new reference sequence-to-sequence similarity (RSSS) impulse noise detector. Then, to harness the advantages of this new RSSS detector in high detection accuracy, a new unified image denoising algorithm (RSSS-I) is introduced to remove different types of impulse noise. In this approach, the RSSS detector locates the impulse noise, and then, three different median filters remove the detected impulse noise in a cascade framework. In this framework, an existing weighted median filter is utilized as the domain filter, and two new directional mean and ''extreme'' median filters are applied as the post-filter. Experimental results show the benefits of this cascade framework in improving the performance. Comparison results demonstrate that the RSSS-I outperforms several existing methods for the ability to accurately locate the positions of noise, retain edge information, inhibit residual artifacts from occurring, and generating denoised images with better quality.
I. INTRODUCTION
For an image processing system, noise is a common phenomenon that reduces images' quality. More importantly, the existence of noise will adversely affect the performance of subsequent advanced image processing techniques, including image segmentation, image enhancement, edge detection, object recognition, and other image processing algorithms. This makes it vital to de-noise the images before any subsequent image processing is executed. The fundamental issue for image de-noising is that it is difficult to adequately smooth a noisy image to effectively remove the noise, while simultaneously preserving the important structural details within the image such as edges, texture or other details [1] - [4] . Considering different statistical properties, noise can be divided into different types. The common noise types include impulse noise (IN) and Gaussian noise [5] - [7] . Unlike Gaussian noise [8] where all pixels are affected by the noise, impulse noise only changes a limited portion of the pixels and leaves other pixels noise-free [9] - [11] . Impulse noise normally results from bit errors in noisy sensors, faulty memory locations, timing errors in analog-to-digital conversion, and noisy transmission channels. The impulse noise problem becomes especially serious for medical imaging equipment, due to its fast scanning process and high radiation working environment. These corrupted noise artifacts will mislead the doctors in their diagnosis and prognosis, which is vital to the life of patients.
Considering the different statistical behavior of the intensity values, there are diverse types of impulse noise models for research analysis and real applications. In general, these different impulse noise models can be grouped into two classes: fix-value impulse (FVI) noise and random-value impulse (RVI) noise.
For fixed-value impulse noise, the value of corrupted pixels can only be the maximum or minimum value of the data range, such as 0 to 255 for an 8-bit grayscale image. Hence, in the human visual system, these noisy pixels will look like ''salt'' (white as 255) and ''pepper'' (black as 0), known as salt & pepper noise [12] . The original approach to remove FVI noise was to treat all the pixels whose values were the maximum or minimum as noisy pixels and process them using a nonlinear filter such as the median filter. However, not all the pixels with minimum or maximum values are noisy. Normally, these pixels are edge pixels or texture pixels. Hence, the foremost method based on a median-type filter will remove the fine details and blur the image. To improve the median-type filters' performance, a two-stage filtering structure has been proposed [13] , including one impulse noise detector and a nonlinear filter. The impulse noise detector aims at finding the locations of impulse-noise-like pixels and the nonlinear filter is utilized to reconstruct them. This two-stage filtering structure will keep the other noise-free pixels unchanged, solving the problems of edge smoothing and blurring. Much outstanding research has continued to develop new impulse noise detectors or new variations of the median filter, and a few are discussed here.
For detection, there are two approaches: one is to design a new detection method and another is to improve the performance of existing detectors. One common design for new detection is to utilize an artificial neural network based on learned feature knowledge of noisy pixels, such as Pulse Coupled Neural Network (PCNN) [14] . However, these PCNNbased FVI noise removal algorithms require users to be experienced at establishing the parameters for each input image [15] . Another strategy to improve the detection accuracy is enlarging the window size until the maximum and minimum values of two successive windows are equal. Then, if the center pixel has the same value as the maximum or minimum value, it will be detected as a noisy pixel [16] .
For filtering, many nonlinear filters are proposed to reconstruct the original pixel values for detected noisy pixels, including center weighted median filter and modified directional-weighted-median filter. In the center weighted median filter, the center pixel will be repeated several times in the median value calculation [17] . The modified directionalweighted-median filter utilizes a weighted median value on an optimum direction to replace the detected noisy pixels [18] .
Different from the two-stage structure, some researchers proposed different three-stage frameworks. One example, the sorted switching median filter, adds one more stage called a sorting stage. The main idea of a sorting stage is that a center pixel with more noise-free neighboring pixels will have higher priority [11] . Another three-stage fixed-value impulse noise removal algorithm was proposed by Gao and Liu [19] , including three steps: detecting, estimating and modifying.
Unlike FVI noise, random-value impulse (RVI) noise will change the intensity of noisy pixels to a random value in its data range. Thus, it is more complicated to locate these noisy pixels and remove them than FVI noise. To solve this complex problem, many different algorithms have been proposed [4] , [5] , [20] , including the weighted joint sparse representation-based method [21] , context-based prediction filtering method [22] , and localized rank-ordered difference vector filter [23] . All these methods focus on using different local features to distinguish noisy pixels from noise-free pixels [24] , [25] . To enhance the accuracy of detection, Liu et al. [26] used a two-phase detector, including a noise candidate detection stage followed by an edge pixel identification.
In analyzing the commonly used impulse noise removal methods, one may observe that: 1) most impulse noise removal methods are not designed to work for both the RVI noise and the FVI noise; 2) the performance of existing impulse noise removal methods are restricted by the accuracy of the noise detector; 3) the existing noise detectors show limitations in detection accuracy; 4) some methods will create artificial residual content in the image, which does not exist in the original noise-free image. This is especially prevalent in satellite images as example in Figs. 9 and 10; 5) some RVI denoising algorithms fail to retain the edge information well, as shown in Figs. 7 and 8; 6) there is no exploration of sequence-to-sequence similarity in the design of a detector, since existing approaches are only based on block similarity or pixel similarity.
Even though many impulse noise removal algorithms have been proposed for FVI or RVI noise, there is still a challenge to develop a method that: 1) has a higher accuracy of detecting the noisy pixels than existing methods;
2) outperforms the state-of-the-art methods in image restoration, especially where it will not bring artificial residual content;
3) has a wider range of applications, working for both fixvalue impulse noise and random-value impulse noise.
To design a good method that meets these three requirements, the presented article proposes a new unified impulse noise removal algorithm, by incorporating a novel reference sequence-to-sequence similarity detector (RSSS). Unlike other existing detector's designs which use pixel-to-pixel or block-to-block similarity, this new detector offers an alternative method to exploit sequence-to-sequence similarity in impulse noise removal. This new detector will generate a flag matrix showing the position of noisy pixels. With this flag matrix as a reference, Liu's weighted median filter reconstructs the detected noisy pixels in the images with the support of another two post-filters in dealing with high-density noise. This new unified method for both FVI and RVI noise is shown to have good performance in retaining edges, not generating artificial information, and producing denoised results with good quality. This is demonstrated by the experimental and comparison results with eight existing methods.
The rest of this paper is organized as follows. Section II will present the new RSSS-based image denoising algorithm. Its performance will be demonstrated by the experimental results in Section III and comparison results in Section IV. Finally, the conclusion will be given in Section V.
II. RSSS-BASED IMPULSE NOISE REMOVAL ALGORITHM
Following the classical framework, a new impulse noise denoising algorithm is introduced to do the filtering after noise detection. Flowchart of the RSSS-based Impulse noise removal algorithm (red blocks are new contributions): 1) first the RSSS detector locates the noise, 2) then using Liu's weighted median filter as the domain filter, the detected noise pixels are reconstructed, 3) Additionally, a directional mean filter is used to compensate for the under-detected edge noisy pixels, 4) Finally, the new extrema median filter is utilized to remove the noise in extreme-high-noise-density backgrounds. It was determined that for impulse noise levels larger than 30%, # iterations = 3 was optimal; otherwise, using # iterations = 1 was chosen.
As shown in Fig. 1 , this algorithm consists of four stages: the RSSS detector, the Liu's weighted median filter, the directional mean filter, and the extrema median filter. Here, the median filter should be repeated twice to yield the reference image, and # = 3, otherwise # = 1 (where, # is the number of iteration in the framework as shown in Fig. 1 ). This # value was established experimentally. The pseudo-code is provided in Algorithm 1 for ease of understanding the listed equations. Process the directional mean filter based on Eq. (14) with parameter (T DMF ) 7:
Algorithm 1 RSSS-Based Impulse Noise Removal Algorithm
Process the extrema median filter based on Eq. (17) with parameter (T EMF ) 8: end for Output: Denoised image
A. REFERENCE SEQUENCE-TO-SEQUENCE SIMILARITY DETECTOR
For a noisy input image (N), the reference sequence-tosequence similarity (RSSS) detector is processed for each pixel to determine if it is a noisy pixel or a noise-free pixel. As shown in Eq. (1), RSSS will generate a flag matrix (S) to indicate whether the pixel is noisy or not, where ''1'' indicates noisy and ''0'' indicates noise-free. The threshold value T is empirically set as 15 in the first iteration of detection and 10 in the second iteration of detection. The value T can be optimized to achieve a better performance by using the image quality measure value of the denoised images as the cost index to minimize.
where, t(i, j) is generated for each pixel in the position (i, j) by the function 2min() calculating the mean value of minimum of two values in the matrix (S i,j ) in Eq. (2).
where, 
where, min () finds the minimal value. And these four vari-
m,n ) are calculated by the reference sequence-to-sequence similarity in Eqns. (4) (6) and (7) .
Where, N represents the noisy image, R represents the reference image, F sss calculates the similarity by Eq. (8) .
Where, A, B stands for the sequence of pixel intensity; function |A| is to calculate the number of elements in A. Examples are provided in Fig.2 . In the RSSS detector, there are two input images: one is the noisy image (N) and another is the reference image (R), which is the result of the median filter operating on the noisy image. For a center pixel N (i, j) in this noisy image, it will also have a corresponding pixel R(i, j) in the same position of the reference image. For any pair of N (i, j) and R(i, j)'s surrounding pixels R(m, n) in a window with a size of (2W +1 * (2W +1), the sequences in the calculation of these four variables (H Fig. 2 , where m = i + k1; and n = j
B. LIU'S WEIGHTED MEDIAN FILTER
When the flag matrix (S) is generated in Eq. (1), Liu's weighted median filter [26] is applied to these detected pixels whose flag matrix values are equal to 1. To yield a good denoising performance, the size of the filtering window is extended from 3 * 3 to 11 * 11, until the optimal window size is found, where the number of noise-free pixels is larger than 3. In the filtering window with the optimal size, the reconstruction value for detected noisy pixels can be calculated by Eq. (9).x
Where, x i,j represents the noisy pixel value in position (i,j), x i,j means its corresponding reconstructed pixel value. In this calculation, there are three different weights, including 1)
as a distance weight inverse to the spatial distance between the pixel (i, j) and its neighbouring pixels (k, l) within a sliding window W i,j as shown in Eq. (10), 2) ω c k,l as a cleanlike weight to measure the percentage of a pixel to be noisefree as shown in Eq. (11), and 3) ω S k,l as a median-similarity weight which is calculated in Eq. (12) .
Where,N i,j is the median value of neighbor pixels excluding the detected noisy pixel; N i,j is the noisy pixel in the noisy image which is in the centre of the filtering window (W i,j ), d max is to calculate the maximum difference by Eq. (13) .
C. DIRECTIONAL MEAN FILTER
The goal for this directional mean filter is to find the misdetected impulse noise, which is normally distributed around the edge, especially when the noise level is high. For the normal median filter, the edge pixel may be mistakenly indicated as noisy pixel or a noisy pixel can be falsely detected as noisefree edge pixel. To meet this challenge, all the neighboring pixels are subtracted with the center pixel to generate the difference matrix. The average values of the absolute value of pixels in the four directions horizontal (µ H min ), vertical (µ V min ), 45
• (µ 45 min ), and −45 • (µ −45 min ), are calculated separately. It is assumed that average value of the absolute value of pixels in the correct direction of the edge should be the minimum, compared to ones of other directions. Hence, the minimum average value (µ D min ) in the four directions are compared with a threshold (T DMF ). If it is larger than the threshold, it means that the filtered center pixel is a noisy pixel and, thus, it will be updated by Eq. (14) .
Where,x i,j represents the filtered value by the proposed directional mean filter,x i,j is the filtered value of the Liu's weighted median filter in Eq. (9), µ D min is the minimum average absolute value in different direction horizontal (µ H min ), vertical (µ V min ), 45
• (µ 45 min ), and −45 • (µ −45 min ), as shown in Eq. (15) .
Here, the threshold of directional mean filter (T DMF ) is set to five. And the size of the filtering window is empirically set to be 3 * 3.
D. EXTREMA MEDIAN FILTER
In the noisy images, the noisy pixels are not uniformly distributed. Hence, there will be some extreme-high-noisedensity blocks in the images, most of whose pixels are the noisy pixels. For this type of extreme-high-noise-density blocks, it is difficult to detect and reconstruct all the noisy pixels within it by only using one single filter. To solve this, another post-filter called the extrema median filter is designed. In the extrema median filter, each pixel in the input image will be checked whether its value is the maximum or minimum value in the filtering window. If it is an extrema value, a decision value (Ed) will be calculated as shown in Eq. (16) .
Where, E 2min is the second minimum value; E 2max is the second maximum value; E min is the minimum value; E max is the maximum value; E median is the median value; Ec is the pixel whose value is the maxima or minima.
If this decision value (Ed) is larger than its pre-fixed threshold, this pixel will be filtered as shown in Eq. (17) .
Where,x i,j represents the filtered value by the proposed extrema median filter,x i,j is the filtered value of directional mean filter in Eq. (14),x median i,j presents the median value of all the neighboring pixels in its filtering window. Normally, the window size is set as 3 * 3. T EMF is the pre-fixed threshold, which is empirically set as one.
III. EXPERIMENTAL RESULT
This proposed RSSS-I can be adapted for FVI. When it is applied to FVI noise, the flag generation in Eq. (1) should be changed to Eq. (18), considering its value will be only 0 or 255.
Where, N (i, j) is the pixel's value in the input noisy image, and t (i, j) is calculated by Eq. (1).
This proposed RSSS-I can deal many kinds of images, including grayscale and color images. To show the performance of proposed RSSS-I, experimental tests are conducted for the commonly used RVI and FVI. A clean grayscale/color image is used and its noisy versions with different noise levels (10%, 30%, 50%) are generated. Using the proposed RSSS-I, the denoised results are shown in Fig. 3 and Fig. 4 . When the level of impulse noise is low, the denoised results show no existence of noise. When the noise level is so high that the human cannot see the content of the noisy image clearly, the proposed RSSS-I can still reconstruct most of the original contents. These experimental results demonstrate the visual performance of proposed RSSS-I.
IV. COMPARISON RESULTS
In this section, the comparison results are provided for FVI and RVI results. For RVI noise, the proposed RSSS-I will be compared with five existing methods including ASWM [27] , DWM [28] , ROR-NLM [29] , SD-OOD [30] and SBF [31] . For FVI noise, three other existing methods, that includes MDBUTMF [32] , AWMF [16] , and NAFSM [33] , will be implemented and compared to proposed RSSS-I algorithm.
A. DETECTOR PERFORMANCE COMPARISON
Since RVI noise is much more difficult to detect than FVI, the comparison of detector's performance will be evaluated VOLUME 6, 2018 for RVI noise. In this test, the Recall measure is utilized. The Recall measure shows the ratio between correctly detected corrupted pixels and true corrupted pixels. The Recall measure can be defined in Eq. (19) . A high recall value means more true detected corrupted pixels, and thus better detection performance.
where, TP is the number of correctly detected corrupted pixels, FN is the number of true corrupted pixels which are falsely detected as noise-free noise.
The compared detectors include detectors in each existing method including ASWM, DWM, ROR-NLM, SD-OOD, SBF and proposed RSSS-I. From the results shown in Table 1 , the proposed RSSS shows a good performance in Recall measure, especially in the presence of high impulse noise levels (30%-60%), demonstrating its superior performance. 
B. FIX-VALUE IMPULSE NOISE
In this section, the proposed RSSS-I algorithm will be tested and compared by different evaluation for FVI noise.
1) VISUAL EVALUATION
The visual performance test was applied to two different original images corrupted with two different levels of FVI noise including 10% and 30%.
For these noisy images, four different FVI noise removal algorithms, including AWMF, MDBUTMFG, NAFSM and proposed RSSS-I, were applied individually. Their denoised results are shown in Figs. [5] [6] . From the image results, AWMF has the weakest performance, because it blurs the content and some noise still exists. NAFSM also share the same problems. Only the results of proposed RSSS-I are the most similar to the original noise-free images. These visual performance analyses demonstrate that the proposed RSSS-I outperforms these three existing methods for FVI noise.
2) OBJECTIVE EVALUATION
To do the objective evaluation, we use the peak signal-tonoise ratio (PSNR) and SSIM [34] . The PSNR evaluation matrix is to calculate the difference between two signals, defined by Eq. (20) .
where, MSE is Mean Square Error value in Eq. (21).
where, O (w, l) and D(w, l) are the original noise-free images and denoised result with a same size of W * L.
Hence, from these equations, the conclusion from the PSNR values about image quality is same as the conclusion from the MSE values, since the only variable in PSNR calculation is the value of MSE. Considering the page limitations, we only show the PSNR value as one of quality measures. Different from PSNR and MSE, SSIM is a method for predicting the perceived quality of images by considering the structural similarity between denoised images and original images. The SSIM was first proposed by Wang Here, several images were randomly chosen from the USC-SIPI Image Database. Then, they were corrupted with different levels of FVI noise to be noisy images. These noisy images were processed by these three existing methods and proposed RSSS-I to do the denoising job individually. Lastly, the denoising results of each method were evaluated by PSNR and SSIM with the original images as reference. As shown in Table 2 , the high scores in SSIM and PSNR of proposed RSSS-I demonstrate it has better denoising performance than three other existing methods, including AWMF, MDBUTMFG, and NAFSM, in objective evaluation.
C. RANDOM-VALUE IMPULSE NOISE 1) VISUAL EVALUATION
To get a visual performance, one image of the alphabet and one image of the moon were corrupted with 10% and 60% RVI noise. Then, five existing methods ASWM [27] , DWM [28] , ROR-NLM [29] , SD-OOD [30] , and SBF [31] and the proposed RSSS-I were applied to reconstruct the images. The denoised results are shown in Figs. 7-10.
As shown in Fig. 7 , ASWM, ROR-NLM, SBF, SD-OOD and RSSS-I can remove the noise very well, but some noise 37230 VOLUME 6, 2018 still exists in the result of DWM. Among these methods, only the proposed RSSS-I and ASWM preserve the information of the first minute square on the top left corner of image. The close-up images as shown in Fig. 8 also visually verify the best performance of the RSSS-I. For 60% RVI test as shown in Fig. 9 , even though the noise destroys the content of the VOLUME 6, 2018 original image, the denoising methods can still reconstruct the content. However, the DWM and SD-OOD methods still show the remnants of noise. Comparing the red square in the image, which is enlarged in Fig. 10 , to the other three existing ROR-NLM, ASWM, SBF methods, artificial white content is introduced This artificial white content can be misleading since it really does not exist in the original image. Only the proposed RSSS-I removes the influence of impulse noise without creating any artificial information. 
2) OBJECTIVE EVALUATION
Here, objective evaluation tests are provided using PSNR and SSIM to assess the image quality score. Their values are shown in Table 3 . In the PSNR tests, the RSSS-I method ranked as the top one over six different levels of impulse noise. In SSIM tests, the proposed method still has the best scores in the denoising work with 10%-40% impulse noise. These objective evaluations demonstrate the excellent performance of proposed RSSS-I. 
D. POST-FILTERS' PERFORMANCE EVALUATION
The design of post-filters is to further support and improve the detection accuracy and to reconstruct the noisy pixels mistakenly undetected by the RSSS detector, especially for a high level of impulse noise. To demonstrate the performance of these two post-filters, a performance comparison test is conducted between the current version and another compared version without these post-filters.
The average SSIM and PSNR values are calculated with different levels and different types of the impulse noise. The results are shown in Table 4 . Since these results are based on averaging the subtraction results between the current version and the compared version, positive values in Table 4 mean the performance improvement by the post-filters and vice versa. From these positive values, these two post-filters are demonstrated to be beneficial to improve the performance of this noise removal algorithm. Furthermore, the increasing values with the impulse noise level indicates the importance of these two post-filters in high level of impulse noise. From this result, we also verify that different combination of filters in a cascade way can achieve better performance. 
E. APPLICATION PERFORMANCE EVALUATION
The denoising process is the first step of image processing. Normally, after denoising, edge detection will be processed to extract the content information for some artificial intelligence algorithms. Hence, a good denoising algorithm should keep true edge information without artificial edge information. In this evaluation, after each denoising algorithm, the canny edge detection will be applied to provide the example results. Other edge detection will generate the similar conclusion.
Here, the level of the RVI noise is 50%. The canny edge map of reconstructed denoised images by different methods are shown in Fig. 11 . From these results, only the proposed RSSS-I get the edge information map, which looks highly like that of the original image, while the SD-OOD algorithm retains too much useless edge information and the other four existing methods (ASWM, DWM ROR-NLM, and SBF) generate the artificial edge information.
F. COMPUTATIONAL COST
Due to the cascade framework utilized in this proposed method, computational cost is one important issue to be taken into consideration. To test its time complexity, the proposed algorithm is implemented in MATLAB R2017b software, installed on a computer with an Intel R Core TM i7-6700T CPU @ 2.80 GHz with 12.0 GB RAM. From the running time results in Table II , the values are reasonable considering its superior performance. Most importantly, this algorithm can be further speed up by implementing in C/C++ code. Also, most steps in this algorithm can be parallel computed. Hence, considering the performance in noise removal, this algorithm shows its good speed performance.
G. DISCUSSION
As a conclusion of the previous comparison results, Table 5 presents the number of tests for each method in which they rank first in visual and objective evaluation. Based on this statistical analysis for the FVI noise, for two images in the visual comparison experiment, and for the five images with six levels of noise in the objective comparison experiments, there are a total of 62 (= 2 + 5 * 6 * 2) tests, considering three different objective measures. For FVI noise, the number of tests where RSSS-I was deemed to be the best performer was 62 out of 62, meaning that RSSS-I is the best algorithm in the tests with all different tested images and all evaluation methods.
For the RVI noise, there are also 62 tests for different corrupted images to be denoised. ROR-NLM outperforms other methods in 8 tests in SSIM. And the number of RSSS-I is 54 out of 62, meaning 87% of tests support RSSS-I as the best algorithm among all the tested methods. The statistical data shows that this new proposed RSSS-I is suitable for different kinds of impulse noise, including both fix-value type and random-value type.
V. CONCLUSION
In this paper, the sequence-to-sequence similarity is first introduced to design a new impulse noise detector. The detectors' performance comparison results show that the proposed detector is better than some existing utilized detectors in the Recall measure.
Using this new detector, a new unified image denoising algorithm was introduced to remove different types of impulse noise, including RVI and FVI noise. This introduced algorithm utilized existing Liu's weighted median filter as the domain filter and another two new introduced post-filters as additional supports. By this cascade framework of three filters, this proposed method further improve the accuracy of locating noisy pixels. Results showed that it performed well in the retaining of edge information in noise removal processes. More importantly, it does not create artificial contents, while some denoising methods do. Benefiting from a good detector and successive filters, it was demonstrated to have better performance in dealing with different types of impulse noise than eight existing methods. This was demonstrated through the results via visual comparison, objective comparison and application performance comparison. 
