Introduction
For the reader's convenience, throughout this note we make use of the same notions and notations as in Fan and Liu [1] . Let (Ω, F , P) be a complete probability space with a filtration {F t } t 0 satisfying the usual conditions. Let B(t) = (B 1 (t), B 2 (t), . . . , B m (t)) T , t 0, be an m-dimensional Brownian motion which is defined on the probability space and adapted to the filtration. Let T > 0, L 1 ([0, T ]; R n ) denote the family of all R n -valued measurable {F t }-adapted processes f = {f (t)} 0 t T such that T 0 |f (t)|dt < ∞ w.p. 1. Let L 2 ([0, T ]; R n × m) denote the family of all (n × m)-matrix-valued measurable {F t }-adapted processes f = {f (t)} 0 t T such that T 0 |f (t)| 2 dt < ∞ w.p. 1. Let X 0 be an
Borel measurable. |A| denote the trace norm of matrix A, i.e., |A| = trace(A T A).
We are concerned with the n-dimensional stochastic pantograph differential equation of Itô type
with initial value X (0) = X 0 and 0 < q < 1. By the definition of stochastic differential, this equation is equivalent to the following stochastic integral equation
). An R n -valued stochastic process X = {X(t)} 0 t T is called a strong solution of Eq. (1.1) if it has the following properties:
(1) X = {X(t)} 0 t T is continuous and (F t )-adapted; (2) A solution X = X (t) 0 t T is said to be unique if any other solutionX = {X(t)} 0 t T is stochastically indistinguishable from X , that is P{X (t) =X(t), for all 0 t T } = 1.
The semi-implicit Euler method applied to Eq. (1.1) produces
and denote
(1.5) By (1.5), Eq. (1.4) can be written by
In order to obtain the convergence of semi-implicit Euler methods of Eq. (1.1), the following conditions are made in [1] .
The following theorem is the main result of [1] .
Theorem 1.2 (Fan and Liu, [1, Theorem 3.4]). Assume that conditions (C1), (C2) hold and there exists a positive constant K such that for any s
then the numerical solution (1.6) will converge to the analytical solution of Eq. (1.1), i.e.,
where C is a positive constant independent of h.
The following conditions will be needed to improve Theorem 1.2.
(
We mention here that this condition is not restriction at all. It is known (cf. [2] ) that (C2 ) can be guaranteed by the linear growth condition (C2). Now we state our theorem which improves Theorem 1. 
|X(t) − y(t)|
We remark here that the Lipschitz condition (C1) and the Linear growth condition (C2) are replaced by the local Lipschitz condition (C1 ) and the bounded condition (C2 ) respectively, it is more useful for practical purpose.
Proof of Theorem 1.3
In order to overcome the difficulties arising from the local Lipschitz condition, the technique of stopping times will be used. This technique allows us to consider solutions within a compact set where the coefficients of the equation are Lipschitz. Let us first state a few lemmas and then prove the main theorem.
For each d > 0, define the stopping times
where Proof of Theorem 1.3. Clearly, 
where M d is a constant dependent on d but independent of h.

Lemma 2.2. Under the conditions of Lemma 2.1,
E|y(t ∧ υ d ) − Z 1 (t ∧ υ d )| 2 ∨ E|y(t ∧ υ d ) −Ẑ 1 (t ∧ υ d )| 2 M d 1 h, for t ∈ [0, T ],E|y(q(t ∧ υ d )) − Z 2 (t ∧ υ d )| 2 ∨ E|y(q(t ∧ υ d )) −Ẑ 2 (t ∧ υ d )| 2 M d 2 h, for t ∈ [0, T ],E sup 0 t T |X(t) − y(t)| 2 = E sup 0 t T |X(t) − y(t)| 2 I {τ d >T and σ d >T } + E sup 0 t T |X(t) − y(t)| 2 I {τ d T or σ d T } .
|X(t) − y(t)|
which yields
Moreover,
and, similarly
Substituting the inequalities above into Eq. (2.1), we can get
Applying the Hölder inequality we have 
