We have developed a novel extension of the NEAT neuroevolution method, termed NEATfields, to solve problems with large input and output spaces. NEATfields networks are layered into two-dimensional fields of identical or similar subnetworks with an arbitrary topology. The subnetworks are evolved with genetic operations similar to those used in the NEAT neuroevolution method. We show that information processing within the neural fields can be organized by providing suitable building blocks to evolution. NEATfields can solve a number of visual discrimination tasks and a newly introduced multiple pole balancing task.
INTRODUCTION
Evolutionary algorithms have been widely used for automatic design of neural networks. A grand challenge in evolving neural networks is the scalability issue. While there are already other methods for evolving large networks, the NEATfields method has been designed by us to make use of two particular features of the successful NEAT method: First, the genetic operators for changing network structure in NEAT were carefully designed to avoid producing redundant structures and disrupting existing functional elements. We believe that these operators are also helpful in evolving large neural networks. Second, complexification from small structures, i.e. gradual growth of the networks during the course of evolution, has been shown to be an important reason for the success of the method [2] . Therefore, exploration of the search space by gradual complexification is used as a strategy by NEATfields as well.
NEATfields evolves fields of NEAT networks. If the mutation operators that are specific to NEATfields are switched off, it will reduce to a plain NEAT implementation. Therefore we expect that the ability of NEAT to solve challenging control problems transfers to cases where many inputs and outputs are present. The assumption that the input and output spaces of a task can largely be decomposed into a number of equal or similar subspaces is built into NEATfields. For example, an eye or a camera provide large amounts of sensory data with a natural two-dimensional topology. Also, robots with actuated limbs often require a number of similar controllers in addition to a coordinating mechanism.
METHODS
A field element in NEATfields is a recurrent neural network with almost arbitrary topology. A field is a two dimensional array of field elements. In special cases, the field size along one or both dimensions is 1. A complete NEATfields network consists of at least one internal field, and fields for network input and output as specified by the given task. There can be several input and output fields with different dimensions. Within the NEATfields network, connections can be local (within a field element), lateral (between field elements of the same field), or global (between two fields). For all experiments reported here, evolution starts with a single internal field of size 1 × 1 that is connected to all input and output fields.
The parameters for a field are encoded on a corresponding chromosome (see Figure 1 ). The first gene in a chromosome specifies the field size. Then follow node and connection genes for one field element. All genes contain a unique reference number that is assigned once the gene is generated through a mutation. In addition, connection genes contain a connection weight, a flag indicating whether the connection is active, and the reference numbers of the source and target neurons.
There is a special chromosome that contains genes coding for global connections. If a global connection gene connects fields with the same size, every field element in the target field will get a connection from the field element in the source field that has the same relative position in its field. Their connection weights are all the same. If field sizes are different in a dimension, then the fields will still be connected using a deterministic and topology preserving method: if the source field is smaller than the target field, each source field neuron projects to several adjacent target field neurons; if the source field is larger than the target field, the target field neurons get input from a number of adjacent source field neurons, while the respective connection weigths are divided by that number.
NEATfields uses mutation operators that are very similar to those of NEAT within field elements. For evolving the large scale topology, one new operator doubles the field size along one dimension, one increases the dimension by one, one inserts global connections and one inserts a field of size 1 × 1 into an existing global connection. An existing field can also be duplicated, where all elements of the new field received new reference numbers.
Lateral connections between field elements can enable flow of information within a neural field. Here, a neuron in each field element is connected to corresponding neurons in its up to four neighbor field elements. The gene coding for a lateral connection has a lateral flag set to 1, and is created by a lateral connect operator.
By default, corresponding connections in different field elements all have the same strength so they can be represented by one gene. The same is true for the global connections between field elements of two fields. One way to change this is to have larger connection weights in a neighborhood of some center coordinates on the field ("focal weights dehomogenization"). Here, connection weights are scaled according to exp(− ( The connection weights corresponding to a single gene can also be scaled by a factor that is random with respect to position in the field. The factors are derived from a fixed random data pool. The innovation number of the gene is used as a pointer into the random data. Randomization of connection weights is specified by a flag in the connection gene that is set upon creation of the gene.
Speciation selection similar to that of NEAT is used for NEATfields.
EXPERIMENTS AND RESULTS
The first visual discrimination task is to find the center of a large square on an 11 × 11 pixel input field that also contains a smaller sqare. The output is also a field of size 11 × 11. This task has been described in [1] . NEATfields reaches a perfect solution in 100% of the runs using 12736 evaluations on average when using lateral connections but no dehomogenization. Without lateral connections, no perfect solutions can be found. Using dehomogenization methods does not improve performance here.
Three other visual discrimination tasks have the same 11 × 11 input field, but just 4 outputs for classification. A number of patterns (shown in figure 2 ) are presented to the network in separate episodes, where it has to activate the correct output. A configuration using focal weights dehomogenization outperformed configurations without dehomogenization on the first task, reaching a perfect solution in 100% of the runs. On the second task, dehomogenization Experiments were also performed where several instances of the well known 'double pole balancing without velocity input' task had to be controlled simultaneously. They all have different start positions. NEATfields can easily solve problems with 16 or 256 instances, whereas a plain NEAT method used as a control cannot.
DISCUSSION
NEATfields can evolve large neural networks to solve a number of visual discrimination and control tasks. Both lateral connections and focal weight dehomogenization are necessary to solve some of the tasks discussed here. Random weights homogenization, on the other hand, has not proved very useful yet. A limitation of NEATfields is that its building blocks are to a large degree externally specified. However, one can easily extend the method by providing other interesting building blocks. That way, knowledge about the task can be embedded into the method, which can make evolution more efficient for a given class of problems.
