Abstract. We determine the Chow ring (with Q-coefficients) of the Hurwitz space parametrizing degree 3 covers of P 1 . We also compute the rational Picard groups of auxiliary spaces of degree 3 maps with special marked points. In particular, we show that the Chow ring is tautological, answering a question posed by N. Penev and the second author in [PV15].
Introduction
In this paper we determine the Chow ring (with Q-coefficients) of the Hurwitz space H 3,g parametrizing branched covers α : C → P 1 of degree 3 and genus g(C) = g up to automorphisms of P 1 . Throughout, we consider Chow rings and Chow groups with Q-coefficients.
Our main theorem is:
Theorem A. The Chow ring A * (H 3,g ) is equal to Q[κ 1 ]/(κ 2 1 ).
To put Theorem A in context, we summarize known results about the algebraic cohomology of the Hurwitz spaces H d,g . Guided by a now-standard philosophy, we can define a tautological ring R * (H d,g ) as a subring of the Chow ring A * (H d,g ) generated by certain "intrinsic" classes constructed from the universal branched cover diagram
Such tautological classes were first studied in [KL04] , where they were called basic classes. Among the tautological classes are the well-known kappa classes κ i := φ * (c i+1 1 (ω φ )), but a priori there are more -see 7.0.1.
A speculative geometric description of relations for R * (H d,g ) involves the natural stratification of H d,g by the Hurwitz strata -loci parametrizing branched covers with prescribed branching behavior. Kazaryan and Lando showed in [KL04] that the fundamental classes of many Hurwitz strata are tautological. In parallel with Faber's relations in the tautological ring of M g (see the discussion after Conjecture 2 of [Fab99] ), it is reasonable to wonder if such descriptions for empty strata, which give relations, might give all relations. For example, since it is clearly impossible for a degree four map to possess a branch point of order 5, the fundamental class of the corresponding Hurwitz stratum will be zero. In the few cases we understand, these are all the relations. It would be interesting to know whether all relations are obtained in this way.
The open subset of H d,g parameterizing simply-branched coverings is called the small Hurwitz space H s d,g . In all currently understood cases, the Chow groups of H s d,g are trivial. In codimension one the "Picard rank conjecture" [DP15] predicts that A 1 H s d,g = 0. This conjecture has been verified when the degree d ≤ 5 in [DP15] (where unirational descriptions are used to study H d,g ) and also for degrees d ≥ 2g +1 in [Moc95] , where it is shown to be a consequence of Harer's theorem [Har83] on the Picard group of M g . In all cases mentioned, the equality R 1 (H d,g ) = A 1 (H d,g ) holds, and both groups are generated by fundamental classes of divisorial Hurwitz strata: the Maxwell stratum parametrizing covers having two ramification points mapping to the same point, and the caustic stratum parametrizing covers having a point of nonsimple ramification. (This language is used by Kazaryan and Lando, and is standard in the singularity theory community. When d ≥ 4 these two divisorial strata are known to be linearly independent [DP15] .)
So we may pose the general question:
Question 1.1. Is A * (H s d,g ) = Q for all d, g? As far as the ring structure of A * (H d,g ) is concerned, essentially nothing is known. In the case of hyperelliptic curves, one easily sees that A * (H 2,g ) = Q. Indeed, (up to stack-theoretic considerations which are irrelevant when dealing with Q-coefficients) the moduli space H 2,g is indistinguishable from the space M 0,2g+2 , which has trivial Chow ring. Hence, Theorem A is the next open case to consider.
Our current understanding of the global algebraic geometry (cohomology, unirationality, point counting, etc.) of Hurwitz spaces is roughly divided into two regimes. The low degree regime consists of spaces parametrizing covers of degree at most 5, and is accessible due to classical unirational parametrizations. Many basic questions (for example Question 1.1) still remain open in this regime, but the explicit classical parametrizations provide us with some leverage which we do not have for larger d.
The high degree regime consists of Hurwitz spaces satisfying the bound d ≥ 2g + 1. In this case, the "tower" This puts Theorem A in context. In the degree 3 setting, Hurwitz strata are very easy to describe and obey very simple closure relations: T k parametrizes covers having at least k triple ramification points, and T k+1 is a divisor in T k . Furthermore, it is well known that the divisor class [T 1 ] is a nonzero multiple of κ 1 .
We also prove a version of Theorem A for the framed Hurwitz space H † 3,g parametrizing degree 3 covers of a fixed P 1 . There is a natural map
which is a quotient by Aut P 1 = P GL 2 (k). Specifically, we have Theorem B. The pullback homomorphism
is an isomorphism.
Finally, we arrive at an answer to Question 1.1 in the d = 3 case:
A curious corollary of Theorem A is that the fundamental classes [
The proof of Theorem A relies on the following ingredients:
(1) The classical description of trigonal curves as curves on Hirzebruch surfaces.
(2) The Maroni stratification of H 3,g , and a result of the second author and N. Panev describing the Chow groups of the open Maroni strata. (3) Vistoli's theorem describing the pullback map q * : A * (X/G) → A * (X) associated to a quotient q : X → X/G of a variety X by an algebraic group G. (4) Expressions of fundamental classes of Hurwitz strata found in [KL04] .
Briefly, ingredients (1), (2), and (3) help us understand the Maroni stratification, which allows us to prove that κ 1 generates the Chow ring. Ingredient (4) provides expressions for fundamental classes of certain codimension two Hurwitz strata, which leads to the relation κ 2 1 = 0.
1.1. Remark on integral coefficients. We point out that the remarkable paper of Bolognesi and Vistoli [BV12] determines the integral Picard group of the space of trigonal curves (in all genera). There seems no straightforward way to combine their work with ours, to get at the integral Chow groups in higher codimension. We also mention that the integral Chow ring of the moduli stack of hyperelliptic curves (of even genus) and the stack of cyclic covers of P 1 have been computed in [EF09] and [FV11] , respectively. In particular, these papers show that there are nontrivial torsion classes in the integral Chow ring.
1.2. Outline of the paper. We begin in section 2 by recalling classical facts about trigonal curves, particularly the stratification by Maroni invariant. This leads to the description of (an open subset of) H 3,g as a quotient of an affine variety V by the action of a connected algebraic group G. We end section 2 by recalling Stankova's theorem stating that the group A 1 (H 3,g ) is freely generated by κ 1 .
Section 3 begins by recalling a theorem of A. Vistoli [Vis87] describing Chow rings of quotients. We apply this theorem to the P GL 2 (k) quotient map q : H † 3,g → H 3,g to deduce that the kernel of the pullback map q * : A * (H 3,g ) → A * (H † 3,g ) is the ideal generated by the second Chern class of a vector bundle V on H 3,g , whose projectivization is P, the universal target P 1 .
Section 4 is devoted to showing that the class c 2 (V ) is supported on the divisor T 1 ⊂ H 3,g . We accomplish this by proving that A 1 (R s ) = 0, where R s is the "universal simple ramification point" which is a degree 2g + 4 etale cover of H s 3,g . Section 5 is devoted to proving that A 1 ( T 1 ) is generated by κ 1 . The techniques used are similar to those of section 4. When combined with the results from sections 3 and 4, we deduce that c 2 (V ) is a multiple of the class κ 2 1 .
In section 6, we show that the fundamental classes of the Maroni strata in H † 3,g are expressible in kappa classes. This, along with ingredient number 2 mentioned above, allows us to conclude that A * (H 3,g ) is generated by the kappa classes.
Finally, in section 7 we produce relations between kappa classes. The relations come from the fact that degree three covers cannot have certain branching profiles. These relations allow us to show first that A * (H 3,g ) is generated by κ 1 , and secondly that κ 2 1 = 0.
1.3. Notation and conventions. We work over an algebraically closed field k of characteristic 0. All Chow rings and tautological rings will be taken with coefficients in Q. As a result, the distinction between "stack" and "coarse space" will be irrelevant for us.
The following spaces will appear prominently in the paper:
H 3,g : This is the Hurwitz space parametrizing genus g, degree 3 covers of α : C → P 1 , with C smooth, up to automorphisms of P In general, the superscript s will denote the adjective "simple", and a † will denote the adjective "framed". Also, the superscript • will stand for "minimal Maroni invariant".
Preliminaries
2.1. Trigonal curves as divisors on Hirzebruch surfaces. It is a classical fact that every degree three cover α : C → P 1 has a canonical realization as a curve C ⊂ F m in a Hirzebruch surface F m , with the projection π : F m → P 1 inducing the map α. Geometrically, the Hirzebruch surface F m can be realized as the surface swept out by the lines l D ⊂ P(C, K C ) ∨ ∼ = P g−1 spanned by the divisors D of the given g 1 3 .
2.1.1. The Maroni invariant. The Maroni invariant of a degree three cover α : C → P 1 is the integer m where C ⊂ F m [Mar46] . Define the closed substack of H 3,g :
The behavior of the Maroni invariant is summarized in the following well-known proposition:
Proposition 2.1. Let F denote either F 0 or F 1 , depending on whether g is even or odd, respectively. Let π : F → P 1 be a selected projection. Then there is a unique curve class C on F parametrizing genus g curves which map with degree 3 under the projection π. (This is clearly true for any Hirzeburch surface, not just the two considered in this section.)
Consider the linear system |C| ≃ P N with ∆ ⊂ P N the discriminant hypersurface parametrizing singular curves. The complement
parametrizes all smooth trigonal curves with minimal Maroni invariant.
There is a natural surjective map
The map u is a quotient map: Aut F acts on the variety U g with finite stabilizers, and H • 3,g is the geometric quotient. The complement H 3,g \ H • 3,g is a divisor only when g is even -in the odd case, this complement has codimension two.
2.3. The divisor theory of H 3,g . In [SF00, Thm. IV], Stankova proves:
) is freely generated by κ 1 . The theorem also holds for H † 3,g . These statements are all consequences of a general theorem on Chow rings of quotient varieties due to A. Vistoli. We review this theorem in the next section.
3. Vistoli's theorem: Chow rings of quotients 3.1. Vistoli's theorem. We recall a theorem of A. Vistoli:
(ii) The kernel of q * is the ideal generated by all Chern classes c i (V ). In fact, we need the analogous theorem for actions of the group P GL n (k). The SL n (k) case is essentially equivalent to the P GL n (k) case when we consider Q-coefficients. Indeed, suppose P GL 2 (k) acts on X (with finite stabilizers). The stack quotient [X/SL n (k)] is then an etale µ ngerbe over the stack quotient [X/P GL n (k)], and therefore the Chow rings with Q-coefficients of both quotients coincide.
Furthermore, the vector bundle V technically only exists over [X/SL n (k)], but we abuse notation and make arguments about it as if it were a bundle over [X/P GL n (k)]. Since we are only concerned with the rational Chern classes of V , this abuse will be harmless.
3.2. The quotient map q : H † 3,g → H 3,g and the class c 2 (V ). Let q : H † 3,g → H 3,g be the natural P GL 2 (k) quotient map. By Theorem 3.1, we see
Here c 2 (V ) is the second Chern class of a "universal g 1 3 vector bundle with trivial first Chern class" V on H 3,g . We may think of c 2 (V ) as a class in A 2 (H 3,g ) as follows: Let W be any rank 2 bundle whose projectivization is the target P in the universal diagram:
Then we take c 2 (V ) to be the expression c 2 (W ) − 1 4 c 2 1 (W ). Note that this class is preserved after tensoring W by a line bundle, and therefore does not depend on the choice of W . By Vistoli's theorem 3.1, in order to get a handle on the Chow ring of H 3,g , we must first understand the class c 2 (V ) and then compute A * (H † 3,g ). Theorem 5.3 states that c 2 (V ) is tautological. Its proof relies on an understanding of the divisor theory of the "universal ramification point" R, and the "universal triple ramification point" T 1 .
The universal ramification point R
In this section we study the divisor theory of the "universal ramification point" R ⊂ C defined functorially as:
, and p ∈ C a ramification point of α .
If the reader prefers, R is also the ramification locus of the universal branched covering α : C → P. We let φ : R → H 3,g denote the natural, degree 2g + 4 finite projection map.
The space R has a Zariski open substack R s ⊂ R defined functorially as:
,g , and p ∈ C a ramification point of α . In other words, R s = φ −1 (H s 3,g ). Our strategy, as usual, will be to express R (or an open substack of it) as a quotient, and then use Vistoli's theorem 3.1.
4.1.
Expressing an open substack of R as a quotient. Let us fix a Hirzebruch surface F = F 0 or F 1 , and the appropriate linear system |C| ≃ P N parametrizing trigonal curves of genus g. Define the following open subset of the universal ramification point R:
The complement R \ R • is a divisor only when g is even, in which case it is the pullback of the Maroni divisor in H 3,g , and therefore a multiple of κ 1 . Note that R • contains the open subset R s ∩ R • , which we denote by (R s ) • . We now express R • as a quotient. Let W be the vector bundle on F whose fiber at a point p ∈ F is given by
Here, by "np" we mean the scheme Spec k[ǫ]/(ǫ n ) ⊂ F with closed point p, and lying in the ruling line L p ⊂ F determined by p ∈ F.
The space R • is a quotient of a suitable open subset of the projective bundle PW by the obvious action of the group G := Aut F. In order to understand the bundle PW better, it will be necessary first to formally construct W . For this, we need to introduce some jet bundles. 4.1.1. Jet bundles on the Hirzebruch surface F. Consider the fiber product F × P 1 F with its two projections pr 1 and pr 2 . Let ∆ ⊂ F × P 1 F be the diagonal, and let I ∆ be its ideal sheaf.
Then the n'th order jet bundle of O F (C) relative to π : F → P 1 is defined to be
) is a rank n vector bundle on F, and that there is a natural evaluation map ev :
The vector bundle W is defined to be the kernel in the sequence
) needs to be checked for our particular divisor classes C, but this is straightforward and we omit it.
Remark 4.1. The variety PW is most easily described as the pairs (C, p) where p ∈ C is a point of ramification for the projection π : C → P 1 . We will need the jet bundle description to determine divisor class expressions for certain divisors in PW .
It is also straightforward to check that ev :
is surjective, and we call its kernel W tr . (Here tr stands for "triple".) From sequence (2), we see that there is an exact sequence of vector bundles
Remark 4.2. The projective subbundle PW tr ⊂ PW parametrizes the pairs (C, p) where p is a triple ramification point of C.
Finally, we construct a third jet bundle which we call J 3 fat (O F (C)). In slight contrast with the previous construction, we consider the diagonal ∆ as a subscheme of the absolute product F × F. We continue referring to the projections by pr 1 and pr 2 . Letting J ∆ denote the ideal sheaf, we define J
(Note: The superscript 3 indicates that J 3 fat (O F (C)) is a rank 3 vector bundle on F.) As before, there is an evaluation map
) which is surjective because the linear system |C| is sufficiently positive in all cases we consider, and therefore separates tangent vectors. The kernel of ev is a vector bundle which we denote by W n . (n stands for "node".) Lemma 4.3. There is an exact sequence of vector bundles on F:
Proof. Consider the closed inclusions ∆ ⊂ F × P 1 F ⊂ F × F. Let I F× P 1 F be the ideal sheaf of the latter inclusion. Then I F× P 1 F is invertible, as F × P 1 F is a divisor in the smooth F × F. Keeping with previous notation, let J ∆ be the ideal sheaf of ∆ ⊂ F × F. Then consider the sequence
Each sheaf is supported on the diagonal ∆. We now prove that (I F× P 1 F + J 2 ∆ )/J 2 ∆ is isomorphic to the invertible O ∆ -module I F× P 1 F /(I F× P 1 F · J ∆ ). Note that there is a natural map f :
The kernel is generated by the residue classx ∈ (x, y 2 )/(x 2 , xy, y 2 ). The residue classx is the image of a local generator of the invertible O ∆ -module
It is straightforward to check that the invertible O ∆ -module I F× P 1 F /(I F× P 1 F · J ∆ ) is isomorphic to the line bundle π * (ω P 1 ) when we identify F with ∆ via projection. (In terms of the local equations above, the elementx is a generator of the vector space m/m 2 where m ⊂ O P 1 ,0 is the maximal ideal of the point 0.) With these identifications, and upon tensoring (5) by O F (C), we obtain (4). Equation (4) implies the existence of a sequence of vector bundles
Remark 4.4. The bundle PW n parametrizes pairs (C, p) where p is a singular point of C.
4.2.
The divisor theory of R. The variety PW has a projection
and a second projection p 2 : PW → F which exhibits it as a projective bundle over the surface F. Since the rank of the Picard group of F is two, we get
Let PW s sm ⊂ PW denote the open subset parametrizing smooth curves C which are simply branched under π : F → P 1 . The closed set PW \ PW s sm consists of four irreducible divisors, whose generic points have been indicated: δ 0 : parametrizes pairs (C, p) where C has a node which is away from p. δ n : parametrizes pairs (C, p) where p is a node of C. It is the subbundle PW n ⊂ PW , from (6). ξ tr : parametrizes pairs (C, p) where p is a point of triple ramification. It is the subbundle PW tr ⊂ PW from (3). τ : parametrizes pairs (C, p) where C has a point of triple ramification away from p.
If we let δ ⊂ P N denote the discriminant divisor parametrizing singular curves in the linear system |C|, one can check that p * 1 δ = δ 0 + 2δ n . For simplicity, we suppress the p * 1 and will refer to δ ⊂ PW . We now prove: (F, W  *  ) .) The total boundary δ is pulled back from the projection p 1 , and therefore its divisor class is a multiple of h. The divisors δ n and ξ tr are the subbundles PW n and PW tr , respectively. By considering the exact sequences (3) and (6) which give rise to these subbundles, we get
Therefore, in order for δ, δ n , and ξ tr to be dependent, we would need the divisor class C + 2ω π to be a multiple of C + π * ω P 1 . It is easy to see that this is not the case for our trigonal genus g divisor classes C.
Divisors ξ tr and τ descend to give divisors on R (by taking closures), and we will use the same notation to refer to these. (Note that ξ tr is the branch divisor of the finite, degree 2g + 4 forgetful map φ : R → H 3,g .) Corollary 4.6. The Chow group A 1 (R s 1 ) is trivial. The Chow group A 1 (R) is generated by κ 1 and ξ tr .
Proof. We consider the fiber square
(Here (P N ) s sm parameterizes the smooth and simply branched curves in the linear system |C|.) The map p 1 is obviously G-equivariant where G = Aut F, which implies the following equality in
(The second equality follows from Theorem 2.2.) Therefore, by Vistoli's theorem we conclude that
Now we recall that when R \ R • is a divisor (the Maroni divisor), it is a positive multiple of κ 1 . We conclude by noting that R \ R s is also a positive multiple of κ 1 and contains two irreducible components: ξ tr , and τ .
Corollary 4.7. Given any two line bundles
Proof. This follows from Corollary 4.6. Indeed, all divisor classes on R are supported on the locus φ −1 (T 1 ) ⊂ R. Proof. Consider the pullback φ * (V ) to R. Recall that P = PV . The projective bundle φ * (P) over R has a section σ. This section is induced from the graph of the natural map α : R → P.
The section σ, in turn, induces an exact sequence
for some line bundles L 1 and L 2 on R. The corollary now follows from the push pull formula, and from Corollary 4.7.
The universal triple ramification point T 1
Given the corollaries at the end of the last section, we turn our attention to the universal triple ramification point T 1 . T 1 is a substack of the universal domain curve C, and serves as the normalization of T 1 . The main result of this section is:
The proof of Theorem 5.1 parallels the proof of Corollary 4.6. We study the open set
consisting of covers with minimal Maroni invariant by exhibiting it as a quotient of a space which is easily understood.
The complement, T 1 \ T • 1 is a divisor only when g is even, in which case it is the pullback of the Maroni divisor in H 3,g , and is therefore already known to be a multiple of κ 1 . So it suffices to show that the divisor classes on T • 1 are multiples of κ 1 . 5.1. Expressing T • 1 as a quotient. Fix a balanced Hirzebruch surface F, (either F 0 or F 1 ) and let L denote the ruling line class of the projection π : F → P 1 . Consider the vector bundle U on F whose fiber at a point p ∈ F is
As before, we let "np" denotes the scheme Spec k[ǫ]/(ǫ n ) with closed point p and lying in the ruling line through p ∈ F. C will denote a smooth genus g trigonal curve in F. The projectivization PU maps to the linear system |O F (C)| ≃ P N , and is birational onto the locus Z ⊂ P N defined generically as Z := {C | C possesses a triple ramification point}.
Let p 1 : PU → P N denote the natural projection. The group G := Aut F acts on the linear system |O F (C)| and leaves the locus Z invariant.
Let PU sm ⊂ PU denote the open set parametrizing smooth curves. We let Z sm ⊂ Z and P N sm ⊂ P N denote the respective open subsets parametrizing smooth curves. Note that PU sm is the normalization of Z sm , and therefore the G-action on Z sm naturally lifts to a G-action on PU sm .
In complete analogy with (7), we have a Cartesian square of spaces:
which expresses T • 1 as quotient of PU sm by the group G = Aut F. Clearly p 1 is G-equivariant.
5.2.
The discriminant δ ⊂ PU . PU has its natural projection p 2 to F, expressing it as a projective bundle. Therefore,
Of course, PU can also be described as PU := (C, p) ∈ P N × F | p is a point of triple ramification for the projection π : C → P 1 .
The discriminant hypersurface δ ⊂ PU , pulled back from P N via p 1 , parametrizes singular curves, and breaks up into three irreducible components:
δ red : This is the locus of reducible curves, where a ruling line of F "splits off." Generically, these are nodal curves C ′ ∪ L where L is a ruling line of F, and C ′ is a smooth residual trigonal curve, with the marked point p lying on a general point of L. This divisor is contracted under the projection p 1 : PU → P N . (The position of the point p on L is forgotten.)
This generically parametrizes a nodal curve with one branch of the node being tangent to a ruling line. We say such a curve possesses a ramified node. The marked point p is the ramified node.
δ 0 : This generically parametrizes nodal curves whose nodes do not possess branches that are tangent to any ruling line. The marked point p is a smooth triple ramification point of C.
Proposition 5.2. The divisor classes δ 0 , δ red , and δ ram are Q-linearly independent in A 1 (PU ).
We postpone the proof of Proposition 5.2 until subsubsection 5.2.2. For now, we make the following observation: Since the total discriminant δ is a linear combination of δ 0 , δ ram , and δ red with all coefficients nonzero, it suffices to show that δ, δ red , and δ ram are linearly independent.
As in subsection 4.2, we let h denote the hyperplane class on PU , induced by the projection p 1 : PU → P N . It is easy to see that δ red and δ ram are linear subbundles of PU . Therefore, both divisor classes can be written in the form h + p * 2 (D) for some divisor class D ∈ Pic F. Furthermore, the total discriminant δ is evidently pulled back from P N , so [δ] = m · h for some positive integer m. In order to prove Proposition 5.2, we will explicitly calculate the classes [δ red ] and [δ ram ], just as we did in subsection 4.2. In order to do so, we must consider jet bundles once more.
5.2.1. Jet bundle construction of δ red . Recall the jet bundle J n π (O F (C)) from (1). In particular, consider the cases n = 3 and 4, and consider the following sequence relating them:
Recall that the vector bundle U is formally defined as the kernel in the following sequence:
where the right hand map is "evaluation". Given the existence of sequence (8), we find that δ red is the projective subbundle PU red , where U red occurs in the sequence:
Indeed, a section of O F (C) splits off a ruling line L if and only it contains a subscheme of type 4p in L.
The divisor δ red is none other than the projective subbundle PU red .
Jet bundle construction of δ ram .
A slightly more complicated jet bundle will be needed in the construction of δ ram . For this, we start by considering an affine set A 2 ⊂ F with coordinate ring k[x, y]. We assume that π is given by the inclusion of rings k[x] ֒→ k[x, y]. We focus our attention at the point (0, 0).
Consider the ideal J = (x, y 3 ) ∩ (x 2 , xy, y 2 ) = (x 2 , xy, y 3 ). A function f ∈ k[x, y] lies in J if and only if f is singular at (0, 0) and f is tangent to the line x = 0 to order 3 at (0, 0). These are precisely the sections of O F (C) which δ ram parametrizes. Consider the following sequence:
The kernel is generated by the classx, which we may view as a generator of the conormal bundle of the line x = 0, restricted to the point (0, 0). We can globalize this as follows. In F×F, we take the chain of subschemes ∆ ⊂ F× P 1 F ⊂ F×F, and consider the ideal sheaves I ∆ and I F× P 1 F . Then we consider the ideal
We define the relevant jet bundle as:
(The superscript 4 indicates the rank of the bundle.) The sequence (9), globalized over F tells us that there is a sequence:
The sequence above implies the existence of a vector bundle U ram related to U by a sequence:
The divisor δ ram is the projective subbundle PU ram .
Proof of Proposition 5.2. As before, let h denote the hyperplane class in PU which is pulled back from P N via the projection p 1 . From sequences (8) and (10), we find the following divisor class equalities in A 1 (PU ):
Of course δ is a multiple of h, so if δ, δ red , and δ ram were to be dependent, it would follow that C + 3ω π and C + π * (ω P 1 ) were proportional. This is easily seen to be impossible for the curve classes C we are considering.
Proof of Theorem 5.1: Consider the diagram:
The vertical arrows are quotients by G = Aut F, and the map p 1 is G-equivariant. The kernel of the pullback map q t : A * ( T • 1 ) → A * (PU sm ) is generated by c 1 (N ) where N is some line bundle on T • 1 . However, because p 1 is G-equivariant, this line bundle N is the pullback of the analogous line bundle M associated with the quotient q, hence its first Chern class is a multiple of κ 1 by Theorem 2.2. Therefore, we conclude Theorem 5.1 from Proposition 5.2, which tells us that A 1 (PU sm ) = 0. Let T 1 ⊂ H 3,g be the closed, irreducible, codimension 1 substack parametrizing covers α : C → P 1 with non-simple ramification. T 1 is singular precisely along the locus T 2 ⊂ T 1 parametrizing covers with at least two non-simple ramification points.
We can normalize T 1 by introducing the space T 1 of triple covers with a marked point of nonsimple ramification:
There is a natural forgetful map
which serves as the normalization of T 1 at the level of course spaces. Furthermore, given that we are using Q coefficients, it is clear that
) denote the proper push forward map. Theorem 5.3 follows from Corollary 4.8, which states that c 2 (V ) is supported in T 1 , and Theorem 5.1, which states that A 1 ( T 1 ) is generated by κ 1 .
The Chow ring of H
In this section we prove the following proposition:
) is generated by κ 1 .
Our proof of Proposition 6.1 requires the use of the Maroni stratification of
denote the locus of curves with Maroni invariant greater than or equal to k. The main task in proving Proposition 6.1 will be to show that the fundamental class [N † n ] can be expressed in terms of kappa classes.
6.1. The Maroni stratification. Every degree three cover α : C → P 1 , has its reduced direct image bundle E α defined as:
The bundle E α is a rank 2, degree −(g + 2) vector bundle on the target P 1 , so it splits as a direct sum O(a) ⊕ O(b) where a + b = −(g + 2). The Maroni invariant defined in [Mar46] is the integer m = |b − a|.
For each n, let 
Proof of Lemma 6.4: Only the last sentence needs explanation, and it follows from GrothendieckRiemann-Roch.
Proof of Proposition 6.2:
We apply Lemma 6.4 in our context with the following substitutions: The variety X is replaced by H † 3,g and the bundle F is replaced by E(⌈ By iteratively applying the excision sequence for Chow groups, and using Proposition 6.2, we conclude the theorem.
7. The relation κ 2 1 = 0 One approach to finding relations in A k (H 3,g ) is to look for "codimension k conditions" which are never met by any degree 3 cover. Indeed, this general strategy works regardless of the degree.
For example, it is obviously impossible for a cover α : C → P 1 ∈ H 3,g to have a 4-fold ramification point. "Having a 4-fold ramification point" is a codimension 2 condition. Therefore, if we let Q ⊂ H 3,g denote the locus of covers possessing a 4-fold ramification point, we get [Q] = 0 in A 2 (H 3,g ).
Hence if we could express [Q] in some other way as a combination of tautological classes, we would obtain a relation (hopefully nontrivial!).
The locus Q mentioned above is an example of a Hurwitz stratum, a subset of a Hurwitz space which parametrizes covers with prescribed ramification behavior. Fortunately, universal expressions for certain fundamental classes of Hurwitz strata have been worked out explicitly in [KL04] . In order to use their results in our context, we will translate their expressions into our setting.
be the universal branched cover diagram, and let R ⊂ C denote the ramification locus of the branched cover α. Let ω φ and ω π denote the relative cotangent line bundles.
On C there are "monomial" cohomology classes
The φ-pushforward of such a monomial is called a basic class in [KL04] . We define the tautological ring
to be the subring of A * (H d,g ) generated by the basic classes. For our purposes, we will focus on three basic classes, denoted by ξ 1 , ψ, and ξ 2 in [KL04] . The first two classes are divisorial, while the last one has codimension 2. In our notation and context, their definitions are as follows:
2 ),
3 ).
Here b = 2d + 2g − 2 indicates the number of branch points of a degree d genus g cover. Consider the following four Hurwitz strata:
S 2 1 : {α ∈ H d,g | α has a triple ramification point}, S 1 2 : {α ∈ H d,g | α has two simple ramification points p, q such that α(p) = α(q)}, S 3 1 : {α ∈ H d,g | α has a 4-fold ramification point}, S 1 1 2 1 : {α ∈ H d,g | α has a simple ramification point p and a triple ramification point q such that α(p) = α(q)}.
We accordingly let σ 2 1 , σ 1 2 , σ 3 1 , and σ 1 1 2 1 denote the respective cohomology classes of these strata in A * (H d,g ). The following can be found in [KL04] : Proof. These immediately follow from the observation that the three strata S 1 2 , S 3 1 , and S 1 1 2 1 are all empty for H 3,g .
We now eliminate variables. The first relation in Corollary 7.2 gives The coefficient of ψ 2 appearing in (18) is nonzero, so ψ 2 = 0. Now we need only check that ψ is a nontrivial divisor class on H 3,g . Indeed, the first expression in Theorem 7.1 together with (16) implies
Since we know that σ 2 1 = [T 1 ] is a nontrivial divisor class in H 3,g , we not only conclude that ψ must be nontrivial, but by Theorem 2.2 it must be a nonzero multiple of κ 1 . Therefore we conclude from (18) that κ 2 1 = 0.
Further directions
8.1. The low degree regime. The Maroni stratification allowed us to establish generators of the Chow ring, while relations were provided by emptiness of certain Hurwitz strata. It was crucial for us that the Maroni strata occurred in "expected codimension". If we try to pursue the same strategy for the next two cases H 4,g and H 5,g , we run into obstacles. The analogues of the Maroni stratification are not well-behaved -the strata do not necessarily occur in expected codimension, at least in In the same vein, if one considers the loci T and D as "discriminants" in the space of maps H d,g , it is reasonable to wonder whether they stabilize in the Grothendieck ring as d, g → ∞.
