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FIXED ANGLE SCATTERING: RECOVERY OF SINGULARITIES
AND ITS LIMITATIONS
CRISTO´BAL J. MERON˜O
Abstract. We prove that in dimension n ≥ 2 the main singularities of a
complex potential q having a certain a priori regularity are contained in the
Born approximation qθ constructed from fixed angle scattering data. More-
over, q − qθ can be up to one derivative more regular than q in the Sobolev
scale. In fact, this result is optimal, we construct a family of compactly sup-
ported and radial potentials for which it is not possible to have more than
one derivative gain. Also, these functions show that for n > 3, the maximum
derivative gain can be very small for potentials in the Sobolev scale not having
a certain a priori level of regularity which grows with the dimension.
1. Introduction and main results
The central problem in inverse scattering for the Schro¨dinger equation is to recover a
potential q(x), x ∈ Rn, from the scattering data, the so-called scattering amplitude
u∞. The scattering amplitude measures the far field response of the Hamiltonian
H := −∆ + q to incident plane waves. In applications to physics one of the most
used methods in scattering is to construct from the data the Born approximation
of the potential, essentially a linear approximation to the inverse problem. There
are several natural ways to construct a Born approximation, and they differ on how
the scattering data are used. The main examples are related to the backscattering
problem, the fixed angle scattering problem and the full data scattering problem,
which we will introduce in detail in the next section.
As the name suggests, the Born approximation is a good approximation for po-
tentials satisfying certain smallness conditions. But, motivated by applications, an
interesting question from a mathematical point of view is to establish how much
and what kind of information does it contain about a potential q(x) which does not
necessarily satisfy any smallness condition. In [14] the full data Born approxima-
tion was introduced and they showed that in dimension three it must contain the
leading singularities of q(x). Since then, this approach has received a great amount
of attention in all the three different scattering problems mentioned. Due to its
radial symmetry properties the most studied cases are the backscattering problem
(see, among others [2,6,11,15,16,19] and [8,10] for a different approach) and the full
data scattering problem (see [12–14] for real potentials and [1] for complex poten-
tials). In the case of fixed angle scattering we mention [17] for results in dimension
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n ≥ 2, [20] in n = 2, and [3] where the techniques introduced in [17] are applied to
fixed angle scattering in elasticity.
Usually the singularities are measured in the Sobolev, Ho¨lder or integrability scales.
In this work we are going to use the Sobolev scale with integrability exponent p = 2,
see [1, 17] for results in more general Sobolev spaces. If < x >= (1 + |x|2)1/2 and
α ∈ R, we introduce the (Bessel) fractional derivative operator < D >α given by
the Fourier symbol < ξ >α, and the weighted Sobolev spaces
Wα,pδ (R
n) := {f ∈ S ′ : ‖< · >δ< D >α f‖Lp(Rn) <∞},
for δ ∈ R. We say that f ∈ Wα,ploc (Rn) if φf ∈ Wα,p(Rn) for every φ ∈ C∞c (Rn),
also we use the notation Lpδ(Rn) := W
0,p
δ (Rn).
As we shall see in the next section, the Born approximations qθ of fixed angle
scattering and the Born approximation qF of full data scattering are related to the
potential through the Born series expansion, respectively
qθ ∼ q +
∞∑
j=2
Qθ,j(q), and qF ∼ q +
∞∑
j=2
QF,j(q),
where Qθ,j(q) and QF,j(q), are certain multilinear operators describing the mul-
tiple dispersion of waves (we use the ∼ symbol to avoid claiming anything about
convergence yet). We will call the Qθ,2 operator the double dispersion operator of
fixed angle scattering (and analogously in full data scattering). The θ subindex in
the notation is due to the fact that in fixed angle scattering the plane waves have a
fixed direction of propagation θ ∈ Sn−1. We can now introduce the main theorems
in this work
Theorem 1.1. Let n ≥ 2 and β ≥ 0. Assume that at least one of the statements
q − qθ ∈Wα,2loc (Rn) or q − qF ∈Wα,2loc (Rn) holds for every q ∈W β,2(Rn) compactly
supported, radial, and real. Then α necessarily satisfies,
α ≤
{
2β − (n− 4)/2, if m ≤ β < (n− 2)/2,
β + 1, if (n− 2)/2 ≤ β <∞,
(1.1) where m = (n− 4)/2 + 2/(n+ 1).
As far as we know, this is the first time that necessary conditions are given for the
regularity of q − qθ and q − qF . As a consequence, it has been established that
in general it is not possible to have more than one derivative gain in the Sobolev
scale. In fact, in the worst case β = m we have (α − β) ≤ 2/(n + 1) which goes
to zero as n grows (see Figure 1). This is true even if we consider only radial, real
and compactly supported potentials. We remark that for n ≥ 4 and 0 ≤ β < m, it
is not even known if the (high frequency) Born series converges in both scattering
problems (see Proposition 2.1 below). We have also the following positive results.
Theorem 1.2 (Recovery of singularities). Assume that q ∈ W β,2(Rn) is a com-
pactly supported function. Then q − qθ ∈ Wα,2(Rn), modulo a C∞ function, if
0 ≤ β <∞ and the following conditions hold,
α <
{
2β − (n− 3)/2, if (n− 3)/2 < β < (n− 1)/2,
β + 1, if (n− 1)/2 ≤ β <∞.
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Figure 1. The (red) dashed line represents the limitation on the
regularity gain given in Theorem 1.1 for q− qθ and in Theorem 1.3
for the Qθ,2 operator, and the solid (blue) line represents the pos-
itive results given in Theorem 1.2. The dot dashed line represents
the previously known positive results of [17].
The condition q − qθ ∈ Wα,2(Rn), modulo a C∞ function implies that q − qθ ∈
Wα,2loc (Rn). This theorem shows that there is a 1− derivative gain when β ≥ (n −
1)/2, which, except for the limiting case α = β + 1, is the best possible result by
Theorem 1.1. It also improves the results of [17] in the spaces Wα,2(Rn) for every
value of β (see Figure 1).
The key point to prove Theorem 1.2 is to obtain new estimates of the double
dispersion operator Qθ,2 that we now introduce. Consider a constant C0 > 1 and
let 0 ≤ χ(ξ) ≤ 1, ξ ∈ Rn, be a smooth cut-off function such that
(1.2) χ(ξ) = 1 if |ξ| > 2C0 and χ(ξ) = 0 if |ξ| < C0.
Then we define
(1.3)
̂˜
Qθ,j(q)(ξ) := χ(ξ)Q̂θ,j(q)(ξ).
Hence, Q˜θ,j(q) and Qθ,j(q) differ just in a C
∞ function.
Theorem 1.3. Let n ≥ 2 and q ∈W β,22 (Rn) with 0 ≤ β <∞. Then
‖Q˜θ,2(q)‖Wα,2 ≤ C‖q‖2Wβ,22 ,
if the following conditions also hold,
(1.4) α <
{
2β − (n− 3)/2, if (n− 3)/2 < β < (n− 1)/2,
β + 1, if (n− 1)/2 ≤ β <∞.
Conversely, if we assume that Qθ,2(q) ∈Wα,2loc (Rn) for all q ∈W β,2(Rn) real, radial
and compactly supported, then α necessarily satisfies
(1.5) α ≤ min(β + 1, 2β − (n− 4)/2).
The necessary condition (1.5) also holds for the double dispersion operator QF,2 in
full data scattering (see Theorem 5.1). It is interesting to notice that this implies
that the estimates of QF,2 given in [1, Theorem 1.2] are the best possible for every
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0 ≤ β < ∞ and p = 2 (except for the limiting case). Hence, in full data scat-
tering the regularity gap between the positive and negative results for the double
dispersion operator has been closed for the complete range of β and n ≥ 2. Un-
fortunately, this is not translated into optimal results of recovery of singularities,
since also the estimates of higher order QF,j operators should be improved in the
range (n− 4)/2 < β ≤ (n− 2)/2 (see [1, Theorem 1.1]).
The paper is structured as follows. In section 2 we introduce in detail the fixed angle
and full data scattering problems, and we sketch the proof of Theorem 1.2 from
Theorem 1.3. In sections 3 and 4 we prove the estimates of the Q˜θ,2(q) operator
given in Theorem 1.3. The proof of this theorem is finished in section 5, where
we construct the counterexamples from which condition (1.5) follows and we prove
Theorem 1.1. In the appendix we give some technical results used in the rest of the
paper.
2. The fixed angle and full data scattering problems
We now introduce with more detail the fixed angle and full data scattering in-
verse problems, following [1] (see, for example, [7, chapter V] for a more general
introduction to scattering). Consider the scattering solution us(k, θ, x), k ∈ (0,∞),
θ ∈ Sn−1, of the stationary Schro¨dinger equation which satisfies
(2.1)

(−∆ + q − k2)u = 0
u(x) = eikθ·x + us(k, θ, x)
lim|x|→∞(∂us∂r − ikus)(x) = o(|x|−(n−1)/2),
where the last line is the outgoing Sommerfeld radiation condition necessary for
uniqueness. If q is compactly supported, a solution us of (2.1) must have the
following asymptotic behavior when |x| → ∞
us(k, θ, x) = C|x|−(n−1)/2k(n−3)/2eik|x|u∞(k, θ, x/|x|) + o(|x|−(n−1)/2),
for a certain function u∞(k, θ, θ′), k ∈ (0,∞), θ, θ′ ∈ Sn−1. As mentioned in the
introduction, u∞ is the scattering amplitude or far field pattern, and it is given by
the expression
(2.2) u∞(k, θ, θ′) =
ˆ
Rn
e−ikθ
′·yq(y)u(y) dy,
where it is important to notice that u depends also on k and θ (see, for example, [18]
for a proof of this fact when q ∈ C∞c (Rn)).
Applying the outgoing resolvent of the Laplacian Rk in the first line of (2.1), where
(2.3) R̂k(f)(ξ) = (−|ξ|2 + k2 + i0)−1f̂(ξ),
we obtain the Lippmann-Schwinger integral equation
(2.4) us = Rk(qe
ikθ·(·)) +Rk(qus(k, θ, ·)).
The existence and uniqueness of the scattering solution of (2.1) follows from a
priori estimates for the resolvent operator Rk and the previous integral equation
(2.4). In the case of real potentials, this can be shown with the help of Fredholm
theory, see, for example, [18, Chapter 6]. Otherwise, since the norm of the operator
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T (f) = Rk(qf) decays to zero as k → ∞ in appropriate function spaces, we can
also use a Neumann series expansion in (2.4) which will be convergent for k > k0
(in general k0 ≥ 0 will depend on some a priori bound of q). For our purposes it is
enough to consider compactly supported q ∈ Lr(Rn), r > n/2. Notice that by the
Sobolev embedding this is satisfied if q ∈ W β,2(Rn) with β > (n− 4)/2. See [1, p.
511] for more details and references.
We can now introduce the inverse scattering problems. If we insert (2.4) in (2.2),
we can expand the Lippmann-Schwinger equation in a Neumann series, as we men-
tioned before. Then we obtain the Born series expansion relating the scattering
amplitude and the Fourier transform of the potential
u∞(k, θ, θ′) = q̂(η) +
l∑
j=2
ˆ
Rn
e−ikθ
′·y(qRk)j−1(q(·)eikθ·(·))(y) dy
+
ˆ
Rn
e−ikθ
′·y(qRk)l−1(q(·)us(k, θ, ·))(y) dy,(2.5)
where η = k(θ′−θ), k > k0 and the last is the error term. The problem of determin-
ing q from the knowledge of the scattering amplitude is formally overdetermined
in the sense that the data u∞(k, θ, θ′) is described by 2n − 1 variables, while the
unknown potential q(x) has only n. There are different ways to deal with the extra
parameters.
Backscattering problem. In backscattering, only knowledge of u∞(k, θ,−θ) is as-
sumed for all k > k0 and θ ∈ Sn−1. Then the problem is formally well determined,
and the Born approximation qB is defined by the identity,
q̂B(η) := u∞(k, θ,−θ),
where η = −2kθ and k > k0. We will not treat this problem further in this work,
see the introduction for references.
Fixed angle scattering problem. In the fixed angle scattering problem one assumes
knowledge of u∞(k, θ, θ′) only for a fixed θ ∈ Sn−1 and the opposite unit vector −θ,
and for all k > k0 and θ
′ ∈ Sn−1. Then the problem is formally well determined.
Uniqueness for the inverse problem of recovering q(x) from the previous data is still
an open question. Generic uniqueness and uniqueness for small potentials has been
obtained in [21] for potentials in dimension 3 with certain smoothness conditions.
Also, it has been shown in [4] that if the scattering amplitude vanishes for a fixed
θ, then q has to be zero.
Now, for a fixed θ, the identity η = k(θ′ − θ) gives us a diffeomorphism (a chart)
from (0,∞)× Sn−1 to Hθ ⊂ Rn, where
Hθ := {η ∈ Rn : η · θ < 0},
is an open half space of Rn. Inverting this diffeomorphism, we obtain that for
η ∈ Hθ, the relation η = k(θ′ − θ) is satisfied if and only if
(2.6) k(η, θ) := − |η|
2
θ · η and θ
′(η, θ) := k−1(η + kθ).
We notice that the condition k(η, θ) > k0 holds if we ask |η| > C0 for any constant
C0 > 2k0 since we always have that 2k ≥ |η|. Therefore for |η| > C0, we can define
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the Born approximation of fixed angle scattering as follows,
(2.7) q̂θ(η) :=
{
u∞(k(η, θ), θ, θ′(η, θ)), when η ∈ Hθ,
u∞(k(η,−θ),−θ, θ′(η,−θ)), when η ∈ H−θ,
where we need the angle −θ to generate the opposite half space to cover a full
measure subset of Rn. For real potentials, using symmetries of the scattering data
u∞, is possible to reduce the data to only one unit vector θ (see [14]) but we consider
directly the general case. Assuming convergence of the series, we can write (2.5)
taking l→∞ as follows,
(2.8) χ(η)q̂θ(η) = χ(η)q̂(η) +
∞∑
j=2
̂˜
Qθ,j(q)(η),
where
̂˜
Qθ,j(q)(η) = χ(η)Q̂θ,j(q)(η) (see (1.3)), and
(2.9) Q̂θ,j(q)(η) := Bθ,j(q)(η) +B−θ,j(q)(η),
if we define, for θ ∈ Sn−1,
(2.10) Bθ,j(q)(η) :=
{´
Rn e
−ikθ′·y(qRk)j−1(qeikθ·(·))(y) dy, if η ∈ Hθ,
0 if η /∈ Hθ,
with k = k(η, θ) and θ′ = θ′(η, θ) given by (2.6). Notice we have avoided giving
a definition of q̂θ(η) for all |η| < C0. As a consequence, from now on it will be
understood that the function qθ(x) is defined modulo a C
∞ function (when the
potentials are real, u∞ is defined for all k > 0 so we also have, by (2.7) a definition
of q̂θ(η) for low frequencies).
Full data scattering. In this case we construct a Born approximation considering
the values u∞(k, θ, θ′) for all k > k0 and θ, θ′ ∈ Sn−1. To do that, fix η ∈ Rn, and
consider the Born approximation of fixed angle scattering for every θ ∈ Sn−1. We
are going to deal with the overdeterminacy by taking an average on the θ parameter.
Taking the average of (2.8) in Sn−1, we obtain
(2.11) χ(η)q̂(η) = χ(η)q̂F (η) +
∞∑
j=2
˜̂QF,j(q)(η),
where ˜̂QF,j(q)(η) := χ(η)Q̂F,j(q)(η) and qF is the Born approximation of full data
scattering,
q̂F (η) :=
 
Sn−1
q̂θ(η) dσ(θ), and Q̂F,j(q)(η) =
 
Sn−1
Q̂θ,j(q)(η) dσ(θ).
In this work we are not going to need any explicit formula for the QF,j operators,
only to observe that by (2.9) we have
(2.12) Q̂F,j(q)(η) =
2
|Sn−1|
ˆ
{θ∈Sn−1: η·θ<0}
Bθ,j(q)(η) dσ(θ),
(see [1] for a specific computation of the Fourier symbol of QF,2).
We now introduce the main result giving convergence of the series (2.8) in Sobolev
spaces.
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Proposition 2.1. Let n ≥ 2, j ≥ 2 and max(0,m) ≤ β <∞, where m was defined
in (1.1). Then if q ∈ W β,2(Rn) is compactly supported, Q˜θ,j(q) ∈ Wα,2(Rn) if
α < αj, with
(2.13) αj = β − 1
2
+ (j − 1)− (j − 1)(n− 1)
2
max
(
0,
1
2
− β
n
)
.
Moreover, for every α > 0, there exists an l ≥ 2 such that the series ∑∞j=l Q˜θ,j(q)
converges absolutely in Wα,2(Rn) provided we take C0 = C‖q‖1/εWβ,2 in (1.2) and
(1.3) for a large constant C = C(n, α, β, supp q) and a certain ε = ε(n, β) > 0.
In dimension n > 4 this result gives convergence of the tail of the high frequency
Born series provided q ∈ W β,2(Rn) with β > m > (n − 4)/2. This means that q
must have more a priori regularity as n increases. In part, this is to be expected,
since the condition q ∈ Lr, r > n/2 is necessary for the existence of scattering
solutions, as mentioned previously. This also suggests that for high dimension it
could be more adapted to the problem at hand to measure the regularity of q (and
the regularity gain) in the space W β,r(Rn), for some r ≥ n/2 and instead of in
W β,2(Rn), but this is a more difficult problem.
Proposition 2.1 is originally from [17], where it is proved for Sobolev spaces with
more general p. Since we have made a slight modification of the result in [17] to
consider also the case of β ≥ n/2, for the interested reader we give in the appendix
some indications about its proof.
Remark 2.2. As noticed already in [1], by the definition of the Q˜F,j operator as an
average in θ of Q˜θ,j , Proposition 2.1 gives us an equivalent result for the convergence
of the series
∑∞
j=l Q˜F,j(q) (this follows from the fact that the estimates in [17] of
the Q˜θ,j operators are uniform on θ).
We can now reduce the proof of Theorem 1.2 to proving Theorem 1.3.
Proof of Theorem 1.2. Taking the inverse Fourier transform of (2.8), we have that,
modulo a C∞ function
(2.14) q(x) = qθ(x)− Q˜θ,2(q)(x)−
∞∑
j=3
Q˜θ,j(q)(x).
By the previous proposition, if max(0,m) ≤ β <∞, the series on the left-hand side
converges in the Sobolev space Wα,2(Rn) with α < α3 given by (2.13). On the other
hand, when max(0, (n− 3)/2) < β <∞, we have that α3 ≥ min(1, β − (n− 3)/2),
which is the upper bound for the regularity of Q˜θ,2(q) given by (1.4). Therefore
Theorem 1.3 implies that, modulo a C∞ function, q − qθ ∈ Wα,2(Rn) with α
satisfying (1.4). 
To prove Theorem 1.3 we provide an explicit formula for Qθ,2(q) in the Fourier
transform side. Let ζ ∈ Rn and r ∈ (0,∞). We define the modified Ewald spheres
Γr(ζ) := {ξ ∈ Rn : |ξ − ζ/2| = r|ζ/2|},
and we denote by σrk their Lebesgue measure.
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Proposition 2.3. Let θ ∈ Sn−1 and η ∈ Rn. Then we have that
(2.15) Bθ,2(q)(η) = χHθ (η) [ipiSθ,1(q)(η) + Pθ(q)(η)] ,
where
(2.16) Sθ,r(q)(η) :=
1
k(r + 1)
ˆ
Γr(−2kθ)
q̂(ξ)q̂(η − ξ) dσrk(ξ),
with k = k(η, θ) given by (2.6), r ∈ (0,∞), and
(2.17) Pθ(q)(η) := P .V .
ˆ ∞
0
1
1− rSθ,r(q)(η) dr.
Proof. The resolvent of the Laplacian satisfies the formula
Rk(f)(x) = i
pi
2
kn−2
ˆ
Sn−1
f̂(kω)eikx·ω dσ(ω) + P .V .
ˆ
Rn
eix·ζ
f̂(ζ)
−|ζ|2 + k2 dζ.
This follows from computing the limit implicit in (2.3) in the sense of distributions;
see, for example, [18, Chapter 5] and [9, pp. 209-236]. Using this formula in (2.10)
for j = 2, and computing the resulting Fourier transform in the y variable, we get
for η ∈ Hθ, k = k(η, θ), and θ′ = θ′(η, θ) that
Bθ,2(q)(η) = i
pi
2
kn−2
ˆ
Rn
e−ikθ
′·yq(y)
ˆ
Sn−1
q̂(kω − kθ)eiky·ω dσ(ω) dy
+
ˆ
Rn
e−ikθ
′·yq(y)P .V .
ˆ
Rn
eiy·ζ
q̂(ζ − kθ)
−|ζ|2 + k2 dζ dy
= i
pi
2
kn−2
ˆ
Sn−1
q̂(kθ′ − kω)q̂(kω − kθ) dσ(ω)
+ P .V .
ˆ
Rn
q̂(kθ′ − ζ) q̂(ζ − kθ)−|ζ|2 + k2 dζ.
If we put ξ = k(ω − θ) in the first integral and ξ = ζ − kθ in the second, then
Bθ,2(q)(η) = ipiSθ,1(q)(η)− P .V .
ˆ
Rn
q̂(ξ)q̂(η − ξ)
ξ · (ξ + 2kθ) dξ,
when η ∈ Hθ. Now, notice that
−ξ · (ξ + 2kθ) = k2 − |ξ − (−kθ)|2 = (k − |ξ − (−kθ)|)(k + |ξ − (−kθ)|).
We are going to take spherical coordinates with a radial parameter t around the
point −kθ in the principal value integral, denoting by Bt the sphere of center −kθ
and radius t, and by σt its Lebesgue measure. Hence, if we use the change of
variables t = rk, r ∈ (0,∞), in the radial variable, we obtain
− P .V .
ˆ
Rn
q̂(ξ)q̂(η − ξ)
ξ · (ξ + 2kθ) dξ = P .V .
ˆ ∞
0
1
(k − t) (k + t)
ˆ
∂Bt
q̂(ξ)q̂(η − ξ) dσt(ξ) dt
= P .V .
ˆ ∞
0
1
1− r
1
k(1 + r)
ˆ
Γr(−2kθ)
q̂(ξ)q̂(η − ξ) dσrk(ξ) dr
= P .V .
ˆ ∞
0
1
1− rSθ,r(q)(η) dr.

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3. Estimates of the spherical operator
In order to prove the estimates of the Q˜θ,2 operator given by Theorem 1.3, we are
going to bound the Bθ,2 operators, introduced in the previous section, with the
help of Proposition 2.3. We begin in this section with estimates for the spherical
operator defined in (2.16). These estimates will be useful in the following section to
bound the operator Pθ given in (2.17). To simplify notation, as in (1.3), we define
(3.1) S˜θ,r(q)(η) := χ(η)Sθ,r(q)(η), and P˜θ(q)(η) := χ(η)Pθ(q)(η).
Lemma 3.1. Let n ≥ 2 and q ∈ W β,21 (Rn) with β ≥ 0. Then if 0 ≤ ε < 1, the
estimate
(3.2) ‖kεS˜θ,r(q)‖L2α ≤ C(1 + r)−γ‖q‖2Wβ,21 ,
holds when
(3.3)
{
α ≤ β + (β − (n− 3)/2)− ε, if (n− 3)/2 + ε < β < (n− 1)/2,
α < β + 1− ε, if (n− 1)/2 ≤ β <∞,
for some real number γ > 0 (possibly depending on β).
To simplify later computations we define the operator
K˜r(g1, g2)(η) = χ(η)Kr(g1, g2)(η),
where
Kr(g1, g2)(η) :=
1
k
ˆ
Γr(−2kθ)
|g1(ξ)||g2(η − ξ)| dσrk(ξ).
Then we have that ∣∣∣S˜θ,r(q)(η)∣∣∣ ≤ 1
1 + r
K˜r(q̂, q̂)(η),
and therefore the proof of Lemma 3.1 is an immediate consequence of the following
lemma taking γ = 1− λ.
Lemma 3.2. Let n ≥ 2 and f1, f2 ∈W β,21 (Rn) with β ≥ 0. Then if 0 ≤ ε < 1, the
estimate
(3.4) ‖kεK˜r(f̂1, f̂2)‖L2α ≤ C(1 + r)λ‖f1‖Wβ,21 ‖f2‖Wβ,21 ,
holds when α is in the range given in (3.3), for some real number 0 < λ < 1 (possibly
depending on β).
In the proof we are going to use the following result.
Lemma 3.3. Let Sρ ⊂ Rn be any sphere of radius ρ and let σρ be its Lebesgue
measure. Then for any 0 < λ ≤ (n− 1)/2, we have thatˆ
Sρ
1
|x− y|(n−1)−2λ dσρ(y) ≤ Cλρ
2λ,
for any x ∈ Rn, and for a constant Cλ that only depends on λ.
Its proof is a straightforward computation and we leave it for the appendix. We
also need the following natural property of the Sobolev spaces.
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Remark 3.4. We have that W β,2δ ⊂W β
′,2
δ′ if β ≥ β′ and δ ≥ δ′. This follows from
the equivalence
‖< · >δ< D >α f‖L2(Rn) ∼ ‖< D >α< · >δ f‖L2(Rn),
see, for example, [5, p. 222].
Proof of Lemma 3.2. Consider a parameter ε < λ < 1, for ε in the statement, and
observe that k satisfies |η| ≤ 2k. Since C0 > 1 in (1.2), we have that χ(η) = 0 for
|η| ≤ 1. This means that |η|−1 ≤ 2 < η >−1 in the region where χ does not vanish.
Since λ < 1, putting these inequalities together we get kλ−1 ≤ C < η >λ−1, and
this yields
‖kεK˜r(f̂1, f̂2)‖2L2α
≤ C
ˆ
Rn
< η >2α−2+2λ
(
kε−λ
ˆ
Γr(−2kθ)
|f̂1(ξ)||f̂2(η − ξ)| dσrk(ξ)
)2
dη.
Now, we ask λ to also satisfy the relation
(3.5) β = α− 1 + λ.
We have η = (η − ξ) + ξ, so if we choose any 0 < c < 1/2, for every ξ ∈ Γr(η) at
least one of the conditions |ξ| > c|η| and |η − ξ| > c|η| must hold. Since we have
assumed that β ≥ 0, in both cases we are led, respectively, to the estimate
‖kεK˜r(f̂1, f̂2)‖2L2α ≤ C(I1 + I2), where
I1 :=
ˆ
Rn
(
kε−λ
ˆ
Γr(−2kθ)
|f̂1(ξ)| < ξ >β |f̂2(η − ξ)| dσrk(ξ)
)2
dη,
I2 :=
ˆ
Rn
(
kε−λ
ˆ
Γr(−2kθ)
|f̂1(ξ)||f̂2(η − ξ)| < η − ξ >β dσrk(ξ)
)2
dη,
We study the case of I1. Multiplying and dividing by |η − ξ|(n−1)/2−λ+ε, and
applying the Cauchy-Schwarz inequality, since 0 ≤ ε < λ we have
I1 ≤ C
ˆ
Rn
ˆ
Γr(−2kθ)
|f̂1(ξ)|2 < ξ >2β |f̂2(η − ξ)|2|η − ξ|n−1−2(λ−ε) dσrk(ξ)×
· · · ×
ˆ
Γr(−2kθ)
k−2(λ−ε)
|η − ξ|n−1−2(λ−ε) dσrk(ξ) dη
≤ Cr2(λ−ε)
ˆ
Rn
ˆ
Γr(−2kθ)
|f̂1(ξ)|2< ξ >2β |f̂2(η − ξ)|2|η − ξ|n−1−2(λ−ε) dσrk(ξ) dη,
(3.6)
where we need to impose the condition λ ≤ (n− 1)/2 + ε, to apply Lemma 3.3 and
get the last inequality (recall Γr(−2kθ) has radius rk). To simplify the integral
over the Ewald sphere we are going to use the trace theorem. The fundamental
point is that for spheres, the constant of the trace theorem can be taken to be 1,
independently of the radius of the sphere. See Proposition A.1 in the appendix for
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an elementary proof of this fact. This yieldsˆ
Γr(−2kθ)
|f̂1(ξ)|2 < ξ >2β |f̂2(η − ξ)|2 < η − ξ >n−1−2(λ−ε) dσrk(ξ)
≤
ˆ
Rn
|f̂1(ξ)|2 < ξ >2β |f̂2(η − ξ)|2 < η − ξ >(n−1)−2(λ−ε) dξ
+
ˆ
Rn
∣∣∣∇ξ (f̂1(ξ) < ξ >β f̂2(η − ξ) < η − ξ >(n−1)/2−(λ−ε))∣∣∣2 dξ.(3.7)
Therefore, inserting (3.7) into (3.6) and changing the order of integration we get
I1 ≤ Cr2(λ−ε)
ˆ
Rn
ˆ
Rn
|f̂1(ξ)|2 < ξ >2β |f̂2(η − ξ)|2 < η − ξ >(n−1)−2(λ−ε) dξ dη
+Cr2(λ−ε)
ˆ
Rn
ˆ
Rn
∣∣∣∇(f̂1(ξ) < ξ >β)∣∣∣2 |f̂2(η − ξ)|2 < η − ξ >(n−1)−2(λ−ε) dξ dη
+Cr2(λ−ε)
ˆ
Rn
ˆ
Rn
|f̂1(ξ)|2 < ξ >2β
∣∣∣∇(f̂2(η − ξ) < η − ξ >(n−1)/2−(λ−ε))∣∣∣2 dξ dη
≤ Cr2(λ−ε)‖f1‖2Wβ,21 ‖f2‖
2
W
(n−1)/2−(λ−ε),2
1
,(3.8)
since by Plancherel theorem we haveˆ
Rn
∣∣∣∇(f̂(ξ) < ξ >t)∣∣∣2 dξ ≤ C‖f‖2
W t,21
.
The estimate of I2 is nearly identical, the only difference is that we multiply and
divide by the weight |ξ|(n−1)/2−(λ−ε) in (3.6), so essentially we recover estimate
(3.8) with the roles of f1 and f2 interchanged. Hence we have that
‖kεK˜r(f̂1, f̂2)‖L2α
≤ Cr(λ−ε)
(
‖f1‖Wβ,21 ‖f2‖W (n−1)/2−(λ−ε),21 + ‖f2‖Wβ,21 ‖f1‖W (n−1)/2−(λ−ε),21
)
.
Now, as a consequence of (3.5) and that λ > ε, equation (3.4) will follow directly
in the range β ≥ (n− 1)/2 (we are also using remark 3.4). But, by the conditions
imposed in the proof we have to take into account the restrictions
(3.9)
{
ε < λ < 1
ε < λ ≤ n−12 + ε
⇐⇒
{
β < α < β + 1− ε
β + 1− n−12 − ε ≤ α < β + 1− ε.
We can discard the lower bounds for α using that ‖f‖L2α ≤ ‖f‖L2α′ always holds if
α ≤ α′. Therefore we have only the restriction α < β + 1− ε.
Otherwise, if β is in the range 0 ≤ β < (n − 1)/2, estimate (3.4) will follow if we
add the extra condition
(3.10) (n− 1)/2− (λ− ε) ≤ β.
Then, since λ < 1, we must have β > (n − 3)/2 + ε (the other conditions on
λ don’t add new restrictions). Also (3.5) and (3.10) imply together that α ≤
2β − (n− 3)/2− ε, which is a stronger condition than α < β + 1− ε since we have
β < (n − 1)/2. Hence, we have obtained the ranges of parameters given in the
statement. 
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In the next section we are going to need the following Lipschitz estimate for S˜θ,r
which follows from the previous lemma, to bound the principal value operator P˜θ.
Proposition 3.5. Let n ≥ 2 and q ∈ S(Rn). Then for any 0 < δ < 1 and
r1, r2 ∈ (1− δ, 1 + δ),
(3.11) ‖k−1(S˜θ,r1(q)− S˜θ,r2(q))‖L2α ≤ C|r1 − r2|‖q‖2Wβ,22 ,
holds when α and β satisfy (3.3) with ε = 0.
In general the constant C in the estimate is going to depend on δ, but this has no
special relevance. Observe also that the Sobolev space this time is W β,22 instead of
W β,21 .
Proof. We center the Ewald spheres in the origin with the change ξ = rkω − kθ,
where ω ∈ Sn−1,
Sθ,r(q)(η) :=
1
k(1 + r)
ˆ
Γr(−2kθ)
q̂(ξ)q̂(η − ξ) dσrk(ξ)
=
2kn−2rn−1
(1 + r)
ˆ
Sn−1
q̂ (rkω − kθ) q̂ (η − rkω + kθ) dσ(ω).
Now we can compute derivatives in the r variable. Consider η fixed, then
d
dr
Sθ,r(q)(η)
=
kn−2((n− 1)rn−2(1 + r)− rn−1)
(1 + r)2
ˆ
Sn−1
q̂ (rkω − kθ) q̂ (η − rkω + kθ) dσ(ω)
+
kn−1rn−1
(1 + r)
ˆ
Sn−1
ω · ∇q̂ (rkω − kθ) q̂ (η − rkω + kθ) dσ(ω)
− k
n−1rn−1
(1 + r)
ˆ
Sn−1
q̂ (rkω − kθ)ω · ∇q̂ (η − rkω + kθ) dσ(ω),
(notice that Sθ,r(q)(η) is a smooth function in the r variable for every η 6= 0).
Hence, fixing some 0 < δ < 1, for r ∈ (1 − δ, 1 + δ), if we undo the change to
spherical coordinates we get
(3.12)
∣∣∣∣ ddrSθ,r(q)(η)
∣∣∣∣ ≤ CKr(q̂, q̂)(η) + CkKr(|∇q̂|, q̂)(η) + CkKr(q̂, |∇q̂|)(η),
taking the absolute values inside the integrals. Notice the k factor multiplying the
last terms. Now, if η 6= 0, by the fundamental theorem of calculus we have
Sθ,r2(q)(η)− Sθ,r1(q)(η) =
ˆ r2
r1
d
dr
Sθ,r(q)(η) dr
= (r2 − r1)
ˆ 1
0
[
d
dr
Sθ,r(q)(η)
]
r=r(t)
dt,
where for brevity, r(t) = (r2 − r1)t+ r1. Then by (3.12) we obtain
|Sθ,r2(q)(η)− Sθ,r1(q)(η)|
≤ C|r2 − r1|
ˆ 1
0
(
Kr(t)(q̂, q̂)(η) + kKr(t)(|∇q̂|, q̂)(η) + kKr(t)(q̂, |∇q̂|)(η)
)
dt,
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so multiplying by χ(η), and applying Minkowski’s integral inequality we have
‖k−1(S˜θ,r2(q)− S˜θ,r2(q))‖L2α
≤ C|r2 − r1|
ˆ 1
0
(
‖k−1K˜r(t)(q̂, q̂)‖L2α + ‖K˜r(t)(|∇q̂|, q̂)‖L2α + ‖K˜r(t)(q̂, |∇q̂|)‖L2α
)
dt.
Then, since r(t) ∈ (1 − δ, 1 + δ), we can apply Lemma 3.2 with ε = 0 to estimate
the first term (using that k−1 ≤ 2|η|−1). The others follow similarly. Observe that
Kr(|∇q̂|, q̂) ≤ C
n∑
i=1
Kr(∂iq̂, q̂) = C
n∑
i=1
Kr(x̂iq, q̂),
so again we can apply Lemma 3.2 to estimate these terms, to obtain
‖K˜r(x̂iq, q̂)‖L2α ≤ C‖xiq‖Wβ,21 ‖q‖Wβ,21 ≤ C‖q‖
2
Wβ,22
.
This completes the proof. 
4. Estimate of the Principal Value Operator
As a consequence of Lemma 3.1 and Proposition 3.5, we obtain the following esti-
mate for the principal value operator P˜θ introduced in (3.1).
Proposition 4.1. Let n ≥ 2 and q ∈W β,22 (Rn) with β ≥ 0. Then the estimate
‖P˜θ(q)‖L2α ≤ C‖q‖2Wβ,22 ,
holds when
(4.1) α <
{
β + (β − (n− 3)/2), if (n− 3)/2 < β < (n− 1)/2,
β + 1, if (n− 1)/2 ≤ β <∞.
Proof. By a density argument we might assume q ∈ S(Rn). Take the same δ as in
Proposition 3.5,
P˜θ(q)(η) = P.V.
ˆ
|1−r|<δ
S˜θ,r(q)(η)
1− r dr +
ˆ
δ<|1−r|
S˜θ,r(q)(η)
1− r dr
:= Pθ,δ(q)(η) + Pθ,L(q)(η),
(we drop the tilde symbol from the operators just defined to simplify notation).
Applying Minkowski’s integral inequality and estimate (3.2) with ε = 0, we obtain
(4.2) ‖Pθ,L(q)‖L2α ≤
ˆ
δ<|1−r|
‖S˜θ,r(q)‖L2α
|1− r| dr ≤ C‖q‖
2
Wβ,22
,
To study Pθ,δ we need a finer decomposition in regions. Set δk := δmin
(
k−2, 1
)
.
To simplify notation we define the region
Bk := {r ∈ (0,∞) : δk ≤ |1− r| ≤ δ},
relevant when k > 1. By using that P.V.
´
|1−r|<a
dr
1−r = 0 for any a > 0, we have
Pθ,δ(q)(η) =
ˆ
|1−r|<δk
S˜θ,r(q)(η)− S˜θ,1(q)(η)
1− r dr +
ˆ
Bk
S˜θ,r(q)(η)
1− r dr
:= Pθ,δk(q)(η) + Pθ,Bk(q)(η),(4.3)
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where in (4.3) the P.V. is no longer necessary since q ∈ S implies that S˜θ,r(q)(η) is
smooth in the r variable, so the singularity in the denominator is cancelled by the
numerator. Then, using Cauchy-Schwarz’s inequality in the r variable and estimate
(3.11) we obtain
‖Pθ,δk(q)‖2L2α =
ˆ
Rn
< η >2α
∣∣∣∣∣
ˆ
|1−r|<δk
S˜θ,1(q)(η)− S˜θ,r(q)(η)
1− r dr
∣∣∣∣∣
2
dη
≤ 2δ
ˆ
Rn
< η >2α
ˆ
|1−r|<δk
(
k−1
|S˜θ,1(q)(η)− S˜θ,r(q)(η)|
|1− r|
)2
dr dη
≤ 2δ
ˆ
|1−r|<δ
‖k−1(S˜θ,1(q)(η)− S˜θ,r(q)(η))‖2L2α
|1− r|2 dr ≤ Cδ
2‖q‖4
Wβ,22
.(4.4)
Now, to estimate Pθ,Bk(q)(η), set N(k) = − log2(δk−2), and consider the next
dyadic decomposition,
Pθ,Bk(q)(η) =
∑
0≤j<N(k)
ˆ
{2−(j+1)<|1−r|<2−j}
χBk(r)
1
1− r S˜θ,r(q)(η) dr,
where χBk is the characteristic function of Bk. For η fixed, if 0 ≤ j < N(k), the
definition of N(k) implies that 2j ≤ k2/δ. Therefore
(4.5) |Pθ,Bk(q)(η)| ≤
∞∑
j=0
2j+1χ(δ2j ,∞)(k2)
ˆ
|1−r|<2−j
|S˜θ,r(q)(η)| dr,
where χ(δ2j ,∞) is again a characteristic function. But observe that in the last line
we have a sublinear operator of the kind
Pλ(q)(η) := χ(δλ−1,∞)(k2)
ˆ
|1−r|≤λ
|S˜θ,r(q)(η)| dr,
with 0 < λ < 1. Take ε > 0 small. Computing the L2α norm of P
λ and applying
Minkowski’s integral inequality we obtain
(4.6) ‖Pλ(q)‖L2α ≤ Cλε/2
ˆ
|1−r|≤λ
‖kεS˜θ,r(q)‖L2α dr ≤ λ1+ε/2C‖q‖2Wβ,22 ,
using estimate (3.2), and that in the region where the characteristic function does
not vanish we have that k−ε ≤ Cλε/2. Hence, taking the L2α norm of (4.5) and
applying estimate (4.6),
(4.7) ‖Pθ,Bk(q)‖L2α ≤ 2
∞∑
j=0
2j‖P 2−j (q)‖L2α ≤ C‖q‖2Wβ,22
∞∑
j=0
2−jε/2,
and the dyadic sum converges. This estimate holds when α is in the range given by
(3.3), so for every α in the range given by (4.1) is possible to chose ε so that (4.7)
holds. Therefore since P˜θ = Pθ,L + Pθ,δk + Pθ,Bk we conclude the proof putting
together estimates (4.2), (4.4) and (4.7). 
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5. Some limitations on the regularity of the double dispersion
operator
In this section we construct a family of real, radial and compactly supported func-
tions gβ to obtain upper bounds for the regularity gain of the Qθ,2 and QF,2 oper-
ators. We will also give the proofs of Theorems 1.1 and 1.3.
Theorem 5.1. For every 0 < β < ∞, if α0 := min(β + 1, 2β − (n − 4)/2), there
is a radial, real and compactly supported function gβ satisfying gβ ∈ W γ,2(Rn) if
γ < β, and such that
i) Qθ,2(gβ) ∈Wα,2loc (Rn) only if α < α0.
ii) QF,2(gβ) ∈Wα,2loc (Rn) only if α < α0.
To simplify notation, we put Sθ := Sθ,1, Γ(ζ) := Γ1(ζ) and denote by σk the
Lebesgue measure of this Ewald sphere. The key idea behind the proof of this
theorem is to study the asymptotic behavior of |Bθ,2(q)(η)| when |η| → ∞ and q =
gβ . Now, by construction (see Proposition 5.3 below), gβ has real and nonnegative
Fourier transform. Hence, by (2.15), for η ∈ Hθ, Bθ,2(gβ)(η) has a real part given
by Pθ(gβ)(η) and an imaginary part given by piSθ(gβ)(η) (see Proposition 2.3).
Therefore, since there are no possible cancellations between the real and imaginary
parts, we are going to study the asymptotic behavior of only the spherical integral
Sθ(gβ), which has the advantage of having a positive integrand. The key estimate
is the following.
Lemma 5.2. Consider the half cone Dθ := {η ∈ Rn : η · θ ≤ −a|η|} for some
0 < a < 1. Assume also that qβ ∈ L2(Rn) satisfies the following conditions,
i) Its Fourier transform q̂β(ξ) is continuous, real and nonnegative in all Rn.
ii) There is a constant c > 0 such that if |ξ| > c, then q̂β(ξ) ≥ C < ξ >−n/2−β.
iii) q̂β(0) > 0.
Then we have that if |η| > 4c, there is a constant C independent of η and θ such
that
Sθ(qβ)(η) ≥ CχDθ (η) max
(
< η >−β−n/2−1, < η >−2β−2
)
,
where χDθ denotes the characteristic function of the cone.
Proof. Observe that if η · θ ≤ −a|η|, by (2.6) we have that k ∼ |η|. Since q̂β is
nonnegative, we have that
(5.1) Sθ(qβ)(η) ≥ 1
2k
ˆ
A(η)
q̂β(ξ)q̂β(η − ξ) dσk(ξ),
where A(η) ⊂ Γ(−2kθ) is defined as follows
A(η) := {ξ ∈ Γ(−2kθ) : |ξ| > c and |η − ξ| > c}.
That is, we take the points on the Ewald sphere which are not contained in two balls
of radius c centered, respectively, around η and the origin. This implies that the
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measure of A(η) satisfies |A(η)| ≥ Ckn−1 for some constant C > 0, since |η| > 4c
implies k > 2c. Therefore, by condition ii), in (5.1) we get
Sθ(qβ)(η) ≥ C 1
k
ˆ
A(η)
< η − ξ >−β−n/2< ξ >−β−n/2 dσk(ξ)
≥ C 1
k
< η >−2β−n kn−1 ≥ C < η >−2β−2,(5.2)
where we have used that |ξ| ≤ 2k ≤ C|η| and that |η − ξ| ≤ |η|+ 2k ≤ C|η|.
Now, if q̂β is continuous and q̂β(0) > 0, we can take a ball Bε around the origin
of radius 0 < ε < c such that q̂β(ξ) is positive in its closure. Then if |η| > 2c,
ξ ∈ Bε ∩ Γ(−2kθ) implies |η − ξ| > c, so
Sθ(qβ)(η) ≥ 1
k
ˆ
Bε∩Γ(−2kθ)
q̂β(ξ)q̂β(η − ξ) dσk(ξ)
≥ C 1
k
ˆ
Bε∩Γ(−2kθ)
< η − ξ >−β−n/2 dσk(ξ) ≥ C < η >−β−n/2−1,(5.3)
using again that |η−ξ| ≤ C|η| and that the measure |Bε∩Γ(−2kθ)| is bounded below
by a positive constant independent of η (this is because the region Bε ∩ Γ(−2kθ)
approaches a flat disc of radius ε for η large). To finish we just have to put together
(5.2) and (5.3). 
We construct now the family of functions gβ .
Proposition 5.3. For every 0 < β < ∞ there is a radial, real and compactly
supported function gβ ∈ W γ,2(Rn) for every γ < β, such that ĝβ is nonnegative in
Rn, ĝβ(0) > 0, and for some c > 0 we have that
(5.4) ĝβ(ξ) ≥ C < ξ >−n/2−β if |ξ| > c.
Proof. We introduce the functions Gβ(x) given by the relation
Ĝβ(ξ) :=
1
< ξ >n/2+β
.
These functions are, up to normalizing factors, kernels of Bessel potential operators.
We observe that the Fourier transform of a radial and real function in Rn is also
radial and real. As a consequence, the Gβ functions satisfy the statement of the
proposition except for the condition of compact support.
The regularity properties of the Gβ function are determined by its behavior when
|x| → 0. Far from the origin Gβ(x) is smooth with exponential decay (see, for
example, chapter V of [22]). This motivates us to choose gβ = φGβ where, φ is any
C∞c (Rn) function nonvanishing at the origin. Then clearly we have gβ ∈W γ,2(Rn)
for every γ < β, as desired.
The rest of the properties of gβ follow if we choose φ in the following way. Consider
again a radial and real function ψ ∈ C∞c (Rn) such that ψ̂(0) 6= 0, and put φ = ψ∗ψ.
Then φ is going to be compactly supported, radial, real, and nonzero at the origin.
Moreover its Fourier transform satisfies φ̂(ξ) = ψ̂(ξ)2 ≥ 0 for all ξ ∈ Rn and also
that φ̂(0) > 0.
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Using this we get that ĝβ(ξ) = φ̂∗ Ĝβ(ξ) is nonnegative. Also, since φ̂(0) > 0, there
is an ε > 0 such that φ̂(ξ) is bounded below in Bε = {ξ ∈ Rn : |ξ| < ε}. This yields
(5.4) since we have
ĝβ(ξ) =
ˆ
Rn
Ĝβ(ξ − ζ)φ̂(ζ) dζ ≥
ˆ
Bε
< ξ − ζ >−n/2−β φ̂(ζ) dζ
≥ C
ˆ
Bε
< ξ − ζ >−n/2−β dζ ≥ C < |ξ|+ ε >−n/2−β≥ C < ξ >−n/2−β ,
for |ξ| > ε. To finish the proof we only have to verify that ĝβ(0) > 0. But this is
immediate,
ĝβ(0) =
ˆ
Rn
Ĝβ(−ξ)φ̂(ξ) dξ > 0,
since Ĝβ(ξ) > 0 and φ̂(ξ) ≥ 0 for every ξ ∈ Rn. 
We can now prove Theorem 5.1, with the help of the following simple result.
Lemma 5.4. Let Dθ be a half cone as defined in Lemma 5.2, and let f ∈ S ′(Rn)
be such that f̂ ∈ L1loc(Rn) and f̂(η) ≥ 0 almost everywhere. Assume also that for
some c > 0, γ ∈ R and |η| > c we have f̂(η) ≥ C < η >−n/2−γ for η ∈ Dθ. Then
we have that f /∈Wα,2loc if α ≥ γ.
We postpone the proof of this lemma until the end of this section.
Proof of Theorem 5.1. By Proposition 5.3, we have that gβ ∈ W γ,2 if and only if
γ < β. Let’s prove i). gβ satisfies all of the conditions necessary to apply Lemma
5.2, and hence, for |η| > 4c, we have that
(5.5) Sθ(gβ)(η) ≥ CχDθ (η) max
(
< η >−β−n/2−1, < η >−2β−2
)
.
As we mentioned before, since gβ is real, there are no cancellations possible be-
tween Pθ(gβ) and ipiSθ(gβ). Hence if we assume Qθ,2(gβ) ∈ Wα,2loc , it implies that
F−1(Sθ(gβ)) ∈Wα,2loc . As a consequence, by Lemma 5.4 and (5.5) we obtain that α
must satisfy simultaneously α < β + 1 and α < 2β + (n− 4)/2.
To prove ii) observe that taking the imaginary part of (2.12), we have
I( ̂QF,2(gβ))(η) = 2pi|Sn−1|
ˆ
{θ∈Sn−1: η·θ<0}
Sθ(gβ)(η) dσ(θ).
Therefore, since the integrand is positive for every θ, if we consider an η fixed
satisfying |η| > 4c, we can restrict the integral to the subset of points θ ∈ Sn−1
such that η ∈ Dθ. Then we obtain
I( ̂QF,2(gβ))(η) ≥ 2pi|Sn−1|
ˆ
{θ∈Sn−1: η·θ<−a|η|}
Sθ(gβ)(η) dσ(θ)
≥ C max
(
< η >−β−n/2−1, < η >−2β−2
)
,
where the last line follows from (5.5). From this estimate, reasoning as in the proof
of i) we obtain ii). 
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We can finally prove the remaining main theorems of this work.
End of proof of theorem 1.3. Condition (1.5) is an immediate consequence of The-
orem 5.1. By Proposition 2.3 and equations (2.9) and (2.15), we have that
̂˜
Qθ,2(q)(η) = χHθ (η)
(
S˜θ(q)(η) + P˜θ(q)(η)
)
+ χH−θ (η)
(
S˜−θ(q)(η) + P˜−θ(q)(η)
)
,
so, the estimate of the spherical operators follows from Lemma 3.1 with ε = 0 and
r = 1, and the estimate of the principal value operators from Proposition 4.1. 
Proof of Theorem 1.1. Take α ≥ 0 and assume that we have that q−qθ ∈Wα,2loc (Rn)
for every compactly supported, real and radial potential q ∈ W β,2(Rn). We are
going to prove that then necessarily Qθ,j(q) ∈Wα,2loc (Rn) also.
Consider the Born series in (2.14), for the potential q(λ) = λq, where λ ∈ (0, 1),
and denote by qθ(λ) its corresponding Born approximation. By the multilinearity
of the Q˜θ,j operators we have
(5.6) λq − qθ(λ) = −
l−1∑
j=2
λjQ˜θ,j(q) +
∞∑
j=l
λjQ˜θ,j(q),
modulo a C∞ function (possibly dependent on λ). By Proposition 2.1, we have
that if β ≥ m, we can take l in (5.6) such that α < αl, and hence
∑∞
j=l λ
jQ˜θ,j(q)
will converge in Wα,2(Rn), for every λ ∈ (0, 1).
Let V := S ′/Wα,2loc be the quotient vector space of S ′(Rn) with Wα,2loc (Rn). We
denote the elements of V by [h] where h ∈ S ′ is any member of the equivalence
class. Since by hypothesis we have that λq − qB(λ) is a Wα,2loc (Rn) function, then
(5.6) becomes in V ,
l−1∑
j=2
λj
[
Q˜θ,j(q)
]
= 0.
Now, for every 2 ≤ i ≤ l − 1, we can always choose a λi ∈ (0, 1) such that the
l− 2 vectors of Rl−2 with coordinates (λ2i , . . . , λl−1i ) are linearly independent. This
implies that [Q˜θ,j(q)] = 0, and hence, that Q˜θ,j(q) ∈Wα,2loc (Rn) for all 2 ≤ j ≤ l−1.
As a consequence, we also obtain that Qθ,j(q) ∈ Wα,2loc (Rn) for every j. But by
Theorem 1.3, we know that this implies that α ≤ min(2β − (n− 4)/2, β + 1).
Using Remark 2.2 and Theorem 5.1 the case of full data scattering can be proved
in the same way. 
Proof of Lemma 5.4. In the proof of Proposition 5.3 we have seen that we can take
a function φ ∈ C∞c such that φ̂(ξ) ≥ 0 in Rn and φ̂(0) > 0. Then we can choose an
0 < ε < c small so that φ̂(ξ) is bounded below by a positive constant when |ξ| < ε.
Then, if Dθ,ε := {η ∈ Dθ : (η− ξ) ∈ Dθ ∀ |ξ| < ε} and we ask |η| ≥ 2c and η ∈ Dθ,ε,
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we obtain that
φ̂f(η) =
ˆ
Rn
φ̂(ξ)f̂(η − ξ) dξ
≥
ˆ
Bε
φ̂(ξ)f̂(η − ξ) dξ ≥ C < η >−n/2−γ .
As a consequence we have that φf /∈ Wα,2(Rn) for α ≥ γ, which implies that
f /∈Wα,2loc (Rn) by definition of the local Sobolev spaces. 
Appendix
We begin giving some indications about how to prove Proposition 2.1 from analo-
gous results in [17].
Proof of Proposition 2.1. In the proof of Proposition 4.1 of [17], using estimates for
the resolvent Rk, it is shown that for compactly supported q
(A.1) ‖Q˜θ,j(q)‖2Wα,2 ≤ C2j‖q‖2jWβ,2
ˆ ∞
C0
kn−1+2α−2γ dk,
(notice that in [17], the operators are indexed differently, with j′ = j − 1) where
C = C(n, α, β, supp q) > 0,
(A.2) γ = β − (j − 1)− (n− 1)
2
(
1
t1
−
j−1∑
`=1
(
1
r`
− 1
t`+1
)
− 3
2
)
,
and t`, r`, are parameters that for ` = 1, . . . , j − 1 must satisfy the conditions
t`+1 < 2, t`+1 < r` and
0 ≤ 1
t`
− 1
2
≤ 1
n+ 1
, 0 ≤ 1
tj+1
− 1
2
≤ 1
n+ 1
,
0 ≤ 1
2
− 1
r`
≤ 1
n+ 1
, 0 ≤ 1
2
+
1
r`
− 1
t`+1
≤ β
n
.(A.3)
(We are applying the results of [17] always with integrability exponents p, p` = 2.)
The previous inequalities imply that
0 <
1
t`+1
− 1
r`
≤ 2
n+ 1
,
and this together with the last condition in (A.3) gives the restriction β ≥ max(0,m)
where m was defined in (1.1).
Now, we can always choose t1 = 2, and t`+1, r`, ` = 1, . . . , j − 1 such that they
satisfy all the previous conditions and
1
t`+1
− 1
r`
= max
(
ε,
1
2
− β
n
)
,
for any ε > 0 small. This choice is slightly different from the one in [17], and it is
the only change necessary to extend their results to the range β ≥ n/2.
On the other hand (A.1) yields
(A.4) ‖Q˜θ,j(q)‖2Wα,2 ≤ C2j‖q‖2jWβ,2C2α−2γ+n0 ,
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if we have that n− 1 + 2α− 2γ < −1 which, together with (A.2) and the previous
choice of parameters, implies
α < β − 1
2
+ (j − 1)− (j − 1)(n− 1)
2
max
(
ε,
1
2
− β
n
)
.
Since we can take  > 0 as small as necessary, this gives the condition α < αj where
αj was defined in (2.13).
To show the convergence of the tail of the series, take any α ∈ R. Then, since αj
grows linearly with j in the range max(0,m) ≤ β < ∞, we can find an l ≥ 2 and
an ε = ε(n, β) > 0 such that αj − α > εj if j ≥ l. Then by (A.4) we have
‖
∞∑
j=l
Q˜θ,j(q)‖Wα,2 ≤
∞∑
j=l
‖Q˜θ,j(q)‖Wα,2 ≤
∞∑
j=l
Cj‖q‖j
Wβ,2
C−εj0 ,
and therefore, taking C0 large as specified in the statement of the proposition, we
get the desired result. 
The following proposition gives an upper bound for the constant in the trace theo-
rem on spheres.
Proposition A.1. Let f ∈W 1,2(Rn), and let Sρ ⊂ Rn be the any sphere of radius
ρ. Then we have thatˆ
Sρ
|f(x)|2 dσρ(x) ≤
ˆ
Rn
|f(x)|2 dx+
ˆ
Rn
|∇f(x)|2 dx.
Proof. Assume that Sρ is centered in the origin. The general case follows by the
invariance under translations of the Sobolev norm. Without loss of generality con-
sider a real function f ∈ C∞c (Rn). Then using spherical coordinates with θ ∈ Sn−1
we have that
d
dr
(
f(rθ)2rn−1
)
= 2
df
dr
(rθ)f(rθ)rn−1 + (n− 1)f2(rθ)rn−2.
Fix ρ ∈ (0,∞). If we integrate the previous equation in the r variable, by the
fundamental theorem of calculus and the compactness of the support of f we have
f(ρθ)2ρn−1 = −
ˆ ∞
ρ
2
df
dr
(rθ)f(rθ)rn−1 dr − (n− 1)
ˆ ∞
ρ
f2(rθ)rn−2 dr
≤ 2
ˆ ∞
0
|∇f(rθ)||f(rθ)|rn−1 dr,
since the second integral in the first line is negative. Then, integrating both sides
in the unit sphere Sn−1 we recover the statement of the proposition,ˆ
Sn−1
f(ρθ)2ρn−1dσ(θ) ≤ 2
ˆ
Rn
|∇f(x)||f(x)| dx
≤
ˆ
Rn
|f(x)|2 dx+
ˆ
Rn
|∇f(x)|2 dx.

We now give the proof of Lemma 3.3, used in the estimate of the spherical operator.
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Proof of Lemma 3.3. We can consider only the case of spheres Sρ centered on the
origin. By homogeneity, if y = ρθ we haveˆ
Sρ
1
|x− y|(n−1)−2γ dσρ(y) = ρ
2γ
ˆ
Sn−1
1
|x′ − θ|(n−1)−2γ dσ(θ),
where x′ρ = x and Sn−1 is the sphere of radius 1 centered on the origin. Hence
we need to bound uniformly on x′ the last integral. Now, assume that x′ 6= 0 and
take ω ∈ Sn−1 such that ω = x′/|x′|. Let Pω = {x ∈ Rn : x · ω = 0}, and let
P (z) := z− (z ·ω)ω, be the projection of z ∈ Rn on the plane Pω. Consider the half
sphere comprised between this plane and the parallel one that goes trough ω. The
Jacobian of the projection P restricted to Sn−1 is bounded if we exclude a small
band of ε width from it. Let’s denote this region by Sε (the half sphere minus the
band). In the first place we haveˆ
Sn−1
1
|x′ − θ|(n−1)−2γ dσ(θ) ≤ 2n
ˆ
Sε
1
|x′ − θ|(n−1)−2γ dσ(θ).
This is because in the region Sε the integrand has larger values than in the rest of
the sphere, since we are in the half which is closer to x′, and it is possible to cover
generously Sn−1 with 2n pieces like Sε. But since the Jacobian of P is bounded we
can use the change of variables y = P (θ) to integrate in the corresponding region
of the plane. Henceˆ
Sε
1
|x′ − θ|(n−1)−2γ dσ(θ) ≤
ˆ
Sε
1
|P (θ)|(n−1)−2γ dσ(θ)
≤ C
ˆ
P (Sε)
1
|y|(n−1)−2γ dy ≤ C
ˆ
Rn−1∩B1
1
|y|(n−1)−2γ dy,
where we have used that P (x′) = 0. The last integral is finite and it does not
depend in any way on x′. Therefore we have finished the proof. 
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