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STURM–LIOUVILLE OPERATORS WITH MEASURE-VALUED
COEFFICIENTS
JONATHAN ECKHARDT AND GERALD TESCHL
Abstract. We give a comprehensive treatment of Sturm–Liouville operators
whose coefficients are measures including a full discussion of self-adjoint ex-
tensions and boundary conditions, resolvents, and Weyl–Titchmarsh–Kodaira
theory. We avoid previous technical restrictions and, at the same time, extend
all results to a larger class of operators. Our operators include classical Sturm–
Liouville operators, Sturm–Liouville operators with (local and non-local) δ and
δ′ interactions or transmission conditions as well as eigenparameter dependent
boundary conditions, Krein string operators, Lax operators arising in the treat-
ment of the Camassa–Holm equation, Jacobi operators, and Sturm–Liouville
operators on time scales as special cases.
1. Introduction
Sturm–Liouville problems
(1.1) − d
dx
(
p(x)
dy
dx
(x)
)
+ q(x)y(x) = zr(x)y(x)
have a long tradition (see e.g. the textbooks [43], [48], [49] and the references
therein) and so have their generalizations to measure-valued coefficients. In fact,
extensions to the case
(1.2)
d
d̺(x)
(
− dy
dς(x)
(x) +
∫ x
y(t)dχ(t)
)
= zy(x)
date back at least to Feller [20] and were also advocated in the fundamental mono-
graph by Atkinson [5]. Here the derivatives on the left-hand side have to be under-
stood as Radon–Nikody´m derivatives. We refer to the book by Mingarelli [34] for a
more detailed historical discussion. In fact, in those references, the measure ς was
always assumed to be absolutely continuous, dς(x) = p(x)−1dx, such that y will at
least be continuous. We will not make this restriction here since it would exclude
(e.g.) the case of δ′ interactions which constitute a popular physical model.
However, while the generalization to measure-valued coefficients has been very
successful on the level of differential equations (see e.g. [5], [34], [47] and the refer-
ences therein), much less is known about the associated operators in an appropriate
Hilbert space. First attempts were made by Feller and later complemented by Kac
[27] (cf. also Langer [30] and Bennewitz [6]). Again, a survey of these results and
further information can be found in the book of Mingarelli [34].
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The case where only the potential is allowed to be a measure is fairly well treated
since it allows to include the case of point interactions which is an important model
in physics (see e.g. the monographs [1], [2] as well as the recent results in [7] and
the references therein). More recently, Savchuk and Shkalikov [36]–[39], Goriunov
and Mikhailets [22], [23] as well as Mikhailets and Molyboga [32], [33] were even
able to cover the case where the potential is the derivative of an arbitrary L2
function. However, note that while this covers the case of δ interactions, it does
not cover the case of δ′ interactions which are included in the present approach.
Moreover, since we allow all three coefficients to be measures, our approach even
includes Schro¨dinger operators with non-local δ′ interactions on arbitrary sets of
Lebesgue measure zero as studied recently by Albeverio and Nizhnik [3] and Brasche
and Nizhnik [9]. This connection will be discussed in detail and exploited in a
forthcoming paper [16]. Finally, the case where the weight coefficient is a measure
is known as Krein string and has also attracted considerable interest recently [44]–
[46] (see also the monograph [15]).
However, while the theory developed by Kac and extended by Mingarelli is quite
general, it still does exclude several cases of interest. More precisely, the basic
assumptions in Chapter 3 of Mingarelli [34] require that the corresponding measures
have no weight at a finite boundary point. Unfortunately, this assumption excludes
for example classical cases like Jacobi operators on a half-line. The reason for this
assumption is the fact that otherwise the corresponding maximal operator will be
multi-valued and one has to work within the framework of multi-valued operators.
This problem is already visible in the case of half-line Jacobi operators where the
underlying Hilbert space has to be artificially expanded in order to be able to
formulate appropriate boundary conditions [42]. In our case there is no natural
way of extending the Hilbert space and the intrinsic approach via multi-valued
operators is more natural. Nevertheless, this multi-valuedness is not too severe and
corresponds to an at most two dimensional space which can be removed to obtain
a single-valued operator, again, a fact well-known from Jacobi operators with finite
endpoints. Finally, this general approach will also allow us to include a large variety
of boundary conditions, including the case of eigenparameter dependent boundary
conditions.
Moreover, the fact that our differential equation is defined on a larger set than
the support of the measure ̺ (which determines the underlying Hilbert space) is
also motivated by requirements from the applications we have in mind. The most
drastic example in this respect is the Sturm–Liouville problem
(1.3)
d
d̺(x)
(
−dy
dx
(x) +
1
4
∫ x
y(t)dt
)
= zy(x)
on R which arises in the Lax pair of the dispersionless Camassa–Holm equation [10],
[11]. In case of the well-known one-peakon solution, ̺ is a single Dirac measure
and the underlying Hilbert space is one-dimensional. However, the corresponding
differential equation has to be investigated on all of R, where the Camassa–Holm
equation is defined. An appropriate spectral theory for this operator in the case
where ̺ is an arbitrary measure seems to be missing and is one of the main moti-
vations for the present paper.
Furthermore, there is of course another reason why Sturm–Liouville equations
with measure-valued coefficients are of interest, namely, the unification of the con-
tinuous with the discrete case. While such a unification already was one of the main
STURM–LIOUVILLE OPERATORS WITH MEASURE-VALUED COEFFICIENTS 3
motivations in Atkinson [5] and Mingarelli [34], it has recently attracted enormous
attention via the introduction of the calculus on time scales [8]. In fact, given a
time scale T ⊆ R, the so-called associated Hilger (or delta) derivative is nothing but
the Radon–Nikody´m derivative with respect to the measure ̺, which corresponds
to the distribution function R(x) = inf{y ∈ T | y > x}. We refer to [17] for further
details and to a follow-up publication [18], where we will provide further details on
this connection.
Finally, our approach also includes a number of generalizations for Sturm–
Liouville problems which have been attracting significant interest in the past. In
particular, our approach covers boundary conditions depending polynomially on
the eigenparameter as well as internal discontinuities (also known as transmission
conditions) as introduced by Hald [25] in his study of the inverse problem for the
torsional modes of the earth (cf. [41]).
As one of our central results we will develop singular Weyl–Titchmarsh–Kodaira
theory for these operators extending the recent work of Kostenko, Sakhnovich, and
Teschl [29] (see also Kodaira [28], Kac [27], and Gesztesy and Zinchenko [21]).
In particular, we will cover singular settings where the Weyl–Titchmarsh–Kodaira
function is no longer a Herglotz–Nevanlinna function (or a generalized Nevanlinna
function). Again this general approach is motivated by applications to the dis-
persionless Camassa–Holm equation, where the associated spectral measure can
exhibit arbitrary growth.
2. Notation
Let (a, b) be an arbitrary interval and µ be a locally finite complex Borel measure
on (a, b). By ACloc((a, b);µ) we denote the set of left-continuous functions, which
are locally absolutely continuous with respect to µ. These are precisely the functions
f which can be written in the form
f(x) = f(c) +
∫ x
c
h(s)dµ(s), x ∈ (a, b),
where h ∈ L1loc((a, b);µ) and the integral has to be read as
(2.1)
∫ x
c
h(s)dµ(s) =


∫
[c,x)
h(s)dµ(s), if x > c,
0, if x = c,
− ∫[x,c) h(s)dµ(s), if x < c.
The function h is the Radon–Nikody´m derivative of f with respect to µ. It is
uniquely defined in L1loc((a, b);µ) and we write
df
dµ
= h.
Every function f which is locally absolutely continuous with respect to µ is locally
of bounded variation and hence also the right-hand limits
f(x+) = lim
ε↓0
f(x+ ε), x ∈ (a, b)
of f exist everywhere. Also note that some function f ∈ ACloc((a, b);µ) can only
be discontinuous in some point, if µ has mass in this point.
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In this respect we also recall the integration by parts formula ([26, Theorem 21.67])
for two locally finite complex Borel measures µ, ν on (a, b)∫ β
α
F (x)dν(x) = FG|βα −
∫ β
α
G(x+)dµ(x), α, β ∈ (a, b),(2.2)
where F , G are left-continuous distribution functions of µ, ν respectively.
3. Sturm–Liouville equations with measure-valued coefficients
Let (a, b) be an arbitrary interval and ̺, ς and χ be locally finite complex Borel
measures on (a, b). We want to define a linear differential expression τ which is
informally given by
τf =
d
d̺
(
−df
dς
+
∫
fdχ
)
.
In this section, we will successively add assumptions on our measure coefficients as
soon as they are needed. All of them are included in Hypothesis 3.7 below, which
will then be in force throughout the rest of this paper. However, up to now the
only additional assumptions we impose on our measures is that ς is supported on
the whole interval, i.e., supp(ς) = (a, b).
The maximal domain Dτ of functions such that τf makes sense consists of all
functions f ∈ ACloc((a, b); ς) for which the function
−df
dς
(x) +
∫ x
c
fdχ, x ∈ (a, b)(3.1)
is locally absolutely continuous with respect to ̺, i.e., there is some representative of
this function lying in ACloc((a, b); ̺). As a consequence of the assumption supp(ς) =
(a, b), this representative is unique. We then set τf ∈ L1loc((a, b); ̺) to be the
Radon–Nikody´m derivative of this function with respect to ̺. One easily sees that
this definition is independent of c ∈ (a, b) since the corresponding functions (3.1) as
well as their unique representatives only differ by an additive constant. As usual, we
denote the Radon–Nikody´m derivative with respect to ς of some function f ∈ Dτ
by
f [1] =
df
dς
∈ L1loc((a, b); |ς |).
The function f [1] is called the first quasi-derivative of f .
We note that the definition of τ is consistent with classical theory. Indeed, let
̺, ς and χ be locally absolutely continuous with respect to Lebesgue measure, and
denote by r, p−1 and q the respective densities i.e.,
̺(B) =
∫
B
r(x)dx, ς(B) =
∫
B
1
p(x)
dx and χ(B) =
∫
B
q(x)dx
for each Borel set B. Then some function f lies in Dτ if and only if f as well as
its quasi-derivative f [1] = pf ′ are locally absolutely continuous (with respect to
Lebesgue measure). In this case
τf(x) =
1
r(x)
(
− d
dx
(
p(x)
df
dx
(x)
)
+ q(x)f(x)
)
, x ∈ (a, b)
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is the usual Sturm–Liouville differential expression. Also note that if we add a
single point mass δc located at c to ς
̺(B) =
∫
B
r(x)dx, ς(B) =
∫
B
1
p(x)
dx + αδc(B), and χ(B) =
∫
B
q(x)dx,
then we obtain the following jump condition
f(c+)− f(c) = αf [1](c)
at c, and hence this corresponds to a δ′ interaction of strength α. Similarly, adding
a point mass αδc to χ we obtain a δ interaction associated with the jump condition
f [1](c+)− f [1](c) = αf(c).
Considering a piecewise continuous weight function r(x) = p(x) with a jump
r(c+) = β−1r(c) and adding a point mass r(c)α
β
δc to χ we obtain a transmission
condition
f(c+) = f(c), f ′(c+)− βf ′(c) = αf(c).
The more general case where f is also allowed to jump can be reduce to this one
by virtue of a Liouville-type transformation (cf. Remark 2.4 in [41]). Moreover,
our approach also incorporates quite general boundary conditions including cases
where the boundary conditions depend polynomially on the eigenvalue parameter
(cf. Remark 7.9).
As another special case, choosing the measures
̺(B) =
∑
n∈Z
δn(B), ς(B) =
∫
B
1
p⌊x⌋
dx and χ(B) =
∑
n∈Z
qnδn(B),
where pn 6= 0, qn ∈ R and δn is the Dirac measure in n ∈ Z, we obtain the usual
Jacobi difference expression. In fact, τf(n) at some point n ∈ Z is equal to the
jump of the function
−p⌊x⌋f ′(x) +
∑
0≤n<x
qnf(n), x ∈ R
in that point and hence
τf(n) = pn−1(f(n)− f(n− 1))− pn(f(n+ 1)− f(n)) + qnf(n).
Now from the theory of linear measure differential equations (see Appendix A
for the required results) we get an existence and uniqueness theorem for differential
equations associated with τ .
Theorem 3.1. Fix some arbitrary function g ∈ L1loc((a, b); ̺). Then there is a
unique solution f ∈ Dτ of the initial value problem
(τ − z)f = g with f(c) = d1 and f [1](c) = d2(3.2)
for each z ∈ C, c ∈ (a, b) and d1, d2 ∈ C if and only if
̺({x})ς({x}) = 0 and χ({x})ς({x}) 6= 1(3.3)
for all x ∈ (a, b). If in addition g, d1, d2 and z are real, then the solution is real.
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Proof. Some function f ∈ Dτ is a solution of (τ − z)f = g with f(c) = d1 and
f [1](c) = d2 if and only if for each x ∈ (a, b)
f(x) = d1 +
∫ x
c
f [1]dς,
f [1](x) = d2 +
∫ x
c
fdχ−
∫ x
c
(zf + g) d̺.
Now set ω = |ς | + |χ| + |̺| and let m12, m21 and f2 be the Radon–Nikody´m
derivatives of ς , χ − z̺ and g̺ with respect to ω. Then these equations can for
each x ∈ (a, b) be written as(
f(x)
f [1](x)
)
=
(
d1
d2
)
+
∫ x
c
(
0 m12
m21 0
)(
f
f [1]
)
dω +
∫ x
c
(
0
f2
)
dω.
Hence the claim follows from Theorem A.2, since (3.3) holds for all x ∈ (a, b) if and
only if
I + ω({x})
(
0 m12(x)
m21(x) 0
)
=
(
1 ς({x})
χ({x})− z̺({x}) 1
)
is invertible for all z ∈ C and x ∈ (a, b). 
Note that if g ∈ L1loc((a, b); ̺) and (3.3) holds for each x ∈ (a, b), then there is
also a unique solution of the initial value problem
(τ − z)f = g with f(c+) = d1 and f [1](c+) = d2
for every z ∈ C, c ∈ (a, b), d1, d2 ∈ C by Corollary A.3.
Because of Theorem 3.1, in the following we will always assume that the measure
ς has no point masses in common with ̺ or χ, i.e.,
ς({x})̺({x}) = ς({x})χ({x}) = 0(3.4)
for all x ∈ (a, b). This assumption is stronger than the one needed in Theorem 3.1
but we will need it for the Lagrange identity below.
For f , g ∈ Dτ we define the Wronski determinant
W (f, g)(x) = f(x)g[1](x)− f [1](x)g(x), x ∈ (a, b).(3.5)
This function is locally absolutely continuous with respect to ̺ with
dW (f, g)
d̺
= g τf − f τg.
Indeed, this is a simple consequence of the following Lagrange identity.
Proposition 3.2. For each f , g ∈ Dτ and α, β ∈ (a, b) we have∫ β
α
(g(x)τf(x) − f(x)τg(x)) d̺(x) = W (f, g)(β)−W (f, g)(α).(3.6)
Proof. By definition g is a distribution function of the measure g[1]ς . Furthermore,
the function
f1(x) = −f [1](x) +
∫ x
α
fdχ, x ∈ (a, b)
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is a distribution function of τf̺. Hence one gets from integration by parts∫ β
α
g(t)τf(t)d̺(t) = [f1(t)g(t)]
β
t=α −
∫ β
α
f1(t+)g
[1](t)dς(t).
We can drop the right-hand limit in the integral since the discontinuities of f1 are
a null set with respect to ς by (3.4). Hence the integral becomes∫ β
α
f1(t)g
[1](t)dς(t) =
∫ β
α
∫ t
α
fdχ g[1](t)dς(t)−
∫ β
α
f [1](t)g[1](t)dς(t)
= g(β)
∫ β
α
fdχ−
∫ β
α
gfdχ−
∫ β
α
f [1](t)g[1](t)dς(t),
where we performed another integration by parts (and used again (3.4)). Now
verifying the identity is an easy calculation. 
As a consequence of the Lagrange identity, the Wronskian W (u1, u2) of two
solutions u1, u2 ∈ Dτ of (τ − z)u = 0 is constant. Furthermore, we have
W (u1, u2) 6= 0 ⇔ u1, u2 linearly independent.
Indeed, the Wronskian of two linearly dependent solutions vanishes obviously. Con-
versely, W (u1, u2) = 0 means that the vectors(
u1(x)
u
[1]
1 (x)
)
and
(
u2(x)
u
[1]
2 (x)
)
are linearly dependent for each x ∈ (a, b). But because of uniqueness of solutions
this implies the linear dependence of u1 and u2.
For every z ∈ C we call two linearly independent solutions of (τ − z)u = 0 a
fundamental system of (τ − z)u = 0. From Theorem 3.1 and the properties of the
Wronskian, one sees that fundamental systems always exist.
Proposition 3.3. Let z ∈ C and u1, u2 be a fundamental system of the equation
(τ − z)u = 0. Furthermore, let c ∈ (a, b), d1, d2 ∈ C, g ∈ L1loc((a, b); ̺). Then there
exist c1, c2 ∈ C such that the solution f of
(τ − z)f = g with f(c) = d1 and f [1](c) = d2
is given by
f(x) = c1u1(x) + c2u2(x) +
∫ x
c
u1(x)u2(t)− u1(t)u2(x)
W (u1, u2)
g(t)d̺(t),
f [1](x) = c1u
[1]
1 (x) + c2u
[1]
2 (x) +
∫ x
c
u
[1]
1 (x)u2(t)− u1(t)u[1]2 (x)
W (u1, u2)
g(t)d̺(t),
for each x ∈ (a, b). If u1, u2 is the fundamental system with
u1(c) = u
[1]
2 (c) = 1 and u
[1]
1 (c) = u2(c) = 0,
then c1 = d1 and c2 = d2.
Proof. We set
h(x) = u1(x)
∫ x
c
u2g d̺− u2(x)
∫ x
c
u1g d̺, x ∈ (a, b).
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Integration by parts shows that∫ β
α
u
[1]
1 (x)
∫ x
c
u2g d̺− u[1]2 (x)
∫ x
c
u1g d̺ dς(x) =
=
[
u1(x)
∫ x
c
u2g d̺− u2(x)
∫ x
c
u1g d̺
]β
x=α
for all α, β ∈ (a, b) with α < β, hence
h[1](x) = u
[1]
1 (x)
∫ x
c
u2g d̺− u[1]2 (x)
∫ x
c
u1g d̺, x ∈ (a, b).
Using again integration by parts we get∫ β
α
u1(x)
∫ x
c
u2g d̺ dχ(x)− z
∫ β
α
u1(x)
∫ x
c
u2g d̺ d̺(x) =
=
[∫ x
c
u2g d̺
(∫ x
c
u1 dχ− z
∫ x
c
u1 d̺
)]β
x=α
−
∫ β
α
(∫ x
c
u1 dχ− z
∫ x
c
u1 d̺
)
u2(x)g(x)d̺(x)
=
[∫ x
c
u2g d̺
(
u
[1]
1 (x)− u[1]1 (c)
)]β
x=α
−
∫ β
α
(
u
[1]
1 (x)− u[1]1 (c)
)
u2(x)g(x)d̺(x)
= u
[1]
1 (β)
∫ β
c
u2g d̺− u[1]1 (α)
∫ α
c
u2g d̺−
∫ β
α
u2u
[1]
1 g d̺
for all α, β ∈ (a, b) with α < β. Now an easy calculation shows that∫ β
α
h dχ−
∫ β
α
zh+W (u1, u2)g d̺ = h
[1](β) − h[1](α).
Hence h is a solution of (τ − z)h = W (u1, u2)g and therefore the function f given
in the claim is a solution of (τ − z)f = g. Now if we choose
c1 =
W (f, u2)(c)
W (u1, u2)(c)
and c2 =
W (u1, f)(c)
W (u1, u2)(c)
,
then f satisfies the initial conditions at c. 
Another important identity for the Wronskian is the following Plu¨cker identity.
Proposition 3.4. For each functions f1, f2, f3, f4 ∈ Dτ we have
0 = W (f1, f2)W (f3, f4) +W (f1, f3)W (f4, f2) +W (f1, f4)W (f2, f3).
Proof. The right-hand side is equal to the determinant
1
2
∣∣∣∣∣∣∣∣
f1 f2 f3 f4
f
[1]
1 f
[1]
2 f
[1]
3 f
[1]
4
f1 f2 f3 f4
f
[1]
1 f
[1]
2 f
[1]
3 f
[1]
4
∣∣∣∣∣∣∣∣
.

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We say τ is regular at a, if |̺|((a, c]), |ς |((a, c]) and |χ|((a, c]) are finite for one
(and hence for all) c ∈ (a, b). Similarly one defines regularity for the right endpoint
b. Finally, we say τ is regular if τ is regular at both endpoints, i.e., if |̺|, |ς | and
|χ| are finite.
Theorem 3.5. Let τ be regular at a, z ∈ C and g ∈ L1((a, c); ̺) for each c ∈ (a, b).
Then for every solution f of (τ − z)f = g the limits
f(a) := lim
x→a
f(x) and f [1](a) := lim
x→a
f [1](x)
exist and are finite. For each d1, d2 ∈ C there is a unique solution of
(τ − z)f = g with f(a) = d1 and f [1](a) = d2.
Furthermore, if g, d1, d2 and z are real, then the solution is real. Similar results
hold for the right endpoint b.
Proof. The first part of the theorem is an immediate consequence of Theorem A.4.
From Proposition 3.3 we infer that all solutions of (τ − z)f = g are given by
f(x) = c1u1(x) + c2u2(x) + f0(x), x ∈ (a, b),
where c1, c2 ∈ C, u1, u2 are a fundamental system of (τ − z)u = 0 and f0 is some
solution of (τ − z)f = g. Now since
W (u1, u2)(a) = u1(a)u
[1]
2 (a)− u[1]1 (a)u2(a) 6= 0,
there is exactly one choice for the coefficients c1, c2 ∈ C such that the solution f
satisfies the initial values at a. If g, d1, d2 and z are real then u1, u2, and f0 can
be chosen real and hence also c1 and c2 are real. 
Under the assumptions of Theorem 3.5 one sees that Proposition 3.3 remains
valid even in the case when c = a (respectively c = b) with essentially the same
proof.
We now turn to analytic dependence of solutions on the spectral parameter
z ∈ C. These results will be needed in Section 9.
Theorem 3.6. Let g ∈ L1loc((a, b); ̺), c ∈ (a, b), d1, d2 ∈ C and for each z ∈ C let
fz be the unique solution of
(τ − z)f = g with f(c) = d1 and f [1](c) = d2.
Then fz(x) and f
[1]
z (x) are entire functions of order at most 1/2 in z for every point
x ∈ (a, b). Moreover, for each α, β ∈ (a, b) with α < β we have
|fz(x)|+ |f [1]z (x)| ≤ CeB
√
|z|, x ∈ [α, β], z ∈ C
for some constants C, B ∈ R.
Proof. The analyticity part follows by applying Theorem A.5 to the equivalent
system from the proof of Theorem 3.1. For the remaining part note that because
of Proposition 3.3 it suffices to consider the case when g vanishes identically. If we
set for each z ∈ C with |z| ≥ 1
vz(x) = |z||fz(x)|2 + |f [1]z (x)|2, x ∈ (a, b),
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an integration by parts shows that for each x ∈ (a, b)
vz(x) = vz(c) + |z|
∫ x
c
(
fzf
[1]∗
z + f
[1]
z f
∗
z
)
dς
+
∫ x
c
(
fzf
[1]∗
z + f
[1]
z f
∗
z
)
dχ−
∫ x
c
(
zfzf
[1]∗
z + z
∗f [1]z f
∗
z
)
d̺.
Because of the elementary estimate
2|fz(x)f [1]z (x)| ≤
|z||fz(x)|2 + |f [1]z (x)|2√
|z| =
vz(x)√
|z| , x ∈ (a, b),
we get an upper bound for vz
vz(x) ≤ vz(c) +
∫ x
c
vz(t)
√
|z|dω(t), x ∈ [c, b),
where ω = |ς | + |χ| + |̺|, as in the proof of Theorem 3.1. Now an application of
Lemma A.1 yields
vz(x) ≤ vz(c)e
∫
x
c
√
|z|dω, x ∈ [c, b).
To the left-hand side of c we have
vz(x+) ≤ vz(c) +
∫ c
x+
vz(t)
√
|z|dω(t), x ∈ (a, c)
and hence again by the Gronwall Lemma A.1
vz(x+) ≤ vz(c)e
∫
c
x+
√
|z|dω, x ∈ (a, c),
which is the required bound. 
Under the assumptions of Theorem 3.6 also the right-hand limits of fz and their
quasi-derivatives are entire functions in z of order at most 1/2 with corresponding
bounds. Moreover, the same analytic properties are true for the solutions fz of the
initial value problem
(τ − z)f = g with fz(c+) = d1 and f [1]z (c+) = d2.
Indeed, this fact follows for example from the remark after the proof of Theorem A.5
in Appendix A.
Furthermore, if, in addition to the assumptions of Theorem 3.6, τ is regular at
a and g is integrable near a, then the functions
z 7→ fz(a) and z 7→ f [1]z (a)
are entire of order at most 1/2 as well and the bound in Theorem 3.6 holds for all
x ∈ [a, β]. Indeed, this follows since the entire functions
z 7→ fz(x) and z 7→ f [1]z (x)
are locally bounded, uniformly in x ∈ (a, c). Moreover, in this case the assertions
of Theorem 3.6 are valid even if we take c = a and/or α = a, as the construction
of the solution in the proof of Theorem 3.5 shows. The required bound is proven
as in the general case (hereby note that ω is finite near a since τ is regular there).
We gather the assumptions made on our measure coefficients so far and add some
new, all of which will be in force in the rest of this paper (except for Lemma 3.8).
Therefore, we say that some interval (α, β) is a gap of supp(̺) if it is contained in
the complement of supp(̺) but the endpoints α and β lie in supp(̺).
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Hypothesis 3.7. The following assumptions on our measure coefficients will be in
force throughout the rest of this paper:
(i) The measure ̺ is positive.
(ii) The measure χ is real-valued.
(iii) The measure ς is real-valued and supported on the whole interval;
supp(ς) = (a, b).
(iv) The measure ς has no point masses in common with ̺ or χ, i.e.,
ς({x})χ({x}) = ς({x})̺({x}) = 0.
(v) For each gap (α, β) of supp(̺) and every function f ∈ Dτ with the outer
limits f(α−) = f(β+) = 0 we have f(x) = 0, x ∈ (α, β).
(vi) The measure ̺ is supported on more than one point.
As a consequence of the real-valuedness of the measures, τ is a real differential ex-
pression, i.e., f ∈ Dτ if and only if f∗ ∈ Dτ and τf∗ = (τf)∗ in this case. Moreover,
̺ has to be positive in order to obtain a definite inner product later. Furthermore,
condition (v) in Hypothesis 3.7 is crucial for Proposition 3.9 and Proposition 3.10
to hold. For example, if (a, b) = R, ̺ is supported on πZ and we choose ς and −χ to
be equal to the Lebesgue measure, then the function f(x) = sin(x) belongs to Dτ
with τf = 0, in contradistinction to Proposition 3.9. Upon cutting this function
off outside of the interval (0, π), one also sees that Proposition 3.10 ceases to hold
in this case. However, condition (v) is satisfied by a large class of measures as the
next lemma shows.
Lemma 3.8. If for each gap (α, β) of supp(̺) the measures ς |(α,β) and χ|(α,β) are
of one and the same sign, then (v) in Hypothesis (3.7) holds.
Proof. Let (α, β) be a gap of supp(̺) and f ∈ Dτ with f(α−) = f(β+) = 0. As in
the proof of Proposition 3.2, integration by parts yields
f(β)∗τf(β)̺({β}) =
∫ β+
α
τf(x)f(x)∗d̺(x)
=
∫ β+
α
|f [1](x)|2dς(x) +
∫ β+
α
|f(x)|2 dχ(x).
Now the left-hand side vanishes since either ̺({β}) = 0 or f is continuous in β
and hence f(β) = f(β+) = 0. Thus f [1] vanishes almost everywhere with respect
to ς , i.e., f [1] vanishes in (α, β) and f is constant in (α, β). Now since f(β+) =
f(β) + f [1](β)ς({β}), we infer that f vanishes in (α, β) 
The theory we are going to develop from now on is not applicable if the support
of ̺ consists of not more than one point, since in this case L1loc((a, b); ̺) is only
one-dimensional (and hence all solutions of (τ − z)u = 0 are linearly dependent).
In particular, the essential Proposition 3.9 does not hold in this case, which is
the main reason for assumption (vi) in Hypothesis 3.7. Nevertheless, this case is
important, in particular for applications to the isospectral problem of the Camassa–
Holm equation. Hence we will treat the case when supp(̺) consists of only one point
separately in Appendix C.
Our aim is to introduce linear operators in the Hilbert space L2((a, b); ̺), induced
by the differential expression τ . As a first step we define a linear relation Tloc of
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L1loc((a, b); ̺) into L
1
loc((a, b); ̺) by
Tloc = {(f, τf) | f ∈ Dτ} ⊆ L1loc((a, b); ̺)× L1loc((a, b); ̺).
For a brief introduction to the theory of linear relations we refer to Appendix B
and the references cited there. Now, in contrast to the classical case, in general
Dτ is not embedded in L
1
loc((a, b); ̺), i.e., Tloc is multi-valued. Instead we have the
following result, which is important for our approach. For later use, we introduce
the abbreviations
α̺ = inf supp(̺) and β̺ = sup supp(̺)
for the endpoints of the convex hull of the support of ̺.
Proposition 3.9. The linear map
Dτ → Tloc
f 7→ (f, τf)
is bijective.
Proof. Clearly this mapping is linear and onto Tloc by definition. Now let f ∈ Dτ
such that f = 0 almost everywhere with respect to ̺. We will show that f is of the
form
f(x) =


caua(x), if x ∈ (a, α̺],
0, if x ∈ (α̺, β̺],
cbub(x), if x ∈ (β̺, b),
(3.7)
where ca, cb ∈ C and ua, ub are the solutions of τu = 0 with
ua(α̺−) = ub(β̺+) = 0 and u[1]a (α̺−) = u[1]b (β̺+) = 1.
Obviously we have f(x) = 0 for all x in the interior of supp(̺) and points of
mass of ̺. Now if (α, β) is a gap of supp(̺), then since α, β ∈ supp(̺) we have
f(α−) = f(β+) = 0 and hence f(x) = 0, x ∈ [α, β] by Hypothesis 3.7. Hence all
points x ∈ (α̺, β̺) for which possibly f(x) 6= 0, lie on the boundary of supp(̺)
such that there are monotone sequences x+,n, x−,n ∈ supp(̺) with x+,n ↓ x and
x−,n ↑ x. Then for each n ∈ N, we either have f(x−,n+) = 0 or f(x−,n−) = 0,
hence
f(x−) = lim
n→∞
f(x−,n−) = lim
n→∞
f(x−,n+) = 0.
Similarly one shows that also f(x+) = 0. Now since f is a solution of τu = 0
outside of [α, β], it remains to show that f(α̺) = f(β̺) = 0. Therefore, assume
that f is not continuous in α̺, i.e., ς({α̺}) 6= 0. Then f [1] is continuous in α̺ and
hence f [1](α̺) = 0. But this yields
f(α̺−) = f(α̺+)− f [1](α̺)ς({α̺}) = 0.
Similarly, one shows that f(β̺) = 0 and hence f is of the claimed form. Further-
more, a simple calculation yields
τf = ca1{α̺} − cb1{β̺}.(3.8)
Now in order to prove that our mapping is one-to-one let f ∈ Dτ be such that
f = 0 and τf = 0 almost everywhere with respect to ̺. By Theorem 3.1 it suffices
to prove that f(c) = f [1](c) = 0 at some point c ∈ (a, b). But this is valid for all
points between α̺ and β̺ by the first part of the proof. 
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In the following we will always identify the elements of the linear relation Tloc
with functions in Dτ . Hence some element f ∈ Tloc is always identified with some
function f ∈ Dτ , which is an ACloc((a, b); ς) representative of the first component
of f (as an element of Tloc) and τf ∈ L1loc((a, b); ̺) is the second component of f
(again as an element of Tloc). In general the relation Tloc is multi-valued, i.e.,
mul(Tloc) =
{
g ∈ L1loc((a, b); ̺) | (0, g) ∈ Tloc
} 6= {0}.
In the formulation of the next result, we consider the condition that ̺ has no mass
in α̺ as trivially satisfied if α̺ = a (since ̺ lives on (a, b) by definition) and similarly
at the other endpoint.
Proposition 3.10. The multi-valued part of Tloc is given by
mul(Tloc) = span
{
1{α̺},1{β̺}
}
.
In particular,
dimmul(Tloc) =


0, if ̺ has neither mass in α̺ nor in β̺,
1, if ̺ has either mass in α̺ or in β̺,
2, if ̺ has mass in α̺ and in β̺.
Hence Tloc is an operator if and only if ̺ has neither mass in α̺ nor in β̺.
Proof. Let (f, τf) ∈ Tloc with f = 0 almost everywhere with respect to ̺. In the
proof of Proposition 3.9 we saw that such an f is of the form (3.7) and τf is a
linear combination of 1{α̺} and 1{β̺} by (3.8). It remains to prove that mul(Tloc)
indeed contains 1{α̺} if ̺ has mass in α̺. Therefore, consider the function
f(x) =
{
ua(x), if x ∈ (a, α̺],
0, if x ∈ (α̺, b).
One easily checks that f lies in Dτ and hence (0,1{α̺}) = (f, τf) ∈ Tloc. Similarly
one shows that 1{β̺} indeed lies in mul(Tloc) if ̺ has mass in β̺. Furthermore,
note that 1{α̺} = 0 (respectively 1{β̺} = 0) as functions in L
1
loc((a, b); ̺) provided
that ̺ has no mass in α̺ (respectively in β̺). 
In contrast to the classical case one can not define a proper Wronskian for ele-
ments in dom(Tloc), instead we define the Wronskian of two elements f , g of the
linear relation Tloc as
W (f, g)(x) = f(x)g[1](x)− f [1](x)g(x), x ∈ (a, b).
The Lagrange identity then takes the form
W (f, g)(β)−W (f, g)(α) =
∫ β
α
(g(x)τf(x) − f(x)τg(x)) d̺(x).
Furthermore, note that by Theorem 3.1 we have
ran(Tloc − z) = L1loc((a, b); ̺) and dimker(Tloc − z) = 2(3.9)
for each z ∈ C.
14 J. ECKHARDT AND G. TESCHL
4. Sturm–Liouville relations
In this section we will restrict the differential relation Tloc in order to obtain a
linear relation in the Hilbert space L2((a, b); ̺) with scalar product
〈f, g〉 =
∫ b
a
f(x)g(x)∗d̺(x).
First we define the maximal relation Tmax in L
2((a, b); ̺) by
Tmax = {(f, τf) ∈ Tloc | f ∈ L2((a, b); ̺), τf ∈ L2((a, b); ̺)}.(4.1)
In general Tmax is not an operator. Indeed we have
mul(Tmax) = mul(Tloc),
since all elements of mul(Tloc) are square integrable with respect to ̺. In order
to obtain a symmetric relation we restrict the maximal relation Tmax to functions
with compact support
T0 = {(f, τf) | f ∈ Dτ , supp(f) compact in (a, b)}.(4.2)
Indeed, this relation T0 is an operator as we will see later.
Since τ is a real differential expression, the relations T0 and Tmax are real with
respect to the natural conjugation in L2((a, b); ̺), i.e., if f ∈ Tmax (respectively
f ∈ T0), then also f∗ ∈ Tmax (respectively f∗ ∈ T0), where the conjugation is
defined componentwise.
We say some measurable function f lies in L2((a, b); ̺) near a (respectively near
b) if f lies in L2((a, c); ̺) (respectively in L2((c, b); ̺)) for all c ∈ (a, b). Furthermore,
we say some f ∈ Tloc lies in Tmax near a (respectively near b) if f and τf both lie
in L2((a, b); ̺) near a (respectively near b). One easily sees that some f ∈ Tloc lies
in Tmax near a (respectively b) if and only if f
∗ lies in Tmax near a (respectively b).
Proposition 4.1. Let τ be regular at a and f lie in Tmax near a. Then both limits
f(a) := lim
x→a
f(x) and f [1](a) := lim
x→a
f [1](x)
exist and are finite. A similar result holds at b.
Proof. Under this assumptions τf lies in L2((a, b); ̺) near a and since ̺ is a finite
measure near a we have τf ∈ L1((a, c); ̺) for each c ∈ (a, b). Hence the claim
follows from Theorem 3.5. 
From the Lagrange identity we now get the following lemma.
Lemma 4.2. If f and g lie in Tmax near a, then the limit
W (f, g∗)(a) := lim
α→a
W (f, g∗)(α)
exists and is finite. A similar result holds at b. If f , g ∈ Tmax, then
〈τf, g〉 − 〈f, τg〉 = W (f, g∗)(b)−W (f, g∗)(a) =:W ba(f, g∗).(4.3)
Proof. If f and g lie in Tmax near a, then the limit α → a of the left-hand side in
equation (3.6) exists. Hence also the limit in the claim exists. Now the remaining
part follows by taking the limits α→ a and β → b. 
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If τ is regular at a and f and g lie in Tmax near a, then we clearly have
W (f, g∗)(a) = f(a)g[1](a)∗ − f [1](a)g(a)∗.
In order to determine the adjoint of T0
T ∗0 = {(f, g) ∈ L2((a, b); ̺)× L2((a, b); ̺) | ∀(u, v) ∈ T0 : 〈f, v〉 = 〈g, u〉},
as in the classical theory, we need the following lemma (see [43, Lemma 9.3]).
Lemma 4.3. Let V be a vector space over C and F1, . . . , Fn, F ∈ V ∗, then
F ∈ span {F1, . . . , Fn} ⇔
n⋂
i=1
kerFi ⊆ kerF.
Theorem 4.4. The adjoint of T0 is Tmax.
Proof. From Lemma 4.2 one immediately gets Tmax ⊆ T ∗0 . Indeed, for each f ∈ T0
and g ∈ Tmax we have
〈τf, g〉 − 〈f, τg〉 = lim
β→b
W (f, g∗)(β)− lim
α→a
W (f, g∗)(α) = 0,
since W (f, g∗) has compact support. Conversely, let (f, f2) ∈ T ∗0 and f˜ be a
solution of τ f˜ = f2. We expect that (f − f˜ , 0) ∈ Tloc. To prove this we will invoke
Lemma 4.3. Therefore, we consider linear functionals
l(g) =
∫ b
a
(
f(x)− f˜(x)
)∗
g(x)d̺(x), g ∈ L2c((a, b); ̺),
lj(g) =
∫ b
a
uj(x)
∗g(x)d̺(x), g ∈ L2c((a, b); ̺), j = 1, 2,
where uj are two solutions of τu = 0 with W (u1, u2) = 1 and L
2
c((a, b); ̺) is the
space of square integrable functions with compact support. For these functionals
we have ker l1 ∩ ker l2 ⊆ ker l. Indeed let g ∈ ker l1 ∩ ker l2, then the function
u(x) = u1(x)
∫ x
a
u2(t)g(t)d̺(t) + u2(x)
∫ b
x
u1(t)g(t)d̺(t), x ∈ (a, b)
is a solution of τu = g by Proposition 3.3 and has compact support since g lies in
the kernel of l1 and l2, hence u ∈ T0. Then the Lagrange identity and the definition
of the adjoint yields∫ b
a
(
f(x)− f˜(x)
)∗
τu(x)d̺(x) = 〈τu, f〉 −
∫ b
a
f˜(x)∗τu(x)d̺(x)
= 〈u, f2〉 −
∫ b
a
τ f˜(x)∗u(x)d̺(x) = 0
and hence g = τu ∈ ker l. Now applying Lemma 4.3 there are c1, c2 ∈ C such that∫ b
a
(
f(x)− f˜(x) + c1u1(x) + c2u2(x)
)∗
g(x)d̺(x) = 0(∗)
for each function g ∈ L2c((a, b); ̺). By definition of Tloc we obviously have (f˜ +
c1u1 + c2u2, f2) ∈ Tloc. But the first component of this pair is equal to f , almost
everywhere with respect to ̺ because of (∗). Hence we also have (f, f2) ∈ Tloc and
therefore (f, f2) ∈ Tmax. 
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By the preceding theorem T0 is symmetric. The closure Tmin of T0 is called the
minimal relation,
Tmin = T0 = T
∗∗
0 = T
∗
max.
In order to determine Tmin we need the following lemma on functions in the maximal
relation Tmax.
Lemma 4.5. If fa lies in Tmax near a and fb lies in Tmax near b, then there exists
an f ∈ Tmax such that f = fa near a and f = fb near b (regarded as functions in
Dτ ).
Proof. Let u1, u2 be a fundamental system of τu = 0 with W (u1, u2) = 1 and let
α, β ∈ (a, b) with α < β such that the functionals
Fj(g) =
∫ β
α
ujgd̺, g ∈ L2((a, b); ̺), j = 1, 2
are linearly independent. This is possible since otherwise u1 and u2 would be
linearly dependent in L2((a, b); ̺) and hence also in Dτ by the identification in
Lemma 3.9. First we show that there is some u ∈ Dτ such that
u(α) = fa(α), u
[1](α) = f [1]a (α), u(β) = fb(β) and u
[1](β) = f
[1]
b (β).
Indeed, let g ∈ L2((a, b); ̺) and consider the solution u of τu = g with the initial
conditions
u(α) = fa(α) and u
[1](α) = f [1]a (α).
With Proposition 3.3 one sees that u has the desired properties if(
F2(g)
F1(g)
)
=
(
u1(β) −u2(β)
u
[1]
1 (β) −u[1]2 (β)
)−1(
fb(β) − c1u1(β)− c2u2(β)
f
[1]
b (β)− c1u[1]1 (β)− c2u[1]2 (β)
)
,
where c1, c2 ∈ C are the constants appearing in Proposition 3.3. But since the
functionals F1, F2 are linearly independent, it is possible to choose a function
g ∈ L2((a, b); ̺) such that this equation is valid. Now the function f defined by
f(x) =


fa(x), if x ∈ (a, α],
u(x), if x ∈ (α, β],
fb(x), if x ∈ (β, b),
has the claimed properties. 
Theorem 4.6. The minimal relation Tmin is given by
Tmin = {f ∈ Tmax | ∀g ∈ Tmax :W (f, g)(a) =W (f, g)(b) = 0}.(4.4)
Furthermore, Tmin is an operator, i.e., dimmul(Tmin) = 0.
Proof. If f ∈ Tmin = T ∗max ⊆ Tmax we have
0 = 〈τf, g〉 − 〈f, τg〉 = W (f, g∗)(b)−W (f, g∗)(a)
for each g ∈ Tmax. Given some g ∈ Tmax, there is a ga ∈ Tmax such that g∗a = g in
a vicinity of a and ga = 0 in a vicinity of b. Therefore,
W (f, g)(a) = W (f, g∗a)(a)−W (f, g∗a)(a) = 0.
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Similarly one sees that W (f, g)(b) = 0 for each g ∈ Tmax. Conversely, if f ∈ Tmax
such that for each g ∈ Tmax, W (f, g)(a) = W (f, g)(b) = 0, then
〈τf, g〉 − 〈f, τg〉 = W (f, g∗)(b)−W (f, g∗)(a) = 0,
hence f ∈ T ∗max = Tmin.
In order to show that Tmin is an operator, let f ∈ Tmin with f = 0 almost
everywhere with respect to ̺. If α̺ > a and ̺({α̺}) 6= 0, then f is of the form (3.7).
From what we already proved we know that
W (f, u1)(a) =W (f, u2)(a) = 0
for each fundamental system u1, u2 of τu = 0. But W (f, uj)(x) is constant on
(a, α̺) and hence we infer f(α̺) = f
[1](α̺) = 0. From this we see that f vanishes
on (a, α̺). Similarly one proves that f also vanishes on (β̺, b), hence f = 0. 
For regular differential expressions we may characterize the minimal operator in
terms of the boundary values of functions f ∈ Tmax.
Corollary 4.7. If τ is regular at a and f ∈ Tmax, then we have
f(a) = f [1](a) = 0 ⇔ ∀g ∈ Tmax :W (f, g)(a) = 0.
A similar result holds at b.
Proof. The claim follows from W (f, g)(a) = f(a)g[1](a) − f [1](a)g(a) and the fact
that one finds g ∈ Tmax with prescribed initial values at a. Indeed, one can take g
to coincide with some solution of τu = 0 near a. 
If the measure ̺ has no weight near some endpoint, we get another characteriza-
tion for functions in Tmin in terms of their left-hand (respectively right-hand) limit
at α̺ (respectively at β̺).
Corollary 4.8. If α̺ > a and f ∈ Tmax, then we have
f(α̺−) = f [1](α̺−) = 0 ⇔ ∀g ∈ Tmax :W (f, g)(a) = 0.
A similar result holds at b.
Proof. The Wronskian of two functions f , g which lie in Tmax near a is constant on
(a, α̺) by the Lagrange identity. Hence we have
W (f, g)(a) = lim
x↑α̺
f(x)g[1](x) − f [1](x)g(x).
Now the claim follows since we may find some g which lies in Tmax near a, with
prescribed left-hand limits at α̺. Indeed, one may take g to be a suitable solution
of τu = 0. 
Note that all functions in Tmin vanish outside of (α̺, β̺). In general the operator
Tmin is, because of
dom(Tmin)
⊥ = mul(T ∗min) = mul(Tmax),
not densely defined. On the other side, dom(Tmax) is always dense in the Hilbert
space L2((a, b); ̺) since
dom(Tmax)
⊥ = mul(T ∗max) = mul(Tmin) = {0}.
Next we will show that Tmin always has self-adjoint extensions.
18 J. ECKHARDT AND G. TESCHL
Theorem 4.9. The deficiency indices of the minimal relation Tmin are equal and
at most two, i.e.,
n(Tmin) := dim ran(Tmin − i)⊥ = dim ran (Tmin + i)⊥ ≤ 2.(4.5)
Proof. The fact that the dimensions are less than two, is a consequence of the
inclusion
ran(Tmin ± i)⊥ = ker(Tmax ∓ i) ⊆ ker(Tloc ∓ i).
Now since Tmin is real with respect to the natural conjugation in L
2((a, b); ̺), we
see that the natural conjugation is a conjugate-linear isometry from the kernel of
Tmax + i onto the kernel of Tmax − i and hence their dimensions are equal. 
5. Weyl’s alternative
We say τ is in the limit-circle (l.c.) case at a, if for each z ∈ C all solutions of
(τ − z)u = 0 lie in L2((a, b); ̺) near a. Furthermore, we say τ is in the limit-point
(l.p.) case at a, if for each z ∈ C there is some solution of (τ − z)u = 0 which does
not lie in L2((a, b); ̺) near a. Similarly one defines the l.c. and l.p. cases for the
endpoint b. It is clear that τ is only either in the l.c. or in the l.p. case at some
boundary point. The next lemma shows that τ indeed is in one of these cases at
each endpoint.
Lemma 5.1. If there is a z0 ∈ C such that all solutions of (τ − z0)u = 0 lie in
L2((a, b); ̺) near a, then τ is in the l.c. case at a. A similar result holds at the
endpoint b.
Proof. Let z ∈ C and u be a solution of (τ − z)u = 0. If u1, u2 are a fundamental
system of (τ − z0)u = 0 with W (u1, u2) = 1, then u1 and u2 lie in L2((a, b); ̺)
near a by assumption. Therefore, there is some c ∈ (a, b) such that the function
v = |u1|+ |u2| satisfies
|z − z0|
∫ c
a
v2d̺ ≤ 1
2
.
Since u is a solution of (τ − z0)u = (z − z0)u, we have for each x ∈ (a, b)
u(x) = c1u1(x) + c2u2(x) + (z − z0)
∫ x
c
(u1(x)u2(t)− u1(t)u2(x)) u(t)d̺(t)
for some constants c1, c2 ∈ C by Proposition 3.3. Therefore, we have
|u(x)| ≤ Cv(x) + |z − z0|v(x)
∫ c
x
v(t)|u(t)|d̺(t), x ∈ (a, c),
where C = max(|c1|, |c2|) and furthermore, using Cauchy–Schwarz
|u(x)|2 ≤ 2C2v(x)2 + 2|z − z0|2v(x)2
∫ c
x
v(t)2d̺(t)
∫ c
x
|u(t)|2d̺(t).
Now an integration yields for each s ∈ (a, c)∫ c
s
|u|2d̺ ≤ 2C2
∫ c
a
v2d̺+ 2|z − z0|2
(∫ c
a
v2d̺
)2 ∫ c
s
|u|2d̺
≤ 2C2
∫ c
a
v2d̺+
1
2
∫ c
s
|u|2d̺
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and therefore ∫ c
s
|u|2d̺ ≤ 4C2
∫ c
a
v2d̺ <∞.
Since s ∈ (a, c) was arbitrary, this yields the claim. 
As an immediate consequence of Lemma 5.1 we obtain:
Theorem 5.2 (Weyl’s alternative). Each boundary point is either in the l.c. case
or in the l.p. case.
Proposition 5.3. If τ is regular at a or if ̺ has no weight near a, then τ is in the
l.c. case at a. A similar result holds at the endpoint b.
Proof. If τ is regular at a each solution of (τ−z)u = 0 can be continuously extended
to a. Hence u is in L2((a, b); ̺) near a, since ̺ is a finite measure near a. If ̺ has
no weight near a, each solution lies in L2((a, b); ̺) near a, since every solution is
locally bounded. 
The set r(Tmin) of points of regular type of Tmin consists of all complex numbers
z ∈ C such that (Tmin − z)−1 is a bounded operator (not necessarily everywhere
defined). Recall that dim ran(Tmin−z)⊥ is constant on every connected component
of r(Tmin) ([48, Theorem 8.1]) and thus
dim ran(Tmin − z)⊥ = dimker(Tmax − z∗) = n(Tmin)
for every z ∈ r(Tmin).
Lemma 5.4. For each z ∈ r(Tmin) there is a non-trivial solution of the equation
(τ−z)u = 0 which lies in L2((a, b); ̺) near a. A similar result holds for the endpoint
b.
Proof. Let z ∈ r(Tmin) and first assume that τ is regular at b. If there were no
solutions of (τ −z)u = 0 which lie in L2((a, b); ̺) near a, we would have ker(Tmax−
z) = {0} and hence n(Tmin) = 0, i.e., Tmin = Tmax. But since there is an f ∈ Tmax
with
f(b) = 1 and f [1](b) = 0,
this is a contradiction to Theorem 4.6.
In the general case we take some c ∈ (a, b) and consider the minimal operator Tc
in L2((a, c); ̺) induced by τ |(a,c). Then z is a point of regular type of Tc. Indeed,
we can extend each fc ∈ dom(Tc) by setting it equal to zero on (c, b) and obtain a
function f ∈ dom(Tmin). For these functions and some positive constant C we have
‖(Tc − z)fc‖c = ‖(Tmin − z)f‖ ≥ C ‖f‖ = C ‖fc‖c ,
where ‖ · ‖c is the norm on L2((a, c); ̺). Now since the solutions of the equation
(τ |(a,c) − z)u = 0 are exactly the solutions of (τ − z)u = 0 restricted to (a, c), the
claim follows from what we already proved. 
Corollary 5.5. If z ∈ r(Tmin) and τ is in the l.p. case at a, then there is a unique
non-trivial solution of (τ−z)u = 0 (up to scalar multiples), which lies in L2((a, b); ̺)
near a. A similar result holds for the endpoint b.
Proof. If there were two linearly independent solutions in L2((a, b); ̺) near a, τ
would be in the l.c. case at a. 
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Lemma 5.6. τ is in the l.p. case at a if and only if
W (f, g)(a) = 0, f, g ∈ Tmax.
τ is in the l.c. case at a if and only if there is an f ∈ Tmax such that
W (f, f∗)(a) = 0 and W (f, g)(a) 6= 0 for some g ∈ Tmax.
Similar results hold at the endpoint b.
Proof. Let τ be in the l.c. case at a and u1, u2 be a real fundamental system of
τu = 0 with W (u1, u2) = 1. Both, u1 and u2 lie in Tmax near a. Hence there are
f , g ∈ Tmax with f = u1 and g = u2 near a and f = g = 0 near b. Then we have
W (f, g)(a) =W (u1, u2)(a) = 1
and
W (f, f∗)(a) =W (u1, u
∗
1)(a) = 0
since u1 is real.
Now assume τ is in the l.p. case at a and regular at b. Then Tmax is a two-
dimensional extension of Tmin, since dimker(Tmax− i) = 1 by Corollary 5.5. Let v,
w ∈ Tmax with v = w = 0 in a vicinity of a and
v(b) = w[1](b) = 1 and v[1](b) = w(b) = 0.
Then
Tmax = Tmin + span{v, w},
since v and w are linearly independent modulo Tmin and do not lie in Tmin. Then
for each f , g ∈ Tmax there are f0, g0 ∈ Tmin such that f = f0 and g = g0 in a
vicinity of a and therefore
W (f, g)(a) = W (f0, g0)(a) = 0.
Now if τ is not regular at b we take some c ∈ (a, b). Then for each f ∈ Tmax the
function f |(a,c) lies in the maximal relation induced by τ |(a,c) and the claim follows
from what we already proved. 
Lemma 5.7. Let τ be in the l.p. case at both endpoints and z ∈ C\R. Then there
is no non-trivial solution of (τ − z)u = 0 in L2((a, b); ̺).
Proof. If u ∈ L2((a, b); ̺) is a solution of (τ − z)u = 0, then u∗ is a solution of
(τ − z∗)u = 0 and both, u and u∗ lie in Tmax. Now the Lagrange identity yields for
each α, β ∈ (a, b) with α < β
W (u, u∗)(β)−W (u, u∗)(α) = (z − z∗)
∫ β
α
uu∗d̺ = 2i Im(z)
∫ β
α
|u|2d̺.
As α → a and β → b, the left-hand side converges to zero by Lemma 5.6 and the
right-hand side converges to 2i Im(z)‖u‖2, hence ‖u‖ = 0. 
Theorem 5.8. The deficiency index of the minimal relation is given by
n(Tmin) =


0, if τ is in the l.c. case at no boundary point,
1, if τ is in the l.c. case at exactly one boundary point,
2, if τ is in the l.c. case at both boundary points.
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Proof. If τ is in the l.c. case at both endpoints, all solutions of (τ − i)u = 0 lie
in L2((a, b); ̺) and hence in Tmax. Therefore, n(Tmin) = dimker(Tmax − i) = 2.
In the case when τ is in the l.c. case at exactly one endpoint, there is (up to
scalar multiples) exactly one non-trivial solution of (τ − i)u = 0 in L2((a, b); ̺), by
Corollary 5.5. Now if τ is in the l.p. case at both endpoints, we have ker(Tmax− i) =
{0} by Lemma 5.7 and hence n(Tmin) = 0. 
6. Self-adjoint relations
We are interested in the self-adjoint restrictions of Tmax (or equivalent the self-
adjoint extensions of Tmin). To this end recall that we introduced the convenient
short-hand notation
W ba (f, g
∗) =W (f, g∗)(b)−W (f, g∗)(a), f, g ∈ Tmax.
Theorem 6.1. Some relation S is a self-adjoint restriction of Tmax if and only if
S = {f ∈ Tmax | ∀g ∈ S :W ba (f, g∗) = 0}.(6.1)
Proof. We denote the right-hand side by S0. First assume S is a self-adjoint re-
striction of Tmax. If f ∈ S, then
0 = 〈τf, g〉 − 〈f, τg〉 = W ba(f, g∗)
for each g ∈ S, hence f ∈ S0. Now if f ∈ S0, then
0 = W ba(f, g
∗) = 〈τf, g〉 − 〈f, τg〉
for each g ∈ S and hence f ∈ S∗ = S.
Conversely, assume that S = S0, then S is symmetric since we have 〈τf, g〉 =
〈f, τg〉 for each f , g ∈ S. Now let f ∈ S∗ ⊆ Tmax, then
0 = 〈τf, g〉 − 〈f, τg〉 = W ba(f, g∗)
for each g ∈ S and hence f ∈ S0 = S. 
The aim of this section is to determine all self-adjoint restrictions of Tmax. If both
endpoints are in the l.p. case, this is an immediate consequence of Theorem 5.8.
Theorem 6.2. If τ is in the l.p. case at both endpoints then Tmin = Tmax is a
self-adjoint operator.
Next we turn to the case when one endpoint is in the l.c. case and the other
one is in the l.p. case. But before we do this, we need some more properties of the
Wronskian.
Lemma 6.3. Let v ∈ Tmax such that W (v, v∗)(a) = 0 and suppose there is an
h ∈ Tmax with W (h, v∗)(a) 6= 0. Then for each f , g ∈ Tmax we have
W (f, v∗)(a) = 0 ⇔ W (f∗, v∗)(a) = 0(6.2)
and
W (f, v∗)(a) = W (g, v∗)(a) = 0 ⇒ W (f, g)(a) = 0.(6.3)
Similar results hold at the endpoint b.
Proof. Choosing f1 = v, f2 = v
∗, f3 = h and f4 = h
∗ in the Plu¨cker identity, we
see that also W (h, v)(a) 6= 0. Now let f1 = f , f2 = v, f3 = v∗ and f4 = h, then
the Plu¨cker identity yields (6.2), whereas f1 = f , f2 = g, f3 = v
∗ and f4 = h
yields (6.3). 
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Theorem 6.4. Suppose τ is in the l.c. case at a and in the l.p. case at b. Then some
relation S is a self-adjoint restriction of Tmax if and only if there is a v ∈ Tmax\Tmin
with W (v, v∗)(a) = 0 such that
S = {f ∈ Tmax |W (f, v∗)(a) = 0}.(6.4)
A similar result holds if τ is in the l.c. case at b and in the l.p. case at a.
Proof. Because of n(Tmin) = 1 the self-adjoint extensions of Tmin are precisely
the one-dimensional, symmetric extensions of Tmin. Hence some relation S is a
self-adjoint extension of Tmin if and only if there is some v ∈ Tmax\Tmin with
W (v, v∗)(a) = 0 such that
S = Tmin+˙ span{v}.
Hence we have to prove that
Tmin+˙ span{v} = {f ∈ Tmax |W (f, v∗)(a) = 0}.
The subspace on the left-hand side is included in the right one because of Theo-
rem 4.6 andW (v, v∗)(a) = 0. But if the subspace on the right-hand side was larger,
it would be equal to Tmax and hence would imply v ∈ Tmin. 
Two such self-adjoint restrictions are distinct if and only if the corresponding
functions v are linearly independent modulo Tmin. Furthermore, v can always be
chosen such that v is equal to some real solution of (τ −z)u = 0 with z ∈ R in some
vicinity of a. By Lemma 6.3 one sees that all these self-adjoint restrictions are real
with respect to the natural conjugation.
In contrast to the classical theory, not all of this self-adjoint restrictions of Tmax
are operators. We will determine which of them are multi-valued in the following
section.
It remains to consider the case when both endpoints are in the l.c. case.
Theorem 6.5. Suppose τ is in the l.c. case at both endpoints. Then some relation
S is a self-adjoint restriction of Tmax if and only if there are some v, w ∈ Tmax,
linearly independent modulo Tmin, with
W ba(v, v
∗) = W ba(w,w
∗) = W ba(v, w
∗) = 0,(6.5)
such that
S = {f ∈ Tmax |W ba (f, v∗) =W ba(f, w∗) = 0}.(6.6)
Proof. Since n(Tmin) = 2, the self-adjoint extensions of Tmin are precisely the two-
dimensional, symmetric extensions of Tmin. Hence a relation S is a self-adjoint
restriction of Tmax if and only if there are v, w ∈ Tmax, linearly independent modulo
Tmin, with (6.5) such that
S = Tmin+˙ span{v, w}.
Therefore, we have to prove that
Tmin+˙ span{v, w} = {f ∈ Tmax |W ba(f, v∗) =W ba (f, w∗) = 0} = T,
where we denote the subspace on the right-hand side by T . Indeed the subspace
on the left-hand side is contained in T by Theorem 4.6 and (6.5). In order to prove
that it is also not larger, consider the linear functionals Fv, Fw on Tmax defined by
Fv(f) = W
b
a(f, v
∗) and Fw(f) = W
b
a(f, w
∗) for f ∈ Tmax.
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The intersection of the kernels of these functionals is precisely T . Furthermore,
these functionals are linearly independent. Indeed, assume c1, c2 ∈ C and c1Fv +
c2Fw = 0, then for all f ∈ Tmax we have
0 = c1Fv(f) + c2Fw(f) = c1W
b
a(f, v
∗) + c2W
b
a(f, w
∗) =W ba(f, c1v
∗ + c2w
∗).
But by Lemma 4.5 this yields
W (f, c1v
∗ + c2w
∗)(a) =W (f, c1v
∗ + c2w
∗)(b) = 0
for all f ∈ Tmax and hence c1v∗ + c2w∗ ∈ Tmin. Now since v, w are linearly
independent modulo Tmin, we get that c1 = c2 = 0. Now from Lemma 4.3 we infer
that
kerFv 6⊆ kerFw and kerFw 6⊆ kerFv.
Hence there exist fv, fw ∈ Tmax such that W ba (fv, v∗) = W ba(fw, w∗) = 0 but
W ba(fv, w
∗) 6= 0 andW ba (fw, v∗) 6= 0. Both, fv and fw do not lie in T and are linearly
independent. Hence T is at most a two-dimensional extension of the minimal
relation Tmin. 
In the case when τ is in the l.c. case at both endpoints, we may divide the
self-adjoint restrictions of Tmax into two classes. Indeed, we say some relation is
a self-adjoint restriction of Tmax with separated boundary conditions if it is of the
form
S = {f ∈ Tmax |W (f, v∗)(a) =W (f, w∗)(b) = 0},(6.7)
where v, w ∈ Tmax are such thatW (v, v∗)(a) =W (w,w∗)(b) = 0 butW (h, v∗)(a) 6=
0 6= W (h,w∗)(b) for some h ∈ Tmax. Conversely, each relation of this form is a self-
adjoint restriction of Tmax by Theorem 6.5 and Lemma 4.5. The remaining self-
adjoint restrictions are called self-adjoint restrictions of Tmax with coupled boundary
conditions.
From Lemma 6.3 one sees that all self-adjoint restrictions of Tmax with separated
boundary conditions are real with respect to the natural conjugation in L2((a, b); ̺).
In the case of coupled boundary conditions this is not the case in general. Again
we will determine the self-adjoint restrictions which are multi-valued in the next
section.
7. Boundary conditions
In this section let w1, w2 ∈ Tmax with
W (w1, w
∗
2)(a) = 1 and W (w1, w
∗
1)(a) = W (w2, w
∗
2)(a) = 0,(7.1a)
if τ is in the l.c. case at a and
W (w1, w
∗
2)(b) = 1 and W (w1, w
∗
1)(b) =W (w2, w
∗
2)(b) = 0,(7.1b)
if τ is in the l.c. case at b. We will describe the self-adjoint restrictions of Tmax in
terms of the linear functionals BC1a , BC
2
a , BC
1
b and BC
2
b on Tmax, defined by
BC1a(f) =W (f, w
∗
2)(a) and BC
2
a(f) =W (w
∗
1 , f)(a) for f ∈ Tmax,
if τ is in the l.c. case at a and
BC1b (f) = W (f, w
∗
2)(b) and BC
2
b (f) =W (w
∗
1 , f)(b) for f ∈ Tmax,
if τ is in the l.c. case at b.
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Note that if τ is in the l.c. case at some endpoint, such functions w1, w2 ∈ Tmax
with (7.1a) (respectively with (7.1b)) always exist. Indeed, one may take them to
coincide near this endpoint with some real solutions u1, u2 of (τ − z)u = 0 with
W (u1, u2) = 1 for some z ∈ R and use Lemma 4.5.
In the regular case these functionals may take the form of point evaluations of
the function and its quasi-derivative at the boundary point.
Proposition 7.1. Suppose τ is regular at a. Then there are w1, w2 ∈ Tmax
with (7.1a) such that the corresponding linear functionals BC1a and BC
2
a are given
by
BC1a(f) = f(a) and BC
2
a(f) = f
[1](a) for f ∈ Tmax.
A similar result holds at the endpoint b.
Proof. Take w1, w2 ∈ Tmax to coincide near a with the real solutions u1, u2 of
τu = 0 with the initial conditions
u1(a) = u
[1]
2 (a) = 1 and u
[1]
1 (a) = u2(a) = 0.

Moreover, also if ̺ has no weight near some endpoint, we may choose special
functionals.
Proposition 7.2. Suppose that ̺ has no weight near a, i.e., α̺ > a. Then there
are w1, w2 ∈ Tmax with (7.1a) such that the corresponding linear functionals BC1a
and BC2a are given by
BC1a(f) = f(α̺−) and BC2a(f) = f [1](α̺−) for f ∈ Tmax.
A similar result holds at the endpoint b.
Proof. Take w1, w2 ∈ Tmax to coincide near a with the real solutions u1, u2 of
τu = 0 with the initial conditions
u1(α̺−) = u[1]2 (α̺−) = 1 and u[1]1 (α̺−) = u2(α̺−) = 0.
Then since the Wronskian is constant on (a, α̺), we get
BC1a(f) = W (f, u2)(α̺−) = f(α̺−)
and
BC2a(f) = W (u1, f)(α̺−) = f [1](α̺−)
for each f ∈ Tmax. 
Using the Plu¨cker identity one easily obtains the equality
W (f, g)(a) = BC1a(f)BC
2
a(g)−BC2a(f)BC1a(g), f, g ∈ Tmax
for the Wronskian. Furthermore, for each v ∈ Tmax\Tmin with W (v, v∗)(a) = 0 but
W (h, v∗)(a) 6= 0 for some h ∈ Tmax, one may show that there is a ϕα ∈ [0, π) such
that for each f ∈ Tmax
W (f, v∗)(a) = 0 ⇔ BC1a(f) cosϕα −BC2a(f) sinϕα = 0.(7.2)
Conversely, if some ϕα ∈ [0, π) is given, then there is some v ∈ Tmax\Tmin with
W (v, v∗)(a) = 0 but W (h, v∗)(a) 6= 0 for some h ∈ Tmax such that
W (f, v∗)(a) = 0 ⇔ BC1a(f) cosϕα −BC2a(f) sinϕα = 0(7.3)
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for each f ∈ Tmax. Using this, Theorem 6.4 immediately yields the following
characterization of the self-adjoint restrictions of Tmax in terms of the boundary
functionals.
Theorem 7.3. Suppose τ is in the l.c. case at a and in the l.p. case at b. Then
some relation S is a self-adjoint restriction of Tmax if and only if
S = {f ∈ Tmax |BC1a(f) cosϕα −BC2a(f) sinϕα = 0}
for some ϕα ∈ [0, π). A similar result holds if τ is in the l.c. case at b and in the
l.p. case at a.
Now we will determine which self-adjoint restrictions of Tmax are operators in
this case. Of course, we only have to consider the case when α̺ > a and ̺ has mass
in α̺.
Corollary 7.4. Suppose ̺ has mass in α̺ and τ is in the l.p. case at b. Then some
self-adjoint restriction S of Tmax as in Theorem 7.3 is an operator if and only if
cosϕαw2(α̺−) + sinϕαw1(α̺−) 6= 0.(7.4)
A similar result holds for the endpoint b.
Proof. Assume (7.4) does not hold and for each c ∈ C consider the functions
fc(x) =
{
c ua(x), if x ∈ (a, α̺],
0, if x ∈ (α̺, b),
(7.5)
where ua is a solution of τu = 0 with ua(α̺) = 0 and u
[1]
a (α̺) = 1. These functions
lie in S with τfc 6= 0, hence S is multi-valued. Conversely, assume (7.4) holds and
let f ∈ S such that f = 0 and τf = 0 almost everywhere with respect to ̺. Then
f is of the form (7.5), but because of the boundary condition
c = f [1](α̺) = f(α̺)
cosϕαw
[1]
2 (α̺)
∗ + sinϕαw
[1]
1 (α̺)
∗
cosϕαw2(α̺)∗ + sinϕαw1(α̺)∗
= 0,
i.e., f = 0. 
Note that in this case there is precisely one multi-valued, self-adjoint restriction
S of Tmax. In terms of the boundary functionals from Proposition 7.2 it is precisely
the one with ϕα = 0. That means that in this case each function in S vanishes in
α̺. Now since ̺ has mass in this point one sees that the domain of S is not dense
and hence S is not an operator. However, if we exclude the linear span of 1α̺ from
L2((a, b); ̺) by setting
D = dom(S) = L2((a, b); ̺)⊖ span{1{α̺}},
the linear relation SD in the Hilbert space D, given by
SD = S ∩ (D×D) ,
is a self-adjoint operator (see (B.6) in Appendix B). Also note that if τ˜ is obtained
from τ by removing the point mass in α̺ from the measure ̺, then SD is a self-
adjoint restriction of the maximal relation corresponding to τ˜ .
Next we will give a characterization of the self-adjoint restrictions of Tmax, if τ
is in the l.c. case at both endpoints.
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Theorem 7.5. Suppose τ is in the l.c. case at both endpoints. Then some relation
S is a self-adjoint restriction of Tmax if and only if there are matrices Ba, Bb ∈ C2×2
with
rank(Ba|Bb) = 2 and BaJB∗a = BbJB∗b with J =
(
0 −1
1 0
)
,(7.6)
such that
S =
{
f ∈ Tmax
∣∣∣∣Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)}
.(7.7)
Proof. If S is a self-adjoint restriction of Tmax, there exist v, w ∈ Tmax, linearly
independent modulo Tmin, with
W ba(v, v
∗) = W ba(w,w
∗) = W ba(v, w
∗) = 0,
such that
S = {f ∈ Tmax |W ba (f, v∗) =W ba(f, w∗) = 0}.
Let Ba, Bb ∈ C2×2 be defined by
Ba =
(
BC2a(v
∗) −BC1a(v∗)
BC2a(w
∗) −BC1a(w∗)
)
and Bb =
(
BC2b (v
∗) −BC1b (v∗)
BC2b (w
∗) −BC1b (w∗)
)
.
Then a simple computation shows that
BaJB
∗
a = BbJB
∗
b ⇔ W ba(v, v∗) = W ba(w,w∗) = W ba(v, w∗) = 0.
In order to prove rank (Ba|Bb) = 2, let c1, c2 ∈ C and
0 = c1


BC2a(v
∗)
−BC1a(v∗)
BC2b (v
∗)
−BC1b (v∗)

+ c2


BC2a(w
∗)
−BC1a(w∗)
BC2b (w
∗)
−BC1b (w∗)

 =


BC2a(c1v
∗ + c2w
∗)
−BC1a(c1v∗ + c2w∗)
BC2b (c1v
∗ + c2w
∗)
−BC1b (c1v∗ + c2w∗)

 .
Hence the function c1v
∗ + c2w
∗ lies in the kernel of BC1a , BC
2
a , BC
1
b and BC
2
b ,
thereforeW (c1v
∗+c2w
∗, f)(a) = 0 andW (c1v
∗+c2w
∗, f)(b) = 0 for each f ∈ Tmax.
This means that c1v
∗+c2w
∗ ∈ Tmin and hence c1 = c2 = 0, since v∗, w∗ are linearly
independent modulo Tmin. This proves that (Ba|Bb) has rank two. Furthermore, a
calculation yields that for each f ∈ Tmax
W ba(f, v
∗) = W ba(f, w
∗) = 0 ⇔ Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
,
which proves that S is given as in the claim.
Conversely, let Ba, Bb ∈ C2×2 with the claimed properties be given. Then there
are v, w ∈ Tmax such that
Ba =
(
BC2a(v
∗) −BC1a(v∗)
BC2a(w
∗) −BC1a(w∗)
)
and Bb =
(
BC2b (v
∗) −BC1b (v∗)
BC2b (w
∗) −BC1b (w∗)
)
.
In order to prove that v and w are linearly independent modulo Tmin, assume
c1v + c2w ∈ Tmin for some c1, c2 ∈ C, then
0 =


BC2a(c
∗
1v
∗ + c∗2w
∗)
−BC1a(c∗1v∗ + c∗2w∗)
BC2b (c
∗
1v
∗ + c∗2w
∗)
−BC1b (c∗1v∗ + c∗2w∗)

 = c∗1


BC2a(v
∗)
−BC1a(v∗)
BC2b (v
∗)
−BC1b (v∗)

+ c∗2


BC2a(w
∗)
−BC1a(w∗)
BC2b (w
∗)
−BC1b (w∗)

 .
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Now the rows of (Ba|Bb) are linearly independent, hence c1 = c2 = 0. Since again
we have
BaJB
∗
a = BbJB
∗
b ⇔ W ba(v, v∗) = W ba(w,w∗) = W ba(v, w∗) = 0,
the functions v, w satisfy the assumptions of Theorem 6.5. As above one sees again
that for each f ∈ Tmax
Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
⇔ W ba(f, w∗) =W ba (f, w∗) = 0.
Hence S is a self-adjoint restriction of Tmax by Theorem 6.5. 
As in the preceding section, if τ is in the l.c. case at both endpoints, we may
divide the self-adjoint restrictions of Tmax into two classes.
Theorem 7.6. Suppose τ is in the l.c. case at both endpoints. Then some relation
S is a self-adjoint restriction of Tmax with separated boundary conditions if and
only if there are ϕα, ϕβ ∈ [0, π) such that
S =
{
f ∈ Tmax
∣∣∣∣ BC1a(f) cosϕα −BC2a(f) sinϕα = 0BC1b (f) cosϕβ −BC2b (f) sinϕβ = 0
}
.(7.8)
Furthermore, S is a self-adjoint restriction of Tmax with coupled boundary condi-
tions if and only if there are ϕ ∈ [0, π) and R ∈ R2×2 with detR = 1 such that
S =
{
f ∈ Tmax
∣∣∣∣
(
BC1b (f)
BC2b (f)
)
= eiϕR
(
BC1a(f)
BC2a(f)
)}
.(7.9)
Proof. Using (7.2) and (7.3) one easily sees that the self-adjoint restrictions of Tmax
are precisely the ones given in (7.8). Hence we only have to prove the second claim.
Let S be a self-adjoint restriction of Tmax with coupled boundary conditions and
Ba, Bb ∈ C2×2 matrices as in Theorem 7.5. Then by (7.6) either both of them have
rank one or both have rank two. In the first case we had
Bad = c
T
a dwa and Bbd = c
T
b dwb, d ∈ C2
for some nonzero ca, cb, wa, wb ∈ C2. Since the vectors wa and wb are linearly
independent by rank(Ba|Bb) = 2 we have for each f ∈ Tmax
Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
⇔ Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
= 0.
In particular, this shows
BaJB
∗
a = BbJB
∗
b ⇔ BaJB∗a = BbJB∗b = 0.
Now let v ∈ Tmax with BC2a(v∗) = c1 and BC1a(v∗) = −c2. A simple calculation
yields
0 = BaJB
∗
a =W (w1, w2)(a)(BC
1
a(v)BC
2
a(v
∗)−BC2a(v)BC1a(v∗))waw∗Ta
=W (w1, w2)(a)W (v, v
∗)(a)waw
∗T
a .
Hence W (v, v∗)(a) = 0 and since (BC1a(v), BC
2
a(v)) = (c2, c1) 6= 0, we also have
v 6∈ Tmin. Furthermore, for each f ∈ Tmax we have
Ba
(
BC1a(f)
BC2a(f)
)
= (BC1a(f)BC
2
a(v
∗)−BC2a(f)BC1a(v∗))wa
= W (f, v∗)(a)wa.
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Similarly one gets a function w ∈ Tmax\Tmin with W (w,w∗)(b) = 0 and
Bb
(
BC1b (f)
BC2b (f)
)
=W (f, w∗)(b)wb, f ∈ Tmax.
But this shows that S is a self-adjoint restriction with separated boundary condi-
tions.
Hence both matrices, Ba and Bb have rank two. If we set B = B
−1
b Ba, then
B = J(B−1)∗J∗ and therefore | detB| = 1, hence detB = e2iϕ for some ϕ ∈ [0, π).
If we set R = e−iϕB, one sees from the equation
B =
(
b11 b12
b21 b22
)
= J(B−1)∗J∗ = e2iϕ
(
0 −1
1 0
)(
b∗22 −b∗21
−b∗12 b∗11
)(
0 1
−1 0
)
= e2iϕ
(
b∗11 b
∗
12
b∗21 b
∗
22
)
that R ∈ R2×2 with detR = 1. Now because we have for each f ∈ Tmax
Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
⇔
(
BC1b (f)
BC2b (f)
)
= eiϕR
(
BC1a(f)
BC2a(f)
)
,
S has the claimed representation.
Conversely, if S is of the form (7.9), then Theorem 7.5 shows that it is a self-
adjoint restriction of Tmax. Now if S was a self-adjoint restriction with separated
boundary conditions, we would have an f ∈ S\Tmin, vanishing in some vicinity of
a. But then, because of the boundary condition we would also have BC1b (f) =
BC2b (f) = 0, i.e., f ∈ Tmin. Hence S can not be a self-adjoint restriction with
separated boundary conditions. 
Now we will again determine the self-adjoint restrictions of Tmax which are multi-
valued. In the case of separated boundary conditions these are determined by
whether
cosϕαw2(α̺−) + sinϕαw1(α̺−) 6= 0,(7.10a)
cosϕβw2(β̺+) + sinϕβw1(β̺+) 6= 0,(7.10b)
hold or not. Note that if one takes the functionals from Proposition 7.2, then (7.10a)
(respectively (7.10b)) is equivalent to ϕα 6= 0 (respectively ϕβ 6= 0). We start with
the case when dimmul(Tmax) = 1.
Corollary 7.7. Suppose τ is in the l.c. case at both endpoints and ̺ has mass in
α̺ but not in β̺, i.e., dimmul(Tmax) = 1. Then for each self-adjoint restriction S
of Tmax with separated boundary conditions as in Theorem 7.6 we have
mul(S) =
{
{0}, if (7.10a) holds,
span{1{α̺}}, if (7.10a) does not hold.
Furthermore, each self-adjoint restriction of Tmax with coupled boundary conditions
is an operator. Similar results hold if ̺ has mass in β̺ but no mass in α̺.
Proof. If S is a self-adjoint restriction of Tmax with separated boundary conditions,
then the claim follows as in the proof of Corollary 7.4.
Now let S be a self-adjoint restriction of Tmax with coupled boundary conditions
as in Theorem 7.6 and f ∈ S with f = 0 and τf = 0 almost everywhere with respect
to ̺. Then again f is of the form (7.5). But because of the boundary conditions
this shows that BC1a(f) = BC
2
a(f) = 0, hence f vanishes everywhere. 
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The remark after Corollary 7.4 also holds literally here under the assumptions
of Corollary 7.7. It remains to determine the self-adjoint restrictions of Tmax which
are multi-valued in the case when ̺ has mass in α̺ and in β̺.
Corollary 7.8. Suppose ̺ has mass in α̺ and in β̺, i.e., dimmul(Tmax) = 2.
If S is a self-adjoint restriction of Tmax with separated boundary conditions as in
Theorem 7.6, then
mul(S) =


{0}, if (7.10a) and (7.10b) hold,
span{1{α̺}}, if (7.10b) holds and (7.10a) does not,
span{1{β̺}}, if (7.10a) holds and (7.10b) does not,
span{1{α̺},1{β̺}}, if neither (7.10a) nor (7.10b) holds.
If S is a self-adjoint restriction of Tmax with coupled boundary conditions as in
Theorem 7.6 and
R˜ =
(
w
[1]
2 (β̺+)
∗ −w2(β̺+)∗
−w[1]1 (β̺+)∗ w1(β̺+)∗
)−1
R
(
w
[1]
2 (α̺−)∗ −w2(α̺−)∗
−w[1]1 (α̺−)∗ w1(α̺−)∗
)
,
then
mul(S) =
{
{0}, if R˜12 6= 0,
span{1{α̺} + eiϕR˜221{β̺}}, if R˜12 = 0.
Proof. If S is a self-adjoint restriction of Tmax with separated boundary conditions,
the claim follows as in the proof of Corollary 7.4.
In order to prove the second part let S be a self-adjoint restriction of Tmax with
coupled boundary conditions, which can be written as(
f(β̺+)
f [1](β̺+)
)
= eiϕR˜
(
f(α̺−)
f [1](α̺−)
)
, f ∈ S.
Now assume that R˜12 6= 0 and let f ∈ S with f = 0 almost everywhere with respect
to ̺. Then from this boundary condition we infer that also f [1](α̺−) = f [1](β̺+) =
0, i.e., f = 0. Otherwise, if we assume that R˜12 = 0, then the boundary condition
becomes
f [1](β̺+) = e
iϕR˜22f
[1](α̺−), f ∈ S.
Hence all functions f ∈ S which vanish almost everywhere with respect to ̺ are of
the form
f(x) =


caua(x), if x ∈ (a, α̺],
0, if x ∈ (α̺, β̺],
eiϕR˜22caub(x), if x ∈ (β̺, b).
Conversely, all functions of this form lie in S, which yields the claim. 
Note that if one uses the boundary functionals of Proposition 7.2, then R˜ = R.
In contrast to Corollary 7.7, in this case there is a multitude of multi-valued, self-
adjoint restrictions S of Tmax. However, if we again restrict S to the closure D of
the domain of S by
SD = S ∩ (D×D) ,
we obtain a self-adjoint operator in the Hilbert space D.
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Remark 7.9. Under the same assumptions as in Proposition 7.2 and given the
linear functionals BC1a, BC
2
a as in this proposition plus solutions u of (τ −z)u = 0,
we have
BC1a(u) = u(α̺−) and BC2a(u) = u[1](α̺+) + z̺({α̺})u(α̺).
Hence, upon adding a suitable point mass in α̺ to ̺, it is possible to end up with
eigenvalue dependent boundary conditions. Moreover, adding point masses to the
left of α̺ to ̺ and varying the remaining coefficients even yields far more general
eigenvalue dependent boundary conditions than that. In particular, it is possible to
obtain boundary conditions which depend polynomially on the eigenvalue parameter.
These considerations show that our general theory also includes self-adjoint oper-
ators associated with Sturm–Liouville problems with certain eigenvalue dependent
boundary conditions.
8. Spectrum and resolvent
In this section we will compute the resolvent of the self-adjoint restrictions S of
Tmax. The resolvent set ρ(S) is the set of all z ∈ C such that
Rz = (S − z)−1 = {(g, f) ∈ L2((a, b); ̺)× L2((a, b); ̺) | (f, g) ∈ S − z}
is an everywhere defined operator in L2((a, b); ̺), i.e., dom(Rz) = L
2((a, b); ̺) and
mul(Rz) = {0}. According to Theorem B.1, the resolvent set ρ(S) is a non-empty,
open subset of C and the resolvent z 7→ Rz is an analytic function of ρ(S) into
the space of bounded linear operators on L2((a, b); ̺). Note that in general the
operators Rz, z ∈ ρ(S) are not injective, indeed we have
ker(Rz) = mul(S) = dom(S)
⊥ = ran(Rz)
⊥, z ∈ ρ(S).(8.1)
First we deal with the case, when both endpoints are in the l.c. case.
Theorem 8.1. Suppose τ is in the l.c. case at both endpoints and S is a self-adjoint
restriction of Tmax. Then for each z ∈ ρ(S) the resolvent Rz is an integral operator
Rzg(x) =
∫ b
a
Gz(x, y)g(y)d̺(y), x ∈ (a, b), g ∈ L2((a, b); ̺),(8.2)
with a square integrable kernel Gz (in particular, Rz is Hilbert–Schmidt). For any
given linearly independent solutions u1, u2 of (τ − z)u = 0, there are coefficients
m±ij(z) ∈ C, i, j ∈ {1, 2} such that the kernel is given by
Gz(x, y) =
{∑2
i,j=1m
+
ij(z)ui(x)uj(y), if y ≤ x,∑2
i,j=1m
−
ij(z)ui(x)uj(y), if y ≥ x.
(8.3)
Proof. Let u1, u2 be two linearly independent solutions of (τ − z)u = 0 with
W (u1, u2) = 1. If g ∈ L2c((a, b); ̺), then (Rzg, g) ∈ (S − z), hence there is some
f ∈ Dτ satisfying the boundary conditions with f = Rzg and (τ − z)f = g. From
Proposition 3.3 we get for suitable constants c1, c2 ∈ C
f(x) = u1(x)
(
c1 +
∫ x
a
u2g d̺
)
+ u2(x)
(
c2 −
∫ x
a
u1g d̺
)
(8.4)
for each x ∈ (a, b). Furthermore, since f satisfies the boundary conditions
Ba
(
BC1a(f)
BC2a(f)
)
= Bb
(
BC1b (f)
BC2b (f)
)
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for some suitable matrices Ba, Bb ∈ C2×2 as in Theorem 7.5. Now because g has
compact support, we have(
BC1a(f)
BC2a(f)
)
=
(
c1BC
1
a(u1) + c2BC
1
a(u2)
c1BC
2
a(u1) + c2BC
2
a(u2)
)
=
(
BC1a(u1) BC
1
a(u2)
BC2a(u1) BC
2
a(u2)
)(
c1
c2
)
= Mα
(
c1
c2
)
as well as(
BC1b (f)
BC2b (f)
)
=


(
c1 +
∫ b
a
u2gd̺
)
BC1b (u1)(
c1 +
∫ b
a
u2gd̺
)
BC2b (u1)

+


(
c2 −
∫ b
a
u1gd̺
)
BC1b (u2)(
c2 −
∫ b
a
u1gd̺
)
BC2b (u2)


=
(
BC1b (u1) BC
1
b (u2)
BC2b (u1) BC
2
b (u2)
)(
c1 +
∫ b
a
u2g d̺
c2 −
∫ b
a
u1g d̺
)
= Mβ
(
c1
c2
)
+Mβ
( ∫ b
a
u2g d̺
− ∫ b
a
u1g d̺
)
.
Hence we have
(BaMα −BbMβ)
(
c1
c2
)
= BbMβ
( ∫ b
a
u2g d̺
− ∫ b
a
u1g d̺
)
.
Now if BaMα −BbMβ was not invertible, we would have(
d1
d2
)
∈ C2 \
{(
0
0
)}
with BaMα
(
d1
d2
)
= BbMβ
(
d1
d2
)
.
Then the function d1u1 + d2u2 would be a solution of (τ − z)u = 0 satisfying the
boundary conditions of S, hence an eigenvector with eigenvalue z. But since this
would contradict z ∈ ρ(S), BaMα −BbMβ has to be invertible. Now because of(
c1
c2
)
= (BaMα −BbMβ)−1BbMβ
( ∫ b
a
u2g d̺
− ∫ b
a
u1g d̺
)
,
the constants c1 and c2 may be written as linear combinations of∫ b
a
u2g d̺ and
∫ b
a
u1g d̺,
where the coefficients are independent of g. Now using equation (8.4) one sees
that f has an integral-representation with a function Gz as claimed. Moreover, the
function Gz is square-integrable, since the solutions u1 and u2 lie in L
2((a, b); ̺) by
assumption. Finally, since the operator Kz
Kzg(x) =
∫ b
a
Gz(x, y)g(y)d̺(y), x ∈ (a, b), g ∈ L2((a, b); ̺)
on L2((a, b); ̺), as well as the resolvent Rz are bounded, the claim follows since
they coincide on a dense subspace. 
As in the classical case, the compactness of the resolvent implies discreteness of
the spectrum.
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Corollary 8.2. Suppose τ is in the l.c. case at both endpoints and S is a self-
adjoint restriction of Tmax. Then the relation S has purely discrete spectrum, i.e.,
σ(S) = σd(S) with∑
λ∈σ(S)
λ6=0
1
λ2
<∞ and dimker(S − λ) ≤ 2, λ ∈ σ(S).
Proof. Since the resolvent is compact, Theorem B.2 shows that the spectrum of S
consists of isolated eigenvalues. Furthermore, the sum converges since the resolvent
is Hilbert–Schmidt. Finally, their multiplicity is at most two because of (3.9). 
If S is a self-adjoint restriction of Tmax with separated boundary conditions or
if not both endpoints are in the l.c. case, the resolvent has a simpler form.
Theorem 8.3. Suppose S is a self-adjoint restriction of Tmax with separated bound-
ary conditions (if τ is in the l.c. case at both endpoints) and z ∈ ρ(S). Furthermore,
let ua and ub be non-trivial solutions of (τ − z)u = 0, such that
ua
{
satisfies the boundary condition at a if τ is in the l.c. case at a,
lies in L2((a, b); ̺) near a if τ is in the l.p. case at a,
and
ub
{
satisfies the boundary condition at b if τ is in the l.c. case at b,
lies in L2((a, b); ̺) near b if τ is in the l.p. case at b.
Then the resolvent Rz is given by
Rzg(x) =
∫ b
a
Gz(x, y)g(y)d̺(y), x ∈ (a, b), g ∈ L2((a, b); ̺),(8.5)
where
Gz(x, y) =
1
W (ub, ua)
{
ua(y)ub(x), if y ≤ x,
ua(x)ub(y), if y ≥ x.
(8.6)
Proof. The functions ua, ub are linearly independent, since otherwise they were an
eigenvector of S corresponding to the eigenvalue z. Hence they form a fundamental
system of (τ − z)u = 0. Now for each g ∈ L2((a, b); ̺) we define a function fg by
fg(x) =W (ub, ua)
−1
(
ub(x)
∫ x
a
uag d̺+ ua(x)
∫ b
x
ubg d̺
)
, x ∈ (a, b).
If g ∈ L2c((a, b); ̺), then fg is a solution of (τ − z)f = g by Proposition 3.3.
Moreover, fg is a scalar multiple of ua near a and a scalar multiple of ub near
b. Hence the function fg satisfies the boundary conditions of S and therefore
(fg, τfg − zfg) = (fg, g) ∈ (S − z), i.e., Rzg = fg. Now if g ∈ L2((a, b); ̺) is
arbitrary and gn ∈ L2c((a, b); ̺) is a sequence with gn → g as n → ∞, we have,
since the resolvent is bounded Rzgn → Rzg. Furthermore, fgn converges pointwise
to fg and hence Rzg = fg. 
If τ is in the l.p. case at some endpoint, then Corollary 5.5 shows that there is
always a unique non-trivial solution of (τ − z)u = 0 (up to scalar multiples), lying
in L2((a, b); ̺) near this endpoint. Also if τ is in the l.c. case at some endpoint,
there exists a unique non-trivial solution of (τ − z)u = 0 (up to scalar multiples),
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satisfying the boundary condition at this endpoint. Hence functions ua and ub, as
in Theorem 8.3 always exist.
Corollary 8.4. If S is a self-adjoint restriction of Tmax with separated boundary
conditions (if τ is in the l.c. at both endpoints), then all eigenvalues of S are simple.
Proof. Suppose λ ∈ R is an eigenvalue and uj ∈ S with τuj = λuj for j = 1, 2, i.e.,
they are solutions of (τ − λ)u = 0. If τ is in the l.p. case at some endpoint, then
clearly the Wronskian W (u1, u2) vanishes. Otherwise, since both functions satisfy
the same boundary conditions this follows using the Plu¨cker identity. 
According to Theorem B.7 the essential spectrum of self-adjoint restrictions is in-
dependent of the boundary conditions, i.e., all self-adjoint restrictions of Tmax have
the same essential spectrum. We conclude this section by proving that the essential
spectrum of the self-adjoint restrictions of Tmax is determined by the behavior of
the coefficients in some arbitrarily small neighborhood of the endpoints. In order
to state this result, which is originally due to H. Weyl, we need some notation.
Fix some c ∈ (a, b) and denote by τ |(a,c) (respectively by τ |[c,b)) the differential
expression on (a, b) corresponding to the coefficients ς , χ and ̺|(a,c) (respectively
̺|[c,b)). Furthermore, let S(a,c) (respectively S[c,b)) be some self-adjoint realizations
of τ |(a,c) (respectively of τ |[c,b)).
Theorem 8.5. For each c ∈ (a, b) we have
σe (S) = σe
(
S(a,c)
) ∪ σe (S[c,b)) .(8.7)
Proof. If one identifies L2((a, b); ̺) with the orthogonal sum
L2((a, b); ̺) = L2((a, b); ̺|(a,c))⊕ L2((a, b); ̺|[c,b)),
then the linear relation
Sc = S(a,c) ⊕ S[c,b)
is self-adjoint in L2((a, b); ̺). Now since S and Sc both are finite dimensional
extensions of the symmetric linear relation
Tc = {f ∈ Tmin
∣∣ f(c) = f [1](c) = 0},
an application of Theorem B.7 and Theorem B.8 yields the claim. 
As an immediate consequence one sees that the essential spectrum only depends
on the coefficients in some neighborhood of the endpoints.
Corollary 8.6. For each α, β ∈ (a, b) we have
σe (S) = σe
(
S(a,α)
) ∪ σe (S[β,b)) .(8.8)
9. Singular Weyl–Titchmarsh–Kodaira functions
In this section let S be a self-adjoint restriction of Tmax with separated boundary
conditions (if τ is in the l.c. case at both endpoints). Our aim is to define a singular
Weyl–Titchmarsh–Kodaira function as originally advocated by Kodaira [28] and
Kac [27]. We follow the recent approach by Kostenko, Sakhnovich and Teschl [29]
for Schro¨dinger operators. To this end we need a real entire fundamental system
θz, φz , z ∈ C of (τ − z)u = 0 with W (θz , φz) = 1, such that φz lies in S near a, i.e.,
φz lies in L
2((a, b); ̺) near a and satisfies the boundary condition at a if τ is in the
l.c. case there.
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Hypothesis 9.1. There is a real entire fundamental system θz, φz, z ∈ C of
(τ − z)u = 0 with W (θz , φz) = 1, such that φz lies in S near a.
Under the assumption of Hypothesis 9.1 we may define a complex-valued function
m on ρ(S) by requiring that the solutions
ψz = θz +m(z)φz, z ∈ ρ(S)(9.1)
lie in S near b, i.e., they lie in L2((a, b); ̺) near b and satisfy the boundary condition
at b, if τ is in the l.c. case at b. This function m is well-defined (use Corollary 5.5 if
τ is in the l.p. case at b) and called the singular Weyl–Titchmarsh–Kodaira function
of S. The solutions ψz , z ∈ ρ(S) are referred to as the Weyl solutions of S.
Theorem 9.2. If Hypothesis 9.1 holds, then the corresponding singular Weyl–
Titchmarsh–Kodaira function m is analytic and furthermore satisfies
m(z) = m(z∗)∗, z ∈ ρ(S).(9.2)
Proof. Let c, d ∈ (a, b) with c < d. From Theorem 8.3 and the equation
W (ψz, φz) = W (θz, φz) +m(z)W (φz, φz) = 1, z ∈ ρ(S),
we get for each z ∈ ρ(S) and x ∈ [c, d)
Rz1[c,d)(x) = ψz(x)
∫ x
c
φz d̺+ φz(x)
∫ d
x
ψz d̺
= (θz(x) +m(z)φz(x))
∫ x
c
φz d̺+ φz(x)
∫ d
x
θz +m(z)φz d̺
= m(z)φz(x)
∫ d
c
φz(y)d̺(y) +
∫ d
c
G˜z(x, y)d̺(y),
where
G˜z(x, y) =
{
φz(y)θz(x), if y ≤ x,
φz(x)θz(y), if y ≥ x,
and hence
〈Rz1[c,d),1[c,d)〉 = m(z)
(∫ d
c
φz(y)d̺(y)
)2
+
∫ d
c
∫ d
c
G˜z(x, y)d̺(y) d̺(x).
The left-hand side of this equation is analytic on ρ(S) since the resolvent is. Fur-
thermore, the integrals are analytic on ρ(S) as well, since the integrands are analytic
and locally bounded by Theorem 3.6. Hence m is analytic provided that for each
z0 ∈ ρ(S), there are some c, d ∈ (a, b) such that∫ d
c
φz0(y)d̺(y) 6= 0.
But this is true since otherwise φz0 would vanish almost everywhere with respect
to ̺. Moreover, equation (9.2) is valid since the functions
θz∗ +m(z)
∗φz∗ = (θz +m(z)φz)
∗
, z ∈ ρ(S)
lie in S near b by Lemma 6.3. 
As an immediate consequence of Theorem 9.2 we see that the functions ψz(x)
and ψ
[1]
z (x) are analytic in z ∈ ρ(S) for each x ∈ (a, b).
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Remark 9.3. Note that a fundamental system as in Hypothesis 9.1 is not unique.
In fact, any other such system is given by
θ˜z = e
−g(z)θz − f(z)φz and φ˜z = eg(z)φz , z ∈ C(9.3)
for some real entire functions f , eg. Moreover, the corresponding singular Weyl–
Titchmarsh–Kodaira functions are related via
m˜(z) = e−2g(z)m(z) + e−g(z)f(z), z ∈ ρ(S).(9.4)
In particular, the maximal domain of holomorphy or the structure of poles and
singularities of m do not change under such a transformation.
We continue with the construction of a real entire fundamental system in the
case when τ is in the l.c. case at a.
Theorem 9.4. Suppose τ is in the l.c. case at a. Then there exists a real entire
fundamental system θz, φz, z ∈ C of (τ − z)u = 0 with W (θz, φz) = 1, such that
φz lies in S near a and for each z1, z2 ∈ C we have
W (θz1 , φz2)(a) = 1 and W (θz1 , θz2)(a) = W (φz1 , φz2)(a) = 0.(9.5)
Proof. Let θ, φ be a real fundamental system of τu = 0 with W (θ, φ) = 1 such that
φ lies in S near a. Now fix some c ∈ (a, b) and for each z ∈ C let uz,1, uz,2 be the
fundamental system of
(τ − z)u = 0 with uz,1(c) = u[1]z,2(c) = 1 and u[1]z,1(c) = uz,2(c) = 0.
Then by Theorem 3.1 we have uz∗,j = u
∗
z,j for j = 1, 2. If we introduce
θz(x) =W (uz,1, θ)(a)uz,2(x)−W (uz,2, θ)(a)uz,1(x), x ∈ (a, b),
φz(x) =W (uz,1, φ)(a)uz,2(x)−W (uz,2, φ)(a)uz,1(x), x ∈ (a, b),
then the functions φz lie in S near a since
W (φz , φ)(a) = W (uz,1, φ)(a)W (uz,2, φ)(a)−W (uz,2, φ)(a)W (uz1 , φ)(a) = 0.
Furthermore, a direct calculation shows that θz∗ = θ
∗
z and φz∗ = φ
∗
z . The remain-
ing equalities follow using the Plu¨cker identity several times. It remains to prove
that the functions W (uz,1, θ)(a), W (uz,2, θ)(a), W (uz,1, φ)(a) and W (uz,2, φ)(a)
are entire in z. Indeed, we get from the Lagrange identity
W (uz,1, θ)(a) =W (uz,1, θ)(c)− z lim
x→a
∫ c
x
θ(t)uz,1(t)d̺(t), z ∈ C.
Now the integral on the right-hand side is analytic by Theorem 3.6 and in order to
prove that the limit is also analytic we need to show that the integral is bounded
as x→ a, locally uniformly in z. But the proof of Lemma 5.1 shows that for each
z0 ∈ C we have∣∣∣∣
∫ c
x
θ(t)uz,1(t)d̺(t)
∣∣∣∣
2
≤ K
∫ c
a
|θ|2 d̺
∫ c
a
(|uz0,1|+ |uz0,2|)2 d̺
for some constant K ∈ R and all z in some neighborhood of z0. Analyticity of the
other functions is proved similarly. 
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If τ is even regular at a, then one may take θz , φz , z ∈ C to be the solutions of
(τ − z)u = 0 with the initial values
θz(a) = φ
[1]
z (a) = cosϕα and − θ[1]z (a) = φz(a) = sinϕα
for some suitable ϕα ∈ [0, π). Furthermore, in the case when ̺ has no weight near
a, one may take for θz, φz , z ∈ C the solutions of (τ − z)u = 0 with the initial
values
θz(α̺−) = φ[1]z (α̺−) = cosϕα and − θ[1]z (α̺−) = φz(α̺−) = sinϕα
for some ϕα ∈ [0, π).
Corollary 9.5. Suppose τ is in the l.c. case at a and θz, φz, z ∈ C is a real
entire fundamental system of (τ − z)u = 0 as in Theorem 9.4. Then the singular
Weyl–Titchmarsh–Kodaira function m is a Herglotz–Nevanlinna function.
Proof. In order to prove the claim, we show that
0 < ‖ψz‖2 = Im(m(z))
Im(z)
, z ∈ C\R.(9.6)
Indeed if z1, z2 ∈ ρ(S), then
W (ψz1 , ψz2)(a) = W (θz1 , θz2)(a) +m(z2)W (θz1 , φz2)(a)
+m(z1)W (φz1 , θz2)(a) +m(z1)m(z2)W (φz1 , φz2)(a)
= m(z2)−m(z1).
If τ is in the l.p. case at b, then furthermore we have
W (ψz1 , ψz2)(b) = 0,
since clearly ψz1 , ψz2 ∈ Tmax. This also holds if τ is in the l.c. case at b, since then
ψz1 and ψz2 satisfy the same boundary condition at b. Now using the Lagrange
identity yields
(z1 − z2)
∫ b
a
ψz1(t)ψz2(t)d̺(t) =W (ψz1 , ψz2)(b)−W (ψz1 , ψz2)(a)
= m(z1)−m(z2).
In particular, for z ∈ C\R, using m(z∗) = m(z)∗ as well as
ψz∗ = θz∗ +m(z
∗)φz∗ = ψ
∗
z ,
we get
||ψz||2 =
∫ b
a
ψz(t)ψz∗(t)d̺(t) =
m(z)−m(z∗)
z − z∗ =
Im(m(z))
Im(z)
.
Since ψz is a non-trivial solution, we furthermore have 0 < ||ψz ||2. 
We conclude this section with a necessary and sufficient condition for Hypoth-
esis 9.1 to hold. To this end recall that for each c ∈ (a, b), S(a,c) is some self-
adjoint operator associated with the restricted differential expression τ |(a,c). The
proofs are the same as those for Schro¨dinger operators given in [29, Lemma 2.2 and
Lemma 2.4].
Theorem 9.6. The following properties are equivalent:
(i) Hypothesis 9.1.
(ii) The spectrum of S(a,c) is purely discrete for some c ∈ (a, b).
STURM–LIOUVILLE OPERATORS WITH MEASURE-VALUED COEFFICIENTS 37
(iii) There is a real entire solution φz, z ∈ C of (τ − z)u = 0 which lies in S
near a.
10. Spectral transformation
In this section let S again be a self-adjoint restriction of Tmax with separated
boundary conditions as in the preceding section. Furthermore, we assume that
there is a real entire fundamental system θz , φz , z ∈ C of the differential equation
(τ−z)u = 0 withW (θz, φz) = 1 such that φz lies in S near a. With m we denote the
corresponding singular Weyl–Titchmarsh–Kodaira function and with ψz, z ∈ ρ(S)
the Weyl solutions of S.
Recall that by Lemma B.4 for all functions f , g ∈ L2((a, b); ̺) there is a unique
complex measure Ef,g on R such that
〈Rzf, g〉 =
∫
R
1
λ− z dEf,g(λ), z ∈ ρ(S).
Indeed, these measures are obtained by applying a variant of the spectral theorem
to the operator part
SD = S ∩ (D×D) , D = dom(S) = mul(S)⊥
of S (see Lemma B.4 in Appendix B).
In order to obtain a spectral transformation we define for each function f ∈
L2c((a, b); ̺) the transform of f as
fˆ(z) =
∫ b
a
φz(x)f(x)d̺(x), z ∈ C.(10.1)
Next we can use this to associate a measure with m by virtue of the Stieltjes–Livsˇic´
inversion formula, following literally the proof of [29, Lemma 3].
Lemma 10.1. There is a unique Borel measure µ on R defined via
(10.2) µ((λ1, λ2]) = lim
δ↓0
lim
ε↓0
1
π
∫ λ2+δ
λ1+δ
Im(m(λ + iε))dλ
for each λ1, λ2 ∈ R with λ1 < λ2, such that for every f , g ∈ L2c((a, b); ̺)
(10.3) Ef,g = fˆ gˆ
∗µ
and, in particular,
〈Rzf, g〉 =
∫
R
fˆ(λ)gˆ(λ)∗
λ− z dµ(λ), z ∈ ρ(S).(10.4)
In particular, the preceding lemma shows that the mapping f 7→ fˆ is an isometry
from L2c((a, b); ̺) ∩D into L2(R;µ). In fact, for each function f ∈ L2c((a, b); ̺) ∩D
we have
‖fˆ‖2µ =
∫
R
fˆ(λ)fˆ (λ)∗dµ(λ) =
∫
R
dEf,f = ‖f‖2.
Hence we may uniquely extend this mapping to an isometric linear operator F on
the Hilbert space D into L2(R;µ) by
Ff(λ) = lim
α→a
lim
β→b
∫ β
α
φλ(x)f(x)d̺(x), λ ∈ R, f ∈ D,
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where the limit on the right-hand side is a limit in the Hilbert space L2(R;µ). Using
this operator F , it is quite easy to extend the result of Lemma 10.1 to functions f ,
g ∈ D. Indeed, one gets that Ef,g = Ff Fg∗µ, i.e.,
〈Rzf, g〉 =
∫
R
Ff(λ)Fg(λ)∗
λ− z dµ(λ), z ∈ ρ(S).
We will see below that F is not only isometric, but also onto. In order to compute
the inverse and the adjoint of F , we introduce for each function g ∈ L2c(R;µ) the
transform
gˇ(x) =
∫
R
φλ(x)g(λ)dµ(λ), x ∈ (a, b).
For arbitrary α, β ∈ (a, b) with α < β we have
∫ β
α
|gˇ(x)|2 d̺(x) =
∫ β
α
gˇ(x)
∫
R
φλ(x)g(λ)
∗dµ(λ) d̺(x)
=
∫
R
g(λ)∗
∫ β
α
φλ(x)gˇ(x)d̺(x) dµ(λ)
≤ ‖g‖µ
∥∥F (1[α,β)gˇ)∥∥µ
≤ ‖g‖µ
√∫ β
α
|gˇ(x)|2 d̺(x).
Hence gˇ lies in L2((a, b); ̺) with ‖gˇ‖ ≤ ‖g‖µ and we may uniquely extend this
mapping to a bounded linear operator G on L2(R;µ) into D.
If F is a Borel measurable function on R, then we denote with MF the maximally
defined operator of multiplication with F in L2(R;µ).
Lemma 10.2. The isometry F is onto with inverse F−1 = G and adjoint
F∗ = {(g, f) ∈ L2(R;µ)× L2((a, b); ̺) | Gg − f ∈ mul(S)}.(10.5)
Proof. In order to prove ran(G) ⊆ D, let g ∈ L2c(R;µ). If 1{α̺} ∈ mul(S), then the
solutions φz , z ∈ C vanish in α̺, hence also
gˇ(α̺) =
∫
R
φλ(α̺)g(λ)dµ(λ) = 0.
Furthermore, if 1{β̺} ∈ mul(S), then the spectrum of S is discrete and the solutions
φλ, λ ∈ σ(S) vanish in β̺. Now since µ is supported on σ(S), we also have
gˇ(β̺) =
∫
σ(S)
φλ(β̺)g(λ)dµ(λ) = 0.
From this one sees that gˇ ∈ mul(S)⊥ = D, i.e., ran(G) ⊆ D.
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Next we prove GFf = f for each f ∈ D. Indeed, if f , g ∈ L2c((a, b); ̺)∩D, then
we have
〈f, g〉 =
∫
R
dEf,g =
∫
R
fˆ(λ)gˆ(λ)∗dµ(λ)
= lim
n→∞
∫
(−n,n]
fˆ(λ)
∫ b
a
φλ(x)g(x)
∗d̺(x) dµ(λ)
= lim
n→∞
∫ b
a
g(x)∗
∫
(−n,n]
fˆ(λ)φλ(x)dµ(λ) d̺(x)
= lim
n→∞
〈GM
1(−n,n]
Ff, g〉 = 〈GFf, g〉.
Now since ran(G) ⊆ D and L2c((a, b); ̺) ∩D is dense in D we infer that GFf = f
for all f ∈ D. In order to prove that G is the inverse of F , it remains to show that
F is onto, i.e., ran(F) = L2(R;µ). Therefore, pick some f , g ∈ D and let F , G
be bounded measurable functions on R. Since Ef,g is the spectral measure of the
operator part SD of S (see the proof of Lemma B.4) we get
〈MGFF (SD)f,Fg〉µ = 〈G(SD)F (SD)f, g〉 = 〈MGMFFf,Fg〉µ.
Now if we set h = F (SD)f , we get from this last equation∫
R
G(λ)Fg(λ)∗ (Fh(λ)− F (λ)Ff(λ)) dµ(λ) = 0.
Since this holds for each bounded measurable function G, we infer
Fg(λ)∗ (Fh(λ) − F (λ)Ff(λ)) = 0
for almost all λ ∈ R with respect to µ. Furthermore, for each λ0 ∈ R we can
find a g ∈ L2c((a, b); ̺) ∩ D such that gˆ 6= 0 in a vicinity of λ0. Hence we even
have Fh = FFf almost everywhere with respect to µ. But this shows that ran(F)
contains all characteristic functions of intervals. Indeed, let λ0 ∈ R and choose
f ∈ L2c((a, b); ̺) ∩D such that fˆ 6= 0 in a vicinity of λ0. Then for each interval J ,
whose closure is contained in this vicinity one may choose
F (λ) =
{
fˆ(λ)−1, if λ ∈ J,
0, if λ ∈ R\J,
and gets 1J = Fh ∈ ran(F). Thus we have obtained ran(F) = L2(R;µ). Finally
the fact that the adjoint is given as in the claim follows from the equivalence
Gg − f ∈ mul(S) ⇔ ∀u ∈ D : 0 = 〈Gg − f, u〉 = 〈g,Fu〉µ − 〈f, u〉,
which holds for every f ∈ L2((a, b); ̺) and g ∈ L2(R;µ). 
Note that F is a unitary map from L2((a, b); ̺) onto L2(R;µ) if and only if S is
an operator.
Theorem 10.3. The self-adjoint relation S is given by S = F∗MidF .
Proof. First note that for each f ∈ D we have
f ∈ dom(S) ⇔
∫
R
|λ|2dEf,f (λ) <∞ ⇔
∫
R
|λ|2|Ff(λ)|2dµ(λ) <∞
⇔ Ff ∈ dom(Mid) ⇔ f ∈ dom(F∗MidF).
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Furthermore, if (f, fτ ) ∈ S, then from Lemma B.4 and Lemma 10.1 we infer
〈fτ , g〉 =
∫
R
λdEf,g(λ) =
∫
R
λFf(λ)Fg(λ)∗dµ(λ)
=
∫
R
MidFf(λ)Fg(λ)∗dµ(λ) = 〈GMidFf, g〉, g ∈ D
and hence GMidFf = Pfτ , where P is the orthogonal projection onto D. This and
Lemma 10.2 show that (MidFf, fτ ) ∈ F∗, which is equivalent to (f, fτ ) ∈ F∗MidF .
Now if we conversely assume that (g, gτ ) ∈ F∗MidF , then (MidFg, gτ ) ∈ F∗ (note
that g ∈ dom(S)). Hence GMidFg − gτ lies in mul(S) and since (g,GMidFg) ∈ S,
we also get (g, gτ ) ∈ S. 
Note that the self-adjoint operator SD is unitarily equivalent to the operator of
multiplication Mid. In fact, F is unitary as an operator from D onto L2(R;µ) and
maps SD onto multiplication with the independent variable. Now the spectrum can
be read off from the boundary behavior of the singular Weyl–Titchmarsh–Kodaira
function m in the usual way.
Corollary 10.4. The spectrum of S is given by
σ(S) = σ(SD) = supp(µ) = {λ ∈ R | 0 < lim sup
ε↓0
Im(m(λ+ iε))}.(10.6)
Moreover,
σp(SD) = {λ ∈ R | 0 < lim
ε↓0
εIm(m(λ+ iε))},
σac(SD) = {λ ∈ R | 0 < lim sup
ε↓0
Im(m(λ + iε)) <∞}ess,
where Ω
ess
= {λ ∈ R | |(λ− ε, λ+ ε)∩Ω| > 0 for all ε > 0}, is the essential closure
of a Borel set Ω ⊆ R, and
Σs = {λ ∈ R | lim sup
ε↓0
Im(m(λ+ iε)) =∞}
is a minimal support for the singular spectrum (singular continuous plus pure point
spectrum) of SD.
Proof. Since the operator part SD of S is unitary equivalent to Mid we infer from
Lemma B.3 that σ(S) = σ(Mid) = supp(µ). Now the remaining part of the claim
follows as in [29, Corollary 3.5]. 
Proposition 10.5. If λ ∈ σ(S) is an eigenvalue, then
µ({λ}) = ‖φλ‖−2 .(10.7)
Proof. By assumption, φλ is an eigenvector, i.e., (φλ, λφλ) ∈ S. Hence we get from
the proof of Theorem 10.3 that MidFφλ = λFφλ. But this shows that Fφλ(z)
vanishes for almost all z 6= λ with respect to µ. Now from this we get
‖φλ‖2 = ‖Fφλ‖2µ =
∫
{λ}
|Fφλ(z)|2 dµ(z)
= µ({λ})
(∫ b
a
φλ(x)
2d̺(x)
)2
= µ({λ}) ‖φλ‖4 .

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With P we denote the orthogonal projection from L2((a, b); ̺) onto D. If S is
an operator, P is simply the identity.
Lemma 10.6. For every z ∈ ρ(S) and all x ∈ (a, b) the transform of the Green
function Gz(x, · ) and its quasi-derivative ∂[1]x Gz(x, · ) are given by
FPGz(x, · )(λ) = φλ(x)
λ− z and FP∂
[1]
x Gz(x, · )(λ) =
φ
[1]
λ (x)
λ− z , λ ∈ R.
Proof. First note that Gz(x, · ) and ∂[1]x Gz(x, · ) both lie in L2((a, b); ̺). Then, using
Lemma 10.1 we get for each f ∈ L2c((a, b); ̺) and g ∈ L2c(R;µ)
〈Rz gˇ, f〉 =
∫
R
g(λ)fˆ(λ)∗
λ− z dµ(λ) =
∫ b
a
∫
R
φλ(x)
λ− z g(λ)dµ(λ) f(x)
∗d̺(x).
Hence we have
Rz gˇ(x) =
∫
R
φλ(x)
λ− z g(λ)dµ(λ)
for almost all x ∈ (a, b) with respect to ̺. Using Theorem 8.3 one gets
〈FPGz(x, · ), g∗〉µ = 〈Gz(x, · ), gˇ∗〉 =
∫
R
φλ(x)
λ− z g(λ)dµ(λ)
for almost all x ∈ (a, b) with respect to ̺. Since all three terms are absolutely
continuous with respect to ς , this equality is true for all x ∈ (a, b), which proves
the first part of the claim. The second equality follows from
〈FP∂xGz(x, · ), g∗〉µ = 〈∂xGz(x, · ), gˇ∗〉 = Rz gˇ[1](x) =
∫
R
φ
[1]
λ (x)
λ− z g(λ)dµ(λ).

Note that FP is the unique extension to L2((a, b); ̺) of the bounded linear
mapping defined in (10.1) on L2c((a, b); ̺).
Lemma 10.7. Suppose τ is in the l.c. case at a and θz, φz, z ∈ C is a fundamental
system as in Theorem 9.4. Then for each z ∈ ρ(S) the transform of the Weyl
solution ψz is given by
FPψz(λ) = 1
λ− z , λ ∈ R.(10.8)
Proof. From Lemma 10.6 we obtain for each x ∈ (a, b)
FPψ˜z(x, · )(λ) = W (θz , φλ)(x)
λ− z , λ ∈ R,
where
ψ˜z(x, y) =
{
m(z)φz(y), if y < x,
ψz(y), if y ≥ x.
Now the claim follows by letting x→ a, using Theorem 9.4. 
Under the assumptions of Lemma 10.7, m is a Herglotz–Nevanlinna function.
Hence we have
m(z) = c1 + c2z +
∫
R
1
λ− z −
λ
1 + λ2
dµ(λ), z ∈ C\R,(10.9)
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where the constants c1, c2 are given by
c1 = Re(m(i)) and c2 = lim
η↑∞
m(iη)
iη
≥ 0.
Corollary 10.8. Suppose τ is in the l.c. case at a and θz, φz, z ∈ C is a fun-
damental system as in Theorem 9.4. Then the second constant in (10.9) is given
by
c2 = lim
η↑∞
m(iη)
iη
=
{
θz(α̺)
2̺({α̺}), if 1{α̺} ∈ mul(S),
0, otherwise.
Proof. Taking imaginary parts in (10.9) yields for each z ∈ C\R
Im(m(z)) = c2 Im(z) +
∫
R
Im
(
1
λ− z
)
dµ(λ)
= c2 Im(z) +
∫
R
Im(z)
|λ− z|2dµ(λ).
From this we get, using Lemma 10.7 and (9.6)
c2 +
∫
R
1
|λ− z|2 dµ(λ) =
Im(m(z))
Im(z)
= ‖ψz‖2 = ‖(I − P )ψz‖2 + ‖FPψz‖2µ
= ‖(I − P )ψz‖2 +
∫
R
1
|λ− z|2dµ(λ).
Hence we have (note that ψz(β̺) = 0 if 1{β̺} ∈ mul(S)\{0})
c2 = ‖(I − P )ψz‖2 =
{
|ψz(α̺)|2 ̺({α̺}), if 1{α̺} ∈ mul(S),
0, otherwise.
Now assume 1{α̺} ∈ mul(S)\{0}, then φz(α̺) = 0 and hence
c2 = |θz(α̺) +m(z)φz(α̺)|2 ̺({α̺}) = |θz(α̺)|2 ̺({α̺}), z ∈ C\R.
Finally, since θz is a real entire function, this proves the claim. 
Remark 10.9. Given another singular Weyl–Titchmarsh–Kodaira function m˜ as
in Remark 9.3, the corresponding spectral measures are related by
µ˜ = e−2gµ,(10.10)
where eg is the real entire function appearing in Remark 9.3. Hence the measures
are mutually absolutely continuous and the associated spectral transformations just
differ by a simple rescaling with the positive function e−2g. Also note that the
spectral measure does not depend on the choice of the second solution θz.
11. Spectral transformation II
In this section let S be a self-adjoint restriction of Tmax with separated boundary
conditions as in the preceding section. We now want to consider the case where
none of the endpoints satisfies the requirements of the previous section. In such
a situation the spectral multiplicity of S could be two and hence we will need to
work with a matrix-valued transformation.
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In the following we will fix some x0 ∈ (a, b) and consider the real entire funda-
mental system of solutions θz, φz, z ∈ C with the initial conditions
φz(x0) = −θ[1]z (x0) = − sin(ϕα) and φ[1]z (x0) = θz(x0) = cos(ϕα)
for some fixed ϕα ∈ [0, π). The Weyl solutions are given by
ψz,±(x) = θz(x) ±m±(z)φz(x), x ∈ (a, b), z ∈ C\R,(11.1)
such that ψ− lies in L
2((a, b); ̺) near a and ψ+ lies in L
2((a, b); ̺) near b. Here
m± are the Weyl–Titchmarsh–Kodaira functions of the operators S± obtained by
restricting S to (a, x0) and (x0, b) with a boundary condition
cos(ϕα)f(x0) + sin(ϕα)f
[1](x0) = 0,
respectively. According to Corollary 9.5 the functions m± are Herglotz–Nevanlinna
functions. Now we introduce the 2× 2 Weyl–Titchmarsh–Kodaira matrix
M(z) =
(
− 1
m−(z)+m+(z)
1
2
m−(z)−m+(z)
m−(z)+m+(z)
1
2
m−(z)−m+(z)
m−(z)+m+(z)
m−(z)m+(z)
m−(z)+m+(z)
)
, z ∈ C\R.(11.2)
In particular, note that we have det(M(z)) = − 14 . The function M is a matrix
Herglotz–Nevanlinna function with representation
M(z) = C1 + C2z +
∫
R
(
1
λ− z −
λ
1 + λ2
)
dΩ(λ), z ∈ C\R,
where C1 is a self-adjoint matrix, C2 a non-negative matrix and Ω is a symmetric
matrix-valued measure given by the Stieltjes inversion formula
Ω((λ1, λ2]) = lim
δ↓0
lim
ε↓0
1
π
∫ λ2+δ
λ1+δ
Im(M(λ+ iε))dλ, λ1, λ2 ∈ R, λ1 < λ2.
Moreover, the trace Ωtr = Ω1,1 + Ω2,2 of Ω is a non-negative measure and the
components of Ω are absolutely continuous with respect to Ωtr. The respective
densities are denoted by Ri,j , i, j ∈ {1, 2}, and are given by
Ri,j(λ) = lim
ε↓0
Im(Mi,j(λ+ iε))
Im(M1,1(λ+ iε) +M2,2(λ + iε))
,(11.3)
where the limit exists almost everywhere with respect to Ωtr. Note that R is non-
negative and has trace equal to one. In particular, all entries of R are bounded;
0 ≤ R1,1, R2,2 ≤ 1 and |R1,2| = |R2,1| ≤ 1/2.
Furthermore, the corresponding Hilbert space L2(R; Ω) is associated with the
inner product
〈fˆ , gˆ〉Ω =
∫
R
fˆ(λ)gˆ(λ)∗dΩ(λ) =
∫
R
2∑
i,j=1
fˆi(λ)Ri,j(λ)gˆj(λ)
∗dΩtr(λ).
Now for each f ∈ L2c((a, b); ̺) we define the transform of f as
fˆ(z) =
(∫ b
a
θz(x)f(x)d̺(x)∫ b
a
φz(x)f(x)d̺(x)
)
, z ∈ C.(11.4)
In the following lemma we will relate the 2 × 2 matrix-valued measure Ω to the
operator-valued spectral measure E of S. If F is a measurable function on R, we
denote with MF the maximally defined operator of multiplication with F in the
Hilbert space L2(R; Ω).
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Lemma 11.1. If f , g ∈ L2c((a, b); ̺), then we have
〈E((λ1, λ2])f, g〉 = 〈M1(λ1,λ2] fˆ , gˆ〉Ω(11.5)
for all λ1, λ2 ∈ R with λ1 < λ2.
Proof. This follows by evaluating Stone’s formula
〈E((λ1, λ2])f, g〉 = lim
δ↓0
lim
ε↓0
1
π
∫ λ2+δ
λ1+δ
Im (〈Rλ+iεf, g〉) dλ,
using our formula for the resolvent (8.5) together with Stieltjes inversion formula,
literally following the proof of [21, Theorem 2.12]. 
Lemma 11.1 shows that the transformation defined in (11.4) uniquely extends
to an isometry F from L2((a, b); ̺) into L2(R; Ω).
Theorem 11.2. The operator F is unitary with inverse given by
F−1g(x) = lim
N→∞
∫
[−N,N)
g(λ)
(
θλ(x)
φλ(x)
)
dΩ(λ), g ∈ L2(R; Ω),(11.6)
where the limit exists in L2((a, b); ̺). Moreover, F maps S onto Mid.
Proof. By our previous lemma it remains to show that F is onto. Since it is
straightforward to verify that the integral operator on the right-hand side of (11.6)
is the adjoint of F , we can equivalently show ker(F∗) = {0}. To this end let
g ∈ L2(R,Ω), N ∈ N and z ∈ ρ(S), then
(S − z)
∫ N
−N
1
λ− z g(λ)
(
θλ(x)
φλ(x)
)
dΩ(λ) =
∫ N
−N
g(λ)
(
θλ(x)
φλ(x)
)
dΩ(λ),
since interchanging integration with the Radon–Nikody´m derivatives can be justi-
fied using Fubini’s theorem. Taking the limit N →∞ we conclude
F∗ 1· − z g = RzF
∗g, g ∈ L2(R,Ω).
By Stone–Weierstraß we even conclude F∗MF g = F (S)F∗g for any continuous
function F vanishing at infinity and by a consequence of the spectral theorem (e.g.
the last part of [43, Theorem 3.1]) we can further extend this to characteristic
functions of intervals I. Hence, for g ∈ ker(F∗) we conclude∫
I
g(λ)
(
θλ(x)
φλ(x)
)
dΩ(λ) = 0
for any compact interval I. Moreover, after taking Radon–Nikody´m derivatives we
also have ∫
I
g(λ)
(
θ
[1]
λ (x)
φ
[1]
λ (x)
)
dΩ(λ) = 0.
Choosing x = x0 we see∫
I
g(λ)
(
cos(ϕα)
− sin(ϕα)
)
dΩ(λ) =
∫
I
g(λ)
(
sin(ϕα)
cos(ϕα)
)
dΩ(λ) = 0
for any compact interval I and thus g = 0 as required. 
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Next, there is a measurable unitary matrix U(λ) which diagonalizes R(λ), that
is,
(11.7) R(λ) = U(λ)∗
(
r1(λ) 0
0 r2(λ)
)
U(λ),
where 0 ≤ r1(λ) ≤ r2(λ) ≤ 1 are the eigenvalues of R(λ). Also note that
r1(λ) + r2(λ) = 1 by tr(R(λ)) = 1. The matrix U(λ) provides a unitary opera-
tor L2(R; Ω) → L2(R; r1dΩtr) ⊕ L2(R; r2dΩtr) which leaves Mid invariant. From
this observation we immediately obtain the analog of Corollary 10.4.
Corollary 11.3. Introduce the Herglotz–Nevanlinna function
(11.8) M tr(z) = tr(M(z)) =
m−(z)m+(z)− 1
m−(z) +m+(z)
, z ∈ C\R,
associated with the measure Ωtr. Then the spectrum of S is given by
σ(S) = supp(Ωtr) = {λ ∈ R | 0 < lim sup
ε↓0
Im(M tr(λ+ iε))}.(11.9)
Moreover,
σp(S) = {λ ∈ R | 0 < lim
ε↓0
εIm(M tr(λ+ iε))},
σac(S) = {λ ∈ R | 0 < lim sup
ε↓0
Im(M tr(λ+ iε)) <∞}ess,
and
Σs = {λ ∈ R | lim sup
ε↓0
Im(M tr(λ+ iε)) =∞}
is a minimal support for the singular spectrum (singular continuous plus pure point
spectrum) of S.
Furthermore, this allows us to investigate the spectral multiplicity of S.
Lemma 11.4. If we define
Σ1 = {λ ∈ supp(Ωtr) | detR(λ) = r1(λ)r2(λ) = 0},
Σ2 = {λ ∈ supp(Ωtr) | detR(λ) = r1(λ)r2(λ) > 0},
then Mid = Mid·1Σ1 ⊕Mid·1Σ2 and the spectral multiplicity of Mid·1Σ1 is one and
the spectral multiplicity of Mid·1Σ2 is two.
Proof. For fixed λ ∈ Σ1 we have either r1(λ) = 1, r2(λ) = 0 or r1(λ) = 0, r2(λ) = 1.
In the latter case we can modify U(λ) to also switch components and hence we can
assume r1(λ) = 1, r2(λ) = 0 for all λ ∈ Σ1. Hence Mid·1Σ1 is unitarily equivalent to
multiplication with λ in L2(R;1Σ1Ω
tr). Moreover, since rj1Σ2Ω
tr and 1Σ2Ω
tr are
mutually absolutely continuous, Mid·1Σ2 is unitary equivalent to Mid in the Hilbert
space L2(R;1Σ1Ω
trI2). 
Combining (11.2) with (11.3) we see that
detR(λ) = lim
ε↓0
Im(m+(λ+ iε))Im(m−(λ+ iε))
|m+(λ+ iε) +m−(λ + iε)|2
1
Im(M tr(λ + iε))2
,
where the first factor is bounded by 1/4. Now Lemma 11.4 immediately gives the
following result.
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Lemma 11.5. The singular spectrum of S has spectral multiplicity one. The abso-
lutely continuous spectrum of S has multiplicity two on the subset σac(S+)∩σac(S−)
and multiplicity one on σac(S)\(σac(S+) ∩ σac(S−)). Here S± are the restrictions
of S to (a, x0) and (x0, b), respectively.
Proof. Using the fact that Σs is a minimal support for the singular part of S we
obtain Ss = Spp ⊕ Ssc = E(Σs)S and Sac = (1 − E(Σs))S. So we see that the
singular part has multiplicity one by Lemma 11.4.
For the absolutely continuous part use that
Σac,± = {λ ∈ R | 0 < lim
ε↓0
Im(m±(λ+ iε)) <∞}
are minimal supports for the absolutely continuous spectra of S±. Again the re-
maining result follows from Lemma 11.4. 
Appendix A. Linear measure differential equations
In this appendix we collect some necessary facts from linear differential equations
with measure coefficients. We refer to Bennewitz [6], Persson [35], Volkmer [47],
Atkinson [5] or Schwabik, Tvrdy´ and Vejvoda [40] for further information. In order
to make our presentation self-contained we have included proofs for all results.
Let (a, b) be a finite or infinite interval and ω a positive Borel measures on
(a, b). Furthermore, let M be a Cn×n-valued measurable function on (a, b) and F
a Cn-valued measurable function on (a, b), such that ‖M(·)‖ and ‖F (·)‖ are locally
integrable with respect to ω. Here ‖ · ‖ denotes some norm on Cn as well as the
corresponding operator norm on Cn×n.
For c ∈ (a, b) and Yc ∈ Cn, some Cn-valued function Y on (a, b) is a solution of
the initial value problem
dY
dω
= MY + F, Y (c) = Yc,(A.1)
if the components of Y are locally absolutely continuous with respect to ω, their
Radon–Nikody´m derivatives satisfy (A.1) almost everywhere with respect to ω.
An integration shows that some function Y is a solution of the initial value prob-
lem (A.1) if and only if it solves the vector integral equation
Y (x) = Yc +
∫ x
c
(M(t)Y (t) + F (t)) dω(t), x ∈ (a, b).(A.2)
Before we prove existence and uniqueness for solutions of this initial value prob-
lem, we need a Gronwall lemma. The proof follows [6, Lemma 1.2 and Lemma 1.3]
(see also Atkinson [5, page 455]).
Lemma A.1. Let c ∈ (a, b) and v ∈ L1loc((a, b);ω) be real-valued such that
0 ≤ v(x) ≤ K +
∫ x
c
v(t)dω(t), x ∈ [c, b)(A.3)
for some constant K ≥ 0, then v can be estimated by
v(x) ≤ Ke
∫
x
c
dω, x ∈ [c, b).(A.4)
Proof. First of all note that the function F (x) =
∫ x
c
dω, x ∈ [c, b), satisfies
F (x)n+1 ≥ (n+ 1)
∫ x
c
F (t)ndω(t), x ∈ [c, b),(A.5)
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by a variant of the substitution rule for Lebesgue–Stieltjes integrals [19, eq. (8)].
Now we will prove that
v(x) ≤ K
n∑
k=0
F (x)k
k!
+
F (x)n
n!
∫ x
c
v(t)dω(t), x ∈ [c, b)
for each n ∈ N0. For n = 0 this is just the assumption of our lemma. Otherwise we
get inductively
v(x) ≤ K +
∫ x
c
v(t)dω(t)
≤ K +
∫ x
c
(
K
n∑
k=0
F (t)k
k!
+
F (t)n
n!
∫ t
c
v dω
)
dω(t)
≤ K
(
1 +
n∑
k=0
∫ x
c
F (t)k
k!
dω(t)
)
+
∫ x
c
F (t)n
n!
dω(t)
∫ x
c
v dω
≤ K
n+1∑
k=0
F (x)k
k!
+
F (x)n+1
(n+ 1)!
∫ x
c
v dω, x ∈ [c, b),
where we used (A.5) twice in the last step. Now taking the limit n→∞ yields the
claim. 
Because of the definition of our integral the assertion of this lemma is only true
to the right of c. However, a simple reflection proves that
0 ≤ v(x) ≤ K +
∫ c+
x+
v(t)dω(t), x ∈ (a, c](A.6)
for some constant K ≥ 0, implies
v(x) ≤ Ke
∫
c+
x+
dω, x ∈ (a, c].(A.7)
We are now ready to prove the basic existence and uniqueness result.
Theorem A.2. The initial value problem (A.1) has a unique solution for each
c ∈ (a, b) and Yc ∈ Cn if and only if the matrix
I + ω({x})M(x) is invertible(A.8)
for all x ∈ (a, b). In this case solutions are real if M , F and Yc are real.
Proof. First assume that the initial value problem (A.1) has a unique solution for
each c ∈ (a, b) and Yc ∈ Cn. Now if the matrix (A.8) was not invertible for some
x0 ∈ (a, b), we would have two distinct solutions Y1, Y2 such that Y1(x0) 6= Y2(x0)
but Y1(x0+) = Y2(x0+). Indeed, one only had to take solutions with different
initial conditions at x0 such that
Y1(x0+) + ω({x0})F (x0) = (I + ω({x0})M(x0))Y1(x0)
= (I + ω({x0})M(x0))Y2(x0)
= Y2(x0+) + ω({x0})F (x0).
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But then one had
‖Y1(x) − Y2(x)‖ =
∥∥∥∥
∫ x
x0+
M(t) (Y1(t)− Y2(t)) dω(t)
∥∥∥∥
≤
∫ x
x0+
‖M(t)‖ ‖Y1(t)− Y2(t)‖ dω(t), x ∈ (x0, b)
and hence by Lemma A.1, Y1(x) = Y2(x) for all x ∈ (x0, b). But this is a contra-
diction since now Y1 and Y2 are two different solutions of the initial value problem
with Yc = Y (c) for some c ∈ (x0, b).
Now assume (A.8) holds for all x ∈ (a, b) and let α, β ∈ (a, b) with α < c < β.
It suffices to prove that there is a unique solution of (A.2) on (α, β). In order to
prove uniqueness, take a solution Y of the homogenous system, i.e., Yc = 0 and
F = 0. We get
‖Y (x)‖ ≤
∫ x
c
‖M(t)‖ ‖Y (t)‖ dω(t), x ∈ [c, β)
and hence Y (x) = 0, x ∈ [c, β), by Lemma A.1. To the left-hand side of the point
c we have
Y (x) = −
∫ c
x
M(t)Y (t)dω(t) = −
∫ c
x+
M(t)Y (t)dω(t) − ω({x})M(x)Y (x)
= − (I + ω({x})M(x))−1
∫ c
x+
M(t)Y (t)dω(t), x ∈ (α, c)
and hence
‖Y (x)‖ ≤
∥∥∥(I + ω({x})M(x))−1∥∥∥ ∫ c+
x+
‖M(t)‖ ‖Y (t)‖ dω(t), x ∈ (β, c].
Now the function in front of the integral is bounded. Indeed, since M is locally in-
tegrable, we have ω({x})‖M(x)‖ < 12 for all but finitely many x ∈ [β, c]. Moreover,
for those x we have∥∥∥(I + ω({x})M(x))−1∥∥∥ =
∥∥∥∥∥
∞∑
n=0
(−ω({x})M(x))n
∥∥∥∥∥ ≤ 2.
Therefore, estimate (A.7) applies and yields Y (x) = 0, x ∈ (β, c].
Next we will construct the solution by successive approximation. To this end we
define
Y0(x) = Yc +
∫ x
c
F (t)dω(t), x ∈ [c, β)(A.9)
and inductively for each n ∈ N
Yn(x) =
∫ x
c
M(t)Yn−1(t)dω(t), x ∈ [c, β).(A.10)
These functions are bounded by
‖Yn(x)‖ ≤ sup
t∈[c,x)
‖Y0(t)‖
(∫ x
c
‖M(t)‖ dω(t))n
n!
, x ∈ [c, β).(A.11)
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Indeed, for n = 0 this is obvious, for n > 0 we get inductively, using (A.5),
‖Yn(x)‖ ≤
∫ x
c
‖M(t)‖ ‖Yn−1(t)‖ dω(t)
≤ sup
t∈[c,x)
‖Y0(t)‖
∫ x
c
‖M(t)‖
(∫ t
c
‖M(s)‖ dω(s)
)n
n!
dω(t)
≤ sup
t∈[c,x)
‖Y0(t)‖
(∫ x
c
‖M(t)‖ dω(t))n+1
(n+ 1)!
.
Hence the sum Y (x) =
∑∞
n=0 Yn(x), x ∈ [c, β) converges absolutely and uniformly.
Moreover, we have
Y (x) = Y0(x) +
∞∑
n=1
∫ x
c
M(t)Yn−1(t)dω(t)
= Yc +
∫ x
c
M(t)Y (t) + F (t)dω(t), x ∈ [c, β).
In order to extend the solution to the left of c, pick some points xk ∈ [α, c], k =
−N, . . . , 0 with
α = x−N < x−N+1 < · · · < x0 = c,
such that ∫
(xk,xk+1)
‖M(t)‖dω(t) < 1
2
, −N ≤ k < 0,(A.12)
which is possible since M is locally integrable. More precisely, first take all points
x ∈ (α, c) with ω({x})‖M(x)‖ ≥ 12 (these are at most finitely many because ‖M(·)‖
is locally integrable). Then divide the remaining subintervals such that (A.12) is
valid. Now let −N < k ≤ 0 and assume Y is a solution on [xk, β). We will show
that Y can be extended to a solution on [xk−1, β). To this end we define
Z0(x) = Y (xk) +
∫ x
xk
F (t)dω(t), x ∈ (xk−1, xk](A.13)
and inductively for each n ∈ N
Zn(x) =
∫ x
xk
M(t)Zn−1(t)dω(t), x ∈ (xk−1, xk].(A.14)
Using (A.12) it is not hard to prove inductively that for each n ∈ N and x ∈
(xk−1, xk] these functions are bounded by
‖Zn(x)‖ ≤
(
‖Y (xk)‖+
∫
[xk−1,xk]
‖F (t)‖ dω(t)
)
1
2n
.(A.15)
Hence we may extend Y onto (xk−1, xk) by
Y (x) =
∞∑
n=0
Zn(x), x ∈ (xk−1, xk),
where the sum converges absolutely and uniformly. As above one shows that Y is
a solution of (A.2) on (xk−1, β). Now if we set
Y (xk−1) = (I − ω({xk−1})M(xk−1))−1 (Y (xk−1+) + ω({xk−1})F (xk−1))(A.16)
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(note that the right-hand limit exists because of (A.2)), then it is easy to show
that Y satisfies (A.2) for all x ∈ [xk−1, β). After finitely many steps we arrive at a
solution Y , satisfying (A.2) for all x ∈ (α, β).
Finally, if the data M , F and Yc are real, one easily sees that all quantities in
the construction stay real. 
The proof of Theorem A.2 shows that condition (A.8) is actually only needed
for all points x to the left of the initial point c. Indeed, it is always possible to
extend solutions uniquely to the right of the initial point but not to the left. For
a counterexample take n = 1, the interval (−2, 2), y0 ∈ C and ω = −δ−1 − δ1,
where δ±1 are the Dirac measures in ±1. Then one easily checks that the integral
equation
y(x) = y0 +
∫ x
0
y(t)dω(t), x ∈ (−2, 2)
has the solutions
yd(x) =


d, if x ∈ (−2,−1],
y0, if x ∈ (−1, 1],
0, if x ∈ (1, 2),
for each d ∈ C. Hence we see that the solutions are not unique to the left of the
initial point c = 0.
Corollary A.3. Assume (A.8) holds for each x ∈ (a, b). Then for each c ∈ (a, b)
and Yc ∈ Cn, the initial value problem
dY
dω
= MY + F with Y (c+) = Yc(A.17)
has a unique solution. If M , F and Yc are real, then the solution is real.
Proof. Some function Y is a solution of this initial value problem if and only if it
is a solution of
dY
dω
=MY + F with Y (c) = (I + ω({c})M(c))−1 (Yc − ω({c})F (c)) .

Theorem A.4. Assume ‖M(·)‖ and ‖F (·)‖ are integrable with respect to ω over
(a, c) for some c ∈ (a, b) and Y is a solution of the initial value problem (A.1).
Then the limit
Y (a) := lim
x→a
Y (x)(A.18)
exists and is finite. A similar result holds for the endpoint b.
Proof. By assumption there is a c ∈ (a, b) such that∫ c
a
‖M(t)‖ dω(t) ≤ 1
2
.
We first prove that ‖Y (·)‖ is bounded near a. Indeed if it was not, we had a
monotone sequence xn ∈ (a, c) with xn ↓ a such that ‖Y (xn)‖ ≥ ‖Y (x)‖, x ∈ [xn, c].
STURM–LIOUVILLE OPERATORS WITH MEASURE-VALUED COEFFICIENTS 51
From the integral equation which Y satisfies we would get
‖Y (xn)‖ ≤ ‖Y (c)‖ +
∫ c
xn
‖M(t)‖‖Y (t)‖dω(t) +
∫ c
xn
‖F (t)‖dω(t)
≤ ‖Y (c)‖ + ‖Y (xn)‖
∫ c
xn
‖M(t)‖dω(t) +
∫ c
a
‖F (t)‖dω(t)
≤ ‖Y (c)‖ +
∫ c
a
‖F (t)‖dω(t) + 1
2
‖Y (xn)‖.
Hence ‖Y (·)‖ has to be bounded near a by some constant K. Now the claim follows
because we have
‖Y (x1)− Y (x2)‖ =
∥∥∥∥
∫ x1
x2
M(t)Y (t) + F (t)dω(t)
∥∥∥∥
≤ K
∫ x2
x1
‖M(t)‖ dω(t) +
∫ x2
x1
‖F (t)‖dω(t)
for each x1, x2 ∈ (a, c), x1 < x2 i.e., Y (x) is a Cauchy-sequence as x→ a. 
Under the assumption of Theorem A.4 one can show that there is always a unique
solution of the initial value problem
dY
dω
=MY + F with Y (a) = Ya
with essentially the same proof as for Theorem A.2. If ‖M(·)‖ and ‖F (·)‖ are
integrable near b, then one furthermore has to assume that (A.8) holds for all
x ∈ (a, b) in order to get unique solutions of the initial value problem
dY
dω
=MY + F with Y (b) = Yb.
In the following let M1, M2 be C
n×n-valued measurable functions on (a, b) such
that ‖M1(·)‖, ‖M2(·)‖ ∈ L1loc((a, b);ω). We are interested in the analytic depen-
dence on z ∈ C of solutions to the initial value problems
dY
dω
= (M1 + zM2)Y + F with Y (c) = Yc.(A.19)
Theorem A.5. Assume (A.8) holds for each x ∈ (a, b). If for each z ∈ C, Yz is
the unique solution of (A.19), then Yz(x) is analytic for each x ∈ (a, b).
Proof. We show that the construction in the proof of Theorem A.2 yields analytic
solutions. Indeed, let α, β ∈ (a, b) with α < c < β as in the proof of Theo-
rem A.2. Then the now z dependent functions Yz,n(x), n ∈ N0 (defined as in (A.9)
and (A.10)) are polynomials in z for each fixed point x ∈ (c, β). Furthermore,
the sum
∑∞
n=0 Yz,n(x) converges locally uniformly in z by (A.11) which proves
that Yz(x) is analytic. Now in order to prove analyticity to the left of c fix some
R ∈ R+. Then there are some points xk ∈ [α, c], k = −N, . . . , 0 as in the proof of
Theorem A.2 such that (A.12) holds for all M = M1 + zM2, |z| < R. It suffices to
prove that if Yz(xk) is analytic for some −N < k ≤ 0 then Yz(x) is analytic for all
x ∈ [xk−1, xk). Indeed, for each n ∈ N0 and x ∈ (xk−1, xk) the functions Zz,n(x)
(defined as in (A.13) and (A.14)) are analytic and locally bounded in |z| < R.
From the bound (A.15) one sees that
∑∞
n=0 Zz,n(x) converges locally uniformly in
|z| < R. Hence Yz(x) is analytic in C. Furthermore, Yz(xk−1) is analytic by (A.16)
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(note that Yz(xk−1+) is also analytic since Yz(x) is bounded locally uniformly in z
to the right of xk−1). 
Under the assumptions of the last theorem we even see that the right-hand limit
Yz(x+) is analytic for each x ∈ (a, b). In fact, this follows since
Yz(x+) = lim
ξ↓x
Yz(ξ), z ∈ C
and Yz(x) is bounded locally uniformly in x and z. Furthermore, one can show (see
the proof of Corollary A.3) that if for each z ∈ C, Yz is the solution of the initial
value problem
dY
dω
= (M1 + zM2)Y + F with Y (c+) = Yc,
then Yz(x) as well as Yz(x+) are analytic in z ∈ C for each x ∈ (a, b).
Appendix B. Linear relations in Hilbert spaces
Let X and Y be linear spaces over C. A linear relation of X into Y is a linear
subspace of X × Y . The space of all linear relations of X into Y is denoted by
LR(X,Y ). Linear relations generalize the notion of linear operators. Indeed, if D
is a linear subspace of X and T : D → Y is a linear operator, then we may identify
T with its graph, which is a linear relation of X into Y . In this way any operator
can be regarded as a linear relation. Motivated by this point of view, we define the
domain, range, kernel and multi-valued part of some linear relation T ∈ LR(X,Y )
as
dom(T ) = {x ∈ X | ∃y ∈ Y : (x, y) ∈ T },
ran(T ) = {y ∈ Y | ∃x ∈ X : (x, y) ∈ T },
ker(T ) = {x ∈ X | (x, 0) ∈ T },
mul(T ) = {y ∈ Y | (0, y) ∈ T }.
Note that some relation T is (the graph of) an operator if and only if mul(T ) = {0}.
In this case these definitions are consistent with the usual definitions for operators.
Again motivated by an operator theoretic viewpoint, we define the following
algebraic operations. For T , S ∈ LR(X,Y ) and λ ∈ C we set
T + S = {(x, y) ∈ X × Y | ∃y1, y2 ∈ Y : (x, y1) ∈ T, (x, y2) ∈ S, y = y1 + y2}
and
λT = {(x, y) ∈ X × Y | ∃y0 ∈ Y : (x, y0) ∈ T, y = λy0}.
It is simple to check that both, T + S and λT are linear relations of X into Y .
Moreover, we can define the composition of two linear relations. If T ∈ LR(X,Y )
and S ∈ LR(Y, Z) for some linear space Z, then
ST = {(x, z) ∈ X × Z | ∃y ∈ Y : (x, y) ∈ T, (y, z) ∈ S}
is a linear relation of X into Z. One may even define an inverse of a linear relation
T ∈ LR(X,Y ) by
T−1 = {(y, x) ∈ Y ×X | (x, y) ∈ T },
as a linear relation of Y into X . For further properties of these algebraic operations
of linear relations er refer to [4, 2.1 Theorem], [13, Chapter 1] or [24, Appendix A].
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From now on assume X and Y are Hilbert spaces with inner products 〈 · , · 〉X
and 〈 · , · 〉Y . The adjoint of a linear relation T ∈ LR(X,Y ) is given by
T ∗ = {(y, x) ∈ Y ×X | ∀(u, v) ∈ T : 〈u, x〉X = 〈v, y〉Y };
it is a linear relation of Y into X . The adjoint of a linear relation is always closed,
i.e., T ∗ is closed with respect to the product topology on Y × X . Moreover, one
has
T ∗∗ = T , ker(T ∗) = ran(T )⊥ and mul(T ∗) = dom(T )⊥.(B.1)
If S ∈ LR(X,Y ) is another linear relation we also have
T ⊆ S ⇒ T ∗ ⊇ S∗.(B.2)
All these properties of adjoints may be found for example in [4, Section 3] or in [24,
Proposition C.2.1].
Now let T be a closed linear relation of X into X . The resolvent set ρ(T ) of T
consists of all numbers z ∈ C such that Rz = (T − z)−1 is an everywhere defined
operator. Here T − z is short-hand for the relation T − zI, where I is the identity
operator on X . The mapping z 7→ Rz on ρ(T ), called the resolvent of T , has the
following properties (see e.g. [13, Section VI.1] or [24, Proposition A.2.3]).
Theorem B.1. The resolvent set ρ(T ) is open and the resolvent identity
Rz −Rw = (z − w)RzRw, z, w ∈ ρ(T )(B.3)
holds. Moreover, the resolvent is analytic as a mapping into the space of everywhere
defined, bounded linear operators on X, equipped with the operator norm.
The spectrum σ(T ) of a closed linear relation T is the complement of the resolvent
set. One may divide the spectrum into three disjoint parts.
σp(T ) = {λ ∈ σ(T ) | ker(T − λ) 6= {0}},
σc(T ) = {λ ∈ σ(T ) | ker(T − λ) = {0}, ran(T − λ) 6= X, ran(T − λ) = X},
σr(T ) = {λ ∈ σ(T ) | ker(T − λ) = {0}, ran(T − λ) 6= X}.
The set σp(T ) is called the point spectrum, σc(T ) is the continuous spectrum and
σr(T ) is the residual spectrum of T . Elements of the point spectrum are called
eigenvalues. The spaces ker(T − λ) corresponding to some eigenvalue λ are called
eigenspaces, the non zero elements of the eigenspaces are called eigenvectors.
We need a variant of the spectral mapping theorem for the resolvent (see e.g.
[13, Section VI.4] or [24, Proposition A.3.1]).
Theorem B.2. For each z ∈ ρ(T ) we have
σ (Rz) \{0} =
{
1
λ− z
∣∣∣∣ λ ∈ σ (T )
}
.(B.4)
A linear relation T is said to be symmetric provided that T ⊆ T ∗. If T is a
closed symmetric linear relation, we have ρ(T ) ⊆ r (T ) and C\R ⊆ r(T ), where
r(T ) = {z ∈ C | (T − z)−1 is a bounded operator}
denotes the points of regular type of T . Moreover, a linear relation S is said to
be self-adjoint, if S = S∗. In this case S is closed, the spectrum of S is real and
from (B.1) one sees that
mul(S) = dom(S)⊥ and ker(S) = ran(S)⊥.(B.5)
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In particular, S is an operator if and only if its domain is dense. Furthermore,
SD = S ∩ (D×D)(B.6)
is a self-adjoint operator in the Hilbert space D, where D is the closure of the
domain of S. These properties of symmetric and self-adjoint linear relations may
be found in [14, Theorem 3.13, Theorem 3.20 and Theorem 3.23]. Moreover, the
following result shows that S and SD (as an operator in the Hilbert space D) have
many spectral properties in common.
Lemma B.3. S and SD have the same spectrum and
Rzf = (SD − z)−1Pf, f ∈ X, z ∈ ρ(S),(B.7)
where P is the orthogonal projection onto D. Moreover, the eigenvalues as well as
the corresponding eigenspaces coincide.
Proof. From the equalities
ran(SD − z) = ran(S − z) ∩D and ker(SD − z) = ker(S − z), z ∈ C
one sees that S and SD have the same spectrum as well as the same point spectrum
and corresponding eigenspaces. Now let z ∈ ρ(S), f ∈ X and set g = (S − z)−1f ,
i.e., (g, f) ∈ S − z. If f ∈ D, then since g ∈ D, we have (g, f) ∈ SD − z,
i.e., (SD − z)−1f = g. Finally note that if f ∈ D⊥, then g = 0 since we have
mul(S − z) = mul(S) = dom(S)⊥. 
Applying a variant of the spectral theorem to SD, we get the following result for
the self-adjoint relation S.
Lemma B.4. For each f , g ∈ X there is a unique complex Borel measure Ef,g on
R such that
〈Rzf, g〉X =
∫
R
1
λ− z dEf,g(λ), z ∈ ρ(S).(B.8)
Moreover,
〈Pf, g〉X =
∫
R
dEf,g , f, g ∈ X(B.9)
and for each f ∈ X, Ef,f is a positive measure with
Pf ∈ dom(S) ⇔
∫
R
|λ|2dEf,f (λ) <∞.(B.10)
In this case
〈fS , P g〉X =
∫
R
λdEf,g(λ),(B.11)
whenever (Pf, fS) ∈ S.
Proof. Since SD is a self-adjoint operator in D, there is an operator-valued spectral
measure E such that for all f , g ∈ D
〈(SD − z)−1f, g〉X =
∫
R
1
λ− z dEf,g(λ), z ∈ ρ(SD),
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where Ef,g is the complex measure given by Ef,g(B) = 〈E(B)f, g〉X , for each Borel
set B. For arbitrary f , g ∈ X we set Ef,g = EPf,Pg. Because of Lemma B.3 we
get for each z ∈ ρ(S) the claimed equality
〈Rzf, g〉X = 〈RzPf, Pg〉X = 〈(SD − z)−1Pf, Pg〉X =
∫
R
1
λ− z dEPf,Pg(λ)
=
∫
R
1
λ− z dEf,g(λ),
where we used Rz = PRzP (see (8.1)). Uniqueness of these measures follows from
the Stieltjes inversion formula. The remaining claims follow from the fact that E
is the spectral measure of SD. 
We are interested in self-adjoint extensions of symmetric relations in X . There-
fore, let T be a closed symmetric linear relation in X ×X . The linear relations
N±(T ) = {(x, y) ∈ T ∗ | y = ±ix}
are called deficiency spaces of T . Note that N±(T ) are operators with
dom(N±(T )) = ran(T ∓ i)⊥ = ker(T ∗ ± i).
Furthermore, one has an analog of the first von Neumann formula (see e.g. [14,
Theorem 6.1])
T ∗ = T ⊕N+(T )⊕N−(T ),(B.12)
where the sums are orthogonal with respect to the usual inner product
〈(f1, f2), (g1, g2)〉X×X = 〈f1, g1〉X + 〈f2, g2〉X , (f1, f2), (g1, g2) ∈ X ×X
on X×X . Now the existence of self-adjoint extensions of T is determined by these
subspaces (see e.g. [12, Theorem 15] or [14, Corollary 6.4]).
Theorem B.5. The closed symmetric linear relation T has a self-adjoint extension
if and only if the dimensions of the deficiency subspaces are equal. In this case all
self-adjoint extensions S of T are of the form
S = T ⊕ (I − V )N+(T ),(B.13)
where V is an isometry from N+(T ) onto N−(T ). Conversely, for each such isom-
etry V the linear relation S given by (B.13) is self-adjoint.
In particular, we are interested in the case when the deficiency subspaces are
finite-dimensional, i.e.,
n±(T ) = dimN±(T ) <∞.
The numbers n±(T ) are called deficiency indices of T .
Corollary B.6. If T has equal and finite deficiency indices, i.e.,
n−(T ) = n+(T ) = n ∈ N,
then the self-adjoint extensions of T are precisely the n-dimensional symmetric
extensions of T .
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Proof. By Theorem B.5 each self-adjoint extension is an n-dimensional symmetric
extension of T , since dim(I − V )N+(T ) = n. Conversely, assume that S is an
n-dimensional symmetric extension of T , i.e., S = T +˙M for some n-dimensional
symmetric subspace N . Then since
dim ran(N ∓ i) = n = dimX/ ran(T ∓ i),
(note that (N ∓ i)−1 is an operator) we get
ran(S ∓ i) = ran(T ∓ i)+˙ ran(N ∓ i) = X.
Hence we have dimN±(S) = 0 and therefore S
∗ = S in view of (B.12). 
The essential spectrum σe(S) of a self-adjoint linear relation S consists of all
eigenvalues of infinite multiplicity and all accumulation points of the spectrum.
Moreover, the discrete spectrum σd(S) of S consists of all eigenvalues of S with
finite multiplicity which are isolated points of the spectrum of S. From Lemma B.3
one immediately sees that
σe(S) = σe(SD) and σd(S) = σd(SD).
Using the former equality, we are able to deduce the following two theorems on
stability of the essential spectrum from the corresponding results for operators.
Theorem B.7. Let T be a symmetric relation with equal and finite deficiency
indices n and S1, S2 be self-adjoint extensions of T . Then the operators
(S1 ± i)−1 − (S2 ± i)−1(B.14)
are at most n-dimensional. In particular, we have
σe (S1) = σe (S2) .(B.15)
Proof. Because of dim ran(T ± i)⊥ = n and
(S1 ± i)−1 f = (T ± i)−1 f = (S2 ± i)−1 f, f ∈ ran(T ± i),
the difference of the resolvents is at most n-dimensional. Now the remaining claim
follows from Lemma B.3 and [43, Theorem 6.19]. 
Theorem B.8. Let X1, X2 be closed subspaces of X such that X = X1 ⊕X2. If
S1 is a self-adjoint linear relation in X1 and S2 is a self-adjoint linear relation in
X2, then S1 ⊕ S2 is a self-adjoint linear relation in X with
σe (S1 ⊕ S2) = σe (S1) ∪ σe (S2) .(B.16)
Proof. A simple calculation shows that (S1 ⊕ S2)∗ = S∗1 ⊕ S∗2 = S1 ⊕ S2. Since
D = dom(S1 ⊕ S2) = dom(S1)⊕ dom(S2) = D1 ⊕D2
and
(S1 ⊕ S2)D = S1D1 ⊕ S2D2 ,
the claim follows from the corresponding result for operators. 
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Appendix C. One dimensional Sturm–Liouville problems
For the sake of completeness in this section we consider the case when ̺ is not
necessarily supported on more than one point, i.e., we only assume that (i) to (v)
of Hypothesis 3.7 hold. Because of the lack of the identification of Proposition 3.9
in this case, we make the following definition. Some linear subspace S ⊆ Dτ is said
to give rise to a self-adjoint relation if the map
S → L2((a, b); ̺)× L2((a, b); ̺)
f 7→ (f, τf)(C.1)
is well-defined, injective and its range is a self-adjoint relation of L2((a, b); ̺) into
L2((a, b); ̺). By the identification of Proposition 3.9 one sees that we already
determined all linear subspaces of Dτ which give rise to a self-adjoint relation if ̺
is supported on more than one point. Hence we need only consider the case when
̺ is supported on only one point. Indeed, we will do this by proving a version of
Theorem 7.6 (note that τ is in the l.c. case at both endpoints). Therefore, assume
in the following ̺ = ̺0δx0 for some ̺0 ∈ R+ and x0 ∈ (a, b). In this case each
function f ∈ Dτ is of the form
f(x) =
{
ua(x), if x ∈ (a, x0],
ub(x), if x ∈ (x0, b),
where ua and ub are solutions of τu = 0 with ua(x0−) = ub(x0+), i.e., f is contin-
uous in x0 but in general the quasi-derivative f
[1] is not. In this case τf is given
by
τf(x0) =
1
̺0
(
−f [1](x0+) + f [1](x0−) + f(x0)χ({x0})
)
.(C.2)
Furthermore, for two functions f , g ∈ Dτ , the limits
W (f, g)(a) := lim
x→a
W (f, g)(x) and W (f, g)(b) := lim
x→b
W (f, g)(x)
exist and are finite. In fact, the Wronskian is constant away from x0. Now as in
Section 7 let w1, w2 ∈ Dτ with
W (w1, w
∗
2)(a) = 1 and W (w1, w
∗
1)(a) = W (w2, w
∗
2)(a) = 0,
W (w1, w
∗
2)(b) = 1 and W (w1, w
∗
1)(b) = W (w2, w
∗
2)(b) = 0,
and define the linear functionals BC1a , BC
2
a , BC
1
b and BC
2
b on Dτ by
BC1a(f) =W (f, w
∗
2)(a) and BC
2
a(f) =W (w
∗
1 , f)(a) for f ∈ Dτ ,
BC1b (f) =W (f, w
∗
2)(b) and BC
2
b (f) =W (w
∗
1 , f)(b) for f ∈ Dτ .
Again one may choose special functions w1, w2 as in Proposition 7.2.
Theorem C.1. Let S ⊆ Dτ be a linear subspace of the form
S =
{
f ∈ Dτ
∣∣∣∣ BC1a(f) cosϕα −BC2a(f) sinϕα = 0BC1b (f) cosϕβ −BC2b (f) sinϕβ = 0
}
(C.3)
for some ϕα, ϕβ ∈ [0, π). Then S gives rise to a self-adjoint relation if and only if
one of the following conditions
w2(x0−) cosϕα + w1(x0−) sinϕα 6= 0,(C.4a)
w2(x0+) cosϕβ + w1(x0+) sinϕβ 6= 0,(C.4b)
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holds. This relation is an operator if and only if (C.4a) and (C.4b) hold.
Proof. The boundary conditions can by written as
W (f, w∗2 cosϕα + w
∗
1 sinϕα)(x0−) = 0,
W (f, w∗2 cosϕβ + w
∗
1 sinϕβ)(x0+) = 0.
From this one sees that the mapping (C.1) is injective if and only if one of the
inequalities (C.4a) or (C.4b) holds. Hence for the first part it remains to show that
in this case the range of the mapping (C.1) is a self-adjoint relation. First consider
the case when both inequalities hold. Then we get from the boundary conditions
f [1](x0−) = f(x0)cosϕαw
[1]
2 (x0−)∗ + sinϕαw[1]1 (x0−)∗
cosϕαw2(x0−)∗ + sinϕαw1(x0−)∗ , f ∈ S
and similarly for the right-hand limit. A simple calculation shows that the imagi-
nary part of this fraction as well as the imaginary part of the corresponding fraction
for the right-hand limit vanish. Hence from (C.2) we infer that the range of the
mapping (C.1) is a self-adjoint operator (multiplication with a real scalar). Now in
the case when one inequality, say (C.4a) does not hold, we get f(x0) = 0 for each
f ∈ S from the boundary condition at a. Hence it suffices to prove that τf(x0)
takes each value in C if f runs through S, i.e., S corresponds to the self-adjoint,
multi-valued relation {0} × L2((a, b); ̺). But this follows since all functions of the
form
f(x) =
{
ua(x), if x ∈ (a, x0],
0, if x ∈ (x0, b),
where ua is a solution of τu = 0 with ua(x0) = 0, lie in S. 
The preceding theorem corresponds to separated boundary conditions. Next we
discuss the case of coupled boundary conditions.
Theorem C.2. Let S ⊆ Dτ be a linear subspace of the form
S =
{
f ∈ Dτ
∣∣∣∣
(
BC1b (f)
BC2b (f)
)
= eiϕR
(
BC1a(f)
BC2a(f)
)}
(C.5)
for some ϕ ∈ [0, π) and R ∈ R2×2 with detR = 1, and set
R˜ =
(
w
[1]
2 (x0+)
∗ −w2(x0+)∗
−w[1]1 (x0+)∗ w1(x0+)∗
)−1
R
(
w
[1]
2 (x0−)∗ −w2(x0−)∗
−w[1]1 (x0−)∗ w1(x0−)∗
)
.
Then S gives rise to a self-adjoint relation if and only if
R˜12 6= 0 or eiϕR˜11 6= 1 6= eiϕR˜22.
This relation is an operator if and only if R˜12 6= 0.
Proof. The boundary conditions can be written as(
f(x0+)
f [1](x0+)
)
= eiϕR˜
(
f(x0−)
f [1](x0−)
)
.
First of all note that R˜ is a real matrix. Indeed, since for each j = 1, 2, wj and
w∗j are solutions of τu = 0 on (a, x0) we see that they must be linearly dependent,
hence we get wj(x) = wj(x)
∗, x ∈ (a, x0). Of course the same holds to the right
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of x0 and since R is real also R˜ is real. If R˜12 6= 0, then the boundary conditions
show that the mapping (C.1) is injective. Furthermore, using (C.2) one gets
τf(x0)̺0 = f(x0)
1 − eiϕ
(
R˜11 + R˜22
)
+ e2iϕ det R˜
eiϕR˜12
+ f(x0)χ({x0}), f ∈ S.
A simple calculation shows that det R˜ = detR = 1 and that the fraction is real.
Hence we see that S gives rise to a self-adjoint, single-valued relation.
Now assume R˜12 = 0 and e
iϕR˜11 6= 1 6= eiϕR˜22, then again the boundary
conditions show that the mapping (C.1) is injective. Furthermore, they show that
each function f ∈ S satisfies f(x0) = 0. Hence it suffices to show that τf(x0) takes
on every value as f runs through S. But this is true since all functions
fc(x) =
{
cua(x), if x ∈ (a, x0],
ceiϕR˜22ub(x), if x ∈ (x0, b),
(∗)
where c ∈ C and ua, ub are solutions of τu = 0 with ua(x0−) = ub(x0+) = 0
and u
[1]
a (x0−) = u[1]b (x0+) = 1, lie in S. If R˜12 = 0 but eiϕR˜22 = 1, then the
mapping (C.1) is not injective. Indeed, all functions of the form (∗) are mapped
onto zero. Finally, if R˜12 = 0 and e
iϕR˜11 = 1 6= eiϕR˜22, then since S is two-
dimensional it does not give rise to a self-adjoint relation. 
Note that if we choose for BC1a , BC
2
a , BC
1
b and BC
2
b the functionals from Propo-
sition 7.2, then we get R˜ = R.
The resolvent of the self-adjoint relations given in Theorem C.1 and Theorem C.2
can be written as in Section 8. In fact, Theorem 8.1 and Corollary 8.2 are obvi-
ously valid since the resolvents are simply multiplication by some scalar. Moreover,
Theorem 8.3 and Corollary 8.4 for self-adjoint relations as in Theorem C.1 may
be proven along the same lines as in the general case. The remaining theorems
of Section 8 are void of meaning here, since all self-adjoint relations have purely
discrete spectrum. Finally, the results of Sections 9 and 10 are also valid for self-
adjoint relations as in Theorem C.1 since all proofs in these sections also apply in
this simple case.
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