A common design in experimental studies of animal behaviour is based on related samples or repeated measures. A number, N, of subjects is tested, each several times with the same set of k treatments. The advantage of such a design is that each subject can serve as its own control. Intraindividual variability in behaviour is often as large as interindividual variability. While one subject may generally react at a low level, although more strongly under a particular experimental treatment, another subject may generally react at a higher level, and even more strongly under the same treatment. Under such circumstances, the only way to estimate differences between the effects of different experimental conditions may be to test each subject under each condition and use the respective statistical tests (e.g. Wilcoxon signed-ranks test, Friedman one-way ANOVA, t test for paired comparisons, repeated measures ANOVA, or two-way ANOVA without replications; Sokal & Rohlf 1987; Siegel & Castellan 1988; Bortz et al. 1990) .
In field work, however, it is often impossible to test a number of subjects, each under a certain set of treatments. Subjects tend to disappear, or, if present, sometimes do not react at all. A lack of reaction does not necessarily result from an experimental treatment, but can also be caused by, for instance, weather conditions or the subject being engaged in other activities. Accordingly, it is usually treated not as a result of the experiment, but as a missing data point. As a result, experimental fieldwork often does not reveal a consistent table with a figure in each cell, but one that contains empty cells denoting missing values.
Common statistical procedures for related samples, however, require complete data sets. Hence, a table with missing values raises the question how to perform the statistical analysis. One correct way is to omit all subjects or treatments with missing values and perform the analysis on the remaining data set. However, doing so is often not very satisfactory since one loses information obtained from the experiment. Since the power of tests decreases with reduced sample sizes, the resulting data set might not reveal any significance. In the worst case, the data set might even become too small for any statistical analysis at all.
Alternatively, one might think about testing the treatments as if no animal was tested more than once, for instance by using a one-way ANOVA or the KruskalWallis H test. However, these tests require independent data and thus are not suitable when some subjects occur in more than one sample. In addition, these tests may be unable to detect any effects of treatments when intraindividual variability is relatively high.
One might also consider replacing missing data by calculated values ('imputation') for which several techniques have been described (overviews in e.g. Little & Rubin 1987 , 1989 Rubin & Schenker 1991; Gornbein et al. 1992) . However, imputation of missing data means changing the samples tested and usually leads to underestimated variances since the calculated values are derived from the ones actually present (Gornbein et al. 1992) . Obviously this leads to reduced P values and this effect increases with increasing number of missing values and decreasing sample size. An appropriate application of imputation techniques to small samples is questionable. Hence, imputation techniques are only rarely used in behavioural science.
Another approach based on ranked data was proposed by Meddis (1984) . This test might be a good solution under certain circumstances but its reliability is also likely to be considerably reduced by, for instance, a biased distribution of missing values. The assumptions and limitations of this test are rather unclear, and its usefulness for analysing tables with missing values needs further evaluation under different circumstances.
Several other approaches to cope with missing values have been developed, based, for example, on maximum likelihood methods or derivatives of ANOVA models (e.g. Little & Rubin 1987 , 1989 Gornbein et al. 1992 ). However, these methods usually require normality of the data or large samples, assumptions often not met in behavioural research. In addition, they involve rather complex mathematics and so are not easily understood and applied by biologists. To cope with such problems, permutation tests can provide excellent solutions. Here, I describe such a test for related samples with missing values, and show under what circumstances it can be successfully applied.
