The refinement calculus is a well-established theory for translating specifications to program code. Recent research has extended the calculus to handle real-time requirements and we have developed an interactive support tool based on these extensions. Via a case study, this paper shows how the tool helps the programmer by supporting the many forms of variables used in the theory. These include simple state variables as in the untimed calculus, timed-trace variables that model the evolution of properties over time, and auxiliary variables that exist to support formal reasoning only.
Introduction
The refinement calculus is a formalism for systematically deriving programs from their specifications [14, 1] , and is supported by a number of automated tools [2, 19, 21] . Recently, the calculus was extended to handle timing requirements, as well as functional ones [10, 7, 6] . However, this timed calculus introduces considerable complexity to the theory and cannot be accommodated by existing tools. We have therefore developed an extension of the Program Refinement Tool (PRT) [3] that implements the real-time refinement calculus [22, 23] .
Motivated by a (necessarily small) case study, this paper shows how recent enhancements to the tool handle a particular aspect of the real-time calculus, the many different roles played by 'variables'. In standard refinement theory only two forms of variable appear, state variables that will appear in the generated program code, and logical variables (and constants) that appear temporarily to simplify formal proof steps [14] . However, the real-time theory further complicates the picture by
• introducing a special variable 'τ ' to represent the current time [6, 10] ,
• modelling state variables as timed traces, i.e., functions that record a history of values over time [6, 10] , and
• introducing (non-trace) auxiliary variables to support reasoning about timing properties [7] .
Our extended refinement tool now recognises all of these forms of variable, and provides appropriate operators and theories for their manipulation, thereby greatly simplifying the programmer's task. In this paper we use a small case study to explain how the tool maintains this information. Unlike previous publications on the tool [3, 22] , the example in this paper uses an auxiliary variable to enable reasoning about a timing constraint appearing within a loop.
Section 2 reviews closely related prior research. Section 3 introduces the motivational case study by presenting both its starting and finishing points, i.e., the specification and target program code. Section 4 describes the various forms of variable currently supported by the refinement tool. Section 5 then outlines the computer-aided refinement itself. Finally, Section 6 briefly explains the roles of the various timing annotations in the resulting program.
Related work
Semantically, applying refinement laws involves the same principles as theorem proving. Therefore, a number of refinement tools have been developed as extensions to automated theorem provers.
For instance, the CADiZ tool [19] , which comprises formatting and typechecking components for the Z specification notation, has an associated experimental component called Zeta to perform refinement steps [12] . It uses the ProofPower theorem prover to undertake proofs. A disadvantage with this arrangement is that although Zeta maintains knowledge of variable declarations and types, this information must be transferred as "an unintelligible stream of text" [16] from Zeta to the prover. A similar approach appears to have been used by the earlier Refinement Editor [21] .
At the other extreme is the Refinement Calculator [2] which is integrated with the HOL theorem prover. It shares its basic inference mechanism with PRT, but has a more elegant Graphical User Interface. Most significantly for our purposes here, however, it identifies types in the refinement language with types in the prover's logic, and supports this with a parsing and prettyprinting layer between the programmer and the proof engine. This means the refinement notation can exploit the inherent typing of HOL's higher order logic.
By contrast, our Program Refinement Tool [3] , including its real-time extension [22] , takes an intermediate approach. Like the Refinement Calculator it is built on an existing theorem prover, in this case Ergo [15] . However, since Ergo uses first order logic, PRT explicitly encodes type information as axioms, in a way similar to Zeta. In particular, we maintain knowledge about variables and their types in a local 'context', in the same way that Ergo proofs maintain a set of relevant hypotheses [23] . This approach avoids having a loose coupling between the refinement and proof tools, and the need for parsing and printing routines.
Most significantly, no refinement tools other than PRT provide support for a real-time refinement calculus in the style of Morgan [14] and Back and von Wright's [1] well-known calculi. (The closest comparable system to ours is Hooman's implementation of his Hoare logic-based real-time development laws [11] in the PVS theorem prover.)
Case study
In this section we introduce the motivational case study and use it to explain some features of the real-time refinement theory.
A real-time specification
The case study is based on the 'character receiver' example developed by Hayes and Utting [10] . Its aim is to derive a program that reads a message from an asynchronous data stream. The challenge is that each character is readable only within certain windows of time, so the program must obey strict timing constraints. Figure 1 shows the requirements specification of the receiver, expressed in timed refinement calculus notation [6] . Lines 1 to 3 state assumptions that we are making about the program's run-time environment. They are summarised in Figure 2 . Assumption 1 says that the current time 'τ ', when the program begins, equals some time-valued constant start. This allows us to refer to the program's actual starting time in the following statements.
Assumption 2 says that the end-of-text character 'etx' must occur as the nth character in the incoming data stream in (otherwise the program cannot be guaranteed to terminate). Let N be the set of natural numbers, and f (|S|) be the image of function f through set S [17] . For brevity, the assumptions use function interval which returns the set of times when the nth character is expected to be readable. On line 6, let [t , u] be the set of all times from t to u, inclusive. The beginning of each character is expected to be separated from its predecessor by chsep seconds, and each character is expected to be reliably readable for at least chdef seconds, where both of these constants are non-negative durations. Function interval also tells us that the first character is expected to become available chsep seconds after time start.
Finally, assumption 3 says that each character is expected to be 'stable' during these intervals. Stability of a time-varying property x during a set of times T means that x has only one value over all times in T . Let #S denote the size of set S.
Assumption 3 uses constant mx (line 7) which is the index of the interval in which the first end-of-text character appears in the incoming data stream.
(All three of these assertions are expected to hold at the particular point in the program where they appear, in this case, the very beginning. A subtle point about assertions 2 and 3, however, is that because they do not refer to the current time τ , they are also invariants that hold everywhere. This is one of the unusual characterisitics of reasoning with timed-trace models.)
The requirement itself is then given on line 4. A specification statement, v: [P ], consists of a postcondition predicate P , defining the requirement to be satisfied, and a frame v, listing those variables that may be updated in doing so [14] . The real-time extension of specificiation statements allows the predicate to refer to current time τ , and variables to be indexed by times [6] . Specification 4 says that we must update a sequence msg in such a way that it contains the characters appearing on data stream in. The predicate contains two conjuncts. The second is a constraint on the finishing time τ , requiring the program to finish no later than the end of the interval in which the etx character appears. The first conjunct defines the required value of sequence msg when the program finishes, denoted 'msg '. Let i .. j be the set of integers from i to j, inclusive, and S f be function f restricted to domain elements in set S [17] . On line 5, the function (set of pairs) chin relates each index n to the corresponding character c in the input stream during the nth interval. Let C be the set of all characters. In summary, specification 4 requires the final value of msg to contain the sequence of characters received from data stream in, up to the etx character, exclusive.
A real-time program
The aim of refinement is to then derive an executable program from this specification. For readability, we now present the final goal, although this would normally be revealed only at the end. Figure 3 contains the target program corresponding to the requirement on line 4. It is expressed in an extended Guarded Command Language which supports the usual constructs for assignment (:=), sequential composition (;), choice (if· · ·fi) and iteration (do· · ·od). We also have a scoped procedure declaration, |[proc p == B • S]|, which declares a procedure named p with body B. The procedure can be invoked from within statement S by the command 'call p'. We also allow scoped declarations such as |[var v : T • S]| to declare a variable v of type T in the scope of statement S. Other forms of declaration discussed below include aux, con and const.
The target language also contains some constructs specifically for real-time programming [10] . A 'time' type T is introduced to support expressions that refer to the absolute time. The gettime(v) statement stores the current time in variable v. The 'delay-until t' statement suspends progress of the program until (at least) absolute time t. The read(d, v) statement reads a value from an (asynchronous) data stream d into variable v.
These constructs are all available in modern real-time programming languages such as Ada [18] . Less familiar is the 'deadline t' annotation which is a requirement to reach this point in the program by time t [4] . Such a statement cannot be implemented by generating assembler code. Instead, it documents a timing requirement that must be verified by static analysis of the program's control flow and the compiled assembler code [5] .
Using these constructs, the program in Figure 3 satisfies the requirement as follows. It declares a time-valued variable st (line 8), which is initialised to (approximately) the time at which the program started (line 9). It then declares a character-valued variable ch, a natural number n and a procedure readchar (lines 10 to 15). The program begins by initialising n to 1 (line 17) and the message to the empty sequence (line 18). Let c 1 , c 2 , . . . be the sequence containing characters c 1 , c 2 , etc. It then sets st to be the earliest time at which the first character can be read (line 19), i.e., chsep seconds after the starting time. It then calls readchar to read the first character (line 20). This procedure waits until (at least) the time denoted by st (line 13), and reads a character from the incoming stream (line 14). A deadline statement (line 15) is used to place an upper bound on the finishing time of the read and, transitively, all statements executed prior to it.
The program then iterates while the character most recently read is not the special end-of-text character (line 21). At each iteration it increments n (line 22), and adds the new character to the message (line 23). Let s t be sequence s concatenated to sequence t. It then adds chsep seconds to st, denoting the time at which the next character is to be read (line 24), and calls the readchar procedure again (line 25). Finally, another deadline statement requires that the entire program fragment finishes in time (line 27).
Real-time variables
Here we explain how our real-time extension of the Program Refinement Tool builds upon the previous mechanism for manipulating variables.
A central feature of the original Program Refinement Tool was the way it maintained a context of hypotheses that are available for discharging proof obligations. This mechanism was also used for keeping track of declared variables. For instance, the context in the basic tool includes
• knowledge of which variables are in scope, and
• facts concerning the types of variables [3] .
Also, within specification statement predicates, the standard refinement calculus [14] allows a particular variable v to be referenced in two ways:
• the undecorated form 'v' represents the required value of the variable when the statement finishes, and
• a zero-subscripted form 'v 0 ' represents the variable's value when the statement began.
The zero-subscripted form is an abbreviation for declaring a logical constant that captures the initial value of the variable [14] . The basic Program Refinement Tool supports this convention via a refinement law that introduces such a constant when needed.
The new real-time version of the tool [22] adds additional contextual information to cope with the greater variety of variables found in the real-time calculus [6] . The real-time calculus considers not only simple state transition behaviour, but also the sequence of interactions between the program and its environment. To model the way that program variables evolve over time, they are represented in the real-time calculus not as simple values, but as timed traces. These are functions from times to values, and can thus capture the variable's entire history [20] . Consequently, the timed calculus distinguishes several classes of variable, each of which satisfies a particular role and has different characteristics [6] .
• An input variable, declared with keyword input, is a timed trace that can be accessed by the program, but not changed by it.
• An output variable, declared with keyword output, is a timed trace that is constructed by the program and is visible externally.
• A local variable, declared with keyword var, is a timed trace that is constructed by the program but cannot be seen by the environment.
• The current time variable τ is a non-trace variable of absolute-time type [20] .
• An auxiliary variable, declared with keyword aux, is a non-trace variable used to support formal proof, but does not appear in the executable code [7] .
The real-time tool supports all of these different variable classes through extensions to the context mechanism. For instance, it allows the programmer to declare a variable v as an output of type natural number N. This updates the context with the knowledge that 'v' is an identifier associated with an output, and that its underlying type is T → N, i.e., a function from the time domain to the natural numbers. In predicates, the non-trace variables, τ and the auxiliary variables, can appear in undecorated (final value) and zero-subscripted (initial value) forms as in the standard calculus. However, timed-trace variables are fundamentally different. They define values at every point in time, rather than having just an initial and final value with respect to each statement executed. In effect, a timed-trace variable is a constant function which contains all past and future values [20] . Consequently, a timed-trace variable v may be used in a specification predicate in several different ways [6] . Elsewhere, complex mechanisms have been suggested for 'lifting' predicates so that the correct usage of such variables can be determined automatically [13] . Instead, the real-time Program Refinement Tool avoids potential ambiguities by having the programmer make the intended usage of each variable clear [6] . Thus, a timed-trace variable v in a predicate may
• appear undecorated as 'v', in which case it is treated as a function,
• be indexed by a specific absolute time t as 'v(t)' (or by a set of times S as 'v(|S|)'), to get the value at that time (or those times),
• be decorated as ' v', denoting the value when the statement began, i.e., v(τ 0 ), and • be decorated as 'v ', denoting the value when the statement ends, i.e., v(τ ).
These decorations are recognised by the tool as syntactic abbreviations.
The standard refinement calculus also supports logical constants [14] . These may appear in specifications for conciseness and to simplify proofs, but have no existence in the executable code. Unlike auxiliary variables, they cannot change value and therefore never appear in decorated form. The real-time calculus supports them [10] , as does our tool, declaring them with keyword con. They are treated as simple values (rather than interpreting them as trace functions with a single-valued range). Most importantly, they may be of absolute-time type T, so that they can be used to record significant times. The real-time calculus and tool also support a similar const declaration for constants that appear in the executable program.
Real-time refinement
Our goal now is to derive the program in Figure 3 from the specification in Figure 1 . Even though the timed refinement calculus provides the formal laws needed to do so [9, 6, 10] , the process is laborious and involves proving many side conditions. Hayes and Utting [10] provide a 'paper' refinement for this case study which covers several pages, despite omitting considerable detail.
Our refinement tool automates the application of refinement laws and ensures they are applied correctly. Even better, it uses 'tactics' to automatically prove side conditions concerning the types of variables and expressions, and the 'stability' of timed-trace variables, based on the facts available in the context. Below we outline the refinement of the receiver case study, emphasising the handling of variables. Further information can be found elsewhere on the basic refinement tool [3] , the theory underlying its real-time extension [23] , and practical application of the tool [22] .
Initial context
The specification in Section 3.1 included a number of free variables and constants which were described only informally. To automate the refinement, the programmer must first explicitly declare them to the tool.
input in : C var msg : seq C The tool records the declaration of in by adding hypotheses to the context stating that 'in' is an identifier in the input class, and that it has an underlying type of T → C. Similarly, the local sequence of characters msg has an underlying type of T → (seq C).
The top-level specification also relies on several time-valued constants.
const chsep : T con chdef : T con start : T Constant chsep denotes the expected duration between characters and will be used to control the periodicity of the program, so it is declared as a programlevel constant. Duration chdef tells us how much time is available to read each character, and time start denotes the actual moment when the target program begins execution. Neither of these will be used in executable code (indeed, start cannot be known with perfect accuracy), so they are both declared as imaginary, specification-level constants. The initial context also contains assumptions 1 to 3 from Figure 1 as hypotheses. Refinement of specification statement 4 then proceeds in five major steps as shown in Sections 5.2 to 5.6 below.
Main program
The second conjunct in the specification on line 4 of Figure 1 is a constraint on the program's finishing time. It can be trivially separated from the rest of the specification to form deadline statement 27 in Figure 3 , leaving the following specification.
Introducing statement 27 carries a proof obligation to show that the deadline expression 'start + chsep * (mx + 1)' is of type T. The tool's in-built tactics perform this proof automatically, based on the declared types of the operands, and typing axioms associated with the operators. Furthermore, the context constructed for specification 28 includes the timing constraint imposed by the deadline statement as a postcondition property.
Refinement of specification 28 begins by anticipating the need for a programlevel variable to capture the time at which the program began. The programmer applies an appropriate refinement rule to create a variable block around the statement, declaring time-valued variable st.
The tool adds new variable st to the frame of the specification statement, so this statement is now free to update it in any way. The tool then allows the programmer to focus on specification 29 within the block. Doing so automatically updates the context with the fact that 'st' is a local trace variable of type T → T.
Within this context, refinement of specification 29 proceeds by strengthening the predicate to require st to be updated with the current time, and then using the semantic definition of gettime statements [10] to introduce statement 9 in Figure 3 .
This leaves a statement the same as specification 29 above, but in a new context including the fact that variable st has already been assigned a time later than logical constant start. Again anticipating the need for further variables in the target program, the programmer then adds two declarations.
Program-level variable ch is identified to the tool as a timed-trace with underlying type T → C. However, auxiliary variable n is intended to help with subsequent reasoning only, when defining the loop invariant. The tool treats it as a simple variable of type natural number. Focussing on statement 30 then automatically updates the context with knowledge of variables ch and n, and their types. Recognising that reading a character will be a common operation, the programmer also declares procedure readchar and supplies a specification of its intended behaviour.
Assumption 31 says that the procedure expects to be called with a value of variable st equal to a time no earlier than when the nth character becomes available. Specification statement 32 requires the procedure to update variable ch in such a way that it contains the nth character. In both cases notice that trace variables ch and st are decorated to denote their specific values at the current time τ .
Procedure body
Refinement of specification 32, in the context of assumption 31, is straightforward using the laws known to the refinement tool. Firstly a rule is applied to specification 32 to separate out a preceding delay-until, using the knowledge about the value of variable st from assumption 31, resulting in statement 13 in Figure 3 . Then, given that it will now begin after time st, the predicate in specification 32 can be strengthened to produce the following statement.
This states that the desired effect can be achieved by acquiring any value of in between the starting τ 0 and finishing τ times of the statement, provided that it finishes before time start+chsep * n+chdef . Refinement of the procedure body is then completed by converting the first conjunct above to the semantically equivalent read statement on line 14, and the second conjunct to the deadline on line 15.
Main program loop
Clearly an iterative solution is appropriate for this problem, so the programmer defines an abbreviation for a suitable loop invariant.
The first conjunct in this predicate says that auxiliary counter variable n is somewhere between the first and last character in the message. The second says that sequence msg already contains characters 1 up to n − 1. The third says that st, which holds the earliest time at which the nth character may be read, is no less than time start + chsep * n. The final conjunct says that variable ch currently holds the nth character.
Specification 30 can then be refined by strengthening the predicate and splitting it into two sequential steps. Another refinement step then turns specification 36 into the loop itself, using expression 'mx − n' as the loop variant.
The tool generates logical constant v 0 to hold the initial value of the loop variant. Assumption 38 tells us that when the loop is entered we can assume that the loop invariant and guard are true, and that imaginary value v 0 equals the loop variant expression. The tool also adds the second conjunct in loop body specification 39 requiring us to decrease the variant below value v 0 , to ensure progress towards termination.
Loop initialisation
Refinement of specification 35 to code then follows using conventional steps for introducing sequential composition and assignment statements. This produces statements 17 to 19 in Figure 3 . Each of these four statements satisfies the corresponding conjunct in predicate 34 above.
Loop body
To refine loop body specification 39, the programmer begins by recognising that it will be useful to refer to auxilary variable n's value when the body begins. This is accommodated by applying the refinement law that introduces a zero-subscripted constant.
When the programmer focusses on specification 42, the tool adds assumption 41 to the context, allowing 'n 0 ' to be used to refer to the initial value of n. This capability is then exploited in a long series of refinement steps, using the 'introduce sequence', 'contract frame' and 'strengthen predicate' laws [22, 10] , to break specification 42 into a sequence of smaller specifications which incrementally satisfy each conjunct in the loop invariant.
st:
Each of these is then refined separately, using the semantics of assignment and the specificiation of procedure readchar, to produce corresponding statements 22 to 25 in Figure 3 . For instance, observe that the obvious assignment statement that meets the first conjunct in specification 43 also satisfies the last two conjuncts, given the context provided by assumptions 38 and 41. Then specification 44 can be satisfied merely by implementing its last conjunct, given the context provided by statement 43, and so on.
Analysis and compilation
The code in Figure 3 resulting from the above refinement process contains several features intended for verifying the program's timing properties only. None of them lead to executable machine code and they can all be treated by the compiler as comments (or deleted before the program is compiled).
The most prominent are the two deadline statements appearing on lines 15 and 27. To complete the refinement it must be shown that these deadlines will always be met (in the context of the assumptions in Figure 1 ), but to do so we need to know the timing properties of the compiled code and run-time architecture. To accomplish this, we must first derive specific timing constraints on the machine code from these requirements [5] , and then check their validity against the actual compiler's output. Hayes and Utting [10] explain how this particular program's control flow can be analysed to determine execution time constraints on the final machine code that will guarantee the deadline requirements in Figure 3 are satisfied. Once this has been done, conventional worst-case execution time analysis can be performed on the corresponding machine code fragments and the deadlines discarded.
Logical constant declarations 37 and 40, and assumptions 38 and 41, were needed to support the refinement proofs only and can be discarded as well. Similarly, constants chdef and start appeared in the original specification merely to document assumed timing properties. They appear in the final program in deadline requirements only which, as explained above, do not contribute to the executable machine code, so these constants can be ignored at compile time too. This is also true of auxiliary variable n. Its only purpose in Figure 3 is to support reasoning about the deadline expression appearing in the loop body via procedure readchar. (Such reasoning would not have been possible using a logical constant.) Therefore, it does not need to appear in the compiled code. The compiler need not reserve memory space when auxiliary declaration 11 is encountered, and no code needs to be generated for specification-level assignment statements 17 and 22.
Conclusion
Via a small example, we have described recent extensions to the way a programming tool manages and manipulates a wide variety of 'variables' during formal development of real-time programs. The tool gives the programmer the option to choose between, for instance, trace and non-trace variables for modelling real-time behaviours, and specification and program level variables. Also, by automatically maintaining a context of which variables are in scope, and their types, the tool removes much of the tedium of rigorously applying refinement steps. Its automatic tactics allow proof obligations concerning type compatibility and stability of real-time variables to be discharged without user intervention. The tool thus allows each refinement step to be fully verified, whereas the equivalent 'paper' proofs must inevitably skip much of this fine detail, and therefore risk overlooking errors.
The computer-aided refinement described above differs in some technical details from the manual version [10] . An obvious difference is that the tool uses a machine-readable ASCII representation of specifications, rather than the usual mathematical symbols. This makes the tool's refinement appear much clumsier. (For readability, we have used mathematical notation throughout this paper.) Also, some of the refinement laws are implemented slightly differently in the tool. Most notable is the way that zero-subscripted constants must be introduced by an explicit step, whereas the conventional refinement calculus [14] assumes that this is done implicitly.
Given that we are motivated by development of code for embedded realtime systems, it is also important to consider refinement of non-terminating programs, as are usually found in control system applications. Recent enhancements to the real-time refinement calculus have addressed reasoning about non-terminating loops [8] and it is fully expected that corresponding extensions can also be made to our real-time Program Refinement Tool.
Finally, the Program Refinement Tool, like all theorem prover-based software, remains complex and intimidating to use. Even with tool support, rigorously performing refinements is currently practical for small fragments of highly critical code only. However, ongoing research aims to simplify the tool further, by improving the user interface and increasing the degree of automation through additional theories and tactics.
