Modern complex large-scale impulsive systems involve multiple modes of operation placing stringent demands on controller analysis of increasing complexity. In analyzing these large-scale systems, it is often desirable to treat the overall impulsive system as a collection of interconnected impulsive subsystems. Solution properties of the large-scale impulsive system are then deduced from the solution properties of the individual impulsive subsystems and the nature of the impulsive system interconnections. In this paper, we develop vector dissipativity theory for large-scale impulsive dynamical systems. Specifically, using vector storage functions and vector hybrid supply rates, dissipativity properties of the composite large-scale impulsive systems are shown to be determined from the dissipativity properties of the impulsive subsystems and their interconnections. Furthermore, extended Kalman-Yakubovich-Popov conditions, in terms of the impulsive subsystem dynamics and interconnection constraints, characterizing vector dissipativeness via vector system storage functions, are derived. Finally, these results are used to develop feedback interconnection stability results for large-scale impulsive dynamical systems using vector Lyapunov functions.
nonnegative. Furthermore, note that it follows from Definition 2.2 that any scalar (q = 1) function w(r) is of class ᐃ. The following definition introduces the notion of essentially nonnegative functions [4, 9] . Definition 2.3. Let w = [w 1 ,...,w q ] T : ᐂ → R q , where ᐂ is an open subset of R q that contains R q + . Then w is essentially nonnegative if w i (r) ≥ 0 for all i = 1,..., q and r ∈ R q + such that r i = 0.
Note that if w : R q → R q is such that w(·) ∈ ᐃ and w(0) ≥≥ 0, then w is essentially nonnegative; the converse however is not generally true. However, if w(r) = Wr, where W ∈ R q×q is essentially nonnegative, then w(·) is essentially nonnegative and w(·) ∈ ᐃ.
Proposition 2.4 [4, 9] . Suppose R q + ⊂ ᐂ. Then R q + is an invariant set with respect tȯ It follows from Proposition 2.4 that if r 0 ≥≥ 0, then r(t) ≥≥ 0, t ≥ t 0 , if and only if w(·) is essentially nonnegative. In this case, the usual stability definitions for the equilibrium solution r(t) ≡ r e to (2.1) are not valid. In particular, stability notions need to be defined with respect to relatively open subsets of R q + containing r e [12, 13] . The following lemma is needed for developing several of the results in later sections. For the statement of this lemma, recall that a matrix W ∈ R q×q is semistable if and only if lim t→∞ e Wt exists [5, 9] , while W is asymptotically stable if and only if lim t→∞ e Wt = 0.
Lemma 2.6 [12] . Suppose W ∈ R q×q is essentially nonnegative. If W is semistable (resp., asymptotically stable), then there exist a scalar α ≥ 0 (resp., α > 0) and a nonnegative vector p ∈ R q + , p = 0, (resp., positive vector p ∈ R q + ) such that
Next, we present a stability result for large-scale impulsive dynamical systems using vector Lyapunov functions. In particular, we consider state-dependent impulsive dynamical systems of the forṁ
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where x(t) ∈ Ᏸ, Ᏸ ⊆ R n is an open set with 0 ∈ Ᏸ, ∆x(t) x(t + ) − x(t), F c : Ᏸ → R n is Lipschitz continuous and satisfies F c (0) = 0, F d : Ᏸ → R n is continuous, and ᐆ x ⊂ Ᏸ ⊆ R n is a resetting set. Here, we assume that (2.3) and (2.4) characterize a large-scale impulsive dynamical system composed of q interconnected subsystems such that, for all i = 1,..., q, each element of F c (x) and F d (x) is given by F ci (x) = f ci (x i ) + Ᏽ ci (x) and
, respectively, where f ci : Ᏸ i ⊆ R ni → R ni and f di : Ᏸ i ⊆ R ni → R ni define the vector fields of each isolated impulsive subsystem of (2.3) and (2.4), Ᏽ ci : Ᏸ → R ni and Ᏽ di : Ᏸ → R ni define the structure of interconnection dynamics of the ith impulsive subsystem with all other impulsive subsystems, x i ∈ Ᏸ i ⊆ R ni , f ci (0) = 0, Ᏽ ci (0) = 0, and q i=1 n i = n. For the large-scale impulsive dynamical system (2.3), (2.4) , we note that the subsystem states that x i (t), t ≥ t 0 , for all i = 1,..., q, belong to Ᏸ i ⊆ R ni as long as x(t) [x T 1 (t),...,x T q (t)] T ∈ Ᏸ, t ≥ t 0 . We make the following additional assumptions:
(A1) if x(t) ∈ ᐆ x \ ᐆ x , then there exists ε > 0 such that, for all 0 < δ < ε,
Assumption (A1) ensures that if a trajectory reaches the closure of ᐆ x at a point that does not belong to ᐆ x , then the trajectory must be directed away from ᐆ x ; that is, a trajectory cannot enter ᐆ x through a point that belongs to the closure of ᐆ x but not to ᐆ x . Furthermore, (A2) ensures that when a trajectory intersects the resetting set ᐆ x , it instantaneously exits ᐆ x . Finally, we note that if x 0 ∈ ᐆ x , then the system initially resets to x + 0 = x 0 + F d (x 0 ) ∈ ᐆ x , which serves as the initial condition for the continuous dynamics (2.3). It follows from (A1) and (A2) that ∂ᐆ x ∩ ᐆ x is closed and hence the resetting times τ k (x 0 ) are well defined and distinct. Furthermore, it follows from (A2) that if x * ∈ R n satisfies F d (x * ) = 0, then x * ∈ ᐆ x . To see this, suppose x * ∈ ᐆ x . Then x * + F d (x * ) = x * ∈ ᐆ x , contradicting (A2). In particular, we note that 0 ∈ ᐆ x . For further insights on assumptions (A1) and (A2), the interested reader is referred to [8, 10] .
The next theorem presents a stability result for (2.3), (2.4) via vector Lyapunov functions by relating the stability properties of a comparison system to the stability properties of the large-scale impulsive dynamical system. Theorem 2.7 [15, 24] . Consider the large-scale impulsive dynamical system given by (2.3) , (2.4) . Suppose there exist a continuously differentiable vector function V : Ᏸ → R q + and a positive vector p ∈ R q + such that V (0) = 0, the scalar function v : Ᏸ → R + defined by v(x) = p T V (x), x ∈ Ᏸ, is such that v(0) = 0, v(x) > 0, x = 0, and
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where w c : R q + → R q is a class ᐃ function such that w c (0) = 0. Then the stability properties of the zero solution r(t) ≡ 0 tȯ r(t) = w c r(t) , r t 0 = r 0 , t ≥ t 0 , (2.6) imply the corresponding stability properties of the zero solution x(t) ≡ 0 to (2.3) , (2.4) . That is, if the zero solution r(t) ≡ 0 to (2.6) is Lyapunov (resp., asymptotically) stable, then the zero solution x(t) ≡ 0 to (2.3) , (2.4) is Lyapunov (resp., asymptotically) stable. If, in addition, Ᏸ = R n and V (x) → ∞ as x → ∞, then global asymptotic stability of the zero solution r(t) ≡ 0 to (2.6) implies global asymptotic stability of the zero solution x(t) ≡ 0 to (2.3), (2.4) .
Wassim M. Haddad et al. 231 If V : Ᏸ → R q + satisfies the conditions of Theorem 2.7, we say that V (x), x ∈ Ᏸ, is a vector Lyapunov function for the large-scale impulsive dynamical system (2.3), (2.4) . Finally, we recall the standard notions of dissipativity and exponential dissipativity [8, 10] for input/state-dependent impulsive dynamical systems Ᏻ of the forṁ
For the impulsive dynamical system Ᏻ, we assume that the required properties for the existence and uniqueness of solutions are satisfied; that is, u c (·) satisfies sufficient regularity conditions such that (2.7) has a unique solution forward in time. For the impulsive dynamical system Ᏻ given by (2.7), (2.8), (2.9), and (2.10), a function (s c (u c , y c ),
are such that s c (0,0) = 0 and s d (0,0) = 0, is called a hybrid supply rate [8, 10] if it is locally integrable for all input-output pairs satisfying (2.7), (2.9); that is, for all input-output pairs u c ∈ ᐁ c , y c ∈ ᐅ c satisfying (2.7), (2.9), s c (·,·) satisfies t t |s c (u c (σ), y c (σ))|dσ < ∞, t,t ≥ 0. Note that since all input-output pairs
Definition 2.8 [10] . The impulsive dynamical system Ᏻ given by (2.7), (2.8), (2.9), and (2.10) is exponentially dissipative (resp., dissipative) with respect to the hybrid supply rate (s c ,s d ) if there exist a continuous, nonnegative-definite function v s : Ᏸ → R and a scalar ε > 0 (resp., ε = 0) such that v s (0) = 0, called a storage function, and the hybrid dissipation inequality
is satisfied for all T ≥ t 0 . The impulsive dynamical system Ᏻ given by (2.7), (2.8), (2.9), and (2.10) is lossless with respect to the hybrid supply rate (s c ,s d ) if the hybrid dissipation inequality is satisfied as an equality with ε = 0 for all T ≥ t 0 .
The following result gives necessary and sufficient conditions for dissipativity over an interval t ∈ (t k ,t k+1 ] involving the consecutive resetting times t k and t k+1 . First, however, the following definition is required.
232 Vector dissipativity and large-scale impulsive systems Definition 2.9 [10] . A large-scale impulsive dynamical system Ᏻ given by (2.7), (2.8), (2.9), and (2.10) is completely reachable if for all (t 0 ,x i ) ∈ R × Ᏸ, there exist a finite time t i < t 0 , a square integrable input u c (t) defined on [t i ,t 0 ], and inputs u d (t k ) defined on k ∈ Z [ti,t0) such that the state x(t), t ≥ t i , can be driven from x(t i ) = 0 to x(t 0 ) = x i . Theorem 2.10 [10] . Assume Ᏻ is completely reachable. Then Ᏻ is exponentially dissipative (resp., dissipative) with respect to the hybrid supply rate (s c ,s d ) if and only if there exist a continuous nonnegative-definite function v s : Ᏸ → R and a scalar ε > 0 (resp., ε = 0) such that v s (0) = 0 and for all k ∈ Z + ,
Finally, Ᏻ given by (2.7), (2.8) , (2.9) , and (2.10) is lossless with respect to the hybrid supply rate (s c ,s d ) if and only if (2.12) and (2.13) are satisfied as equalities with ε = 0 for all k ∈ Z + .
Vector dissipativity theory for large-scale impulsive dynamical systems
In this section, we extend the notion of dissipative impulsive dynamical systems to develop the generalized notion of vector dissipativity for large-scale impulsive dynamical systems. We begin by considering input/state-dependent impulsive dynamical systems Ᏻ of the formẋ
Here, we assume that Ᏻ represents a large-scale impulsive dynamical system composed of q interconnected controlled impulsive subsystems Ᏻ i such that, for all i = 1,..., q, 
,(y ci , y di )) is the hybrid input-output pair for the ith subsystem, f ci : R ni → R ni and Ᏽ ci : Ᏸ → R ni are Lipschitz continuous and satisfy f ci (0) = 0 and Ᏽ ci (0) = 0, f di : R ni → R ni and Ᏽ di :
Furthermore, for the large-scale impulsive dynamical system Ᏻ, we assume that the required properties for the existence and uniqueness of solutions are satisfied; that is, for each i ∈ {1, ..., q}, u ci (·) satisfies sufficient regularity conditions such that the system (3.1), (3.2) has a unique solution forward in time. We define the composite input and composite output for the large-scale 
Note that since all input-output pairs u di (t k ) ∈ ᐁ di , y di (t k ) ∈ ᐅ di are defined for discrete instants, s di (·,·) in Definition 3.1 satisfies k∈Z [t,t) |s di (u di (t k ), y di (t k ))| < ∞. Definition 3.2. The large-scale impulsive dynamical system Ᏻ given by (3.1), (3.2), (3.3), and (3.4) is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c ,S d ) if there exist a continuous, nonnegative-definite vector function V s = [v s1 ,...,v sq ] T : Ᏸ → R q + , called a vector storage function, and an essentially nonnegative dissipation matrix W ∈ R q×q such that V s (0) = 0, W is semistable (resp., asymptotically stable), and the vector hybrid dissipation inequality
is satisfied, where x(t), t ≥ t 0 , is the solution to Note that if the subsystems Ᏻ i of Ᏻ are disconnected, that is, Ᏽ ci (x) ≡ 0 and Ᏽ di (x) ≡ 0 for all i = 1,..., q, and −W ∈ R q×q is diagonal and nonnegative-definite, then it follows 234 Vector dissipativity and large-scale impulsive systems from Definition 3.2 that each of disconnected subsystems Ᏻ i is dissipative or exponentially dissipative in the sense of Definition 2.8. A similar remark holds in the case where q = 1. Next, define the vector available storage of the large-scale impulsive dynamical system Ᏻ by
where x(t), t ≥ t 0 , is the solution to is taken componentwise which implies that for different elements of V a (·), the infimum is calculated separately. Note that V a (x 0 ) ≥≥ 0, x 0 ∈ Ᏸ, since V a (x 0 ) is the infimum over a set of vectors containing the zero vector (T = t 0 ). 
Alternatively, Ᏻ is vector lossless with respect to the vector hybrid supply rate (S c ,S d ) if and only if (3.8) and (3.9) are satisfied as equalities with W semistable.
Proof. Let k ∈ Z + and suppose Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c ,S d ). Then, there exist a continuous nonnegative-definite vector function V s : Ᏸ → R q + and an essentially nonnegative matrix
which, since Z [tk,t + k ) = k, implies (3.9). Conversely, suppose (3.8) and (3.9) hold and lett ≥ t ≥ t 0 and Z [t,t) = {i, i + 1,..., j}. (Note that if Z [t,t) = ∅, the converse result is a direct consequence of (3.8).) If Z [t,t) = ∅, it follows from (3.8) and (3.9) that 
is a vector storage function for Ᏻ and hence Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )).
which implies (3.12). Next, suppose (3.12) holds. Then for 
Finally, since (3.12) implies that V a (0) = 0 and V a (x), x ∈ Ᏸ, is finite, it follows from the definition of the vector available storage that
238 Vector dissipativity and large-scale impulsive systems Now, multiplying (3.18) by the nonnegative matrix e W(tf −t0) , t f ≥ t 0 , it follows that (3.19) which implies that V a (x), x ∈ Ᏸ, is a vector storage function and hence Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )).
It follows from Lemma 2.6 that if W ∈ R q×q is essentially nonnegative and semistable (resp., asymptotically stable), then there exist a scalar α ≥ 0 (resp., α > 0) and a nonnegative vector p ∈ R q + , p = 0, (resp., p ∈ R q + ) such that (2.2) holds. In this case,
(3.20)
Using (3.20), we define the (scalar) available storage for the large-scale impulsive dynam-
form the (scalar) hybrid supply rate (s c ,s d ) for the large-scale impulsive dynamical system Ᏻ. Clearly, v a (x) ≥ 0 for all x ∈ Ᏸ. As in standard hybrid dissipativity theory [10] , the available storage v a (x), x ∈ Ᏸ, denotes the maximum amount of (scaled) energy that can be extracted from the large-scale impulsive dynamical system Ᏻ at any time T.
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The following theorem relates vector storage functions and vector hybrid supply rates to scalar storage functions and scalar hybrid supply rates of large-scale impulsive dynamical systems.
Theorem 3.5. Consider the large-scale impulsive dynamical system Ᏻ given by (3.1) , (3.2) , (3.3) , and (3.4) . Suppose Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c 
Proof. Suppose Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )). Then there exist an essentially nonnegative, semistable (resp., asymptotically stable) dissipation matrix W and a vector storage function V s : Ᏸ → R q + such that the dissipation inequality (3.6) holds. Furthermore, it follows from Lemma 2.6 that there exist α ≥ 0 (resp., α > 0) and a nonzero vector p ∈ R q + (resp., p ∈ R q + ) satisfying (2.2). Hence, premultiplying (3.6) by p T and using (3.20) , it follows that
which implies dissipativity (resp., exponential dissipativity) of Ᏻ with respect to the scalar hybrid supply rate (s c (u c , y c ),s d (u d , y d )) and with 
and hence (3.22) holds.
Remark 3.6. It follows from Theorem 3.4 that if (3.12) holds for x(t 0 ) = 0, then the vector available storage V a (x), x ∈ Ᏸ, is a vector storage function for Ᏻ. In this case, it follows from Theorem 3.5 that there exists p ∈ R q + , p = 0, such that v s (x) p T V a (x) is a storage function for Ᏻ that satisfies (3.23), and hence by (3.22 
Remark 3.7. It is important to note that it follows from Theorem 3.5 that if Ᏻ is vector dissipative, then Ᏻ can either be (scalar) dissipative or (scalar) exponentially dissipative.
The following theorem provides sufficient conditions guaranteeing that all scalar storage functions defined in terms of vector storage functions, that is, v s (x) = p T V s (x), of a given vector dissipative large-scale impulsive nonlinear dynamical system, are positivedefinite. To state this result, the following definition is needed.
Definition 3.8 [10] . A large-scale impulsive dynamical system Ᏻ given by ( 
Theorem 3.9. Consider the large-scale impulsive dynamical system Ᏻ given by (3.1) , (3.2) , (3.3) , and (3.4) and assume that Ᏻ is zero-state observable. Furthermore, assume that Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )) and there exist α ≥ 0 and p ∈ R q + such that (2.2) holds. In addition, assume that there exist functions κ ci : ᐅ ci → ᐁ ci and κ di : ᐅ di → ᐁ di such that κ ci (0) = 0, κ di (0) = 0, s ci (κ ci (y ci ), y ci ) < 0, y ci = 0, and s di (κ di (y di ), y di ) < 0, y di = 0, for all i = 1,..., q. Then for all vector storage functions V s :
Proof. The proof is similar to the proof of [13, Theorem 3.3 ].
Next, we introduce the concept of vector required supply of a large-scale impulsive dynamical system. Specifically, define the vector required supply of the large-scale impulsive dynamical system Ᏻ by
Using the notion of the vector required supply, we present necessary and sufficient conditions for vector dissipativity of a large-scale impulsive dynamical system with respect to a vector hybrid supply rate. 
242 Vector dissipativity and large-scale impulsive systems and hence,
which shows that V r (x), x ∈ Ᏸ, is a vector storage function for Ᏻ and hence Ᏻ is vector dissipative with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )).
Conversely, suppose that Ᏻ is vector dissipative with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )). Then there exists a nonnegative vector storage function V s (x), x ∈ Ᏸ, such that V s (0) = 0. Since Ᏻ is completely reachable, it follows that for x(t 0 ) = x 0 , there exist T < t 0 and u(t), t ∈ [T,t 0 ], such that x(T) = 0. Hence, it follows from the vector hybrid dissipation inequality (3.6) that
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which implies that for all T ≤ t 0 , u c ∈ ᐁ c , and u d ∈ ᐁ d , Finally, suppose that V a (x), x ∈ Ᏸ, is a vector storage function. Then for x(T) = 0,
The next result is a direct consequence of Theorems 3.4 and 3.10.
Proposition 3.11. Consider the large-scale impulsive dynamical system Ᏻ given by (3.1), (3.2) , (3.3) , and (3.4) .
x ∈ Ᏸ, and V r (x), x ∈ Ᏸ, are vector storage functions for Ᏻ, then
is a vector storage function for Ᏻ.
Next, recall that if Ᏻ is vector dissipative (resp., exponentially vector dissipative), then there exist p ∈ R q + , p = 0, and α ≥ 0 (resp., p ∈ R q + and α > 0) such that (2.2) and (3.20) hold. Now, define the (scalar) required supply for the large-scale impulsive dynamical system Ᏻ by the required supply of a large-scale impulsive dynamical system is the minimum amount of generalized energy which can be delivered to the large-scale system in order to transfer it from an initial state x(T) = 0 to a given state x(t 0 ) = x 0 . Using the same arguments as in the case of the vector required supply, it follows that v r (0) = 0 and v r (x) < ∞, x ∈ Ᏸ. Next, using the notion of required supply, we show that all storage functions of the form v s (x) = p T V s (x), where p ∈ R q + , p = 0, are bounded from above by the required supply and bounded from below by the available storage. Hence, a dissipative large-scale impulsive dynamical system can only deliver to its surroundings a fraction of all of its stored subsystem energies and can only store a fraction of the work done to all of its subsystems.
Corollary 3.12. Consider the large-scale impulsive dynamical system Ᏻ given by (3.1), (3.2) , (3.3) , and (3.4) . Assume that Ᏻ is vector dissipative with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )) and with vector storage function V s : (3.40) which implies that v r (x 0 ) ≥ 0, x 0 ∈ Ᏸ. Furthermore, it is easy to see from the definition of required supply that v r (x), x ∈ Ᏸ, satisfies the dissipation inequality (3.23). Hence, v r (x), x ∈ Ᏸ, is a storage function for Ᏻ. Moreover, it follows from the dissipation inequality 
The next result relates vector (resp., scalar) available storage and vector (resp., scalar) required supply for vector lossless large-scale impulsive dynamical systems. Recall that if a disconnected subsystem Ᏻ i (i.e., Ᏽ ci (x) ≡ 0 and Ᏽ di (x) ≡ 0, i ∈ {1, ..., q}) of a large-scale impulsive dynamical system Ᏻ is exponentially dissipative (resp., dissipative) with respect to a hybrid supply rate (s ci (u ci , y ci ),s di (u di , y di )), then there exist a storage function v si : R ni → R + and a constant ε i > 0 (resp., ε i = 0) such that the dissipation inequality (2.11) holds. In the case where v si : R ni → R + is continuously differentiable and Ᏻ is completely reachable, (2.11) yields
The next result relates exponential dissipativity with respect to a scalar hybrid supply rate of each disconnected subsystem Ᏻ i of Ᏻ with vector dissipativity (or, possibly, exponential vector dissipativity) of Ᏻ with respect to a hybrid vector supply rate. 
Assume that Ᏻ is completely reachable and each disconnected subsystem Ᏻ i of Ᏻ is exponentially dissipative with respect to the hybrid supply rate (s ci (u ci , y ci ),s di (u di , y di )) and with a continuously differentiable storage function v si : where ξ i j : Ᏸ → R, i, j = 1,..., q, are given bounded functions. If W ∈ R q×q is semistable (resp., asymptotically stable), with Proof. Since each disconnected impulsive subsystem Ᏻ i of Ᏻ is exponentially dissipative with respect to the hybrid supply rate s ci (u ci , y ci ), i = 1,..., q, it follows from (3.45) and (3.46) that, for all u ci ∈ ᐁ ci and i = 1,..., q,
Now, the result follows from Proposition 3.15 by noting that for all subsystems Ᏻ i of Ᏻ,
where W is essentially nonnegative and, by assumption, semistable (resp., asymptotically stable) and V s (x) [v s1 (x 1 ),...,v sq (x q )] T , x ∈ Ᏸ, is a vector storage function for Ᏻ.
Extended Kalman-Yakubovich-Popov conditions for large-scale impulsive dynamical systems
In this section, we show that vector dissipativeness (resp., exponential vector dissipativeness) of a large-scale impulsive dynamical system Ᏻ of the form (3.1), (3.2), (3.3), and (3.4) can be characterized in terms of the local subsystem functions f ci (·), G ci (·), h ci (·), J ci (·), f di (·), G di (·), h di (·), and J di (·), along with the interconnection structures Ᏽ ci (·) and Ᏽ di (·) for i = 1,..., q. For the results in this section, we consider the special case 
.., q. Furthermore, for the remainder of this paper, we assume that there exists a continuously differentiable vector storage function V s (x), x ∈ R n , for the large-scale impulsive dynamical system Ᏻ. For the statement of the next result, recall that
such that each of these block matrices consists of zero blocks except for, respectively, the matrix blocks
Finally, we introduce a more general definition of vector dissipativity involving an underlying nonlinear comparison system. .6) is Lyapunov (resp., asymptotically) stable, and the vector hybrid dissipation inequality
is satisfied, where x(t), t ≥ t 0 , is the solution to If Ᏻ is completely reachable and V s (·) is continuously differentiable, then (4.1) can be equivalently written aṡ
with u c ∈ ᐁ c and u d ∈ ᐁ d . Consider the large-scale impulsive dynamical system Ᏻ given by (3.1) , (3.2) , (3.3) , and (3.4) 
Then Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the quadratic hybrid supply rate (S c 
and, for all i = 1,..., q,
Proof. Suppose that there exist functions v si :
, and P 2i : R n → N md such that v si (·) is continuously differentiable and nonnegative-definite, v si (0) = 0, i = 1,..., q, w c (0) = 0, w c ∈ ᐃ, the zero solution r(t) ≡ 0 to (2.6) is Lyapunov (resp., asymptotically) stable, and (4.3), (4.4), (4.5), (4.6), (4.7), (4.8), and (4.9) are satisfied. Then for any u c ∈ ᐁ c , t,t ∈ R, t k < t ≤t ≤ t k+1 , k ∈ Z + , and i = 1,..., q, it follows from (4.4), (4.5), 250 Vector dissipativity and large-scale impulsive systems and (4.6) that t t s ci u ci (σ), y ci (σ) dσ
where x(σ), σ ∈ (t k ,t k+1 ], satisfies (3.1). Next, for any u d ∈ R md , t k ∈ R, and k ∈ Z + , it follows from (4.3), (4.7), (4.8), and (4.9) that Using (4.4), (4.5), (4.6), (4.7), (4.8), and (4.9), it follows that for T ≥ t 0 ≥ 0, k ∈ Z [t0,T) , and i = 1,..., q,
where V s (x) = [v s1 (x),...,v sq (x)] T , x ∈ R n , which can be interpreted as a generalized energy balance equation for the ith impulsive subsystem of Ᏻ, where v si (x(T)) − v si (x(t 0 )) is the stored or accumulated generalized energy of the ith impulsive subsystem, the two path dependent terms on the left-hand side are, respectively, the external supplied energy to the ith subsystem over the continuous-time dynamics and the energy gained over the continuous-time dynamics by the ith subsystem from the net energy flow between all subsystems due to subsystem coupling, the last discrete term on the left-hand side corresponds to the external supplied energy to the ith subsystem at the resetting instants, the second path-dependent term on the right-hand side corresponds to the dissipated energy from the ith impulsive subsystem over the continuous-time dynamics, and the last discrete term on the right-hand side corresponds to the dissipated energy from the ith impulsive subsystem at the resetting instants. Equivalently, (4.12) can be rewritten aṡ
which yields a set of q generalized energy conservation equations for the large-scale impulsive dynamical system Ᏻ. Specifically, (4.13) shows that the rate of change in generalized energy, or generalized power, over the time interval t ∈ (t k ,t k+1 ] for the ith subsystem of Ᏻ is equal to the generalized system power input to the ith subsystem plus the instantaneous rate of energy supplied to the ith subsystem from the net energy flow between all subsystems minus the internal generalized system power dissipated from the ith subsystem, while (4.14) shows that the change of energy at the resetting times t k , k ∈ Z + , is 252 Vector dissipativity and large-scale impulsive systems equal to the external generalized system supplied energy at the resetting times minus the generalized dissipated energy at the resetting times.
Remark 4.5. Note that if Ᏻ with (u c (t),u d (t k )) ≡ (0,0) is vector dissipative (resp., exponentially vector dissipative) with respect to the quadratic hybrid supply rate, where Q ci ≤ 0, Q di ≤ 0, i = 1,..., q, then it follows from the vector hybrid dissipation inequality that for all k ∈ Z + ,
where S c (0, y c ) = [s c1 (0, y c1 ),...,s cq (0, y cq )] T , S d (0, y d ) = [s d1 (0, y d1 ),...,s dq (0, y dq )] T ,
.., q, and x(t), t ≥ t 0 , is the solution to (3.1), (3.2), (3.3), and (3.4) with (u c (t), u d (t k )) ≡ (0,0). If, in addition, there exists p ∈ R q + such that p T V s (x), x ∈ R n , is positivedefinite, then it follows from Theorem 2.7 that the undisturbed ((u c (t),u d (t k )) ≡ (0,0)) large-scale impulsive dynamical system (3.1), (3.2), (3.3), and (3.4) is Lyapunov (resp., asymptotically) stable.
Next, we consider a specialization of Theorem 4.4 wherein Ᏻ is a linear impulsive dynamical system. Specifically, we assume that w c ∈ ᐃ is linear so that w c (r) = Wr, where W ∈ R q×q is essentially nonnegative, and consider the large-scale linear impulsive dynamical system Ᏻ given bẏ
Corollary 4.6. Consider the large-scale linear impulsive dynamical system Ᏻ given by (4.16) .
Then Ᏻ is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )), where s ci (u ci , y ci ) = u T ci R ci u ci + 2y T ci S ci u ci + y T ci Q ci y ci and s di (u di ,
.., q, such that W is essentially nonnegative and semistable (resp., asymptotically stable), and, for all i = 1,..., q,
Proof. The proof follows from Theorem 4. where, for all i = 1,..., q,
(4.24)
Hence, vector dissipativity of large-scale linear impulsive dynamical systems with respect to quadratic hybrid supply rates can be characterized via (cascade) linear matrix inequalities (LMIs) [6] .
Next, we extend the notions of passivity and nonexpansivity to vector passivity and vector nonexpansivity. l ci , m di = l di , i = 1,..., q, is vector passive (resp., vector exponentially passive) if it is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )), where s ci (u ci , y ci ) = 2y T ci u ci and s di (u di , y di ) = 2y T di u di , i = 1,..., q. Definition 4.9. The large-scale impulsive dynamical system Ᏻ given by (3.1), (3.2), (3.3), and (3.4) is vector nonexpansive (resp., vector exponentially nonexpansive) if it is vector dissipative (resp., exponentially vector dissipative) with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )), where s ci (u ci , y ci ) = γ 2 ci u T ci u ci − y T ci y ci and s di (u di ,
.., q, and γ ci > 0, γ di > 0, i = 1,..., q, are given. Remark 4.10. Note that a mixed vector passive-nonexpansive formulation of Ᏻ can also be considered. Specifically, one can consider large-scale impulsive dynamical systems Ᏻ which are vector dissipative with respect to hybrid vector supply rates (S c (u c , y c ),S d (u d ,
.., q}. Furthermore, hybrid supply rates for vector input strict passivity, vector output strict passivity, and vector input-output strict passivity generalizing the passivity notions given in [14] can also be considered. However, for simplicity of exposition, we do not do so here.
The next result presents constructive sufficient conditions guaranteeing vector dissipativity of Ᏻ with respect to a quadratic hybrid supply rate for the case where the vector storage function V s (x),
Theorem 4.11. Consider the large-scale impulsive dynamical system Ᏻ given by (3.1) , (3.2) , (3.3) , and (3.4) . Assume that there exist functions V s = [v s1 ,...,v sq ] T :
is continuously differentiable, v si (0) = 0, i = 1,..., q, w c ∈ ᐃ, w c (0) = 0, the zero solution r(t) ≡ 0 to (2.6) is Lyapunov (resp., asymptotically) stable, and, for all x ∈ R n and i = 1,..., q, .., y T dcq ] T , respectively. In this case, ᐁ cc = ᐁ cc1 × · · · × ᐁ ccq , ᐁ dc = ᐁ dc1 × · · · × ᐁ dcq , ᐅ cc = ᐅ cc1 × · · · × ᐅ ccq , and ᐅ dc = ᐅ dc1 × · · · × ᐅ dcq . Note that with the feedback interconnection given by Figure 5 .1, (u cc ,u dc ) = (y c , y d ) and (y cc , y dc ) = (−u c ,−u d ). We assume that the negative feedback interconnection of Ᏻ and Ᏻ c is well posed; that is, det(I mci + J cci (x ci )J ci (x i )) = 0, det(I mdi + J dci (x ci )J di (x i )) = 0, for all x i ∈ R ni , x ci ∈ R nci , and i = 1,..., q. Next, we assume that the set ᐆ c ᐆ cxc × ᐆ cucc = {(x c ,u cc ) : ᐄ c (x c ,u cc ) = 0}, where ᐄ c : R nc × ᐁ cc → R, and define the closed-loop resetting set
where ᏸ cc (·,·) and ᏸ c (·,·) are functions of x and x c arising from the algebraic loops due to u cc and u c , respectively. Note that since the feedback interconnection of Ᏻ and Ᏻ c is well posed, it follows thatᐆx is well defined and depends on the closed-loop states
x [x T x T c ] T . Furthermore, we assume that for the large-scale systems Ᏻ and Ᏻ c , the conditions of Theorem 3.9 are satisfied; that is, if V s (x), x ∈ R n , and V cs (x c ), x c ∈ R nc , are vector storage functions for Ᏻ and Ᏻ c , respectively, then there exist p ∈ R (i) If there exists Σ diag[σ 1 ,...,σ q ] > 0 such that S c (u c , y c ) + ΣS cc (u cc , y cc ) ≤≤ 0, S d (u d , y d ) + ΣS dc (u dc , y dc ) ≤≤ 0, andW ∈ R q×q is semistable (resp., asymptotically stable), whereW (i, j) max{W (i, j) ,(Σ W c Σ −1 ) (i, j) } = max{W (i, j) ,(σ i /σ j )W c(i, j) }, i, j = 1,..., q, then the negative feedback interconnection of Ᏻ and Ᏻ c is Lyapunov (resp., asymptotically) stable. andW ∈ R q×q is semistable (resp., asymptotically stable), whereW (i, j) max{W (i, j) , (ΣW c Σ −1 ) (i, j) } = max{W (i, j) ,(σ i /σ j )W c(i, j) }, i, j = 1,..., q, then the negative feedback interconnection of Ᏻ and Ᏻ c is Lyapunov (resp., asymptotically) stable.
Proof. Let-cc x0,uc ∪ -c xc0,ucc and t k ∈-c , k ∈ Z + . First, note that it follows from assumptions (A1) and (A2) that the resetting times t k (= τ k (x 0 )) for the feedback system are well defined and distinct for every closed-loop trajectory.
(i) Consider the vector Lyapunov function candidate V (x,x c ) = V s (x) + ΣV cs (x c ), (x,x c ) ∈ R n × R nc , and note that the corresponding vector Lyapunov derivative of V (x,x c ) along the state trajectories (x(t),x c (t)), t ∈ (t k ,t k+1 ), is given bẏ V x(t),x c (t) =V s x(t) + ΣV cs x c (t) ≤≤ S c u c (t), y c (t) + ΣS cc u cc (t), y cc (t)
x(t),x c (t) ∈ᐆx, (5.5) and the Lyapunov difference of V (x,x c ) at the resetting times t k , k ∈ Z + , is given by For the next result, note that if the large-scale impulsive dynamical system Ᏻ is vector dissipative with respect to the vector hybrid supply rate (S c (u c , y c ),S d (u d , y d )), where s ci (u ci , y ci ) = 2y T ci u ci and s di (u di , y di ) = 2y T di u di , i = 1,..., q, then with κ ci (y ci ) = −κ ci y ci and κ di (y di ) = −κ di y di , where κ ci > 0, κ di > 0, i = 1,..., q, it follows that s ci (κ ci (y ci ), y ci ) = −κ ci y T ci y ci < 0 and s di (κ di (y di ), y di ) = −κ di y T di y di < 0, y ci = 0, y di = 0, i = 1,..., q. Alternatively, if Ᏻ is vector dissipative with respect to the vector hybrid supply rate (S c (u c , y c ), S d (u d , y d )), where s ci (u ci , y ci ) = γ 2 ci u T ci u ci − y T ci y ci and s di (u di , y di ) = γ 2 di u T di u di − y T di y di , where γ ci > 0, γ di > 0, i = 1,..., q, then with κ ci (y ci ) = 0 and κ di (y di ) = 0, it follows that s ci (κ ci (y ci ), y ci )=−y T ci y ci < 0 and s di (κ di (y di ), y di )=−y T di y di < 0, y ci = 0, y di = 0, i = 1,..., q. Hence, if Ᏻ is zero-state observable and the dissipation matrix W is such that there exist α ≥ 0 and p ∈ R q + such that (2.2) holds, then it follows from Theorem 3.9 that (scalar) storage functions of the form v s (x) = p T V s (x), x ∈ R n , where V s (·) is a vector storage function for Ᏻ, are positive-definite. If Ᏻ is exponentially vector dissipative, then p is positive.
Corollary 5.2. Consider the large-scale impulsive dynamical systems Ᏻ and Ᏻ c given by (3.1) , (3.2) , (3.3) , and (3.4) and (5.1), respectively. Assume that Ᏻ and Ᏻ c are zero-state observable and the dissipation matrices W ∈ R q×q and W c ∈ R q×q are such that there exist, respectively, α ≥ 0, p ∈ R q + , α c ≥ 0, and p c ∈ R q + such that (2.2) is satisfied. Then the following statements hold:
(i) if Ᏻ and Ᏻ c are vector passive andW ∈ R q×q is asymptotically stable, whereW (i, j) max{W (i, j) ,W c(i, j) }, i, j = 1,..., q, then the negative feedback interconnection of Ᏻ and Ᏻ c is asymptotically stable; (ii) if Ᏻ and Ᏻ c are vector nonexpansive andW ∈ R q×q is asymptotically stable, wherẽ W (i, j) max{W (i, j) ,W c(i, j) }, i, j = 1,..., q, then the negative feedback interconnection of Ᏻ and Ᏻ c is asymptotically stable.
Proof. The proof is a direct consequence of Theorem 5.1. Specifically, (i) follows from Theorem 5.1 with R ci = 0, S ci = I mci , Q ci = 0, R di = 0, S di = I mdi , Q di = 0, R cci = 0, S cci = I mci , Q cci = 0, R dci = 0, S dci = I mdi , Q dci = 0, i = 1,..., q, and Σ = I q , while (ii) follows from Theorem 5.1 with R ci = γ 2 ci I mci , S ci = 0, Q ci = −I lci , R di = γ 2 di I mdi , S di = 0, Q di = −I ldi , R cci = γ 2 cci I lci , S cci = 0, Q cci = −I mci , R dci = γ 2 dci I ldi , S dci = 0, Q dci = −I mdi , i = 1,..., q, and Σ = I q .
Conclusion
In this paper, we extended the notion of hybrid dissipativity theory to vector hybrid dissipativity theory. Specifically, using vector storage functions and hybrid supply rates, dissipativity properties of composite large-scale impulsive dynamical systems are shown to be determined from the dissipativity properties of the individual impulsive subsystems and the nature of their interconnections. Furthermore, extended Kalman-Yakubovich-Popov conditions, in terms of the local impulsive subsystem dynamics and the impulsive subsystem interconnection constraints, characterizing vector dissipativeness via vector storage functions, are derived. In addition, general stability criteria were given for feedback interconnections of large-scale impulsive dynamical systems in terms of vector storage functions serving as vector Lyapunov functions.
