A spanning subgraph of a graph G is called a [0,2]-factor of G, if 0 ( ) 2 dx
Introduction
A 2-factor of Graph G is a set of disjoint cycles that span G . 2-factors have multiple applications in Graph Theory, Computer Graphics, and Computational Geometry [1] 
[2][3][4] A
Hamiltonian cycle is then a 2-factor, and in one sense, it is the simplest 2-factor as it is composed of a single cycle. In another sense, it may be the most difficult 2-factor to find, as we must force a single cycle.
. To our knowledge ,there are no efficient Algorithm for finding the 2-factor in general graph. In some cases an algorithm that computes such a 2-factor is also given. One such algorithm is due to Petersen. Petersen's result establishes the existence of 2-factors in 2m-regular graphs only. Gopi and Epstein [5] propose an algorithm to compute 2-factors of 3-regular graphs. Their algorithm computes a perfect matching of the input graph. The edges, that is not in the computed matching define a 2-factor. Diaz-Gutierrez and Gopi [4] present two different methods to compute a 2-factors of graphs of maximum degree 4. The method consists of first computing a perfect matching on the input graph, after removing the edges in the matching from the input graph, and computing a new matching on the remaining subgraph. The 2-factor is defined by the edges in the union of both perfect matching. All appearance, their algorithm does not work on graphs with an odd number of vertices even when these are 4-regular. In fact, there are graphs with an even number of vertices where this algorithm also fails. The second method by Diaz-Gutierrez and Gopi is called the template substitution algorithm. In this method, vertices of degree 4 are replaced by templates, constructing by six vertex, to obtain an inflated graph. A perfect matching of the inflated graph can be translated into a 2-factor of the input graph given that exactly two outside vertices of a template connect to vertices of other templates. This algorithm is efficient for 4-regular only although the authors claim that their templates can also replace vertices of degree less than 4; however, no details are provided. Umans [6] presented a known algorithm for computing 2-factors of a general graph. The algorithm is based on linear programming and, although simple to describe (as a set of linear equations), it is affected by the underlying complexity of linear programming ,but unfortunately, the problem about complexity of linear programming is yet a open problem [7] [3] . We will propose a polynomial time algorithm for computing 2-factor of general graph. From any of a easily accessible [0,2]-factor to compute out the 2-factor in stages. This algorithm using a namely P-chain with respect to a [0,2]-factor of G is similar to augmenting path algogorism in the matching problem.
Basic theorem
The graph considered in this paper will be finite, undirected and simple. Let G ( , ) VE  is a graph on n vertices with vertex set () A path is also a chain, but a chain would not be necessarily a path,for example, in Fig.1(a) , the (1, 5, 4, 8, 9, 6, 5, 12) L is a chain only, but is not a path. Example 1 In Fig.1 is called P-chain with respect to , if L is a alternating respect to complementary subs E( ) and E(G) \ E(R),and satisfying following condition:
(1) 1 , 
In example 1 (Fig.1 L is close. Specially, the edge (11,15) is also a P-chain with respect to ,that is degenerate. We will to prove that if there is a [0,2]-factor of G and a P-chain with respect to then we can find a [0,2] -factor  from and the number of paths and isolated vertices in  is less than the number of which in . This is what the Theorem 2.1 below claims. Proof : First we prove that 0 Fig. 1 ) .
Case 2): Fig.1 ) .
we have proved that fig.1 (b) . ,we consider the edges in ; these edges together with their end vertices form a subgraph ( , ) V   of G (this subgraph may be disconnected).We will to prove that there must be a P-chain with respect to in (thus,in G) . The main idea of proving theorem 2.2 is coming from the proof of similar theorem in theory of maximum matchings, but here is more complicated and more difficult.
First ,we have ... (1) is just a P-chain with respect to . However , this contradicts our assumption that there is no P-chain in G with respect to . The theorem has been proved. □
Follows from above two theorem, one can draw conclusion that:
Basic Theorem The Characteristic number of a Graph is a Graph invariant ,and a 2-factor in a graph G exists if and only if the Characteristic number of the graph is zero. GG  =null graph.
Algorithm
The Algorithm for computing maximum [0,2]-factor and characteristic number of graph. 
The Complexity of Algorithm
The complexity of all of the algorithm is according to the complexity of the algorithm of finding a P-chain with respect a 
Conclusion
The chataterristic number of a graph, definited in this paper,is a graph invariant. It shows how far a graph can be [0,2]-factorizations and if and only if which is zero the graph exists 2-factor.The given algorithm make it can be decision and computed out in time H-cycle is also a 2-factor,therefore a necessary condition of that, a graph is H-graph, is its characteristic number is zero,and it also can be tested in 3 () on .
The algorithms, given in this paper,has been programmed by VB.
