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= +∞. On montre que si la suite (ω(−n))n>1 vérifie des conditions de régularité
convenables, alors tout idéal fermé I de l’algèbre de Beurling Aω(T) est engendré par son intersection
avec A+ω (T) := {f ∈ Aω(T): fˆ (n) = 0 (n < 0)}. Ces conditions sont en particulier vérifiées si
ω(n) = e|n|/ log(1+|n|) pour n < 0. La démonstration de ce résultat repose sur la théorie des fonctions
asymptotiquement holomorphes dans le disque unité et sur la notion “d’extension de Dyn’kin”. Ó 2000
Éditions scientifiques et médicales Elsevier SAS
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= +∞. We show that if the sequence (ω(−n))n>1 satisfies some
suitable regularity conditions, then every closed ideal I of Aω(T) is generated by its intersection with
A+ω (T) := {f ∈ Aω(T): fˆ (n) = 0 (n < 0)}. These regularity conditions are satisfied, for example, if
ω(n)= e|n|/ log(1+|n|) for n < 0. The proof is based on the theory of asymptotically holomorphic functions
in the disc and on the notion of “Dyn’kin extension”. Ó 2000 Éditions scientifiques et médicales Elsevier
SAS
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1. Introduction
Soit ω un “poids” sur Z, c’est-à-dire une application de Z dans ]0,+∞[ vérifiant les condi-
tions :
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l’algèbre de Beurling sur le cercle unité T associée à ω. Si S désigne l’opérateur de multiplica-
tion par z, alors S est continu et inversible sur Aω(T), et son spectre est égal à T. Les idéaux de
Aω(T) sont alors les sous-espaces fermés M de Aω(T) tels que SM ⊂M et S−1M ⊂M .
On suppose aussi que :




=+∞ (ω est quasianalytique à gauche).(4)
L’objet de cet article est de montrer (Th. 7.8) que si le poids ω vérifie les conditions










est log-concave à partir d’un certain rang, avec α > 2,(6)
alors tout idéal fermé de Aω(T) est engendré par son intersection avec
A+ω (T)=
{
f ∈Aω(T): fˆ (n)= 0 (n < 0)
}
.




1+n2 <+∞, avec ω(n)> 1 pour tout n ∈ Z,
l’algèbre Aω(T) est régulière (cf. [24]), c’est-à-dire que pour tout arc fermé L ⊂ T d’intérieur
non vide, il existe f ∈Aω(T) \ {0} tel que f|L ≡ 0. Par conséquent
IL =
{
f ∈Aω(T): f|L ≡ 0
}
est un idéal fermé non nul de Aω(T) alors que IL ∩A+ω (T)= {0}.
Les conditions (1) à (6) sont en particulier vérifiées pour le poids ω défini par :{
ω(n)= e|n|/ log(1+|n|) (n < 0),
ω(n)= 1 (n> 0) ou ω(n)= e√n (n> 0).
La démonstration du Théorème 7.8 s’appuie notamment sur un résultat connu dans le cas
hilbertien [14, Th. 3.8], [20, Th. 3.3] que l’on adapte au cas de Aω(T). On montre à la
Proposition 6.1 que si un idéal fermé I de Aω(T) vérifie I ∩ A+ω (T) 6= {0}, si ω vérifie la
condition (3) et si limn→+∞(logω(−n))/√n =+∞, alors I est engendré par son intersection
avec A+ω (T).
La difficulté ici consiste à montrer que si I est un idéal fermé non nul de Aω(T), alors I ∩
A+ω (T) 6= {0}. Pour démontrer ce résultat, on adopte la stratégie développée par Esterle–Volberg
dans le cas hilbertien [21], qui repose sur la théorie des fonctions asymptotiquement holomorphes
(c’est-à-dire des fonctions F ∈ C1(D) telles que ∂F (z) décroît “quasianalytiquement” vers 0
quand |z| → 1−), développée dans [6,8]. Un résultat fondamental, qui s’applique à certaines
fonctions asymptotiquement holomorphes, est rappelé dans le Lemme 7.1 que l’on peut appeler
“Principe du module minimum”.
De ce “Principe du module minimum”, Borichev et Volberg déduisent des résultats de
factorisation, voir [8, Th. 6.3]. Posons :
C−(T)= {f ∈ C(T): fˆ (n)= 0 (n> 0)};
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la version “quantitative” de ces résultats de factorisation donnée dans [21, Th. B.3] permet de
montrer que pour tout f ∈Aω(T) et tout s ∈]0,1/4[ il existe g ∈A+ω (T), h ∈ C−(T), k > 0 tels
que f (eiθ )= e−ikθeh(eiθ )g(eiθ ) pour θ ∈ [0,2pi] et ∑n<0 |hˆ(n)|ωs(n) <+∞ (Lemme 7.3).
Toute la difficulté de l’article consiste à contourner la perte de régularité sur h dans la
factorisation obtenue ci-dessus. Signalons que dans [15], Esterle a montré que la fonction h
n’appartient pas en général à Aω(T). Cependant, on va montrer que, bien que la série∑
n<0 |hˆ(n)|ω(n) puisse diverger, g appartient à l’idéal engendré par f au sens de la norme‖ · ‖ω , alors que la factorisation ci-dessus ne donne ce résultat qu’au sens de la norme plus
faible ‖ · ‖ω(s) .
Le dual de Aω(T) peut s’interpréter comme l’espace :
A∗ω(T)=
{
ϕ ∈ F(T): sup
n∈Z
∣∣ϕˆ(n)∣∣ω∗(n) <+∞},
où F(T) désigne l’espace des hyperfonctions sur T (cf. Section 2), où ω∗(n) = ω(−n − 1)−1




fˆ (n)ϕˆ(−n− 1) (f ∈Aω(T), ϕ ∈A∗ω(T)).
Soit M un sous-espace fermé invariant à gauche de Aω(T) (ie, tel que S−1M ⊂M) ; on vérifie
alors que si ϕ ∈M⊥ on a fˆ ∗ ϕˆ|Z+ ≡ 0.
L’idée consiste à utiliser cette équation de convolution et les minorations des fonctions
asymptotiquement holomorphes du disque pour établir le résultat technique suivant, qui constitue







Des problèmes de ce type avaient déjà été étudiés par Borichev et Hedenmalm [7] pour
résoudre le problème de Gurarii–Levin concernant les sous-espaces invariants à droite de
Lp(R+,w) où w est un poids quasianalytique sur R+. Dans le cas p = 1, Borichev et
Hedenmalm avaient pu montrer, moyennant certaines conditions de régularité sur le poids
quasianalytique w, que si (F ∗G)(t)= 0 p.p. pour t 6 0, avec F 6= 0, F(t)= 0 p.p. pour t < 0,
G(t) = 0 p.p. pour t > 0, ∫ +∞0 |F(t)|w(t)dt < +∞ et sup esst<0 |G(t)|w(−t ) < +∞, alors on peut
obtenir de bonnes majorations de la croissance de la transformée de Laplace L(G)(z) quand
Rez→ 0−.
On n’utilisera pas ici ces résultats de [7] mais on emprunte à leur travail deux idées
importantes. La première idée consiste à construire une “extension de Dyn’kin” optimale f˜−
de f− = f|C\D à D pour f ∈ Aω(T). Cette extension de Dyn’kin vérifie T (f˜−|D) = (0, f−),
où T désigne la “trace de Cauchy”, qui a été étudiée de manière systématique dans [22]. Pour
n> 1 posons rn = ω(−n)ω(−n−1) , et pour z ∈D soit p(z) le plus petit entier n tel que |z|< rn+1 (avec




fˆ (n) zn (z ∈C).
Calculée au sens des distributions, ∂f˜− est une mesure bornée concentrée dans
⋃
n>1 rnT. Pour
ϕ ∈A∗ω(T), ϕ ∂f˜− est une distribution d’ordre 2 et il existe deux mesures µ et ν bornées sur D
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telles que




Ceci permet notamment d’obtenir une “formule de Cauchy–Pompeiu” (formule (3.3)) équiva-



















fˆ (p) ϕˆ(n− p)
)
λn.
Contrairement à ce qui se passait dans le cas hilbertien traité dans [21] on se heurte
immédiatement à une difficulté : la fonction F présente des discontinuités et ∂F est une
mesure singulière, ce qui empêche d’appliquer à F la théorie des fonctions asymptotiquement
holomorphes dans le disque et d’en déduire (A).
On surmonte cette difficulté grâce à la condition (6) de “forte convexité” sur la suite
(ω(−n))n>1, également empruntée à [7]. On vérifie (Proposition 4.1) qu’elle entraîne l’existence
de c1, c2 > 0 tels que
c1
rn+1 − rn 6 n
2 6 c2L2/α(rn),
où L(r) désigne la “transformée de Legendre” de (ω−1(−n − 1))n>0, voir formule (4.1) (ce






sont en fait des mesures bornées sur D.
D’autre part, en utilisant une technique de “lissage du ∂” inspirée de la démonstration
des résultats de factorisation de [6] et [8] mentionnés plus haut, on construit une fonction
w ∈ C1(D), asymptotiquement holomorphe dans D, telle que w soit asymptotiquement proche
de f˜− (Proposition 4.3). Les minorations sur |f+ + w| fournies par la théorie des fonctions
asymptotiquement holomorphes, rappelées au Lemme 7.1, permettent alors d’obtenir de bonnes
minorations de |F | (Lemme 7.2).
Il est facile de voir que ∣∣H(λ)∣∣=O( 1
1− |λ|
)
quand |λ| → 1−. En utilisant les minorations obtenues sur |F | et un processus de moyennisation
on peut alors obtenir des majorations de la croissance de |ϕ(λ)| quand |λ| → 1− (Lemme 7.4) et
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c’est-à-dire que ϕ vérifie (A).
Soit alors f ∈Aω(T) et soit f (eiθ )= e−ikθeh(eiθ )g(eiθ ) avec g ∈A+ω (T), h ∈ C−(T), k > 0 la
factorisation de f mentionnée plus haut. Les résultats ci-dessus permettent de montrer que ϕ est
orthogonal à l’idéal engendré par f si et seulement s’il est orthogonal à l’idéal engendré par g.
Donc g appartient à l’idéal engendré par f au sens de la norme Aω(T). On en déduit que pour









Notons que les estimations ci-dessus sur la croissance de la suite (ϕˆ(n))n>0 quand il existe
f ∈Aω(T) \ {0} telle que fˆ ∗ ϕˆ|Z+ ≡ 0, qui sont la clef de la démonstration du Théorème 7.8,







On traite deux exemples à la fin de cet article. Lorsque ω|Z+ ≡ 1, A+ω (T) coïncide avec
l’algèbre des séries de Taylor absolument convergentes, dont les idéaux ont été étudiés dans [2] et
plus récemment dans [16] et [13]. Lorsque ω(n)= e√n (n> 0) et ω(n)= e|n|/ log(1+|n|) (n < 0),
les travaux de [9] et [11,12] permettent alors de montrer que les idéaux de Aω(T) sont de la
forme
I = {f ∈Aω(T): f (i)(λ)= 0 (λ ∈Λ, 06 i 6 ϕ(λ))}
où Λ est une partie finie de T et ϕ une application de Λ dans N. Ce dernier résultat peut se
démontrer plus simplement avec des conditions de régularité un peu plus fortes sur ω.
2. Hyperfonctions et transformée de Cauchy planaire
Hyperfonctions. On note D le disque unité ouvert et T = ∂D le cercle unité. On notera
H(Ω) l’espace des fonctions holomorphes sur un ouvert Ω , muni de la topologie de la
convergence uniforme sur tout compact. Si Ω est borné on notera H0(C \ Ω) l’espace des
fonctions deH(C \Ω) s’annulant à l’infini.
On note F(T) l’ensemble des hyperfonctions sur T, c’est-à-dire l’ensemble des fonctions
analytiques sur C \T et nulles à l’infini. Pour ϕ ∈ F(T) on posera :
P+(ϕ)= ϕ+ = ϕ|D, P−(ϕ)= ϕ− = ϕ|C\D,(2.1)
et on écrira ϕ = (ϕ+, ϕ−).
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f (z)z−n−1 dz (n ∈ Z),







ξ − z dξ
(|z|< 1),











f+(rz)+ f−1(r−1z)] presque partout sur T,
(théorème de Plemelj–Privalov). On peut donc identifier f ∈ L1(T) à l’hyperfonction ayant les









La transformée de Fourier F : F(T)→ E, ϕ → ϕˆ = (ϕˆ(n))n∈Z est bijective et, pour u ∈ E ,













Soit C(T ) l’ensemble des fonctions continues sur T. On note
O(T) :=
{
f ∈ C(T ) | lim sup
|n|→∞
∣∣fˆ (n)∣∣1/|n| < 1}
l’algèbre des germes de fonctions analytiques sur T. Il est clair que O(T) s’identifie au sous-
espace des hyperfonctions ϕ ∈ F(T) telles que ϕ+ et ϕ− soient analytiquement prolongeables
au-delà de T.
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ce qui permet d’identifier F(T) au dual topologique fort de O(T).
Pour ϕ ∈O(T), ψ ∈ F(T) on peut définir le produit ϕ ·ψ par la formule :
〈ϕ ·ψ,h〉 = 〈ψ,ϕ · h〉 (h ∈O(T)).
On a alors ϕ ·ψ ∈ F(T) et
ϕ̂ ·ψ = ϕˆ ∗ ψˆ.(2.5)
Ce produit coïncide evidemment avec le produit usuel si ϕ ∈O(T),ψ ∈ L1(T).
Plus généralement soient ϕ,ψ ∈ F(T). Si




ϕˆ(p) · ψˆ(n− p)
existe pour tout n ∈ Z et si ϕˆ ∗ ψˆ ∈ E , on peut définir le produit ϕ · ψ ∈ F(T) par la formule
(2.5). Ce produit est nul si ϕ et ψ sont à “support disjoint” [17].
Transformée de Cauchy planaire. Soit Ω un ouvert de C ; on note D(Ω) l’ensemble des
fonctions de classe C∞ à support compact dans Ω (ou ensemble des fonctions test sur Ω), on
note D′(Ω) l’ensemble des distributions sur Ω et E ′(Ω) l’ensemble des distributions sur Ω à
support compact.
Soit S ∈ E ′(C) ; on appelle transformée de Cauchy de S la distribution C(S) définie par :
C(S)= S ∗ 1
piz
;
C(S)|C\SuppS est égale à la fonction z→〈Sξ , 1z−ξ 〉, qui appartient à H0(C \ SuppS).
Si SuppS ⊂D, on posera :
C+(S)= C(S)|D, C−(S)= C(S)|C\D.













ξ − z dm(z) (ξ ∈Ω).
On en déduit la formule bien connue ∂C(S)= S, S ∈ E ′(C).
Inversement, on a C(∂S) = S, S ∈ E ′(C). En effet, toute distribution T sur un ouvert Ω de
C vérifiant l’équation ∂T = 0 est holomorphe sur Ω [3, p. 252], et ce résultat découle alors du
théorème de Liouville.
Soit S ∈ E ′(C), avec 0 /∈ Supp S, et soit ∂S
∂θ
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Pour ξ fixé, on a ∂
∂θ
( 1








C(S)(z)= iC(S)(z) (z ∈C \ SuppS).











C(S)(z)− C(S)(z) (z ∈C \ SuppS).(2.6)
Soit Ω un ouvert de C ; on note C0(Ω) l’espace de Banach des fonctions nulles à l’infini et
M(Ω) l’espace des mesures boréliennes complexes sur Ω . D’après le théorème de Riesz, on






ϕ ∈ C0(Ω), ν ∈M(Ω)
)
.
On identifiera d’autre partM(Ω) à l’ensemble des mesures boréliennes sur C concentrées sur
Ω , c’est-à-dire vérifiant ν(B)= ν(B ∩Ω) pour tout borélien B de C.





ξ−z est définie presque partout sur C.






ξ − z p.p. sur C.
Il est clair que C(ν)= ν ∗ 1
piz
au sens des distributions, et les deux définitions de la transformée
de Cauchy coïncident pour ν ∈M(D). Les applications C :M(D)→ L1loc(C) et C :Lp(D)→
L
p









C(u) est partout définie et continue surC si u ∈⋃q>2Lq(D). Enfin si u ∈ Ck(D), C+(u) ∈ Ck(D)
[3, p. 99].
3. Extension de Dyn’kin
Soit Z+ l’ensemble des entiers positifs ou nuls. On note S+ l’ensemble des poids σ :Z+ →
















où σ(n)= supp>0 σ(p)σ (n+p) et σ˜ (n)= supp>0 σ(n+p)σ(p) (n> 0).
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et on note :
‖f ‖σ = sup
n>0
∣∣fˆ (n)∣∣σ(n) (f ∈H∞σ (D)).
On désigne par S l’opérateur shift défini par S(f )(z)= zf (z), et par T le shift inverse défini par
T (f )(z)= f (z)− f (0)
z
.
Les opérateurs S et T sont bornés sur H0σ (D) et H∞σ (D) et ρ(S)= ρ(T )= 1, où ρ(S) et ρ(T )
désignent les rayons spectraux de S et T .
On pose :




g ∈H0(C \D): ‖g‖σ ∗ :=
∑
n<0
∣∣gˆ(n)∣∣σ ∗(n) <+∞} ;




fˆ (n)gˆ(−n− 1) (f ∈H0σ (D), g ∈H1σ ∗(C \D)).
En identifiant f ∈H0σ (D) (resp. g ∈H1σ ∗(C \ D)) à l’hyperfonction (f,0) (resp. (0, g)), on
peut définir le produit f · g ∈ F(T). En effet, on a :∣∣(fˆ ∗ gˆ)(n)∣∣6 ‖f ‖σ ‖g‖σ ∗ σ(n+ 1) (n> 0),∣∣(fˆ ∗ gˆ)(n)∣∣6 ‖f ‖σ ‖g‖σ ∗ σ˜ (−n− 1) (n < 0).
Soit σ :Z+→]0,+∞[ ; on dit que σ est log-convexe s’il vérifie la relation :
σ(n+ 1)2 6 σ(n)σ(n+ 2) (n> 0).
Dans ce cas, on a





et en particulier :
σ(n+ 1)6 σ(n) (n> 0, σ ∈ S+).
Pour σ ∈ S+ log-convexe, on posera :
rn = σ(n)
σ(n− 1) (n > 0) et r0 = 0.(3.2)
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DÉFINITION 3.1. – Soit σ ∈ S+ un poids log-convexe et soit g ∈H1σ ∗(C \D). On note Dσg




gˆ(n) zn (z ∈D),
où p(z) est l’entier n0 défini par la relation rn0 6 |z| < rn0+1 pour z ∈ D (on conviendra que
p(z)=−∞ pour |z|> 1).
PROPOSITION 3.1. – Soient σ ∈ S+ un poids log-convexe et g ∈H1σ ∗(C \D). Alors






)= g(eiθ ) (θ ∈ [0,2pi]).






















(4) Soit f ∈ H∞σ (D) ; alors il existe µ,ν ∈ M(C), avec µ(C \
⋃
n>1 rnT) = ν(C \⋃
























Démonstration. – (1) Pour n> 1, z ∈D posons :
θn(z)=
{
0 si p(z) < n,
gˆ(−n)z−n si p(z)> n.
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n>1 θn converge normalement sur D et supz∈D |Dσg(z)| 6 cσ‖g‖σ ∗ , où cσ =
σ(0)
r1















gˆ(−n) e−inθ = g( eiθ ).
(2) Notons ∂Dσg la dérivée de Dσg au sens des distributions sur D et soit ϕ ∈D(D). Comme





















































∣∣ϕ̂rn(n− 1)∣∣6 piσ(0)‖g‖σ ∗ sup
z∈D
∣∣ϕ(z)∣∣,








ϕ̂rn(n− 1), ϕ ∈ C0(D).
Soit maintenant ϕ ∈ Cb(D). Posons :
θp(z)= 1 pour |z|6 rp, θp(z)= 1− |z|1− rp pour rp 6 |z|6 1.
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̂ϕrn · (θp)rn(n− 1).
Comme
̂ϕrn · (θp)rn(n− 1)=
{
ϕ̂rn(n− 1), n6 p,
1−rn









































ϕ d(∂Dσ g), ϕ ∈ Cc(C),
vérifie ρ(E)= ∂Dσg (E ∩D) pour E ∈ B(C) et on peut identifier ∂Dσg à la mesure ρ (dont le
support est contenu dans
⋃
n>1 rnT).














où ϕ(ξ) = χ(ξ)
z−ξ (z ∈ C), χ ∈ D(C), χ ≡ 1 sur un voisinage de
⋃
n>1 rnT et χ ≡ 0 sur un







z− rn eiθ e
−ikθ dθ (k ∈ Z).
Si p(z)> n alors |z|> rn, 1z−rn eiθ =
∑
m>0 z
−m−1rmn eimθ donc :
ϕ̂rn(k)=
{
0 k < 0,
z−k−1rkn, k > 0.
(3.4)
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Si p(z) < n alors |z|< rn, 1z−rn eiθ =−
∑
m>0 z
mr−m−1n e−i(m+1)θ donc :
ϕ̂rn(k)=
{
−z−k−1rkn, k < 0,




z−nrn−1n , n6 p(z),













on en déduit que




(4) Soit f ∈H∞σ (D). Pour tout ϕ ∈ Cc(D), on a :















































(n− 1− p)2 ϕ̂rn(n− 1− p)
]
.


















∣∣gˆ(−n)∣∣σ ∗(−n)∣∣fˆ (n− 1)∣∣σ(n− 1)∣∣ϕ̂rn(0)∣∣6 ‖f ‖σ ‖g‖σ ∗ sup
z∈D
∣∣ϕ(z)∣∣.
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En effet, la suite (rn) étant croissante, pour tout n > q > 0 on a :
rn >
σ(n− 1)
σ (n− 2) > · · ·>
σ(n− q)
σ(n− q − 1) ,






σ (n−1) . Et pour tout q < 0, on a :
rn = σ(n)
σ(n− 1) 6 · · ·6
σ(n− q − 1)
σ (n− q − 2) ,












∣∣gˆ(−n)∣∣σ ∗(−n)∣∣fˆ (p)∣∣σ(p) 1
(n− 1− p)2
∣∣ϕ̂rn(n− 1− p)∣∣]













‖f ‖σ ‖g‖σ ∗ sup
z∈D
∣∣ϕ(z)∣∣.
Doncµ ∈M(D). En particulier, la série double (3.6) est absolument convergente pour ϕ ∈D(C).















































I. HARLOUCHET / J. Math. Pures Appl. 79 (2000) 863–899 877
Posons maintenant C(f ∂Dσg)= C(ν + ∂2µ∂θ2 ), et soit z ∈D \
⋃











où ϕ(ξ) = χ(ξ)
z−ξ avec χ ∈ D(C), χ ≡ 1 au voisinage de
⋃
n>1 rnT et χ ≡ 0 au voisinage de z.
D’après (3.4) et (3.5), si n > p(z), alors
ϕ̂rn(n− 1−p)=
{
0 n > p,
−rn−1−pn z−n+p, n6 p,
































































fˆ (m− n) gˆ(n)
)
zm
= P+(f g)(z). 2
Remarque 3.1. – La formule (3.3) est une formule de type Cauchy–Pompeiu. En effet, si












ξ − z dξ (z ∈D),
d’où ϕ = C+(∂ϕ)+ P+(ϕ|T). Dans la formule (3.3), f ∂Dσg = ∂(f Dσg) et fg = (fDσ g)|T
s’interprète comme la “valeur au bord” de fDσg sur T.
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4. Propriétés de forte convexité et régularité de l’extension de Dyn’kin








On a les propriétés suivantes :
lim
n→+∞σ(n)= 0⇒ limr→1−Lσ (r)=+∞.




(rn 6 r 6 rn+1),










PROPOSITION 4.1. – Soient σ ∈ S+ et α ∈R. Si la suite ((n+ 1)ασ (n))n>0 est log-convexe,
alors il existe c1, c2 > 0 tel que :
c1
rn+1 − rn 6 n
2 6 c2L2/ασ (rn) (n> 1).
Démonstration. – La log-convexité de la suite ((n+ 1)ασ (n))n>0 implique que


















donc, il existe c > 0 tel que :
1
rn+1 − rn 6 cn
2 (n> 1).
On a :
Lσ (rn)= σ−1(n)rnn =
rnn
σ (0)r1 · · · rn .
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(p+1)2 ) (n > p > 1).







































































> α logn− cα (n> 1).
Par conséquent il existe k > 0 telle que L2/ασ (rn) > kn2 (n > 1), ce qui achève la démonstra-
tion. 2
COROLLAIRE 4.2. – Soit σ ∈ S+ tel que ((n + 1)2σ(n))n>0 soit log-convexe et soit g ∈
H1σ ∗(C \D). Alors ∂∂θ Dσ g et ∂
2
∂θ2
Dσg sont bornées sur D.



































= σ−1(n)L−1σ (rn), σ−1(n)= σ ∗(−n)σ(n−1)σ (n) et
L−1σ (rn)=O(1/n2). Donc, il existe c > 0 tel que 1rn 6 c σ
∗(−n)
n2
pour n6 p(r), r ∈ [0,1[.
Comme
∑
n<0 |gˆ(−n)|σ ∗(n)= ‖g‖σ ∗ <+∞, ∂∂θ Dσg et ∂
2
∂θ2
Dσg sont bornées sur D. 2
PROPOSITION 4.3. – Soit σ ∈ S+. Supposons que ((n+ 1)ασ (n))n>0 est log-convexe, avec
α > 2. Alors pour g ∈H1σ ∗(C \D) il existe w ∈ C1(D)∩L∞(D) tel que :
(1) |∂w(z)| = o(Lσ (|z|) 2α−1) (|z| → 1−),
(2) |w(z)−Dσg(z)| = o(Lσ (|z|)−1) (|z| → 1−).
Démonstration. – Pour k > 1 posons :
θk(z)=
{
0 si p(z) < k,
gˆ(−k)z−k si p(z)> k.
On a alors Dσg(z)=∑k>1 θk(z) (z ∈D).






|z| θk−1(z) si rk 6 |z|6 rk+1,
0 sinon,
(z ∈D).
En passant en coordonnées polaires, il est clair que, pour tout k > 2, χk ∈ C1(D).
Soit k > 2 ; on a pour rk 6 |z|6 rk+1∣∣χk(z)∣∣6 sup
rk6|ξ |6rk+1
[
15(|ξ | − rk)2(rk+1 − |ξ |)2
(rk+1 − rk)5
]∣∣gˆ(−k + 1)∣∣ |z|−k+1
6 15
16(rk+1 − rk)
∣∣gˆ(−k + 1)∣∣ |z|−k+1.
Or rk 6 |z|6 rk+1 implique |z|−k = σ−1(k)L−1σ (|z|) ; donc∣∣χk(z)∣∣6 1516(rk+1 − rk) ∣∣gˆ(−k + 1)∣∣σ−1(k)L−1σ (|z|).
D’après la Proposition 4.1, il existe c > 0 tel que :
1
rk+1 − rk 6 cLσ (rk)
2/α 6 cLσ
(|z|)2/α,
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<+∞. On a donc
∣∣χ(z)∣∣= o(Lσ (|z|)2/α−1) (|z| → 1−).
Les limites à gauche de χk+1 et de ses dérivées partielles d’ordre 1 (en la variable radiale) étant




On a w ∈ C1(D)∩L∞(D), car χ ∈ C1(D)∩L∞(D). De plus ∂w= χ , donc w vérifie (1).











15(|ξ | − rk)2(rk+1 − |ξ |)2
(rk+1 − rk)5
ξ
























z− ξ dξ =
{





(r − rk)2(rk+1 − r)2 dr = 130 (rk+1 − rk)
5.
Donc, pour p(z) > k > 2, on a |z|> rk+1 > r et
C(χk)(z)= gˆ(−k + 1)z−k+1 = θk−1(z).
D’autre part C(χk)(z)= 0 pour p(z) < k.

















15(r − rk)2(rk+1 − r)2
(rk+1 − rk)5 dr.
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∣∣∣∣∣6 ∣∣gˆ(−p(z)+ 1)∣∣ |z|−p(z)+1+ ∣∣gˆ(−p(z))∣∣ |z|−p(z)
















∣∣∣∣∣= o(L−1σ (|z|)) (|z|→ 1−).
De même ∣∣C(χp(z))(z)∣∣= o(L−1σ (|z|)) (|z| → 1−)
et on voit que w vérifie (2). 2
5. Equations de convolution et formule de type Cauchy–Pompeiu












où ω˜(n) := supp∈Z ω(n+p)ω(p) pour n ∈ Z.
Pour ω ∈ S , on a :
ω(0)
ω˜(−n) 6 ω(n)6 ω˜(n)ω(0).
En appliquant cette inégalité à n et −n on obtient :
lim|n|→∞ω(n)
1/|n| = 1 (ω ∈ S).
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donc limn→+∞ ω+(n)1/n = 1. Par conséquent
ω+ ∈ S+ (ω ∈ S).
Pour ω ∈ S , on pose :
l1ω(Z) :=
{






Soit S : (un)n∈Z → (un−1)n∈Z le shift usuel sur l1ω(Z). Alors S est borné, inversible et
Spec S = T, car ‖Sn‖ = ω˜(n) pour n ∈ Z.
Posons :























On a ω˜∗ = ω˜, et par conséquent ω∗ ∈ S pour ω ∈ S .
Le prédual de l1ω∗(Z) s’identifie à c
0
ω∗(Z) et le dual de l1ω(Z) s’identifie à l∞ω∗(Z), le crochet de






u ∈ l1ω(Z), v ∈ l∞ω∗(Z)
)
.
On notera également S: (un)n∈Z→ (un−1)n∈Z le shift sur l∞ω∗(Z). On a :
〈Su, v〉 = 〈u,Sv〉 (u ∈ l1ω(Z), v ∈ l∞ω∗(Z)).
DÉFINITION 5.1. – Soit ω ∈ S . On dira qu’un sous-espace fermé M de l1ω(Z) est invariant à
gauche (resp. invariant à droite, resp. invariant par translation) si S−1M ⊂M (resp. SM ⊂M ,
resp. SM =M). On définit de même les sous-espaces invariants à gauche (resp. invariants à
droite, resp. invariants par translation) de l∞ω∗(Z).
Soit M un sous-espace fermé de l1ω(Z). On pose :
M⊥ = {v ∈ l∞ω∗(Z): 〈u,v〉 = 0 (u ∈M)}.
Il est clair que M est invariant à gauche (resp. invariant à droite, resp. invariant par translation)
si et seulement si M⊥ l’est.
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On désigne par Z− l’ensemble des entiers strictement négatifs.
On notera
∨
A le sous-espace vectoriel fermé engendré par A⊂ l1ω(Z). Soient u ∈ l1ω(Z), v ∈
l∞ω∗(Z) ; on a v ⊥
∨
n>0 S
nu si et seulement si u ∗ v|Z− ≡ 0, et v ⊥
∨
n<0 S
nu si et seulement si
u ∗ v|Z+ ≡ 0, car 〈
v,Snu
〉= (u ∗ v)−n−1 (n ∈ Z).
Pour tout u ∈ l1ω(Z), v ∈ l∞ω∗(Z), on a :∣∣(u ∗ v)n∣∣6 ‖u‖1ω‖v‖∞ω∗ ω˜(−n− 1) (n ∈ Z).
Soit E = {u= (un)n∈Z ⊂ C | lim sup|n|→∞ |un|1/|n| 6 1} et u ∈ E . Définissons u+ et u− comme
en (2.4) ; alors en identifiant u+(resp.u−) à l’hyperfonction (u+,0) (resp. (0, u−)), on peut
définir les produits u+ · v− et u− · v+ pour u ∈ l1ω(Z), v ∈ l∞ω∗(Z) par les formules :
û+ · v− = û+ ∗ v̂−, û− · v+ = û− ∗ v̂+.
PROPOSITION 5.1. – Soit ω ∈ S tel que σ = (ω∗)+ soit log-convexe. Soient u ∈ l1ω(Z) et





)= C+(v+∂Dσu−)(z)− P+(u+ v−)(z)
pour tout z ∈D \⋃n>1 rnT, où (rn) est définie comme en (3.2), C+(v+ ∂Dσu−) étant défini au
sens de la Proposition 3.1.
Démonstration. – On a v+ ∈H∞σ (D) et u− ∈H1σ ∗(C \D). Posons :
F = v+(u+ +Dσu−)+ P+(u+ v−)− C+(v+ ∂Dσu−).






Donc, pour tout z ∈D \⋃n>1 rnT,
F(z)= (u+ v+)(z)+ P+(u− v+)(z)+ P+(u+ v−)(z)= P+(u˜ v˜)(z).
Par conséquent F ≡ 0 sur D \⋃n>1 rnT si et seulement si P+(u˜ v˜) ≡ 0 sur D, c’est-à-dire
u ∗ v|Z+ ≡ 0. 2
6. Un résultat élémentaire
Dans ce paragraphe on va établir le résultat suivant, qui est une extension aux espaces l1ω(Z)




)= {u= (un)n∈Z ∈ l1ω(Z): un = 0 (n < 0)}.
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Démonstration. – Soit N =M ∩ l1ω(Z+) et soient :









/N→ l1ω(Z)/M telle que ρ ◦ pi+ = pi|l1ω(Z+).
On va montrer que ρ est surjective si N 6= {0}.
Pour m ∈ Z on pose em = (δm,n)n∈Z où δm,n désigne le symbole de Kronecker. Pour
w ∈ l1ω(Z+) on pose θ(w) = w+, de sorte que θ(w)(z) =
∑+∞
n=0wnzn pour |z| 6 1. Soit
T : (wn)n>0→ (wn+1)n>0 le shift inverse sur l1ω(Z+). Le spectre de T est égal au disque unité
fermé et ‖T ‖ = 1 car ω|Z+ est croissant. On pose :
R(λ)= T (I − λT )−1 =
+∞∑
n=0
λnT n+1 (λ ∈D).
Soit p > 0 ; on a T nep = 0 pour n> p + 1 et T n ep = ep−n pour 06 n6 p. Donc, pour p > 1,
R(λ) ep =∑p−1n=0 λn ep−n−1 ; soit






λn+1 ep−n−1 = ep − λp e0 = ep − θ(ep)(λ) e0;
cette formule reste valable pour p = 0, et on obtient par linéarité et continuité







Soit u ∈N \ {0}. Posons :
ϕ(λ)=R(λ)u (λ ∈D).
Par la formule de Leibniz on obtient
(S − λI)ϕ(k)(λ)− k ϕ(k−1)(λ)=−(θ(u))(k)(λ) e0 (k > 1).
Donc si θ(u) a un zéro d’ordre p en λ0, on a ϕ(k)(λ0) = k (S − λ0I)−1ϕ(k−1)(λ0) pour
16 k 6 p− 1. On a donc
ϕ(k)(λ0)= k!(S − λ0I)−kϕ(λ0) (16 k 6 p− 1).
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Or, d’après (6.1), ϕ(λ0) = (S − λ0I)−1u ∈ M ∩ l1ω(Z+) = N . Donc ϕ(k)(λ0) = k!(S −
λ0I)−kϕ(λ0) ∈M ∩ l1ω(Z+)=N pour 16 k 6 p− 1.
Posons maintenant :
ψ(λ)= pi+(ϕ(λ)) (λ ∈D).
Comme ψ(k)(λ0)= pi+(ϕ(k)(λ0))= 0 pour 16 k 6 p − 1, si λ0 est un zéro d’ordre p de θ(u),
on voit que la fonction méromorphe
G :λ→− ψ(λ)
θ(u)(λ)







= pi[(S − λI)−1u− θ(u)(λ)(S − λI)−1 e0] d’après (6.1)
= θ(u)(λ)pi[(S − λI)−1 e0].
Par continuité, on voit que ρ(G(λ))= pi[(S − λI)−1 e0] pour λ ∈D.





1− |λ| pour λ ∈D.
Comme θ(u) est bornée sur D on déduit de [1, Lemme 5.c] qu’il existe m> 0 et k > 0 tels que
‖G(λ)‖6m ek/(1−|λ|). Posons :
fp = G
(p)(0)
p! (p > 0).
D’après la version vectorielle des inégalités de Cauchy on a ‖fp‖6mr−p ek/(1−r) pour 0< r <
1. En appliquant cette inégalité avec r = 1−√k/p pour p > 1, on voit qu’il existe K > 0 tel
que ‖fp‖ 6 K e2
√
kp (p > 0). On en déduit, d’après l’hypothèse, que limp→+∞ ‖fp‖ω(−p−1) = 0.
Comme ρ(G(λ))= pi[(S − λI)−1 e0] pour λ ∈D on a ρ(fp)= pi(e−p−1) (p> 0).
Soit maintenant w = ∑n∈Zwn en ∈ l1ω(Z). Comme ∑p<0 |wp|ω(p) < +∞, et comme
limp→+∞ ‖fp‖ω(−p−1) = 0 on a
∑

















Donc ρ est surjective.





Ce résultat est valable pourM1 =∨n60 SnN car M1 ∩ l1ω(Z+)⊃N 6= {0}. Soit w ∈M . Il existe
u ∈ l1ω(Z+) et v ∈M1 tel que w = u+ v. MaisM1 ⊂M et u=w− v ∈M ∩ l1ω(Z+)=N ⊂M1.
Donc M =M1 =∨n60 Sn(M ∩ l1ω(Z+)). 2
I. HARLOUCHET / J. Math. Pures Appl. 79 (2000) 863–899 887








l’algèbre des séries de Fourier absolument convergentes [23]. On pose :
A+(T)= {f ∈A(T): fˆ (n)= 0 (n < 0)}.
L’application f → f|T permet d’identifier l’algèbre des séries de Taylor absolument conver-
gentes à A+(T). On note de même :
A−0 (T)=
{
f ∈A(T): fˆ (n)= 0 (n> 0)}.
Soit ω ∈ S tel que infn∈Zω(n) > 0 ; on pose :
Aω(T)=
{





f ∈Aω(T): fˆ (n)= 0 (n < 0)
}
.
Si ω(n + m) 6 ω(n)ω(m) pour n,m ∈ Z, alors Aω(T) est une algèbre de Banach (appelée
algèbre de Beurling) pour le produit usuel et l1ω(Z) = Âω(T) est une algèbre de Banach pour
le produit de convolution. Il est clair dans ce cas qu’un sous-espace fermé M de Aω(T) est un
idéal de Aω(T) si et seulement si M̂ est invariant par translation.
Remarque 7.1. – Soit ω ∈ S . Supposons que ω(n+ 1)> ω(n) pour n> 0, que ω(n+m)6
ω(n)ω(m) pour n > 0, m > 0 (de sorte que ω(0) > 1) et que (ω(−n))n>1 est log-concave à
partir d’un certain rang (c’est-à-dire que (ω−1(−n))n>1 est log-convexe à partir d’un certain
rang). En modifiant un nombre fini de termes de la suite (ω(−n))n>1, puis en multipliant cette
suite par une constante positive convenable, on peut trouver un poids ω1 vérifiant ω1(n)= ω(n)
























On obtient donc ω1(n + m) 6 ω1(n)ω1(m) pour n 6 0, m 6 0 et ω1(n + m) = ω(n + m) 6
ω(n)ω(m) = ω1(n)ω1(m) pour n > 0, m > 0. Comme limn→+∞ ω1(−n)1/n = 1, les suites
(ω1(−n))n>0 et (ω1(n))n>0 sont croissantes, on a ω1(n) > 1 pour n ∈ Z et on vérifie alors
immédiatement que ω1(n+m)6 ω1(n)ω1(m) pour n,m ∈ Z. Par conséquentAω(T)=Aω1(T)
est alors une algèbre de Banach.
Le but de ce paragraphe est de montrer que, pour une vaste classe de poids ω ∈ S pour lesquels
Aω(T) est une algèbre de Banach, tout idéal fermé de Aω(T) est engendré par son intersection
888 I. HARLOUCHET / J. Math. Pures Appl. 79 (2000) 863–899
avec A+ω (T). En fait on va montrer plus généralement que, pour cette classe de poids, il existe











Les poids pour lesquels ces résultats s’appliquent sont les poids ω ∈ Sα , avec α > 2, où la
classe Sα est définie comme suit :
DÉFINITION 7.1. – Soit α > 0 ; on désigne par Sα l’ensemble des poids ω ∈ S satisfaisant
aux conditions suivantes :
(1) La suite (ω(−n)
nα
)n>1 est log-concave à partir d’un certain rang.
(2) La suite ( logω(−n−1)√
n
)n>1 est croissante à partir d’un certain rang.






(4) ω(n+ 1)> ω(n) pour n> 0, et ω(n+m)6 ω(n)ω(m) pour n> 0, m> 0.






= +∞, lim n→+∞ logω(−n−1)√n = +∞ et par conséquent tout poids
ω ∈ S0 vérifie les conditions de la Proposition 6.1.
DÉFINITION 7.2. – Soit α > 0 et soit ω ∈ Sα . On note W(ω) l’ensemble des poids σ ∈ S+
vérifiant les conditions suivantes :
(1) La suite ((n+ 1)ασ (n))n>0 est log-convexe.
(2) La suite ( logσ−1(n)√
n
)n>1 est croissante.
(3) 0< lim n→+∞σ(n)ω(−n− 1)6 lim n→+∞σ(n)ω(−n− 1) <+∞.
Remarque 7.2. – La condition (3) de la Définition 7.2 équivaut à l’existence de c1, c2 > 0 tels






L’ensemble W(ω) n’est pas vide. En effet soit ω ∈ Sα et soit σ ′ = (ω∗)+ ; alors σ ′ vérifie
les conditions (1) et (2) à partir d’un certain rang p > 1. Posons σ(n) = σ ′(n) pour n > p et
construisons par récurrence finie σ(p− 1), . . . , σ (2), σ(0), vérifiant :
0<
1















pour 16 k 6 p. Alors σ ∈W(ω).
On notera |A| la mesure de Lebesgue d’un borélien A de C. Nous énonçons, sous forme de
lemme, un important résultat de la théorie des fonctions asymptotiquement holomorphes dans le
disque, dû à Borichev et Volberg [8, Lemme 4.7].
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LEMME 7.1. – Soient F ∈ C1(D) ∩ L∞(D), r0 ∈ [0,1[, ρ : [r0,1[→]0,+∞[ une fonction
continue telle que











)= 0 presque partout sur [0,2pi],
ou bien il existe k0 > 1 tel que, pour k > k0∣∣∣{r ∈ [1− 2−k,1− 2−k−1]: inf|z|=r∣∣F(z)∣∣> ρ−1(|z|)}∣∣∣> 2−k−2.
Remarquons que si F ∈ C1(D) ∩ L∞(D) et ∂F ∈ L∞(D), alors C(∂F ) est continue sur C et
F − C+(∂F ) ∈H∞(D), de sorte que limr→1− F(r eiθ ) existe presque partout sur T.
On déduit alors du Lemme 7.1 et de la Proposition 4.3 le résultat suivant :
LEMME 7.2. – Soient w ∈ Sα , avec α > 2, u ∈ l1ω(Z) \ {0} et σ ∈W(ω). Pour tout η > 0 et
pour tout  > 0, il existe k0 > 1 tel que, pour tout k > k0∣∣∣{r ∈ [1− 2−k,1− 2−k−1]: inf|z|=r∣∣u+(z)+Dσu−(z)∣∣>L−σ (|z|η)}∣∣∣> 2−k−2.















On a ρ(r) = L0σ (rη) = L0 ησ 1/η (r) = L
′
σ ′(r) avec 




=+∞, donc ∫ 10 log logLσ ′(r)dr =+∞ d’après [5]. Donc
1∫
0
log logρ(r)dr = log′ +
1∫
0
log logLσ ′(r)dr =+∞.
D’autre part (1− r) logL′











)n>1 est croissante. De même que dans [21], on déduit de [26] que (1− r) logρ(r)
est croissante sur [0,1[, c’est-à-dire que ρ vérifie les hypothèses du Lemme 7.1.
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D’après la Proposition 4.3, il existe w ∈ C1(D) ∩ L∞(D), s′0 ∈ [0,1[ tels que |∂w(z)| 6
ρ−1(|z|), s′0 6 |z|< 1, et∣∣w(z)−Dσu−(z)∣∣6 ϕ(|z|)L−1σ (|z|) où lim
r→1−
ϕ(r)= 0.
Posons F = u+ +w. Alors, on a :
F ∈ C1(D)∩L∞(D), ∣∣∂F (z)∣∣6 ρ−1(|z|) (s′0 6 |z|< 1),
et limr→1− w(r eiθ )= limr→1−Dσu−(r eiθ )= u−(eiθ ).




r ∈ [0,1[: inf|z|=r
∣∣F(z)∣∣> ρ−1(|z|)}.
D’après le Lemme 7.1, il existe k0 > 1 tel que, pour k > k0,∣∣A∩ [1− 2−k,1− 2−k−1]∣∣> 2−k−2.
Soit r ∈A. On a
inf|z|=r




















Comme  > 0, limr→1− L−0σ (rη) = +∞, et limr→1−[1− ϕ(r)L0σ (rη)L−1σ (r)] = 1. Donc il
existe r1 ∈ [0,1[ tel que
inf|z|=r
∣∣u+(z)+Dσu−(z)∣∣>L−σ (|z|η)
pour r ∈A, r ∈]r1,1[, ce qui démontre le corollaire. 2
Le lemme suivant est une autre conséquence du Lemme 7.1
LEMME 7.3. – Soit ω ∈ S0 et soit s ∈]0,1/4[. Pour tout f ∈ Aω(T), il existe g ∈ A+ω (T),
h ∈A−0 (T), k > 0 tels que :
(1) ∑n<0 |hˆ(n)|ωs(n) <+∞,
(2) f (z)= z−k eh(z) g(z) (z ∈ T).












∣∣hˆ(n)∣∣ωs1(n) <+∞ et f (z)= z−k eh(z) g(z) p.p. sur T.
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Il existe c > 0 tel que ω(n)> c e







Posons ω(s)(n)= ωs(n) pour n < 0, ω(s)(n)= ω(n) pour n> 0. Comme (ω(s)(−n))n>1 est log-
concave à partir d’un certain rang, et comme ω|Z+ est croissant et vérifie ω(n+m)6 ω(n)ω(m)
pour n> 0,m> 0,Aω(s) (T) est une algèbre de Banach d’après la Remarque 7.1. Par conséquent
g ∈Aω(s) (T)∩H2(D)=A+ω (T). 2
LEMME 7.4. – Soientw ∈ Sα , avec α > 2, v ∈ l∞ω∗(Z) et σ ∈W(ω). S’il existe u ∈ l1ω(Z)\ {0}
tel que u ∗ v|Z+ ≡ 0, alors, pour tout η > 0,∣∣v+(z)∣∣=O(Lσ (|z|η)) (|z| → 1−).
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Soit η > 0. Posons :
Ak =
{
r ∈ [1− 2−k,1− 2−k−1]: inf|z|=r∣∣F(z)∣∣>L−1/4σ (|z|9η)}, k ∈N.
D’après le Lemme 7.2, pour tout η > 0 il existe k0 ∈ N tel que pour tout k > k0, |Ak|> 2−k−2.
De plus on peut choisir k0 tel que r9 6 1− 8(1− r) et L(rη) > 1 si 1− 2−k0 6 r < 1. Soit λ tel
que 1− 2−k 6 |λ|6 1− 2−k−1, avec k > k0, et soit r ∈A′k+2 =Ak+2 \ {rn}n>0. Alors, on a :
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C+(µ)(ξ)− C+(µ)(ξ)− P+(u+ v−)(ξ)
























































































6 2k+5 6 2
5
1− |λ| .
D’autre part, pour ξ ∈ B ′k+2, on a :














(ξ)(ξ − λ)+ iξF (ξ)]2
F(ξ)3(ξ − λ)3 .
Donc, d’après (7.2), il existe une constante c > 0 indépendante de k telle que, pour tout ξ ∈ B ′k+2,
on ait : ∣∣∣∣∂2G∂θ2 (ξ)





(|λ|η) où M = 212c.
Comme ω(p − n− 1)6 ω(p) pour p > n+ 1, on a aussi, pour n ∈N,
∣∣( û+ ∗ v̂− )(n)∣∣6 +∞∑
p=n+1
∣∣ û+(p)v̂−(n−p)∣∣6 ‖u‖1ω‖v‖∞ω∗
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donc ∣∣P+(u+ v−)(ξ)∣∣6∑
n>0
∣∣( û+ ∗ v̂− )(n)∣∣ |ξ |n 6 ‖u‖1ω‖v‖∞ω∗
1− |ξ | .

















On sait que (1− r) logLσ (rη) est croissante à partir d’un certain rang. Donc il existe m> 0 tel
que Lσ (rη)> em/(1−r), et 1(1−r)p = o(L1/4σ (rη)) quand r→ 1− pour tout p> 1. Par conséquent,
|v+(λ)| = o(Lσ (|λ|η)) quand |λ| → 1−. 2
Rappelons qu’un sous-espace fermé M de l1ω(Z) (resp. l∞ω∗(Z)) est dit invariant à gauche si
S−1M ⊂M . On dira que M est non trivial si M 6= {0}, M 6= l1ω(Z) (resp. l∞ω∗(Z)). Pour s > 0 et
ω ∈ S posons ω(s)(n) = ωs(n) si n < 0, ω(s)(n) = ω(n) si n > 0. On déduit du Lemme 7.4 le
corollaire suivant :
COROLLAIRE 7.5. – Soit ω ∈ Sα , avec α > 2, et soit M un sous-espace invariant à gauche










De plus (M⊥,‖ · ‖∞
(ω(s))∗) est isomorphe à (M
⊥,‖ · ‖∞ω∗) pour 0< s < 1.
Démonstration. – Posons de nouveau σ = (ω∗)+. La fonction
r→ (1− r) logLσ (r)
est croissante pour 1 − r assez petit. Donc pour η2 > η1 il existe r0 ∈ [0,1[ tel que (1 −









(r0 < r < 1).









(06 r < 1).
En appliquant cette inégalité avec η1 = 1/s, η2 > 1/s2, δ = 1/s, 0 < s < 1, on obtient
Lσ (r





(06 r < 1).
Soit u ∈M \ {0} et soit v ∈M⊥. Comme M est invariant à gauche, on a u ∗ v|Z+ ≡ 0. D’après
les inégalités de Cauchy, on a pour n > 0, 06 r < 1, |vn| rn 6 sup|z|=r |v+(z)|. Il résulte alors





I. HARLOUCHET / J. Math. Pures Appl. 79 (2000) 863–899 895
D’après (4.2) on a alors limn→+∞|vn|σ s(n) < +∞ pour v ∈ M⊥, c’est-à-dire que M⊥ ⊂
l∞
(ω(s))∗(Z).




Soit (v(p))p>1 une suite d’éléments de M⊥ et soit v ∈ l∞(ω(s))∗(Z) tels que limp→∞‖v(p)‖∞ω∗ = 0
et limp→∞ ‖v(p) − v‖∞(ω(s))∗ = 0. Pour n ∈ Z, l’application w→ wn est continue sur l∞ω∗(Z)
et l∞
(ω(s))∗(Z). Par conséquent vn = limp→+∞ v
(p)
n = 0 pour tout n ∈ Z, v = 0 et il résulte du
théorème du graphe fermé que l’inclusion de (M⊥,‖ · ‖∞ω∗ ) dans (M⊥,‖ · ‖∞(ω(s))∗) est continue,
ce qui achève la démonstration. 2
THÉORÈME 7.6. – Soit ω ∈ Sα , avec α > 2. Pour tout u ∈ l1ω(Z), il existe w ∈ l1ω(Z+) et

















Démonstration. – Soient u ∈ l1ω(Z) \ {0} et s ∈]0,1/4[. Il résulte du Lemme 7.3 qu’il
existe w ∈ l1ω(Z+), θ ∈ l1(Z−) et k > 0 tels que
∑
n<0 |θn|ωs(n) < +∞ et Sku = eθ ∗ w
(l’exponentielle étant calculée dans l’algèbre de convolution (l1(Z),∗)). Comme (ωs(−n))n>1
est log-concave à partir d’un certain rang et comme ω(s) ∈ S , on voit d’après la Remarque 7.1
que (l1
ω(s)
(Z),∗) est une algèbre de Banach.






























































896 I. HARLOUCHET / J. Math. Pures Appl. 79 (2000) 863–899
Donc Sku ∈ ∨n60 Snw. De même, soit N = ∨n60 Sn+ku et soit v ∈ N⊥. Il résulte du
Corollaire 7.5 que v ∈ l∞












Donc w ∈∨n60 Sn+ku et ∨n60 Sn+ku=∨n60 Snw.
Soit M 6= {0} un sous-espace invariant à gauche de l1w(Z) et soit u ∈M \ {0}. Il existe k > 0
et w ∈ l1ω(Z+) tels que
∨
n60 S
nw =∨n60 Sn+ku, donc w 6= 0 et w ∈ SkM ∩ l1ω(Z+). Il résulte
alors de la Proposition 6.1 que SkM =∨n60 Sn(SkM ∩ l1ω(Z+)). 2
En fait on voit a posteriori que les estimations du Lemme 7.4 et du Corollaire 7.5 étaient
seulement des étapes dans la démonstration du Théorème 7.6. On a en effet le corollaire suivant :
COROLLAIRE 7.7. – Soit ω ∈ Sα , avec α > 2, et soit v ∈ l∞ω∗(Z). S’il existe u ∈ l1ω(Z) \ {0}












Démonstration. – On a v ⊥∨n<0 Snu. D’après le Théorème 7.6 appliqué à S−1u, il existe k >
0 et w ∈ l1ω(Z+) \ {0} tel que
∨
n<0 S
nu=∨n60 Sn−kw. Donc 〈Snw,S−kv〉 = 〈Sn−kw, v〉 = 0
pour n6 0, et w ∗ S−kv|Z+ ≡ 0. Posons ϕ = (S−kv)+. On a ϕ(z)=
∑∞






n + zkϕ(z) (|z|< 1).
Comme w− = 0, on a d’après la Proposition 5.1,
ϕ(z)w+(z)=−P+(w+(S−kv)−)(z) (|z|< 1).
Or w+ est continue sur D, donc bornée sur D et, comme dans la démonstration du Lemme 7.4 :
∣∣P+(w+(S−kv)−)(z)∣∣=O( 1
1− |z|
) (|z| → 1−).
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Soit c > lim|z|→1−(1− |z|) log |v+(z)| ; alors il existe m> 0 tel que :∣∣v+(z)∣∣6m ec/(1−|z|) (|z|< 1).
De même que dans la démonstration de la Proposition 6.1, on déduit alors des inégalités de
Cauchy qu’il existe k > 0 tel que |vn|6 k e2
√
cn pour n> 0. 2
On déduit enfin du Théorème 7.6 le résultat d’Analyse Harmonique suivant, qui était la
motivation essentielle de cet article :
THÉORÈME 7.8. – Soit ω ∈ Sα , avec α > 2. Tout idéal fermé I de Aω(T) est de la forme
I =∨n60 zn J où J = I ∩A+ω (T) est un idéal fermé de A+ω (T).
Démonstration. – Comme zkI = I pour tout k > 0, le résultat découle immédiatement de
l’isomorphisme entre Aω(T) et (l1ω(Z),∗). 2
8. Exemples
(1) Quand ω|Z+ ≡ 1, on a :
A+ω (T)=A+(T)=
{
f ∈A(T): fˆ (n)= 0 (n < 0)},
où A(T) est l’algèbre des séries de Fourier absolument convergentes. La description des idéaux
de A(T) est le problème classique de la synthèse spectrale (traité par exemple dans [23]).
En 1972, Bennett et Gilbert [2] ont formulé la conjecture que tout idéal fermé de A+(T) est
de la forme
I = IA ∩ SIH∞(D),
où IA est l’idéal fermé deA(T) engendré par I et SI le pgcd des facteurs intérieurs des éléments
non nuls de I . Ils ont montré que si h(I)= {z ∈D: f (z)= 0 (f ∈ I)} est fini ou dénombrable ce
résultat est vérifié. Plus tard Esterle, Strouse and Zouakia [16] ont montré que la conjecture restait
vraie si h(I)∩T ∈ E où E est une famille héréditaire assez vaste d’ensembles parfaits contenant
l’ensemble de Cantor triadique. Cependant dans [13], Esterle a montré que la conjecture de
Bennett–Gilbert est fausse en général, même quand h(I) est un Kronecker du cercle.
(2) Soit ω ∈ Sα , avec α > 2. Supposons que (ω(n)np )n>1 est log-concave à partir d’un certain






Soit I 6= {0} un idéal de Aω(T). D’après Carleson [9, p. 331] et Domar [11,12], on a :
I ∩A+ω (T)=
{
f ∈A+ω (T): f (i)(λ)= 0
(
λ ∈Λ, 06 i 6 ϕ(λ))},
avec Λ = h(I ∩ A+ω (T)) une partie finie de T et ϕ l’application de Λ dans N définie par
ϕ(z)= inf{i ∈N: f (i+1)(z) 6= 0 (f ∈ I)}. D’après la Proposition 6.1 on a alors :
I = {f ∈Aω(T): f (i)(λ)= 0 (λ ∈Λ, 06 i 6 ϕ(λ))}.
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En fait si on suppose de plus que (ω(−n)
np
)n>1 est log-concave à partir d’un certain rang pour tout
p ∈ N, ce résultat peut s’obtenir directement à partir du théorème de factorisation de Borichev–
Volberg (voir [18]). Ces conditions sont par exemple vérifiées si ω(n) = e√n pour n > 0 et
ω(n)= e|n|/(1+log |n|) pour n < 0.
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