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DELAY-OPTIMAL POLICIES IN PARTIAL FORK-JOIN
SYSTEMS WITH REDUNDANCY AND RANDOM
SLOWDOWNS
By Martin Zubeldia
Eindhoven University of Technology and University of Amsterdam
We consider a large distributed service system consisting of n
homogeneous servers with infinite capacity FIFO queues. Jobs arrive
as a Poisson process of rate λn/kn (for some positive constant λ and
integer kn). Each incoming job consists of kn identical tasks that can
be executed in parallel, and that can be encoded into at least kn
“replicas” of the same size (by introducing redundancy) so that the
job is considered to be completed when any kn replicas associated
with it finish their service. Moreover, we assume that servers can
experience random slowdowns in their processing rate so that the
service time of a replica is the product of its size and a random
slowdown.
First, we assume that the server slowdowns are shifted exponential
and independent of the replica sizes. In this setting we show that the
delay of a typical job is asymptotically minimized (as n→∞) when
the number of replicas per task is a constant that only depends on
the arrival rate λ, and on the expected slowdown of servers.
Second, we introduce a new model for the server slowdowns in
which larger tasks experience less variable slowdowns than smaller
tasks. In this setting we show that, under the class of policies where
all replicas start their service at the same time, the delay of a typical
job is asymptotically minimized (as n → ∞) when the number of
replicas per task is made to depend on the actual size of the tasks
being replicated, with smaller tasks being replicated more than larger
tasks.
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1. Introduction. Consider a distributed service system consisting of a
large number of servers operating in parallel, where each server can experi-
ence random slowdowns in its processing rate. Each incoming job consists of
k identical tasks that can be executed in parallel, and that can be encoded
into at least k “replicas” of the same size (by introducing redundancy) so
that the job is considered to be completed when any k replicas associated
with it finish their service. For the case of k = 1, this corresponds to simply
creating copies of the job, dispatching them to different servers, and waiting
for the first one to finish. For the general case with k > 1, our model is a
generalization of the classic fork-join model (which assumes k = n), and it
is motivated by the following applications:
3(i) Data file retrieval with redundancy and coding: Consider a
setting where a user wants to retrieve a large file, which can be down-
loaded from a large set of servers. In order to shorten the download
time, the following scheme can be used [14]. The file is split into k
pieces of equal size, and then the k pieces are encoded into r ≥ k
pieces of the same size, in a way that allows the original file to be
recovered from any k pieces. The user starts to download the r en-
coded pieces from r different servers, waits for the first k to finish,
and then cancels the other downloads. In this setting, the slowdowns
in the download come from the congestion in the route between the
user that requests the file and the servers from which the pieces are
downloaded, as well as from congestion at the server themselves. This
encoding scheme was shown to be better than replicating each of the
pieces in [9].
(ii) Approximate distributed computing: Consider a setting where a
user wants to compute k gradient estimates in a Parallelized Stochastic
Gradient Descent method, executed by a large server farm with n≫ k
servers [8]. In order to reduce processing time, we attempt to compute
r ≥ k gradient estimates and we stop when any k computations are
finished. In this setting, the slowdowns come from reductions in server
processing power due to background processes or similar issues.
In general, there are many sources of randomness for the service time of a
task. These include:
(i) The intrinsic task size variability.
(ii) Slowdowns in the local processing rate of the server due to exogenous
interferences (such as background processes).
(iii) Network congestion that interferes with communication.
The intrinsic task size variability is always a source of randomness in the
service times (even when there are no slowdowns), and it is captured in al-
most every model in the literature, including the two models that we will
work with. However, not all other sources of randomness are relevant for all
applications. For instance, network congestion interfering with communica-
tion can create significant slowdowns for the retrieval of data from a server,
whereas the reduction in the local processing power of a server can barely
affect it. This behavior is more accurately reflected by the independent ex-
ponential slowdowns model introduced in Section 3. On the other hand,
random reductions in the processing power of local servers have a greater
impact on the slowdowns in distributed computing than network conges-
tion. This behavior is more accurately reflected by the size-based slowdowns
4model introduced in Section 4.
Our objective is to understand the best possible performance of such sys-
tems and to propose near-optimal policies, with emphasis on the asymptotic
regime when n is large. In particular, our performance metric is the delay
of a typical job, i.e., the time between a job arrives to the system, and the
time when k replicas associated with it finish their services. The delay can
be decomposed as the sum of the service time, i.e., the total amount of
time that at least one replica associated with the job is in service, and the
waiting time, i.e., the total amount of time that no replica associated with
the job is in service.
A control policy for such systems must specify how many redundant tasks
(called replicas from now on) to create, when to create them (their creation
can be staggered in time), and to which servers to send them. Furthermore,
replicas can also be prematurely cancelled. All of these decisions have the
potential of reducing the delay of a typical job.
1. For example, suppose that we send r replicas to different servers, but as
soon as any k replicas associated with the same job start their service,
all other replicas associated with the same job are cancelled. In this
case, the k replicas in service correspond to the k-th shortest queues
out of the original r. This effectively reduces the queueing delay of
replicas, and thus the queueing delay of the job. Furthermore, since the
other replicas never start service, they do not consume any resources
and do not affect the delays of other jobs.
2. Even if all replicas experience zero queueing delays, the creation of
more replicas can reduce the delay of the job. This is because replicas
processed by servers with higher processing rates (i.e., that experience
less severe slowdowns) finish their service earlier. Thus, if r > k replicas
start their service at the same time, the delay of the job will be the
k-th smallest out of the r service times of the replicas associated with
it.
3. While the creation of more replicas always reduces the delay of an
individual job, too many replicas can lead to instability. Furthermore,
even before the system becomes unstable, the cost of the increased
congestion may overshadow the reduction in service times.
The combination of having multiple tasks per job, the ability to create repli-
cas, and the random slowdowns in the service rates, make replication-based
systems difficult to analyze, even under simple control policies.
51.1. Previous work. Most of the prior theoretical work on parallel service
systems with redundancy has been made for the case of a single task per
job (i.e., the case kn = 1), and under the (unrealistic) independent runtimes
model, which stipulates that the times that replicas require to complete their
service are i.i.d., regardless of whether they are associated with the same
job or not. Using this model, a body of work has focused on characterizing
optimal replication policies based on the log-concavity of the complementary
cdf of the service times [15, 16, 26, 29]. In particular, it has been shown
that if the complementary cdf of the service time distribution of a replica
is log-convex, then the minimum delay is achieved when replicas are sent
to all the servers. Furthermore, in [12, 31, 32, 33] the authors explore the
tradeoffs between the delays and the resources utilized, for several classes
of service time distributions (mainly discrete and log-convex). The stability
and performance for difference scheduling policies at the queues was studied
in [3, 13].
On the other hand, there is some recent work [11] that introduces a more
realistic model where service times of replicas associated with the same job
are correlated. Policies under this model are significantly harder to analyze,
and the available theoretical results are limited. In [24, 14], the authors
obtain results about the performance of particular policies. Furthermore, in
[10] the authors develop policies that result in fair delays for multiple classes
of jobs, under replication constraints.
Results from different settings can also cast a light on delay-optimal repli-
cation schemes. For example, in [6] the authors analyse a discrete-time par-
allel service system, where the service times of replicas are i.i.d. and geo-
metrically distributed, and where replicas can be created and deleted after
each time slot, so that the number of servers working on a job can change
from slot to slot. In this setting, it has been shown that the delay is mini-
mized when all servers are used all of the time, and the number of replicas
associated with each job are all equal (or differ by at most 1). Furthermore,
in [5] the authors analyse a different parallel service system where, instead
of replication, jobs are amenable to parallel processing, with a sublinear im-
provement in processing rate. For the case of exponentially distributed jobs
it was shown that if the number of servers processing a job can be changed
at any point in time, then the delay is minimized when all servers are used
all of the time, and the number of servers that process each job are all equal
(or differ by at most 1).
Finally, for the more general case where kn > 1, our model is a general-
ization of the classic fork-join model, where the number of tasks per job is
equal to the number of servers (i.e., where kn = n). In this setting, tight
6characterizations of the delay are only known for the two-server case (see
[30] for a detailed survey). Although there are no tight delay characteriza-
tions for fork-join models, there are several asymptotic and non-asymptotic
bounds [17, 18, 23, 25, 27, 34], with different levels of tightness.
1.2. Our contribution. We consider a broad family of control policies,
which includes most policies considered in the literature, and work towards
characterizing the achievable delay performance of jobs under two different
models for the slowdowns.
1. We consider the S&X model, first introduced in [11], which assumes
that the slowdowns are independent from the task sizes. This is a plau-
sible model of the slowdowns which fluctuate on a time scale that is
slower than the typical delay. Moreover, we assume that the slowdowns
are exponential, which are observed, for example, in the download
times from Amazon servers [7, 20]. Under this model, our first contri-
bution is a universal lower bound for the expected delay of a typical
job under any control policy, which provides a benchmark for any prac-
tical policy. Surprisingly, this lower bound is independent of the task
size distribution, of the distribution of the inter-arrival times, and of
the number of servers. Our second contribution is the introduction of
simple control policies that asymptotically achieve the lower bound,
under minor technical conditions. For these asymptotically optimal
policies, the number of replicas created per task (i.e., the quantity
r/k) is independent of the task sizes, and of the number of tasks.
2. We also consider a new Size-based slowdown model, under which the
distribution of the slowdowns is a function of the task sizes. This re-
flects the fact that longer replicas should “average out” the slowdowns
and experience less variability in their service times than short job.
This is more accurate for modeling slowdowns that are in the same
time-scale as the delays (e.g., the slowdowns in distributed comput-
ing). Under this model, we consider policies where all replicas associ-
ated with the same job start their service at the same time. For policies
that are optimal under this restriction, we show that the number of
replicas per task is nonincreasing in the size of the task. This is con-
sistent with current practice, but to the best of our knowledge this is
the first tractable model that justifies this practice.
1.3. Outline of the paper. The rest of the paper is organized as follows.
In Section 2 we introduce the general modeling assumptions, and the policies
that are considered throughout the paper. In Section 3 we introduce the first
7model for the slowdowns, and the main results for that model. In Section
4 we introduce a new sized-based model for the slowdowns, and the main
results for this new model. Finally, in Section 5 we present our conclusions
and suggestions for future work.
2. Modeling assumptions and performance metrics. Throughout
this paper we consider a system consisting of n homogeneous servers, which
can experience random slowdowns in their processing rates, and where each
server is associated with an infinite capacity FIFO queue. We assume that
jobs arrive to the system as a Poisson process of rate λn/kn, for some fixed
λ > 0 and some positive integer kn ≤ n. Each job consists of kn tasks of
the same (albeit random) size. Task sizes are i.i.d. across different jobs, and
have unit mean. Furthermore, we assume that we can encode the kn tasks
into any number of at least kn replicas (of the same size as the tasks) such
that a job is finished when any kn replicas associated with it finish their
service (at which point all remaining replicas associated with the same job
are immediately removed from the system).
Service time variability: Let Xj be the size of the replicas associated
with the j-th job. As mentioned earlier, the {Xj}j≥1 are i.i.d. The number
of replicas created and associated with each job can be random, as it depends
on the control policy, congestion, and other factors. Let Sj,r be the slowdown
that would be experienced by the r-th replica associated with the j-th job,
if such a replica were to start its service. In that case, we assume that the
time required for the r-th replica associated with the j-th job to finish its
service is equal to Xj(1 + Sj,r). Moreover, we assume the following.
Assumption 2.1.
(i) There exists a family of cumulative distribution functions {Fx : x ≥ 0}
such that, for all x ≥ 0, and for every j ≥ 1 and R ≥ 1, we have
P
(
R⋂
r=1
{
Sj,r ≤ sr
} ∣∣∣∣∣ Xj = x
)
=
R∏
r=1
Fx(sr),
for all s1, . . . , sR ≥ 0.
(ii) The random sequences of slowdowns
{
(Sj,r : r ≥ 1)
}
j≥1
are indepen-
dent, i.e., for every J ≥ 1, we have
P

 J⋂
j=1
{(
Sj,r : r ≥ 1
)
∈ Aj
} = J∏
j=1
P
(
(Sj,r : r ≥ 1) ∈ Aj
)
,
8for all measurable sets A1, . . . , AJ .
Remark 2.1. The first part of Assumption 2.1 asserts that, conditioned
on the task size, the slowdowns experienced by different replicas associated
with the same job are independent and identically distributed, and that
the conditional distribution of the slowdowns is the same across different
jobs. Combining this with the fact that replicas’ sizes are i.i.d., we get that
the random sequences of slowdowns
{
(Sj,r : r ≥ 1)
}
j≥1
are identically dis-
tributed, i.e., that
(Sj,r : r ≥ 1)
d
= (Sj′,r : r ≥ 1),
for all j, j′ ≥ 1. Further combining this with the second part of Assumption
2.1, we conclude that the random sequences of slowdowns
{
(Sj,r : r ≥ 1)
}
j≥1
are i.i.d.
In the two models that we consider, there will be different additional
assumptions on the family of cumulative distribution functions {Fx : x ≥ 0}.
2.1. Admissible control policies. In this subsection, we introduce a broad
family of control policies for our system. In order to do this, we start by
introducing the extended queue state process Qn(·). The extended queue
state Qn(t) at time t is a set, where each element corresponds to a job in
the system. In particular,(
x, u,
{
d1, . . . , dk
}
,
{
(n1, y1, e1), . . . , (nr, yr, er)
})
∈ Qn(t)
if at time t there is a job in the system that satisfies the following:
(i) the tasks associated with the job have size x,
(ii) the job arrived u units of time ago
(iii) k replicas associated with the job have already finished their service,
d1, . . . , dk units of time after the arrival of the job,
(iv) the job has a total of r replicas associated with it still in the system,
in queues n1, . . . , nr, which
1. are in positions y1, . . . , yr in their respective queues (with the
convention that if a replica is in service then it is in position 0),
2. have elapsed service times equal to e1, . . . , er.
For example, if at time t there is a job in the system with tasks of size x,
which arrived u units of time ago, and no replicas were created yet, we have
(x, u, ∅, ∅) ∈ Qn(t).
9The evolution of the process Qn(·) is partly driven by intrinsic features of
our queueing model, such as the arrival process, the size of incoming tasks,
the slowdown of the replicas, the FIFO queues, and the fact that each job
leaves the system (together with all of the replicas associated with it) at the
moment that kn of its replicas finish their service. On the other hand, the
control policy determines:
(i) when to create new replicas for jobs in the system,
(ii) where to dispatch the newly created replicas,
(iii) when to cancel replicas in the system.
In general, we consider policies that use the current extended queue state
to make these decisions. This is formalized in the following assumption.
Assumption 2.2 (Markovianity). The extended queue state process
Qn(·) is Markov.
Note that this assumption implies that the control policies considered
are completely characterized by the Markov kernel of the corresponding
extended queue state process Qn(·).
Moreover, the extended queue state process Qn(·) is rich enough to allow
for policies that take into account task size, time since the last replica asso-
ciated with a job finished its service, and more, in order to decide when to
create and cancel replicas.
We now introduce an assumption that restricts when replicas can be can-
celled.
Assumption 2.3 (No late cancellations). Replicas with positive elapsed
times cannot be cancelled (unless kn of them have finished their service).
This assumption is introduced to keep the policies tractable, but it can
lead to a degradation of performance in some cases. For example, suppose
that the expected remaining service time of a replica with positive elapsed
time is larger than the expected service time of a new replica. In that case,
it is better to cancel the preexisting replica and replace it with a new one.
On the other hand, when the distribution of the slowdowns has a non-
decreasing hazard rate, the expected remaining service time of a replica with
positive elapsed time is always smaller than the expected service time of a
new replica. In that case, it is never a good idea to cancel a replica that is
being processed to replace it with a new one. Thus, Assumption 2.3 is not
very restrictive when the slowdowns have non-decreasing hazard rates (as
10
will be the case in Section 3).
Moreover, Assumption 2.3 implies the following.
Lemma 2.1. Under Assumption 2.3, at most n+kn−1 replicas associated
with the same job are ever in service.
Proof. Suppose that at least n + kn replicas associated with the same
job are eventually in service. Since there can only be at most n replicas in
service at the same time (because we have only n FIFO queues), then in
order for the (n+ kn)-th replica to start its service, at least kn replicas have
to have finished their services before. This is a contradiction, because all
replicas associated with the same job leave the system as soon as kn replicas
associated with it finish their services.
We are now ready to define the admissible control policies that will be
used throughout this paper.
Definition 2.1 (Admissible policies). We say that a control policy is
admissible if the corresponding extended queue state process Qn(·) satisfies
assumptions 2.2 and 2.3.
Remark 2.2. Note that a decision maker implementing the policies in-
troduced in this section has full knowledge of the state of all queues in the
system, including the size of all tasks. However, the decision maker has no
information about the slowdowns of the servers, other than what can be
inferred from the state of the queues.
2.2. Stability and performance metric. We say that an admissible pol-
icy is stable if the corresponding process Qn(·) admits a unique invariant
probability measure. For stable policies, the performance metric of interest
is the expected delay of a typical job, i.e., the steady-state expectation of
the time between the moment a job arrives to the system, and the moment
that kn replicas associated with it finish their service.
The delay of a typical job (denoted by Wn) can be decomposed as the
sum of two components. The first component is the service time (denoted
by W sn), and it is defined as the total amount of time that at least one
replica associated with the job is in service. The second component is the
queueing delay (denoted by W qn), and it is defined as the total amount
of time between the arrival and the departure of the job that no replica
associated with it is in service.
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Remark 2.3. Note that, since kn replicas associated with a job need to
finish their service before the job leaves the system, and since the replicas
can be staggered in time, a job can be in service intermittently over time.
In particular, while a job is in the system, it incurs service time when at
least one of the replicas associated with it is in service. The rest of the time
it is incurring queueing delay. This is akin to the service time and queueing
delay of a job in a preemptive queue, where a job can start and resume its
service many times.
3. Independent exponential slowdowns. In this section, we explore
the stability and delay performance of admissible policies under the assump-
tion that slowdowns are exponential and independent from the replica size.
In particular, in Subsection 3.1 we obtain necessary and sufficient conditions
in the parameters of the system for the existence of stable policies, and we
obtain a universal lower bound on the expected delay of any admissible pol-
icy. Moreover, in Subsection 3.2 we introduce a pair of admissible policies
and show that they are asymptotically delay-optimal under certain condi-
tions on the moments of the task sizes.
Throughout this section, we assume the following.
Assumption 3.1. For all j, r ≥ 1, we have
P
(
Sj,r ≤ s
)
= 1− e−µs,
for all s ≥ 0.
Note that combining Assumption 3.1 with Assumption 2.1 we get that,
for all j ≥ 1, the slowdowns {Sj,r}r≥1 are i.i.d. exponential random variables
with mean 1/µ, which are also independent from the replicas’ size Xj. This
corresponds to the S&X model introduced in [11], for the special case where
slowdowns are exponential. On the practical side, exponential slowdowns are
observed, for example, in the download times from Amazon servers [7, 20].
In what follows, we present a systematic approach to the analysis and
design of policies, which culminates with the introduction and analysis of
asymptotically optimal policies.
3.1. Delay lower bound. In this subsection, we first obtain a necessary
and sufficient condition on the parameters of the system for the existence of
stable admissible policies. Then, we establish a lower bound on the expected
delay of a typical job for any stable admissible policy.
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Theorem 3.1. Under Assumption 3.1, there exists a stable admissible
policy if and only if
(3.1) λ <
1
1 + 1
µ
.
The sufficiency of this condition is established using a very simple policy:
each time a new job arrives, kn replicas are created and dispatched uniformly
at random among the n servers. Under this policy, it is easily checked that
each queue behaves as a M/G/1 queue with arrival rate λ and expected
service time equal to 1+1/µ, which is known to be stable as long as Equation
(3.1) is satisfied.
On the other hand, the necessity of Equation (3.1) is established by show-
ing that increasing the number of replicas created cannot enlarge the stabil-
ity region. The proof of necessity is given in Appendix B.
Remark 3.1. Note that Equation (3.1) is equivalent to
1
λ
−
1
µ
> 1.
Thus, the existence of stable admissible policies only depends on the quantity
(3.2) r∗ =
1
λ
−
1
µ
.
This is a key quantity that will be ubiquitous throughout this paper.
The condition in Equation (3.1) does not depend on n or kn, but it crit-
ically depends on the assumption that the slowdowns are exponential and
independent from the task size. Note the above described policy, which cre-
ates only kn replicas, has the largest stability region (in the sense that the
policy is stable for the largest possible set of values of λ). In contrast, as
shown in [24], the largest stability region can sometimes be augmented by
using more than kn replicas, when the exponential slowdown assumption is
relaxed.
We now introduce a lower bound for the expected delay of a job, under
any stable admissible policy.
Theorem 3.2. Fix some n. Consider a stable admissible policy, i.e.,
a policy for which the process Qn(·) satisfies assumptions 2.2 and 2.3, and
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under which the process Qn(·) admits a unique invariant probability measure
πn. Then, under Assumption 3.1, we have
(3.3) Eπn[Wn] ≥ 1 +
1
µ
kn∑
i=1
1
kn
(
1
λ
− 1
µ
)
− i+ 1
.
The proof is given in Appendix C.
A special case of interest is when kn → ∞ as n → ∞, in which case we
have the following result.
Corollary 3.3. Under the same assumptions as in Theorem 3.2, and
when kn →∞ as n→∞, we have
(3.4) lim inf
n→∞
Eπn[Wn] ≥ 1 +
1
µ
log
(
1
λ
− 1
µ
1
λ
− 1
µ
− 1
)
.
Surprisingly, the lower bounds in equations (3.3) and (3.4) are indepen-
dent from the task size distribution and from the number of servers n. More-
over, it can be shown to hold even when the arrivals form a renewal process.
However, it does depend on the number of tasks per job kn, and on the
quantity
r∗ =
1
λ
−
1
µ
,
which also appeared in Theorem 3.1. Using this notation, we can rewrite the
lower bound in Corollary 3.3 as
lim inf
n→∞
Eπn [Wn] ≥ 1 +
1
µ
log
(
r∗
r∗ − 1
)
,
and the one in Theorem 3.2 as
Eπn [Wn] ≥ 1 +
1
µ
kn∑
i=1
1
knr∗ − i+ 1
.
Note that, if knr
∗ is an integer, then
1
µ
kn∑
i=1
1
knr∗ − i+ 1
is the expectation of the kn-th order statistic of knr
∗ i.i.d. exponential ran-
dom variables with mean 1/µ. Thus, if an admissible policy creates knr
∗
14
replicas per job, and they all start their service at the same time, the ex-
pected service time of the jobs would match the lower bound on the expected
delay given in Theorem 3.2. However, the expected delay of a typical job
under such a policy might be higher due to queueing delays. In fact, it can be
checked that such a policy would result in a system that is critically loaded
(i.e., it would have a load of ρ = 1 using typical queueing theory notation).
The above observations seem to indicate that no admissible policy could
match the lower bound for any finite n. However, even if an admissible policy
is not optimal for any finite n, it may be asymptotically optimal as n→∞.
Such policies could be obtained by following the following design principles.
1. Replicas are sent to idle servers whenever possible.
2. For each job, the number of replicas associated with it (rn) is such
that rn
kn
↑ r∗ as n → ∞. This forces a heavy-traffic regime through
increased replication.
3. The forced heavy-traffic is light enough to ensure that new replicas
can be sent to idle servers with high probability.
In the following subsection, we formally introduce policies designed accord-
ing to these principles.
3.2. Asymptotically optimal policies. In this subsection, we introduce a
pair of admissible policies that are asymptotically optimal under a mild
technical condition on the moment of the task sizes, and on the integrality
of r∗kn. While both policies are stated and can be implemented for any value
of kn, one of them appears to only be tractable for the case of kn = 1.
Intuition behind the policies. While the reasoning at the end of the previous
subsection assumed that r∗kn is an integer, this is not always the case.
However, we can always create a random number of replicas for each job so
that we create r∗kn replicas per job in average. In particular, let pkn ∈ (0, 1]
be such that
pkn⌈r
∗kn⌉+ (1− pkn)(⌈r
∗kn⌉ − 1) = r
∗kn.
Then, creating ⌈r∗kn⌉ replicas per job with probability pkn , and ⌈r
∗kn⌉ − 1
replicas per job with probability 1− pkn , yields an average of r
∗kn replicas
per job.
It can be checked that if all replicas associated with the same job start
their service at the same time, a policy that creates the number of replicas
described above would require all n servers to process the incoming jobs.
As a result, such policies would suffer from the same instability problem as
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the one mentioned in the previous subsection for the case where r∗kn is an
integer: both subsystems would be critically loaded (i.e., they would have a
load of ρ = 1 using typical queueing theory notation).
In order to obtain stable policies that have the same asymptotic perfor-
mance as the ones described above, we force the system to be in heavy-traffic
by slightly reducing the average number of replicas created per job (while
still creating the same number of replicas per job in the limit as n → ∞),
as follows.
Let α ∈ (1/2, 1) be a constant. Suppose that ⌈r∗kn⌉ replicas per job are
created with probability
(
pkn − 2n
α−1
)+
, and ⌈r∗kn⌉−1 replicas per job are
created with probability 1 −
(
pkn − 2n
α−1
)+
. For all n large enough, this
yields an average of r∗kn−2n
α−1 replicas per job, which is slightly less than
the r∗kn replicas per job that would critically load the system. It can be
checked that if all replicas associated with the same job start their service
at the same time, a policy that creates the number of replicas described
above would need
(3.5)
λn
kn
(
pkn − 2n
α−1
)+(
⌈r∗kn⌉+
kn
µ
)
servers to handle the jobs that start with ⌈r∗kn⌉ associated replicas, and
(3.6)
λn
kn
[
1−
(
pkn − 2n
α−1
)+](
⌈r∗kn⌉ − 1 +
kn
µ
)
servers to handle the jobs that start with ⌈r∗kn⌉ − 1 associated replicas.
Combining these two quantities with the definitions of pkn and r
∗, it leads
to a total of
n−
2λnα
kn
servers. Thus, there are
(3.7)
2λnα
kn
“spare” servers in the system.
Description of the policies. We now introduce the two policies. In order to
simplify the analysis, for both policies we partition the n-server system into
two subsystems, one with
n(1) ,
⌊
λn
kn
(
pkn − 2n
α−1
)+(
⌈r∗kn⌉+
kn
µ
)
+
λnα
kn
⌋
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servers, and the other one with
n(2) ,
⌈
λn
kn
[
1−
(
pkn − 2n
α−1
)+](
⌈r∗kn⌉ − 1 +
kn
µ
)
+
λnα
kn
⌉
servers. Note that the number of servers in the first (respectively, second)
subsystem is equal to the number of servers required to process the jobs that
start with ⌈r∗kn⌉ (respectively, ⌈r
∗kn⌉−1) replicas associated with it, given
in Equation (3.5) (respectively, Equation (3.6)), plus half of the “spare”
servers given in Equation (3.7). Without loss of generality, we assume that
n(1) is a multiple of ⌈r∗⌉, and that n(2) is a multiple of ⌈r∗⌉ − 1. If this is
not the case, we can always choose not to use some of the original n servers.
When a job arrives to the system, it is sent to the first subsystem with
probability
(
pkn − 2n
α−1
)+
, and to the second subsystem with probability
1−
(
pkn − 2n
α−1
)+
. Then, we do one of the following.
• Full Replication with Early Cancellation (FREC): If at the
time of an arrival to the first (second) subsystem there are at least
⌈r∗kn⌉ (respectively, ⌈r
∗kn⌉−1) idle servers, then ⌈r
∗kn⌉ (respectively,
⌈r∗kn⌉ − 1) replicas are created and dispatched to idle servers. Oth-
erwise, replicas are created and dispatched to all servers in the sub-
system. When ⌈r∗kn⌉ (respectively, ⌈r
∗kn⌉ − 1) of these replicas have
started their service, all other replicas associated with the same job
are cancelled and immediately leave the system. (Note that this is
compatible with Assumption 2.3, as canceled replicas have not started
their service.)
• Dummy Queues (DQ): If at the time of an arrival to the first (sec-
ond) subsystem there are at least ⌈r∗kn⌉ (respectively, ⌈r
∗kn⌉−1) idle
servers among the first n(1) − λnα/2kn (respectively, n
(2) − λnα/2kn)
servers in the subsystem, then ⌈r∗kn⌉ (respectively, ⌈r
∗kn⌉ − 1) repli-
cas are dispatched to those idle servers. Otherwise, kn replicas are
dispatched uniformly at random among the last λnα/2kn servers of
the first (respectively, second) subsystem.
Note that when there are enough idle servers, both of these policies send all
replicas to idle servers. Thus, if the systems are in light enough heavy-traffic,
the vast majority of replicas will be sent to idle servers in both cases. We
also note that although the FREC policy seems superior, it appears to be
tractable only for the case of kn = 1.
Main results. We now present the main results of this subsection.
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Theorem 3.4. Suppose that kn = 1, for all n. If
λ <
1
1 + 1
µ
,
then the FREC policy is stable, and
lim
n→∞
E[W sn] = 1 +
p1
µ⌈r∗⌉
+
1− p1
µ(⌈r∗⌉ − 1)
.
Furthermore, if E
[
X2+ǫ
]
<∞ for some ǫ > 0, then
lim
n→∞
E[W qn ] = 0.
The proof is given in Appendix D.
Theorem 3.5. If
λ <
1
1 + 1
µ
,
then the DQ policy is stable for all n large enough, and:
(i) If kn = k for all n, then
(3.8) lim
n→∞
E[W sn] = 1 +
1
µ
k∑
i=1
(
pk
⌈r∗k⌉ − i+ 1
+
1− pk
⌈r∗k⌉ − i
)
.
Furthermore, if E
[
X2+ǫ
]
<∞ for some ǫ > 0, then
lim
n→∞
P(W qn > 0) = 0.
(ii) If kn →∞ as n→∞, then
(3.9) lim
n→∞
E[W sn] = 1 +
1
µ
log
(
r∗
r∗ − 1
)
.
Furthermore, if E
[
X2+ǫ
]
< ∞ for some ǫ > 0, kn ∈ O
(
nβ
)
for some
β < 1/5, and α > max
{
(2 + 4β)/3, (1 + 5β)/2
}
, then
lim
n→∞
P(W qn > 0) = 0.
The proof is given in Appendix E.
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Remark 3.2. Recall that if kn = k for all n, then Theorem 3.2 gives us
the lower bound
(3.10) E[W sn] ≥ 1 +
1
µ
k∑
i=1
1
r∗k − i+ 1
.
In general, there is a small gap between this lower bound and the asymptotic
service time of the DQ policy (Equation (3.8)). However, when r∗k is an
integer, there is no gap. This is depicted in Figure 3.2, where we plot the
expressions in equations (3.10) and (3.8) as functions of r∗ = 1/λ − 1/µ
when we keep µ and k fixed and we vary λ.
r∗(λ) = 1
λ
−
1
µ
Delay
1 1 + 1k 1 +
2
k
1 + 3
k
Asymptotic service times
Lower bound
Fig 1. The asymptotic service time of the DQ policy vs. the corresponding lower bound,
as functions of r∗(λ).
On the other hand, if kn →∞ as n →∞, it is easily shown that the lower
bound, as n→∞, is
lim
n→∞
[
1 +
1
µ
kn∑
i=1
1
r∗kn − i+ 1
]
= 1 +
1
µ
log
(
r∗
r∗ − 1
)
,
which coincides with the asymptotic service time of the DQ policy given in
Equation (3.9).
Remark 3.3. In both theorems, the queueing delay W qn converges to
zero as n → ∞. However, while in Theorem 3.4 it converges to zero in
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expectation, in Theorem 3.5 it converges to zero in probability. This weaker
result is an artifact of our analysis, and we conjecture that convergence in
expectation holds in all cases.
Remark 3.4. We conjecture that even simpler policies such as Join-
Idle-Queue [21], are also asymptotically optimal. However, Join-Idle-Queue
is surprisingly hard to analyze in this setting.
3.3. Main takeaways. In this section, we obtained a universal lower bound
on the expected delay of a typical job, and designed and analyzed dispatch-
ing/replication policies that match the universal lower bound, at least in the
limit as n→∞, as long as r∗kn either is an integer, or diverges as n→∞.
This establishes both the asymptotic optimality of our policies, as well as the
tightness of our lower bound, in those cases. It is unclear whether our poli-
cies are always asymptotically optimal. However, there appears to be some
slack in certain inequalities in the proof of the delay lower bound (Theorem
3.2), which suggests that our policies may indeed be always asymptotically
optimal.
It is worth noting that the average number of replicas created per task
under our policies is always equal to r∗ = 1/λ − 1/µ. In particular, this is
independent of the task size distribution, of the realization of the task sizes,
and of the current state of the queues. Combined with relatively simple
dispatching rules for the replicas, this makes the aforementioned policies
simple enough to be practical.
Finally, note that the lower bounds obtained in Theorem 3.2 and Corollary
3.3 are increasing in the arrival rate λ. Since the lower bounds ignore possible
queueing delays, the fact that they are increasing in λ is solely due to the fact
that higher arrival rates allow less overall replication (i.e., higher arrival rates
lead to smaller r∗). Thus, this arrival rate versus delay performance tradeoff
is a fundamental limitation of this kind of systems, and not a reflection of
the usual effect of congestion on delays.
4. General size-based slowdowns. In this section, we introduce a
new model for the slowdowns, and obtain asymptotically optimal policies
within a somewhat restricted set of admissible policies.
For certain applications, the assumption that the slowdown is independent
from the task size is not realistic. Indeed, if replicas are very large, one can
argue that the server side variability is “averaged out”, which then results in
less variable service times. By the same argument, if replicas are very small,
it is more likely for them to complete their service within a time period when
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the server is atypically slow or fast, and service times become more variable.
This intuition is somewhat validated by the fact that the higher variability
of smaller tasks is widely observed in cloud computing systems operated by
Facebook and Microsoft [2, 1].
In order to model these size-based slowdowns, we introduce an appropriate
dependence structure between the slowdowns and the replicas’ sizes.
Assumption 4.1. For r ≥ 1 and for i ≤ r, let S[i:r] be the i-th order
statistic of slowdowns S1, . . . , Sr corresponding to a single job with replicas
of size X. We assume the following.
1. For all r ≥ 1, and all x ≥ 0, we have
E
[
Sr
∣∣X = x] = 1
µ
.
2. For all r ≥ 2 and i ≤ r, the expression
E
[
S[i:r]
∣∣X = x]− 1
µ
is either increasing or decreasing in x. Furthermore,
lim
x→∞
E
[
S[i:r]
∣∣X = x] = 1
µ
,
for all r ≥ 2 and i ≤ r.
3. For all r ≥ 1 and i ≤ r, the expression
E
[
S[i:r]
∣∣X = x]− E[S[i:r+1] ∣∣X = x]
is decreasing in x.
Part 1 states that the expectation of the slowdowns does not depend on
the task sizes. Part 2 reflects the premise that bigger tasks observe less
variable slowdowns, and thus their order statistics converge monotonically
to their mean. For instance, we might be dealing with a situation where the
variance of the slowdowns converges to 0 as x→∞. Finally, Part 3 implies
that the improvement brought by an extra replica is smaller for larger tasks.
Example 4.1. Suppose that the slowdowns have a Gamma distribution
with shape parameter x, and rate parameter µ/x. It is straightforward (but
tedious) to check that these slowdowns satisfy Assumption 4.1.
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4.1. Block policies. In order to keep the problem tractable, we restrict
ourselves to a subset of the admissible policies introduced in Subsection 2.1,
those that satisfy the following assumption.
Assumption 4.2 (Block policy). All the replicas associated with the
same job start their service at the same time.
For the case kn = 1, this assumption can be satisfied by sending repli-
cas to different queues in a careful way so that it is guaranteed that they
will start their service at the same time. An example of this is the FREC
policy introduced in Subsection 3.2, which is shown to be a Block policy in
Lemma D.1. On the other hand, Assumption 4.2 excludes policies where the
start times of the replicas are staggered in time, which could yield better
performance in some cases.
Unfortunately, analyzing the class of general admissible policies appears
to be difficult. For this reason, we restrict ourselves to Block policies, which
are easier to analyze.
4.2. Delay lower bound. In this subsection, we present a straightforward
lower bound on the expected delay of a typical job under Block policies, as
the solution of a minimization problem. In order to do this, we consider a
relaxation of the problem in which we have an infinite number of servers,
but where there can only be n busy servers in expectation, in steady-state.
First, note that the delay of a typical job is trivially lower bounded by the
service time of a typical job. Since all replicas associated with the same job
start their service at the same time (Assumption 4.2), and since no replica
with elapsed time can be prematurely cancelled (Assumption 2.3), the ser-
vice time of a typical job under a Block policy is completely determined by
the (possibly random) number of replicas that start their service. In partic-
ular, the service time of a typical job is determined by a (policy specific)
measurable function p : R+ → [0, 1]
∞, where pr(x) is the probability that
a typical job with tasks of size x has r replicas associated with it that get
created and start their service. Using this, we obtain a lower bound on the
expected delay of a typical job under a Block policy, as the solution of an
optimization problem.
Lemma 4.1. Fix some n, and consider an admissible policy (i.e., a policy
for which the process Qn(·) satisfies assumptions 2.2 and 2.3), that satis-
fies Assumption 4.2, and under which the process Qn(·) admits at least one
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invariant probability measure πn. Then, under Assumption 4.1, we have
Eπn[Wn] ≥ inf
p∈Pkn
∞∫
0
x
∞∑
r=kn
pr(x)
(
1 + E
[
S[kn:r]
∣∣X = x])dPX(x)(4.1)
s.t.
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x](4.2)
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1,
where PX is the distribution of the task sizes, and Pkn is the set of measurable
functions from R+ to the infinite-dimensional simplex
Pkn ,

p ∈ [0, 1]∞ :
∞∑
r=kn
pr = 1

 .
The proof is given in Appendix F.
The optimization problem defined by equations (4.1) and (4.2) corre-
sponds to the minimization of the service time of a typical job over all
possible distributions p for the number of replicas that are created and start
service, subject to the constraint that the average number of busy servers
must be at most n.
In general, there is no closed form solution for the optimization problem
in Lemma 4.1. However, in the following subsection we will derive some
properties of optimal solutions in order to design delay optimal policies and
understand their behavior.
4.3. Properties of optimal solutions. If p∗ is a feasible solution of the
optimization problem defined by equations (4.1) and (4.2) that attains the
minimum, we are interested in characterizing how it depends on x, and kn.
To begin with, depending on the parameters of the system, the optimiza-
tion problem defined by equations (4.1) and (4.2) may not have feasible
solutions. A sufficient condition for the existence of feasible solutions is es-
tablished in the following lemma.
Lemma 4.2. If
(4.3) λ ≤
1
1 + 1
µ
,
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then the optimization problem defined by equations (4.1) and (4.2) has a
finite minimum, which is attained.
The proof is given in Appendix G.
Note that this sufficient condition for feasibility does not depend on n,
kn, nor on the task size distribution.
Remark 4.1. Surprisingly, the condition of Equation (4.3) for the ex-
istence of a feasible solution is the same as the one in Theorem 3.1 for the
existence of a stable policy, which concerned the model with independent
exponential slowdowns. However, unlike Theorem 3.1, this condition may
not be necessary under this model.
Remark 4.2. Note that any feasible point p˜ such that p˜(x) = p∗(x) for
almost every x (with respect to PX) is also optimal. Therefore, any necessary
properties of the optimal solutions are only true almost everywhere with
respect to PX .
The following result states some properties of the optimal solutions for
arbitrary values of kn.
Theorem 4.3. Every feasible point p that achieves the minimum in the
problem defined by equations (4.1) and (4.2) is equal almost everywhere (with
respect to PX) to a point p
∗ that satisfies the following:
(i) p∗kn(x) = 1 for all x large enough.
(ii) There exists rkn ∈ O(kn) such that p
∗
r(x) = 0 for all r ≥ rkn and
x ≥ 0.
The proof is given in Appendix H.
Remark 4.3. This result shows us that smaller tasks should be repli-
cated more (although only up to a constant number of replicas per task),
and that very large tasks should not be replicated at all. This conclusion is
consistent with and provides support for current practice [2, 1]. Note how-
ever that this conclusion can only be reached when the slowdowns depend
on the task size; it does not hold under independent slowdowns, as in the
S&X model [11].
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4.3.1. Case kn = 1. For the case where kn = 1 for all n, we can refine
the results in Theorem 4.3 under the following additional assumption on the
distribution of the slowdowns.
Assumption 4.3. The expression
rE
[
S[1:r]
∣∣X = x]
is convex as a function of the integer parameter r, for all x ≥ 0.
The following lemma provides a sufficient condition for this assumption
to hold.
Lemma 4.4. If the expression
(4.4) P
(
S >
s
r
∣∣∣ X = x)r
is convex as a function of the integer parameter r, for all s, x > 0, then
Assumption 4.3 holds.
For example, the exponential and the Pareto distributions satisfy Equa-
tion (4.4). In general, distributions with tails heavier than the exponential
will also satisfy it, and therefore will also satisfy Assumption 4.3.
Theorem 4.5. Suppose that kn = 1 for all n, and that the distributions
of the slowdowns satisfy Assumption 4.3. Then, every feasible point p that
achieves the minimum in the problem defined by equations (4.1) and (4.2)
is equal almost everywhere (with respect to PX) to a point p
∗ that satisfies
the following:
(i) For every x, p∗(x) is concentrated on up to two consecutive integers.
(ii) If PX is non-atomic, then p
∗(x) is concentrated in a single integer, for
all x.
(iii) The expected number of replicas,
r∗(x) ,
∞∑
r=1
rp∗r(x),
is nonincreasing with x.
The proof is given in Appendix I.
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Remark 4.4. For the special case of kn = 1, Theorem 4.5 provides a
crisper characterization of the optimal solutions p∗ than Theorem 4.3. In
particular, it states that the optimal number of replicas is a nonincreasing
function of the task size.
In the next subsection, we will use the properties derived in this subsection
to design an asymptotically optimal Block policy.
4.4. Asymptotically optimal Block policies. In this subsection, we show
that the lower bound on the delay obtained in the previous subsection is
asymptotically attainable using an appropriate sequence of Block policies
based on the FREC and DQ policies introduced in Subsection 3.2.
Suppose that
λ <
1
1 + 1
µ
.
Let α ∈ (1/2, 1) be a constant, and let p(n) be a solution of the following
optimization problem:
inf
p∈Pkn
∞∫
0
x
∞∑
r=kn
pr(x)
(
1 + E
[
S[kn:r]
∣∣X = x])dPX(x)
s.t.
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1− n
α−1.
Note that, by moving the 1 − nα−1 to the other side, we get the same
optimization problem as in Lemma 4.1, with λ replaced by λ/(1 − nα−1).
Furthermore, for all n large enough, we have
λ
1− nα−1
≤
1
1 + 1
µ
.
Thus, Lemma 4.2 applies, and a solution p(n) is guaranteed to exist. More-
over, recall that Theorem 4.3 states that there exists r
(n)
kn
∈ O(kn) such that
p
(n)
r (x) = 0 for all r ≥ r
(n)
kn
and x ≥ 0. In other words, p(n) is concentrated
in its first r
(n)
kn
− kn + 1 indices.
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Let us partition the n-server system into r
(n)
kn
−kn+1 subsystems, indexed
by r = kn, . . . , r
(n)
kn
, such that the r-th subsystem has
n(r) ,
λn
kn
∞∫
0
xp(n)r (x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) +
nα
r
(n)
kn
⌋
servers. As it was the case for the policies introduced in Subsection 3.2, the
number of servers in the r-th subsystem is equal to the number of servers
required to handle the incoming jobs to the subsystem, namely,
λn
kn
∞∫
0
xp(n)r (x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x),
plus a fraction of the “spare” servers,
nα
r
(n)
kn
.
Without loss of generality, we assume that n(r) is a multiple of r, for all r.
If this is not the case, we can always choose not to use some of the original
n servers.
We now introduce two policies. In both, when a job with tasks of size
x arrives to the system, it is sent to the r-th subsystem with probability
p
(n)
r (x). Then, we do one of the following.
• Size-Based Full Replication with Early Cancellation (SB-FREC):
If at the time of an arrival to the r-th subsystem there are at least r
idle servers, then r replicas are created and dispatched to idle servers.
Otherwise, replicas are created and dispatched to all servers in the sub-
system. When r of these replicas have started their service, all other
replicas associated with the same job are cancelled and immediately
leave the system.
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• Size Based Dummy Queues (SB-DQ): If at the time of an arrival
to the r-th subsystem there are at least r idle servers among the first
n(r)−nα/2r
(n)
kn
servers in the subsystem, then r replicas are dispatched
to those idle servers. Otherwise, if there are at least r idle servers
among the last nα/2r
(n)
kn
servers of the r-th subsystem, then r replicas
are dispatched to those idle servers. Otherwise, jobs are queued in
a virtual FIFO queue at the dispatcher until there are enough idle
servers among the last nα/2r
(n)
kn
servers of the r-th subsystem.
Note that when there are enough idle servers, both of these policies send all
replicas to idle servers. Thus, if the systems are in light enough heavy-traffic,
the vast majority of replicas will be sent to idle servers in both cases. We
also note that although the FREC policy seems superior, it appears to be
tractable only for the case of kn = 1.
We now present the main results of this subsection.
Theorem 4.6. Suppose that kn = 1 for all n, and that
λ <
1
1 + 1
µ
.
Then, the SB-FREC policy is stable for all n large enough, and we have
lim
n→∞
E
[
W sn
]
=
∞∫
0
x
∞∑
r=1
p∗r(x)
(
1 + E
[
S[1:r]
∣∣X = x])dPX(x),
where p∗ is a solution of the optimization problem defined by equations (4.1)
and (4.2), for kn = 1. Furthermore, if
E
[(
XS
)2+ǫ]
<∞
for some ǫ > 0, we also have
lim
n→∞
E
[
W qn
]
= 0.
The proof is given in Appendix J.
Theorem 4.7. Suppose that kn = k for all n, and that
λ <
1
1 + 1
µ
.
28
Then, the SB-DQ policy is stable for all n large enough, and we have
lim
n→∞
E
[
W sn
]
=
∞∫
0
x
∞∑
r=k
p∗r(x)
(
1 + E
[
S[k:r]
∣∣X = x])dPX(x),
where p∗ is a solution of the optimization problem defined by equations (4.1)
and (4.2), for kn = k. Furthermore, if
E
[(
XS[k:k]
)2+ǫ]
<∞
for some ǫ > 0, we also have
lim
n→∞
P
(
W qn > 0
)
= 0.
The proof is given in Appendix J.
Remark 4.5. Theorems 4.6 and 4.7 imply that the lower bound for
the expected delay of a typical job established in Theorem 4.1 is asymptoti-
cally attained. Moreover, since the asymptotically delay optimal polices were
constructed by using the solutions to a suitable version of the optimization
problem that serves as the lower bound, the properties derived in theorems
4.3 and 4.5 (such as the fact that smaller tasks should be replicated more
than large tasks) still hold and are therefore properties of our asymptotically
delay-optimal policies.
4.5. Main takeaways. In this section, we obtained a lower bound on the
expected delay of a typical job under a restricted class of policies, as the
solution of a certain optimization problem. Moreover, we analyzed the prop-
erties of its optimal solutions to guide the design of asymptotically optimal
dispatching/replication policies.
Similar to the case of independent exponential slowdowns studied in Sec-
tion 3.1, the number of replicas created per task is independent of the task
size distribution, and of the current state of the queues. However, the num-
ber of replicas created for each incoming job now depends on the realization
of the task sizes. This is a consequence of the dependence of the slowdowns
on the size of the tasks (Assumption 4.1), which was not present in simpler
models.
Finally, note that the constraint of the optimization problem that de-
scribes the asymptotic delay performance of our policies (Equation (4.2))
depends on the arrival rate λ in a way that a larger λ can only increase
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the delay of the policy. Since the asymptotic delays of our policies are just
their asymptotic service times, the fact that they are increasing in λ is solely
due to the fact that higher arrival rates allow less overall replication (i.e.,
higher arrival rates lead to smaller r∗). This was also observed in Section 3
under the independent exponential slowdowns mode, which suggests that
this arrival rate versus delay performance tradeoff is a fundamental limita-
tion of replication-based systems, which transcends the model used for the
distribution of the slowdowns.
5. Conclusions and future work. The main objective of this paper
was to study the impact of replication on the delay performance of dis-
tributed service systems with random server slowdowns. We did this under
two different models for the server slowdowns, inspired by different applica-
tions.
When the server slowdowns are independent from the task sizes, we
showed that the asymptotic expected delay is minimized when the num-
ber of replicas created per task is equal to a constant that only depends on
the arrival rate, and on the expected slowdown. Surprisingly, it is indepen-
dent from the number of tasks per job, and from the inter-arrival and task
size distributions.
On the other hand, when the server slowdowns depend on the task sizes
in some particular way, we showed that the asymptotic expected delay is
minimized (among all policies where replicas associated with the same job
start their service at the same time) when smaller tasks are replicated more
than larger tasks.
There are several interesting directions for future research. For example:
(i) In this paper, as well as in most of the literature, all servers have
the same average processing rate. Thus, one interesting future line of
work would be to explore the impact of heterogeneity in the average
processing rates of servers in replication systems.
(ii) On a similar note, another interesting possible research direction would
be to study the impact of heterogeneous jobs, where not all jobs can
be served by the same number of servers (or at least not at the same
speed).
(iii) We conjecture that even simpler policies such as Join-Idle-Queue [21],
are also asymptotically optimal. However, Join-Idle-Queue is surpris-
ingly hard to analyze in this setting.
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APPENDIX A: CONVENIENT NOTATION
In this appendix, we introduce some definitions and notation that will be
used in the proofs of theorems 3.1 and 3.2.
For j ≥ 1, we denote the relative service start times of the replicas
associated with the j-th job by Tj,r, ordered so that 0 ≤ Tj,1 ≤ · · · ≤
Tj,n+kn−1 ≤ ∞. More precisely, Tj,r is the (random) time, relative to the
arrival of the j-th job, when the r-th replica associated with it starts its
service. As a convention, we set Tj,r(ω) = ∞ if the r-th replica associated
with the j-th job does not start its service under the sample path ω. The
times Tj,r are mostly determined by the policy, but also depend on the
queueing delays of replicas, and potentially on the service times of replicas
associated with the same job that have already finished their service.
For j ≥ 1 and for i = 1, . . . , kn, we denote the relative departure
times of the replicas associated with the j-th job by D
(i)
j , ordered so that
0 ≤ D
(1)
j ≤ · · · ≤ D
(kn)
j ≤ ∞. More precisely, D
(i)
j is the time, relative to the
arrival of the j-th job, when i replicas associated with it finish their service.
Since replicas cannot be cancelled after they start service (Assumption 2.3),
D
(i)
j is the i-th order statistic of the random variables{
Tj,r +Xj
(
1 + Sj,r
)}n+kn−1
r=1
.
In particular, D
(kn)
j is the delay of the j-th job. Moreover, we use the con-
vention D
(0)
j = 0.
The rest of the notation and definitions are only used for the proof of
Theorem 3.2.
A.1. Partition of the jobs in service. We now introduce a dynamic
partition of the set of jobs that are in service (i.e., the jobs that have at
least one replica associated with it in service), by assigning a phase to each
job in service. At any given time:
a) A job with tasks of size x is in phase 0 if at least one replica associated
with it has started its service, and if all of the replicas associated with
it have been in service for less than x units of time.
b) For i = 1, . . . , kn, a job with tasks of size x is in phase i if it is not in
phase 0 (i.e., if at least one replica associated with it, past or present,
has been in service at least x units of time) and if exactly i−1 replicas
associated with it have finished their services.
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These phases define a partition of the jobs that are in service, consisting
of kn + 1 subsets (or phases). Moreover, since this is a dynamical system,
jobs not only start and finish their services, but they also change phases. In
particular, all jobs start their services in phase 0, they can only leave the
system if they are in phase kn, and they go through all the intermediate
phases in ascending order (possibly spending 0 time in some phases). The
possible transitions between the phases are depicted in Figure A.1.
New
job
0 1 2 kn Exit
Fig 2. Possible transitions of jobs in service between the phases.
Suppose that the j-th job arrives to the system at time 0. Then:
a) The j-th job is in phase 0 between the time that the first replica
associated with it starts its service (Tj,1), and the time that the first
replica associated with it has spent Xj units of time in service (Tj,1+
Xj). At that point, the job moves to phase 1.
b) The j-th job is in phase 1 between the time that the first replica
associated with it is in service for Xj units of time (Tj,1+Xj), and the
first time that one of the replicas associated with it finishes its service.
At that point, it moves to phase 2.
c) For i = 2, . . . , kn, the j-th job is in phase i between the (i− 1)-th time
that one of the replicas associated with it finishes its service (D
(i−1)
j ),
and the i-th time that one of the replicas associated with it finishes
its service (D
(i)
j ). At that point, the job either moves to phase i+1 (if
i < kn) or leaves the system (if i = kn).
A.2. Partition of the replicas in service. We now introduce similar
terminology for the replicas that are in service. First, we define two types
of replicas.
a) A replica of size x is wasteful if is in service less than x units of time
in total. In particular, the r-th replica of the j-th job is wasteful if and
only if D
(kn)
j < Tj,r +Xj .
b) A replica of size x is useful if it is in service for at least x units of time
in total. In particular, the r-th replica of the j-th job is useful if and
only if D
(kn)
j ≥ Tj,r +Xj .
Note that the type of a replica is future-dependent, noncausal property. As
such, it does not change with the passage of time.
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Second, we define a partition of the useful replicas in service by assigning
a phase to each one of them, as follows. At any given time:
a) A useful replica of size x is in phase 0 if it has been in service less than
x units of time.
b) For i = 1 . . . , kn, a useful replica of size x is in phase i if it has been
in service for at least x units of time, and if it is associated with a job
in phase i.
Note that this indeed defines a partition of all the useful replicas in service
into kn+1 subsets (or phases). Moreover, as the system evolves, useful repli-
cas change phases over time. In particular, the transitions between phases
are as follows. Suppose that the j-th job arrives to the system at time 0.
The r-th replica associated with the j-th job starts its service at time Tj,r,
as long as this time comes before the job leaves the system, i.e., only if
Tj,r < D
(kn)
j . Assuming that this is the case, and that the replica is useful
(i.e., that Tj,r +Xj ≤ D
(kn)
j and thus it spends at least Xj units of time in
service), we have the following.
a) The r-th replica associated with the j-th job is in phase 0 between the
time that it starts its service (Tj,r), and the time that it spends Xj
units of time in service (Tj,r+Xj). At that point, it moves to one of the
phases 1, . . . , kn. In particular, it moves to phase i if it is associated
with a job in phase i.
b) The r-th replica associated with the j-th job is in phase 1 between the
time when it has spent Xj units of time in service (Tj,r+Xj), and the
first time that a replica associated with the same job has finished its
service (D
(1)
j ). At that point, the replica either leaves the system (if it
has finished its service), or moves to phase 2 (if it has not finished its
service).
c) For i = 2, . . . , kn, the r-th replica associated with the j-th job is in
phase i between the time when it has spent Xj units of time in service
and i − 1 replicas associated with the same job have already finished
service (max{Tj,r +Xj ,D
(i−1)
j }), and the i-th time that a replica as-
sociated with the same job finishes its service (D
(i)
j ). At that point,
the replica either leaves the system (if it has finished its service or if
i = kn), or moves to phase i + 1 (if it has not finished its service and
i < kn).
The possible transitions between phases are depicted in Figure A.2.
For j ≥ 1, and for i = 1, . . . , kn, let T
(i)
j,r be the relative phase start
times of the replicas in phase i associated with the j-th job, arranged so
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New useful
replica
0 1 2 kn Exit
Fig 3. Possible transitions of replicas in service between the phases.
that 0 ≤ T
(i)
j,1 ≤ · · · ≤ T
(i)
j,n ≤ ∞. More precisely, T
(i)
j,r is the time elapsed
between the moment when the j-th job starts phase i, and the moment
when the r-th replica associated with it enters phase i. As a convention, we
set T
(i)
j,r (ω) = ∞ if the r-th replica associated with the j-th job is never in
phase i under the sample path ω. These times are mostly determined by the
policy, but also depend on the queueing delays of replicas, and potentially on
the service times of replicas associated with the same job that have already
finished their services.
Furthermore, for j ≥ 1 and for i = 1, . . . , kn, let S
(i)
j,1, . . . , S
(i)
j,n be such
that XjS
(i)
j,1, . . . ,XjS
(i)
j,n are the remaining service times of the replicas in
phase i associated with the j-th job. That is, XjS
(i)
j,r is the remaining service
time of the r-th replica associated with the j-th job, when the replica starts
phase i. Thus, for i = 1, . . . , kn, the time that the j-th job spends in the i-th
phase is equal to
min
r=1,...,n
{
T
(i)
j,r +XjS
(i)
j,r
}
.
We illustrate the concepts and definitions introduced above with the fol-
lowing example.
Example A.1. Suppose that kn = 2. In Figure 4 we depict the evolution
of the phases of the j-th job, and of its replicas, for a sample path of a certain
policy. In our example, only the first four replicas that start their service are
useful, while the fifth one is wasteful. Moreover, the fourth replica is never
in phase 1.
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time
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Phase 1
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(1)
j D
(2)
j
Job is in
phase 0
Job is in
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Job is in
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Fig 4. Evolution of phases for a particular sample path of a given policy.
In the example, the relative phase start times of replicas, for phase 1, are
T
(1)
j,1 = 0
T
(1)
j,2 = Tj,2 − Tj,1
T
(1)
j,3 = Tj,3 − Tj,1,
and the relative phase start times of replicas, for phase 2, are
T
(2)
j,1 = 0
T
(2)
j,2 = 0
T
(2)
j,3 = Tj,4 −D
(1)
j .
APPENDIX B: PROOF OF THE NECESSARY CONDITION IN
THEOREM 3.1
A necessary condition for the existence of an invariant probability measure
for the extended queue state process Qn(·) is that the total workload in the
queues does not diverge with time. In the parallel queueing model that we
consider, the total workload can only remain bounded if the average rate
at which workload comes into the queues is strictly less than the system’s
total processing power (see [4], for example). This means that the arrival
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rate of jobs, times the expected workload of a typical job, must be strictly
less than the total processing power of the system. Since the arrival rate is
λn/kn, and the total processing power is n, the stability condition is
(B.1)
(
λn
kn
)(
Expected workload of typical job
)
< n.
Note that the workload of a job in a replication system depends on the policy,
as is defined as the sum of all the service times of the replicas associated
with it. With this in mind, we now proceed to obtain a lower bound for
the expected workload of a typical job under an admissible policy, using the
notation introduced in Section A.
Let 0 ≤ T1 ≤ · · · ≤ Tn+kn−1 ≤ ∞ be the steady-state relative service start
times of the replicas associated with a typical job with tasks of size X, and
slowdowns S1, . . . , Sn+kn−1. For i = kn, . . . , n+ kn− 1 and for r = 1, . . . , kn,
let D[r:i] be the r-th order statistic of the set of random variables{
T1 +X(1 + S1), . . . , Ti +X(1 + Si)
}
.
Note that D[1:i] ≤ · · · ≤ D[kn:i] are the relative departure times of a policy
with relative service start times 0 ≤ Tˆ1 ≤ · · · ≤ Tˆn+kn−1 ≤ ∞, such that
Tˆr = Tr, for all r ≤ i, and Tˆr =∞, for all r > i.
For i = kn, . . . , n+ kn − 1, let
Mi ,
i∑
r=1
min
{
X(1 + Sr),
(
D[kn:i] − Tr
)+}
.
This is the workload of a typical job (i.e., the sum of the service times of all
the replicas associated with it) under a policy with the relative service start
times 0 ≤ Tˆ1 ≤ · · · ≤ Tˆn+kn−1 ≤ ∞, such that Tˆr = Tr, for all r ≤ i, and
Tˆr = ∞, for all r > i. In particular, Mn+kn−1 is the workload of a typical
job under the original policy, so we are interested in finding a lower bound
for it. With this in mind, consider the decomposition
(B.2) Mn+kn−1 =Mkn +
n+kn−1∑
i=kn+1
[
Mi −Mi−1
]
.
The rest of the proof consists of obtaining an expression for the expectation
of the first term on the right-hand side, and showing that the expectation
of the rest of the terms in the right-hand side is nonnegative.
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First, note that Tr + X(1 + Sr) ≤ D[kn:kn], for all r ≤ kn, and thus
X(1 + Sr) ≤
(
D[kn:kn] − Tr
)+
, for all r ≤ kn. It follows that
Mkn =
kn∑
r=1
X(1 + Sr).
Combining this with the fact that S1, . . . , Skn are independent exponential
random variables with mean 1/µ, independent from X (Assumption 3.1),
we get that
(B.3) E[Mkn ] = E
[
kn∑
r=1
X(1 + Sr)
]
= kn
(
1 +
1
µ
)
.
On the other hand, note that the difference of workloads Mi −Mi−1 is
how much more the servers have to work when up to i replicas are ever
made, compared to when only up to i − 1 replicas are ever made. It is not
immediately clear whether this quantity is positive or not. If the i-th replica
indeed starts its service at some point, it adds workload to its assigned
server. However, if the i-th replica finishes its service before kn of the first
i − 1 finish theirs, the i-th replica contributes to the premature cancella-
tion of other replicas, effectively reducing the workloads of their servers. We
will now show that, in expectation, the difference in workload is nonnegative.
Let us fix i, and consider the following partition of the sample space. Let
E1 be the event that kn replicas finish their service before the i-th replica
spends X units of time in service, i.e., the event that D[kn:i−1] ≤ Ti + X.
Moreover, for ℓ = 0, . . . , kn − 1, let E2(ℓ) be the event that ℓ < kn replicas
finished their service by the time the i-th replica spends X units of time
in service, i.e., the event that D[ℓ:i−1] ≤ Ti + X < D[ℓ+1:i−1] (using the
convention that D[0:i−1] = 0). We show that the expectation of the difference
in workloads is nonnegative, for each of the events defined above, in the
following two lemmas.
Lemma B.1. If P(E1) > 0, then E
[
Mi −Mi−1 | E1
]
≥ 0.
Proof. First note that in the event E1, we have D[kn:i−1] ≤ Ti+X(1+Si)
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and thus D[kn:i−1] = D[kn:i]. It follows that
E
[
Mi −Mi−1 | E1
]
= E
[
i∑
r=1
min
{
X(1 + Sr),
(
D[kn:i] − Tr
)+} ∣∣∣∣∣ E1
]
− E
[
i−1∑
r=1
min
{
X(1 + Sr),
(
D[kn:i−1] − Tr
)+} ∣∣∣∣∣ E1
]
= E
[
min
{
X(1 + Si),
(
D[kn:i] − Ti
)+} ∣∣∣ E1]
≥ 0.
Lemma B.2. If P
(
E2(ℓ)
)
> 0, then E
[
Mi −Mi−1 | E2(ℓ)
]
≥ 0.
Proof. In order to show that E[Mi −Mi−1 | E2(ℓ)] ≥ 0, we will rewrite
Mi and Mi−1 as the sum of the workload processed before and after time
Ti+X in the event E2(ℓ), and show that the conditional expectation of the
difference in workloads is nonnegative both before and after time Ti +X.
On the one hand, the expected workload processed before time Ti + X
conditioned on the event E2(ℓ) can be expressed as the sum of the expected
elapsed service time of each replica at time Ti+X conditioned on the event
E2(ℓ), that is
E
[
i−1∑
r=1
min
{
X(1 + Sr), (Ti +X) − Tr
} ∣∣∣∣∣ E2(ℓ)
]
when i− 1 replicas are created, and
E
[
X +
i−1∑
r=1
min
{
X(1 + Sr), (Ti +X)− Tr
} ∣∣∣∣∣ E2(ℓ)
]
when i replicas are created. Consequently, the expected difference in work-
load processed before time Ti +X is
E[X | E2(ℓ)] ≥ 0.
On the other hand, the expected workload processed after time Ti + X
conditioned on the event E2(ℓ) can be expressed as the sum of the expected
times that replicas spend between consecutive departures of replicas after
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time Ti + X conditioned on the event E2(ℓ), multiplied by the number of
replicas in service during that time, that is
E
[
(i− 1− ℓ)
[
D[ℓ+1:i−1] − (Ti +X)
] kn−1∑
r=ℓ+1
+
kn−1∑
r=ℓ+1
(i− 1− r)
(
D[r+1:i−1] −D[r:i−1]
)∣∣∣∣∣E2(ℓ)
]
(B.4)
when i− 1 replicas are created, and
E
[
(i− ℓ)
[
D[ℓ+1:i] − (Ti +X)
] kn−1∑
r=ℓ+1
+
kn−1∑
r=ℓ+1
(i− r)
(
D[r+1:i] −D[r:i]
)∣∣∣∣∣E2(ℓ)
]
(B.5)
when i replicas are created. We will now argue that these two expressions
are equal.
Consider the case where i replicas are made. Recall that the extended
queue state process Qn(·), which keeps track of the size of the replicas and
of their elapsed service times but not of their remaining service times, is
Markov (Assumption 2.2). Moreover, recall that slowdowns are independent
and exponentially distributed with mean 1/µ, and independent from the
task size X (Assumption 3.1). Combining these two facts it follows that,
conditioned on E2(ℓ), the remaining service times of the i− ℓ replicas that
are still in service at time Ti+X are XS˜1, . . . ,XS˜i−ℓ, where S˜1, . . . , S˜i−ℓ are
independent and exponentially distributed random variables with mean 1/µ,
independent from X. Moreover, note that for r = ℓ+1, . . . , kn, D[r,i]− (Ti+
X) is the r-th order statistic of the remaining service times XS˜1, . . . ,XS˜i−ℓ.
It follows that, conditioned on X = x and E2(ℓ), the random variables
D[ℓ+1:i]− (Ti+X), and D[r+1:i]−D[r:i] are exponential with rates µ(i− ℓ)/x
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and µ(i− r)/x, respectively. Combining this with Equation (B.5) we obtain
E
[
(i− ℓ)
[
D[ℓ+1:i] − (Ti +X)
]
+
kn−1∑
r=ℓ+1
(i− r)
(
D[r+1:i] −D[r:i]
)∣∣∣∣∣E2(ℓ)
]
= E
[
E
[
(i− ℓ)
[
D[ℓ+1:i] − (Ti +X)
] kn−1∑
r=ℓ+1
+
kn−1∑
r=ℓ+1
(i− r)
(
D[r+1:i] −D[r:i]
)∣∣∣∣∣X, E2(ℓ)
]∣∣∣∣∣E2(ℓ)
]
= E
[
(i− ℓ)
[
X
µ(i− ℓ)
]
+
kn−1∑
r=ℓ+1
(i− r)
[
X
µ(i− r)
]∣∣∣∣∣E2(ℓ)
]
=
(
kn − ℓ
µ
)
E
[
X
∣∣E2(ℓ)].
Similarly, it can be checked that the expected workload processed after time
Ti+X when only i−1 replicas are created (Equation (B.4)) is the same.
Since the events E1 and E2(0), . . . , E2(kn − 1) form a partition, lemmas
B.1 and B.2 imply that
E[Mi −Mi−1] = E[Mi −Mi−1 | E1]P(E1)
+
kn−1∑
r=0
E[Mi −Mi−1 | E2(r)]P(E2(r))
is nonnegative, for all i. Combining this with equations (B.2) and (B.3), the
expected workload of a typical job is
E[Mn+kn−1] ≥ kn
(
1 +
1
µ
)
.
Finally, combining this with the stability condition in Equation (B.1)), we
obtain the necessary condition for stability(
λn
kn
)
kn
(
1 +
1
µ
)
< n,
which is equivalent to
λ <
1
1 + 1
µ
.
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APPENDIX C: PROOF OF THEOREM 3.2
We consider a relaxation of the problem in which there are an infinite
number of servers available, but there can only be up to n busy servers in
expectation, in steady-state, and there can only be up to n replicas associ-
ated with the same job in service, at any point in time. Since this includes
policies that have only up to n busy servers at all times, any lower bound
for the delay in this relaxed setting is also a lower bound for the delay in the
original setting. Thus, we shall prove a lower bound for this infinite-server
relaxation. First, we will obtain a lower bound for the case where there are
only finitely many task sizes, and then we generalize it to task sizes with
general distributions via a comparison argument.
C.1. Finitely many task sizes. Consider the case where the task size
X can only take values in a finite set X , with E[X] = η (which is a further
relaxation of the original assumption that E[X] = 1). For each x ∈ X , let
p(x) , P(X = x) be the probability that a job has tasks of size x.
Let us fix a stable admissible policy, and consider the system in steady-
state. For each x ∈ X , let p˜(x) be the expected number of servers (normalized
by n) that are working on replicas of size x, in steady-state. In this setting,
the proof is completed in three steps:
1. For each x ∈ X , we obtain a lower bound for the expected time that
a typical replica of size x spends in each phase, as a function of p˜(x).
2. For each x ∈ X , we show that the expected time that a typical replica
of size x spends in each phase is smaller than or equal to expected
time that a typical job with replicas of size x spends in the same
phase. Combining this with the first step, and adding up the lower
bounds for all phases and task sizes, we obtain a lower bound for the
expected delay of a typical job as a function of {p˜(x) : x ∈ X}.
3. We minimize the lower bound obtained in the previous step with re-
spect to {p˜(x) : x ∈ X}, which yields a lower bound on the expected
delay of a typical job that only depends on the parameters of the
system.
Lemma C.1. For every x ∈ X\{0}, and for i = 1, . . . , kn, we have
E
[
W
(i)
n
∣∣∣X = x] ≥ x
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)
,
where W
(i)
n is the time that a typical replica of size X spends in phase i.
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Proof. We first fix some x ∈ X\{0}, and introduce some notation. For
i = 0, . . . , kn,
(i) let N
(i)
n (x) be the steady-state number of replicas of size x, that are
in phase i,
(ii) let λ
(i)
n (x) be the arrival rate of replicas of size x, to phase i.
Recall that the extended queue state process Qn(·), which keeps track of
the size of the replicas and of their elapsed service times but not of their
remaining service times, is Markov (Assumption 2.2). Combining this with
the fact that slowdowns are independent and exponential with mean 1/µ
(Assumption 3.1), and with the fact that a job either changes phases or
leaves the system whenever a replica finishes its service, we see that the
departure rate of jobs with tasks of size x from phase i > 0 is equal to
µ
x
E
[
N (i)n (x)
]
.
Furthermore, since all jobs go through all phases, then the arrival rate of
jobs with tasks of size x to each phase is the same as the arrival rate of jobs
with tasks of size x to the system, which is λnp(x)/kn. Since the system is
in steady-state, the arrival and exit rates of jobs from each phase must be
the same, and thus
µ
x
E
[
N (i)n (x)
]
=
λp(x)n
kn
,
for i = 1, . . . , kn. Equivalently, we have
(C.1) E
[
N (i)n (x)
]
=
λp(x)xn
knµ
,
for all i = 1, . . . , kn. In particular, this means that the expected number of
replicas in phases 1 through kn is independent from the policy and from the
phase.
On the other hand, since p˜(x) is the expected fraction of servers that are
working on replicas of size x, we have
kn∑
i=0
E
[
N (i)n (x)
]
≤ p˜(x)n.
The inequality above is an equality only if there are no wasteful replicas of
size x, i.e., replicas that spend less than x units of time in service. Combining
this with Equation (C.1), we obtain
(C.2) E
[
N (0)n (x)
]
≤ n
(
p˜(x)−
λp(x)x
µ
)
.
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Moreover, recall that all useful replicas of size x spend exactly x units of
time in phase 0, by definition. Thus,
E
[
W
(0)
n
∣∣∣X = x] = x.
Combining this with Equation (C.2), and applying Little’s law, we obtain
(C.3) λ(0)n (x) =
E
[
N
(0)
n (x)
]
E
[
W
(0)
n
∣∣∣X = x] ≤ n
(
p˜(x)
x
−
λp(x)
µ
)
.
Recall that, for i = 1, . . . , kn, all the replicas that enter phase i had to
enter phase 0 before. Furthermore, there are at least i−1 replicas associated
with the same job that enter phase 0 but do not enter phase i (because they
finished their service earlier). Combining these two facts, and using that the
arrival rate of jobs with tasks of size x is λp(n)n/kn, we obtain
(C.4) λ(i)n (x) ≤ λ
(0)
n (x)−
λp(x)n
kn
(i− 1),
for i = 1, . . . , kn. Applying Little’s law once more, and using equations (C.3)
and (C.4), we get
E
[
W
(i)
n
∣∣∣X = x] = E
[
N
(i)
n (x)
]
λ
(i)
n (x)
≥
E
[
N
(i)
n (x)
]
λ
(0)
n (x)−
λp(x)n
kn
(i− 1)
≥
x
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)
,(C.5)
for i = 1, . . . , kn.
We have thus obtained a lower bound on the expected time that a typical
replica of size x spends in phase i. However, we need to obtain a lower bound
on the expected time that a typical job with tasks of size x spends in phase
i. We prove that the former is smaller than or equal to the latter in the
following claim.
Lemma C.2. For every x ∈ X\{0}, and for i = 1, . . . , kn, we have
E
[
W (i)n
∣∣∣X = x] ≥ E [W (i)n ∣∣∣X = x] ,
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where W
(i)
n is the time that a typical job with tasks of size X spends in phase
i.
Proof. Recall that the time that a typical job spends in phase i is
W (i)n = min
{
T
(i)
1 +XS
(i)
1 , . . . , T
(i)
n +XS
(i)
n
}
,
where T
(i)
1 , . . . , T
(i)
n are the relative phase start times of replicas in the i-th
phase, andXS
(i)
1 , . . . ,XS
(i)
n are the remaining service times of the replicas in
the i-th phase. Moreover, recall that the extended queue state process Qn(·),
which keeps track of the size of the replicas and of their elapsed service times
but not of their remaining service times, is Markov (Assumption 2.2), and
that slowdowns are independent and exponentially distributed with mean
1/µ, and independent from X (Assumption 3.1). Combining these two facts
we get that S
(i)
1 , . . . , S
(i)
n are independent and exponentially distributed with
mean 1/µ, and independent from X. It follows that, conditioned on X =
x > 0, the hazard rate of W
(i)
n at t is equal to µ/x times the expected
number of replicas in phase i associated with a typical job, t units of time
after it has started its i-th phase, given that W
(i)
n ≥ t. Namely, conditioned
on X = x > 0, the hazard rate of W
(i)
n at t is
h
W
(i)
n
(t | x) =
µ
x
n∑
ℓ=1
P
(
T
(i)
ℓ < t
∣∣∣ W (i)n > t, X = x) .
Let W
(i,r)
n be the time that the r-th replica to enter phase i is in service,
conditioned on having entered phase i at some point in time. In particular,
P
(
W
(i,r)
n > t
∣∣∣ X = x) = P(W (i)n − T (i)r > t ∣∣∣W (i)n > T (i)r , X = x),
for all t ≥ 0. Using the same argument used to obtain the hazard rate of
W
(i)
n we get that, conditioned on X = x, the hazard rate of W
(i,r)
n at t is
h
W
(i,r)
n
(t | x) =
µ
x
n∑
ℓ=1
P
(
T
(i)
ℓ < t+ T
(i)
r
∣∣∣ W (i)n > T (i)r + t, X = x) ,
It is easily checked that
h
W
(i,r)
n
(t | x) ≥ h
W
(i)
n
(t | x)
for all t ≥ 0, and thus
(C.6) E
[
W (i)n
∣∣∣X = x] ≥ E [W (i,r)n ∣∣∣X = x] ,
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for all r ≥ 1.
On the other hand, since the r-th replica of phase i starts its service only
if W
(i)
n > T
(i)
r , it follows that the probability that a typical job with tasks
of size x has at least r replicas associated with it in service during its i-th
phase is
P
(
W (i)n > T
(i)
r
∣∣∣X = x) .
Then, the expected number of replicas associated with a typical job with
tasks of size x in phase i is
n∑
k=1
P
(
W (i)n > T
(i)
k
∣∣∣X = x) .
This means that the fraction of replicas of size x in phase i that are the r-th
replica to start phase i in a typical job is
P
(
W
(i)
n > T
(i)
r
∣∣∣X = x)
n∑
k=1
P
(
W
(i)
n > T
(i)
k
∣∣∣X = x) .
Therefore, the expected time that a typical replica in phase i is in service is
equal to the weighted average
E
[
W
(i)
n
∣∣∣X = x] = n∑
r=1

 P
(
W
(i)
n > T
(i)
r
∣∣∣X = x)
n∑
k=1
P
(
W
(i)
n > T
(i)
k
∣∣∣X = x)

E [W (i,r)n
∣∣∣X = x] .
Combining this with Equation (C.6), we obtain
E
[
W
(i)
n
∣∣∣X = x] ≤ n∑
r=1

 P
(
W
(i)
n > T
(i)
r
∣∣∣X = x)
n∑
k=1
P
(
W
(i)
n > T
(i)
k
∣∣∣X = x)

E [W (i)n
∣∣∣X = x]
= E
[
W (i)n
∣∣∣X = x] ,
which concludes the proof of the lemma.
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Combining lemmas C.1 and C.2, we obtain
E
[
Wn
∣∣X = x] = kn∑
i=0
E
[
W (i)n
∣∣∣X = x]
≥ x+
kn∑
i=1
E
[
W
(i)
n
∣∣∣X = x]
≥ x

1 + kn∑
i=1
1
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)

 ,
for all x ∈ X\{0}. Moreover, combining this lower bound with the fact that
the service time of any job with tasks of size 0 is 0, i.e. E[Wn(0)] = 0, and
with the fact that the expected size of tasks is η, we obtain
E[Wn] =
∑
x∈X
p(x)E
[
Wn
∣∣X = x]
≥
∑
x∈X\{0}
xp(x)

1 + kn∑
i=1
1
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)


= η +
∑
x∈X\{0}
kn∑
i=1
xp(x)
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)
.(C.7)
At this point, we have a lower bound for the expected service time of a
job, but it depends on the unknown quantities {p˜(x) : x ∈ X\{0}}. In the
following lemma, we obtain a lower bound that only depends on the system
parameters λ, µ, η, and kn, by minimizing the lower bound in Equation
(C.7) with respect to the unknown quantities, over an appropriate domain.
Lemma C.3. We have
E[Wn] ≥ η

1 + 1
µ
kn∑
i=1
1
kn
(
1
λη
− 1
µ
)
− i+ 1

 .
Proof. First, note that Equation (C.7) implies that
E[Wn] ≥ min
p˜

η +
∑
x∈X\{0}
kn∑
i=1
xp(x)
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)

 ,
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where the minimization is over all “possible” quantities p˜ = {p˜(x) : x ∈
X\{0}}. These largely depend on the dispatching/replication policy, but
they are inherently constrained, as follows.
Recall that p˜(x) is the expected number of servers (normalized by n)
working on replicas of size x. Since there can only be up to n servers busy
in expectation, we have
(C.8)
∑
x∈X\{0}
p˜(x) ≤ 1.
Furthermore, since all jobs eventually leave the system, all jobs must have
kn associated replicas that actually finish their service. Thus, jobs with tasks
of size x have at least kn replicas associated with them that are in service at
least x units of time. This implies that the arrival rate of replicas of size x
that will be in service for at least x units of time has to be greater than or
equal to kn times the arrival rate of jobs with tasks of size x, i.e., we must
have λ
(0)
n (x) ≥ λp(x)n. Combining this with Equation (C.3), we obtain
(C.9) p˜(x) ≥ λp(x)x
(
1 +
1
µ
)
,
for all x ∈ X\{0}. Using equations (C.8) and (C.9) to define the domain of
our optimization problem in the variables {p˜(x) : x ∈ X\{0}}, we get that
E[Wn] is lower bounded by
min
p˜∈[0,1]|X|−1
η +
∑
x∈X\{0}
kn∑
i=1
xp(x)
knµ
(
p˜(x)
λp(x)x −
1
µ
)
− µ(i− 1)
s.t. p˜(x) ≥ λp(x)x
(
1 +
1
µ
)
, ∀x ∈ X\{0},∑
x∈X\{0}
p˜(x) ≤ 1.
Note that this is a finite-dimensional convex optimization problem. Taking
the dual problem, and using the necessary condition of stability given in
Theorem 3.1, it is easily checked that p˜(x) = xp(x)/η minimizes the objec-
tive function. This results in the lower bound
E[Wn] ≥ η +
∑
x∈X
kn∑
i=1
xp(x)
knµ
(
1
λη
− 1
µ
)
− µ(i− 1)
= η

1 + 1
µ
kn∑
i=1
1
kn
(
1
λη
− 1
µ
)
− i+ 1

 .
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C.2. General task sizes. In this subsection we consider the case where
the task size X has a general distribution with unit mean. Let us fix an
admissible policy for the infinite-server relaxation. For each positive integer
m, we consider a coupled system, as follows.
a) The arrival process is the same.
b) If a job with tasks of size X arrives to the original system, then a job
with tasks of size
X(m) , min
{
2m,
⌈X2m⌉ − 1
2m
}
≤ X
arrives to the m-th coupled system.
c) For each job, replicas are always dispatched to idle servers, with the
same relative phase start times as in the original system (unless the
phase ends earlier due to the shrunk task sizes).
d) The slowdowns are the same as in the original system.
Since the replicas have the same relative phase start times (unless the phase
ends earlier) and are subject to the same slowdowns, and since X(m) ≤ X,
we have
min
r=1,...,n
{
T (i)r (X) +X
(m)S(i)r
}
≤ min
r=1,...,n
{
T (i)r (X) +XS
(i)
r
}
,
for all i = 1, . . . , kn, and for all m. In particular, this implies that the policy
in the m-th coupled system has at most n servers busy in expectation, and
that the expected delay of a job in the m-th coupled system is smaller than
or equal to the one in the original system, i.e., that we have
(C.10) E
[
Wn
]
≥ E
[
W (m)n
]
,
for all m.
Finally, note that the replicas in the m-th coupled system can only take
values in the finite set
{
l/2m : 0 ≤ l ≤ 22m
}
. Then, we can use Lemma C.3
to obtain the lower bound
E
[
W (m)n
]
≥ E[Xm]

1 + 1
µ
kn∑
i=1
1
kn
(
1
λE[Xm]
− 1
µ
)
− i+ 1

 ,
which holds for all m ≥ 1. Combining this with Equation (C.10), we obtain
(C.11) E
[
Wn
]
≥ sup
m≥1

E[Xm]

1 + 1
µ
kn∑
i=1
1
kn
(
1
λE[Xm]
− 1
µ
)
− i+ 1



 .
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We now proceed to compute this supremum. Note that
P(Xm > x) = P
(
X >
⌊x2m⌋+ 1
2m
)
,
for all x < 2m, and P(Xm > x) = 0, for all x ≥ 2
m. Using the fact that
the sequence of events
{
X >
(
⌊x2m⌋+1
)
2−m
}
m≥1
is nondecreasing for any
given x ≥ 0, we have
lim
m→∞
P(Xm ≥ x) = lim
m→∞
P
(
X >
⌊x2m⌋+ 1
2m
)
= P
(
∞⋃
m=1
{
X >
⌊x2m⌋+ 1
2m
})
= P (X > x) ,
for all x ≥ 0. Thus, the monotone convergence theorem implies
lim
m→∞
E[Xm] = lim
m→∞
∞∫
0
P(Xm > x)dx =
∞∫
0
P(X > x)dx = E[X] = 1.
Combining this with Equation (C.11), we obtain
E[Wn] ≥ 1 +
1
µ
kn∑
i=1
1
kn
(
1
λ
− 1
µ
)
− i+ 1
,
which concludes the proof of Theorem 3.2.
APPENDIX D: PROOF OF THEOREM 3.4
We will be working under the assumption that kn = 1. In this case, the
FREC policy has the following convenient property.
Lemma D.1. Under the FREC policy for kn = 1, all replicas associated
with the same job start their service at the same time and leave the system
at the same time.
Proof. Since kn = 1, it is immediate that all replicas associated with
the same job leave the system as the same time, that is, as soon as some
replica completes service. Furthermore, it is also immediate that all replicas
associated with jobs that find enough idle servers start their service at the
same time.
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We now focus on the replicas associated with jobs that are routed to the
first subsystem, but do not find enough idle servers. Recall that when there
are less than ⌈r∗⌉ idle servers, replicas are created and dispatched to all
servers in the subsystem, and they are not cancelled until ⌈r∗⌉ replicas have
started their service (or until one that did start its service, finishes). As a
result, there can be at most one job with less than ⌈r∗⌉ associated replicas
in service. Combining this with the fact that n(1) is multiple of ⌈r∗⌉, we
conclude that all jobs have either ⌈r∗⌉ or zero associated replicas in service,
and that the number of busy servers is always a multiple of ⌈r∗⌉. Thus,
replicas that were dispatched to all servers start their service when the ⌈r∗⌉
replicas associated with another job leave the system. Thus, all ⌈r∗⌉ replicas
associated with the same job start their service at the same time. The same
argument applies for the second subsystem.
Lemma D.1 implies that under the FREC policy for kn = 1, we can think
of each set of ⌈r∗⌉ or ⌈r∗⌉−1 replicas associated with the same job as a single
job being processed by a single server. Combined with the fact that queued
replicas under the FREC policy wait for the first set of ⌈r∗⌉ or ⌈r∗⌉−1 servers
to become idle in a first-come first-serve fashion, it follows that the first and
second subsystems behave as M/G/m1 and M/G/m2 queues, respectively,
with
m1 ,
n(1)
⌈r∗⌉
=
⌊
λn
(
p1 − 2n
α−1
)+(
1 +
1
µ⌈r∗⌉
)
+
λnα
⌈r∗⌉
⌋
,
and
m2 ,
n(2)
⌈r∗⌉ − 1
=
⌊
λn
[
1−
(
p1 − 2n
α−1
)+](
1 +
1
µ(⌈r∗⌉ − 1)
)
+
λnα
⌈r∗⌉ − 1
⌋
.
In particular, since the arrival processes to both subsystems are obtained as
independent thinnings of the original Poisson process of arrivals, they are
Poisson processes as well, with rates
λ(1)n , λn(p1 − 2n
α−1)+,
and
λ(2)n , λn
[
1−
(
p1 − 2n
α−1
)+]
.
Moreover, since all the replicas associated with the same job start and finish
their service at the same time (cf. Lemma D.1), the service times of the
jobs in the first and second subsystems are i.i.d. and distributed as X(1 +
min{S1, . . . , S⌈r∗⌉}) and X(1+min{S1, . . . , S⌈r∗⌉−1}), respectively. Thus, the
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expected service times are
s(1) , 1 +
1
µ⌈r∗⌉
, and s(2) , 1 +
1
µ(⌈r∗⌉ − 1)
.
Hence, the loads in the first and second subsystems are
ρ(1)n ,
λ
(1)
n s(1)
m1
=
λn(p1 − 2n
α−1)+
(
1 + 1
µ⌈r∗⌉
)
⌊
λn (p1 − 2nα−1)
+
(
1 + 1
µ⌈r∗⌉
)
+ λn
α
⌈r∗⌉
⌋ < 1,
and
ρ(2)n ,
λ
(2)
n s(2)
m2
=
λn
[
1−
(
p1 − 2n
α−1
)+] (
1 + 1
µ(⌈r∗⌉−1)
)
⌊
λn
[
1− (p1 − 2nα−1)
+] (1 + 1
µ(⌈r∗⌉−1)
)
+ λn
α
⌈r∗⌉−1
⌋ < 1,
respectively. As a result, we have
1− ρ(1)n ≈
λnα
⌈r∗⌉⌊
λn (p1 − 2nα−1)
+
(
1 + 1
µ⌈r∗⌉
)
+ λn
α
⌈r∗⌉
⌋ ∈ Θ (nα−1) ,
and
1− ρ(2)n ≈
λnα
⌈r∗⌉−1⌊
λn
[
1− (p1 − 2nα−1)
+] (1 + 1
µ(⌈r∗⌉−1)
)
+ λn
α
⌈r∗⌉−1
⌋ ∈ Ω (nα−1) ,
Since the two subsystems behave exactly as M/G/m1 and M/G/m2 queues,
their positive Harris recurrence is given by Theorem 2.2 and Corollary 2.8
in [4]. This guarantees the stability of the FREC policy.
For the service time, we have
lim
n→∞
E[W sn] = lim
n→∞
[
1 +
(
p1 − 2n
α−1
)+
µ⌈r∗⌉
+
1−
(
p1 − 2n
α−1
)+
µ(⌈r∗⌉ − 1)
]
= 1 +
p1
µ⌈r∗⌉
+
1− p1
µ(⌈r∗⌉ − 1)
.
It only remains to show that
lim
n→∞
E[W qn ] = 0.
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Since both subsystems behave as M/G/m queues, and since there exists
ǫ > 0 such that E[X2+ǫ] < ∞, Corollary 2 in [19] states that there exists a
constant Cǫ, independent from n, such that
E[W qn ] ≤ Cǫ

(p1 − 2nα−1)+
λ
(1)
n
(
1− ρ
(1)
n
) + 1−
(
p1 − 2n
α−1
)+
λ
(2)
n
(
1− ρ
(2)
n
)


= Cǫ

 1
λn
(
1− ρ
(1)
n
) + 1
λn
(
1− ρ
(2)
n
)

 .
Combining this with the fact that 1 − ρ
(1)
n ∈ Θ
(
nα−1
)
and 1 − ρ
(2)
n ∈
Ω
(
nα−1
)
, we obtain
lim
n→∞
E[W qn] ≤ lim
n→∞
Cǫ

 1
λn
(
1− ρ
(1)
n
) + 1
λn
(
1− ρ
(2)
n
)

 = 0,
which concludes the proof.
APPENDIX E: PROOF OF THEOREM 3.5
The proof is done in two steps. First, we show that the queueing delay
converges to zero in probability (Subsection E.1), and then we show the
convergence of the expected service time of a typical job to the desired
constant (Subsection E.2).
E.1. Vanishing queueing delay. In this subsection we show that the
large server pools defined by the DQ policy (i.e., the first n(1) − λnα/2kn
and n(2)−λnα/2kn servers of the first and second subsystems, respectively)
are stable, and that the queueing delay of a typical job converges to zero.
We provide the complete proof of these facts for the first subsystem, with
the second one being analogous.
For i = 1, . . . , kn, let Q
(1)
i (·) be the process describing the number of jobs
in the large server pool of the first subsystem, for which less than i replicas
associated with it have finished their service. Since all replicas associated
with jobs sent to the large server pool start their service at the same time,
Q
(1)
i (·) also describes the number of replicas in the large server pool of the
first subsystem whose service time distributed as X(1 + S[i:⌈r∗kn⌉]), where
S[i:⌈r∗kn⌉] is the i-th order statistic of ⌈r
∗kn⌉ slowdowns.
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Recall that replicas arrive to the first subsystem in batches, as a Poisson
process of rate
λ(1)n ,
λn
(
pkn − 2n
α−1
)+
kn
∈ O
(
n
kn
)
,
and they are either dispatched to idle servers in the large server pool, or
diverted to the small server pool (i.e., the last λnα/2kn servers). As a result,
for i = 1, . . . , kn, Proposition 2 in [28] implies that Q
(1)
i (·) is dominated
by the queue length process, Q˜
(i)
i (·), of a queueing system where all the
arrivals to the first subsystem are sent to idle servers. This corresponds to
an M/G/∞ queue with Poison arrivals of rate λ
(1)
n , and i.i.d. jobs distributed
as X(1 + S[i:⌈r∗kn⌉]), with expected service time
s
(1)
i , 1 + E
[
S[i:⌈r∗kn⌉]
]
∈ Θ(1).
Moreover, for i = 1, . . . , kn, Proposition 2 in [28] implies that Q˜
(1)
i (·) is
dominated by the queue length process, Q
(1)
i (·), of an M/G/n
(1)
i queue with
(E.1) n
(1)
i ,
⌊
λn
(
pkn − 2n
α−1
)+
kn
(
1 + E
[
S[i:⌈r∗kn⌉]
] )
+
λnα
2kn⌈r∗kn⌉
− 1
⌋
,
and the same arrivals and job sizes. It follows that, for i = 1, . . . , kn, we
have
(E.2) Q
(1)
i (t) ≤ Q
(1)
i (t),
for all t ≥ 0. Since the load of the i-th M/G/n
(1)
i queue is
ρ
(1)
n,i ,
λ
(1)
n s
(1)
i
n
(1)
i
=
λn
(
pkn−2n
α
)+
kn
(
1 + E
[
S[i:⌈r∗kn⌉]
])
⌊
λn
(
pkn−2n
α
)+
kn
(
1 + E
[
S[i:⌈r∗kn⌉]
])
+ λn
α
2kn⌈r∗kn⌉
− 1
⌋ < 1,
(E.3)
then it is Harris recurrent (cf. [4]), for i = 1, . . . , kn. Combining this with
Equation (E.2), we conclude that the original queues are also Harris recur-
rent. We denote the steady-state queue length processes of the original and
of the larger queues by Q
(1)
1 , . . . , Q
(1)
kn
and Q
(1)
1 , . . . , Q
(1)
kn
, respectively. Given
the stochastic ordering of the original queue length processes, we have
(E.4) Q
(1)
i ≤st Q
(1)
i ,
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for all i = 1, . . . , kn.
Let W q,1n be the queueing delay of a typical job in the first subsystem.
The vanishing of this delay is established in the following lemma.
Lemma E.1. We have
lim
n→∞
P
(
W q,1n > 0
)
= 0.
Proof. Let Q(1) be the steady-state number of replicas present in the
large server pool of the first subsystem. Since there is no queueing in the large
server pool, Q(1) is also the steady-state number of busy servers in the large
server pool of the first subsystem. Recall that under the DQ policy, a job
can have positive queueing delay only if its diverted to the small server pool,
which happens when there are less than ⌈r∗kn⌉ idle servers (or equivalently,
more than n(1) − λnα/(2kn)− ⌈r
∗kn⌉ busy servers) in the large server pool
at the time of the job’s arrival. Since the arrivals are Poisson, the PASTA
property implies that the steady-state probability of waiting is
P
(
W q,1n > 0
)
≤ P
(
Q(1) > n(1) −
λnα
2kn
− ⌈r∗kn⌉
)
.(E.5)
Here there is an inequality because jobs sent to the small server pool might
still experience zero queueing delay. Moreover, using the definition of the
integers n
(1)
1 , . . . , n
(1)
kk
given in Equation (E.1), and the fact that, for i =
1, . . . , kn, Q
(1)
i is the steady-state number of jobs in the large server pool
of the first subsystem, for which less than i replicas associated with it have
finished their service, it can be checked that
n
(1)
1 + · · · + n
(1)
kn−1
+
(
⌈r∗kn⌉ − kn + 1
)
n
(1)
kn
≤ n(1) −
λnα
2kn
− ⌈r∗kn⌉,
and that
Q(1) =
(
kn−1∑
i=1
Q
(1)
i
)
+
(
⌈r∗kn⌉ − kn + 1
)
Q
(1)
kn
.
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Combining these two facts with Equation (E.4), it follows that
P
(
Q(1) > n(1) −
λnα
2kn
− ⌈r∗kn⌉
)
= P
((
kn−1∑
i=1
Q
(1)
i
)
+
(
⌈r∗kn⌉ − kn + 1
)
Q
(1)
kn
> n(1) −
λnα
2kn
− ⌈r∗kn⌉
)
≤ P
((
kn−1∑
i=1
Q
(1)
i
)
+
(
⌈r∗kn⌉ − kn + 1
)
Q
(1)
kn
> n
(1)
1 + · · ·+ n
(1)
kn−1
+
(
⌈r∗kn⌉ − kn + 1
)
n
(1)
kn
)
≤ P
(
kn⋃
i=1
{
Q
(1)
i > n
(1)
i
})
≤
kn∑
i=1
P
(
Q
(1)
i > n
(1)
i
)
≤
kn∑
i=1
P
(
Q
(1)
i > n
(1)
i
)
.
(E.6)
Recall that, for i = 1, . . . , kn, Q
(1)
i is the steady-state queue length of an
M/G/n
(1)
i queue with load ρ
(1)
n,i (cf. Equation (E.3)), such that
1−ρ
(1)
n,i ≈
λnα
2kn⌈r∗kn⌉⌊
λn
(
pkn−2n
α
)+
kn
(
1 + E
[
S[i:⌈r∗kn⌉]
])
+ λn
α
2kn⌈r∗kn⌉
− 1
⌋ ∈ Θ(nα−1
kn
)
.
Since there exists ǫ > 0 such that E[X2+ǫ] < ∞, Corollary 1 in [19] states
that there exists a constant Cǫ, independent from n and i, such that
P
(
Q
(1)
i > n
(1)
i
)
≤
Cǫ
n
(1)
i
(
1− ρ
(1)
n,i
)2 .
Combining this with the fact that 1− ρ
(1)
n,i ∈ Θ
(
nα−1/kn
)
, we obtain
kn∑
i=1
P
(
Q
(1)
i > n
(1)
i
)
≤
kn∑
i=1
Cǫ
n
(1)
i
(
1− ρ
(1)
n,i
)2 ∈ O
(
k4n
n2α−1
)
.
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Combining this with equations (E.5) and (E.6), we get that
(E.7) P
(
W q,1n > 0
)
≤ P
(
Q(1) > n(1) −
λnα
2kn
− ⌈r∗kn⌉
)
∈ O
(
k4n
n2α−1
)
.
Finally, since we assumed that kn ∈ O(n
β) and that α > (4β + 2)/3, then
lim
n→∞
P
(
W q,1n > 0
)
= 0.
Similarly, if W q,2n is the queueing delay of a typical job in the second
subsystem, it can be shown that
lim
n→∞
P
(
W q,2n > 0
)
= 0.
Finally, using the fact that a job is sent to the first subsystem with prob-
ability
(
pkn − 2n
α−1
)+
and to the second subsystem with probability 1 −(
pkn−2n
α−1
)+
, we get that the probability of a typical job having a positive
queueing delay is
lim
n→∞
P (W qn > 0) = lim
n→∞
(
pkn − 2n
α−1
)+
P
(
W q,1n > 0
)
+
[
1−
(
pkn − 2n
α−1
)+]
P
(
W q,2n > 0
)
= 0.
E.2. Convergence of the expected service time. In this subsection
we show that the small server pools defined by the DQ policy are stable,
and that the expected service time of a typical job converges to the desired
constant. We provide the complete proof of these facts for the first subsys-
tem, with the second one being analogous.
Recall that the arrival rate to the first subsystem is λn
(
pkn−2n
α−1
)+
/kn,
and that jobs are only sent to the small server pool if there are less than
⌈r∗kn⌉ idle servers in the large server pool, which happens with probability
p
(1)
small , P
(
Q(1) > n(1) −
λnα
2kn
− ⌈r∗kn⌉
)
in steady-state. Then, the arrival rate of replicas to the small server pool is
λ
(1)
small ,
λn
(
pkn − 2n
α−1
)+
p
(1)
small
kn
.
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Combining this with Equation (E.7), we have
λ
(1)
small ∈ O
(
k3n
n2α−2
)
.(E.8)
Since only kn replicas are created for each job sent to the small server pool,
no replicas are prematurely cancelled, and thus the expected service time of
each replica is
s(1) , 1 +
1
µ
.
Combining this with Equation (E.8) and the fact that the small server pool
has λnα/2kn servers, we get that the load of the small server pool of the
first subsystem is
ρ
(1)
small ,
λ
(1)
smalls
(1)
λnα
2kn
∈ O
(
k4n
n3α−2
)
.
Since we assumed that kn ∈ O(n
β) and α > (4β + 2)/3, then the load of
the small server pool converges to zero, and it is thus stable for all n large
enough.
Let E
[
W s,1n
]
be the expected service time of a typical job in the first
subsystem. We have the following convergence results.
Lemma E.2. If kn = k for all n, we have
lim
n→∞
E
[
W s,1n
]
= 1 +
1
µ
k∑
i=1
1
⌈r∗k⌉ − i+ 1
.
If kn →∞ as n→∞, we have
lim
n→∞
E
[
W s,1n
]
= 1 +
1
µ
log
(
r∗
r∗ − 1
)
Proof. Recall that under the DQ policy, all replicas associated with the
same job sent to the large server pools start their service at the same time
by construction. As a result, the service time of a job sent to the large
server pool in first subsystem is distributed as the kn-th order statistic of
X(1 + S1), . . . ,X(1 + S⌈r∗kn⌉). Thus, its expected service time is
1 +
1
µ
kn∑
i=1
1
⌈r∗kn⌉ − i+ 1
.
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On the other hand, note that the service time of any job is upper bounded
by the sum of the service times of its replicas, by the definition of the service
time of a job. Since jobs sent to the small server pool have only kn replicas
associated with them, then the expected service time of a job sent to the
small server pool in the first subsystem, to be denoted by s
(1)
small, is upper
bounded as follows:
(E.9) s
(1)
small ≤ kn
(
1 +
1
µ
)
.
Since a job is sent to the small server pool within the first subsystem with
probability p
(1)
small, we see that the expected service time of a typical job in
the first subsystem is
E
[
W s,1n
]
, 1 + p
(1)
smalls
(1)
small +
(
1− p
(1)
small
) 1
µ
kn∑
i=1
1
⌈r∗kn⌉ − i+ 1
.
Combining this with equations (E.7) and (E.9), and the facts that kn ∈
O(nβ) and α > (5β + 1)/2, we obtain
lim
n→∞
E
[
W s,1n
]
= 1 +
1
µ
k∑
i=1
1
⌈r∗k⌉ − i+ 1
for the case where kn = k for all n, and
lim
n→∞
E
[
W s,1n
]
= 1 +
1
µ
log
(
r∗
r∗ − 1
)
for the case where kn →∞ as n→∞.
Similarly, if E
[
W s,2n
]
is the expected service time of a typical job in the
second subsystem, it can be shown that
lim
n→∞
E
[
W s,2n
]
= 1 +
1
µ
k∑
i=1
1
⌈r∗k⌉ − i
for the case where kn = k for all n, and
lim
n→∞
E
[
W s.,2n
]
= 1 +
1
µ
log
(
r∗
r∗ − 1
)
for the case where kn →∞ as n→∞.
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Finally, using the fact that a job is sent to the first subsystem with
probability
(
pkn − 2n
α−1
)+
and to the second subsystem with probabil-
ity 1 −
(
pkn − 2n
α−1
)+
, we get that the expected service time of a typical
job in the system is
E [W sn] =
(
pkn − 2n
α−1
)+
E
[
W s,1n
]
+
[
1−
(
pkn − 2n
α−1
)+]
E
[
W s,2n
]
,
and thus
lim
n→∞
E [W sn] = 1 +
1
µ
k∑
i=1
(
pk
⌈r∗k⌉ − i+ 1
+
1− pk
⌈r∗k⌉ − i
)
for the case where kn = k for all n, and
lim
n→∞
E [W sn] = 1 +
1
µ
log
(
r∗
r∗ − 1
)
for the case where kn →∞ as n→∞.
APPENDIX F: PROOF OF LEMMA 4.1
For Block policies, all replicas associated with the same job start their
service at the same time. As a result, the expected service time of job with
tasks of size x for which exactly r replicas start their service is
1 + E
[
S[kn:r]
∣∣X = x].
Moreover, the expected total server time that each job requires in this case
is
(r − kn)x
(
1 + E
[
S[kn:r]
∣∣X = x])+ kn∑
i=1
x
(
1 + E
[
S[i:r]
∣∣X = x]).
Indeed, the second term is the sum of the smallest kn service times, which
correspond to the service times of replicas that do finish their service. The
first term is the total server time of the (r − kn) replicas that do not finish
their service, but are nevertheless in service for x
(
1 + E
[
S[kn:r]
∣∣X = x])
units of time.
Averaging these expressions over the number of replicas created (accord-
ing to the distribution p(x)) and over the possible task sizes (according to
the task size distribution PX), the expected service time of a typical job is
∞∫
0
x
∞∑
r=kn
pr(x)
(
1 + E
[
S[kn:r]
∣∣X = x])dPX(x),
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and the expected server time that a typical job requires is
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x).(F.1)
On the other hand, by Little’s law, the expected number of busy servers in
steady-state is equal to the arrival rate of jobs (λn/kn) times the expected
server time (in Equation (F.1)). Since this must be less than or equal to the
total number of servers (n), we have
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1.
APPENDIX G: PROOF OF LEMMA 4.2
Note that the condition
λ ≤
1
1 + 1
µ
,
implies that the problem is feasible (pkn(x) = 1 for all x is a feasible solu-
tion). Moreover, the objective function is lower bounded by 1. These two
facts imply that the infimum is finite.
Let us now define the function I : R → R as the optimal objective value
of the perturbed problem:
I(u) , inf
p∈Pkn
∞∫
0
x
∞∑
r=kn
pr(x)
(
1 + E
[
S[kn:r]
∣∣X = x])dPX(x)
s.t.
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x]
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1 + u.
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Moreover, consider the function g : Pkn → R, defined by
g(p) ,
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x] kn∑
i=1
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x)− 1.
It is easy to check that
0 ∈ core
[
g(Pkn) +R+
]
,
which implies that I(·) is relatively continuous at 0, and thus its subdiffer-
ential at zero is non-empty. Combining this with the fact that the infimum
is finite, we use Theorem 4 in [22] to conclude that the infimum is attained.
APPENDIX H: PROOF OF THEOREM 4.3
We start with a technical result about the optimization problem.
Lemma H.1. Consider the function I : R → R defined as the optimal
objective value of the perturbed problem:
I(u) , inf
p∈Pkn
∞∫
0
x
∞∑
r=kn
pr(x)
(
1 + E
[
S[kn:r]
∣∣X = x])dPX(x)
s.t.
λ
kn
∞∫
0
x
∞∑
r=kn
pr(x)
[
r + (r − kn)E
[
S[kn:r]
∣∣X = x]
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1 + u.
Then we have that I(·) is relative continuous at 0, and we have the strong
duality
I(0) = sup
y≥0
inf
p∈Pkn
∞∫
0
x
∞∑
r=1
pr(x)
[
1− y +
yλr
kn
+ E
[
S[kn:r]
∣∣X = x]
(
1 +
yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x).(H.1)
Moreover, I(0) is attained by the dual problem at points (p∗, y∗) with y∗ > 0.
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Proof. The relative continuity of I(·), the strong duality, and the at-
tainability of the optimal value by the dual are obtained using the same
arguments as in the proof of Lemma 4.2, given in Appendix G.
Moreover, since the inequality constraint in the problem is clearly active,
i.e., since we have 0 /∈ ∂I(0), then y∗ > 0 for every optimal dual solution
(p∗, y∗).
Since we have strong duality (Lemma H.1), we focus on the solution of
the dual problem:
sup
y≥0
inf
p∈Pkn
∞∫
0
x
∞∑
r=1
pr(x)
[
1− y +
yλr
kn
+ E
[
S[kn:r](x)
] (
1 +
yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r](x)
]]
dPX(x).
Furthermore, since Lemma H.1 states that the supremum with respect to y
is attained at points with y > 0, we can take the supremum over all y > 0
and obtain the same solutions. Moreover, since there are no constraints
involving multiple values of x at the same time, we can take the infimum for
each x separately, inside the integral. Using these two facts, we obtain the
equivalent problem:
sup
y>0
∞∫
0
x inf
p(x)∈Pkn
{
∞∑
r=1
pr(x)
[
1− y +
yλr
kn
+ E
[
S[kn:r]
∣∣X = x]
(
1 +
yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]}
dPX(x).
We now explore the properties of the solutions. Fix x ≥ 0 and y > 0, and
consider the problem
inf
p(x)∈Pkn
{
∞∑
r=1
pr(x)
[
1− y +
yλr
kn
+ E
[
S[kn:r]
∣∣X = x](1 + yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]}
.
Since this minimization is a linear program over an infinite-dimensional sim-
plex, any optimal solution, if it exists, will be concentrated on the set of
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indices
argmin
r≥kn
{
yλr
kn
+ E
[
S[kn:r]
∣∣X = x](1 + yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
}
.
We now proceed to explore how these indices depend on x and kn. Let us
define the function fx,y : N→ R such that
fx,y(r) ,
yλr
kn
+E
[
S[kn:r]
∣∣X = x](1 + yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[i:r]
∣∣X = x].
For r ≥ 2, we have
fx,y(r)− fx,y(r − 1)
=
yλ
kn
(
1 +
kn∑
i=1
E
[
S[i:r]
∣∣X = x]− E[S[i:r−1] ∣∣X = x]
)
+
(
E
[
S[kn:r]
∣∣X = x]− E[S[kn:r−1] ∣∣X = x])
[
1 +
yλ
kn
(r − kn)
]
+
yλ
kn
E
[
S[kn:r−1]
∣∣X = x].
Since
lim
x→∞
(
E
[
S[i:r]
∣∣X = x]− E[S[i:r−1] ∣∣X = x]) = 0
and
lim
x→∞
E
[
S[kn:r−1]
∣∣X = x] = 1
µ
,
then fx,y(r)− fx,y(r− 1) > 0, for all x large enough. Thus, r
∗(x, y) = kn for
all x large enough. This proves part (i) of the theorem.
On the other hand, we have
fx,y(r) ≤
yλr
kn
+ E
[
S[kn:r]
∣∣X = x](1 + yλ
kn
(r − kn)
)
+
yλ
kn
kn∑
i=1
E
[
S[kn:r]
∣∣X = x]
=
yλr
kn
+ E
[
S[kn:r]
∣∣X = x](1 + yλr
kn
)
.
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Since E
[
S[kn:r]
∣∣X = x]−1/µ is either increasing or decreasing in x, we have
that either
E
[
S[kn:r]
∣∣X = x] ≤ E[S[kn:r] | X = 0],
or
E
[
S[kn:r]
∣∣X = x] ≤ lim
x→∞
E
[
S[kn:r]
∣∣X = x] = 1
µ
.
Either way, we have
E
[
S[kn:r]
∣∣X = x] ≤ max{E[S[kn:r] | X = 0], 1µ
}
,
for all r. Moreover, since S[kn:r] is the kn-th order statistic of r i.i.d. random
variables with mean 1/µ, there exists r ∈ O(kn) such that E
[
S[kn:r] | X =
0
]
≤ 1/µ for all r ≥ r. Thus,
fx,y(r) ≤
yλr
kn
+
1
µ
(
1 +
yλr
kn
)
, fx,y(r),
for all r ≥ r. Combining this with the fact that
fx,y(r) ≥
yλr
kn
, fx,y(r),
we see that fx,y is sandwiched between the two affine functions fx,y and fx,y,
for all r ≥ r. It follows that the minimum of fx,y is achieved at indices upper
bounded by the largest positive integer r∗kn such that
fx,y
(
r
)
≥ fx,y
(
r∗kn
)
.
Equivalently, for all y > 0, we have
r∗kn ≤ r +
1
µ
(
kn
yλ
+ r
)
∈ O(kn).
Finally, since this holds for all y > 0, in particular it holds for the optimal
y∗ > 0, and part (ii) of the theorem is proved.
APPENDIX I: PROOF OF THEOREM 4.5
We first present a simple result on the expectation of the minimum of
i.i.d. random variables.
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Lemma I.1. Let S1, S2, . . . be a sequence of nonnegative and non con-
stant i.i.d. random variables. Then,
g(r) , E
[
min{S1, . . . , Sr}
]
is a strictly convex function, i.e., we have
g(r) <
g(r − 1) + g(r + 1)
2
,
for all r ≥ 2.
Proof. We have
E[min{S1, . . . , Sr+1}]
= E
[
min{S1, . . . , Sr}
]
− E
[(
min{S1, . . . , Sr} − Sr+1
)
1{min{S1,...,Sr}>Sr+1}
]
.
This means that
g(r + 1)− g(r) = −E
[(
min{S1, . . . , Sr} − Sr+1
)
1{min{S1,...,Sr}>Sr+1}
]
= −E
[
E
[(
min{S1, . . . , Sr} − Sr+1
)
1{min{S1,...,Sr}>Sr+1} | Sr+1
]]
.
Since S1, . . . , Sr+1 are independent, we have
E
[
E
[(
min{S1, . . . , Sr} − Sr+1
)
1{min{S1,...,Sr}>Sr+1} | Sr+1
]]
=
∞∫
0
E
[(
min{S1, . . . , Sr} − s
)
1{min{S1,...,Sr}>s}
]
dFSr+1(s).
Note that, for all s ≥ 0, the integrand is a nonincreasing function of r.
Moreover, since Sr+1 is not constant, the integrand is a decreasing function
of r for a set of values of s with positive probability (with respect to FSr+1).
It follows that g(r + 1)− g(r) is a decreasing function of r. As a result,
[g(r + 1)− g(r)]− [g(r) − g(r − 1)] > 0,
and thus
g(r) <
g(r − 1) + g(r + 1)
2
.
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For the case kn = 1, the optimization problem defined by equations (4.1)
and (4.2) simplifies to the following.
inf
p∈P1
∞∫
0
x
∞∑
r=1
pr(x)
(
1 + E
[
S[1:r]
∣∣X = x])dPX(x)
s.t. λ
∞∫
0
x
∞∑
r=1
rpr(x)
(
1 + E
[
S[1:r]
∣∣X = x])dPX(x) ≤ 1.
Since we have strong duality (Lemma H.1), we focus on the solution of the
dual problem:
sup
y≥0
inf
p∈P1
∞∫
0
x
∞∑
r=1
pr(x)
[(
1 + E
[
S[1:r]
∣∣X = x])(1 + yλr)− y]dPX(x)
Furthermore, since Lemma H.1 states that the supremum with respect to y
is attained at points with y > 0, we can take the supremum over all y > 0
and obtain the same solutions. Moreover, since there are no constraints
involving multiple values of x at the same time, we can take the infimum for
each x separately, inside the integral. Using these two facts, we obtain the
equivalent problem:
sup
y>0
∞∫
0
x inf
p(x)∈P1
{
∞∑
r=1
pr(x)
[(
1 + E
[
S[1:r]
∣∣X = x])(1 + yλr)− y]
}
dPX(x).
We now explore the properties of the solutions. Fix x ≥ 0 and y > 0, and
consider the problem
inf
p(x)∈P1
∞∑
r=1
pr(x)
[(
1 + E
[
S[1:r]
∣∣X = x])(1 + yλr)− y].
Since this is a linear program over a simplex, the solutions are concentrated
on the set of indices
argmin
r≥1
[(
1 + E
[
S[1:r]
∣∣X = x])(1 + yλr)− y].
We now proceed to explore how these indices depend on x. Let us define the
function fx,y : N→ R by
fx,y(r) ,
(
1 + E
[
S[1:r]
∣∣X = x])(1 + yλr)− y.
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First, note that Lemma I.1 states that E
[
S[1:r]
∣∣X = x] is a strictly convex
function in r. Furthermore, Assumption 4.3 states that rE
[
S[1:r]
∣∣X = x] is
also a convex function in r. As a result, fx,y(r) is a strictly convex function
in r. Moreover, since y > 0, we have
lim
r→∞
fx,y(r) =∞.
Combining this with the fact that fx,y is strictly convex, we can conclude
that the minimum of fx,y is achieved in either one point, or in two consecu-
tive points. This proves part (i) of the theorem.
On the other hand, for r ≥ 2, consider
fx,y(r)− fx,y(r − 1) = (1 + yλr)
(
E
[
S[1:r]
∣∣X = x]− E[S[1:r−1] ∣∣X = x])
+ yλ
(
1 + E
[
S[1:r−1]
∣∣X = x]).
By our assumptions on the slowdowns, E
[
S[1:r−1]
∣∣X = x] and E[S[1:r] ∣∣X =
x
]
− E
[
S[1:r−1]
∣∣X = x] are increasing in x, for all r ≥ 2. As a result,
fx,y(r)− fx,y(r − 1) is increasing in x, for all r ≥ 2. Since fx,y is convex, it
follows that the minimum of fx,y is achieved at integers r
∗(x, y), which are
nonincreasing with x. This proves part (iii) of the theorem.
Finally, note that the minimum of fx,y(·) is achieved at two consecutive
integers r∗x,y and r
∗
x,y + 1 only if fx,y(r
∗
x,y + 1) − fx,y(r
∗
x,y) = 0. Since this
difference is strictly increasing in x, the minimum can only be achieved at a
certain pair of consecutive integers for only one value of x, call it xˆ. Thus, if
P(X = xˆ) = 0, optimal solutions are equal almost everywhere to a solution
that is concentrated only on r∗x,y. This proves part (ii) of the theorem.
APPENDIX J: PROOF OF THEOREMS 4.6 AND 4.7
Note that the SB-FREC and SB-DQ policies are almost the same as the
FREC and DQ policies introduced in Subsection 3.2. The main difference is
that there are more than two subsystems (but still finitely many of them),
and that the routing of incoming jobs to the subsystems depends on the task
sizes of the incoming jobs. Thus, while it is clear that the SB-DQ policy is a
Block policy by construction, the fact that the SB-FREC policy is a Block
policy is established using the same argument that was used to establish
that the FREC policy is a Block policy (Lemma D.1).
Moreover, the convergence of the queueing delays to zero under the SB-
FREC and SB-DQ policies follow the same arguments given in the proofs
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of theorems 3.4 and 3.5 in sections D and E, respectively. It only remains to
prove that the expected service times converge to the stated limits.
Consider the function I : R→ R given by
I(u) = inf
p∈Pk
∞∫
0
x
∞∑
r=k
pr(x)
(
1 + E
[
S[k:r]
∣∣X = x])dPX(x)
s.t.
λ
k
∞∫
0
x
∞∑
r=k
pr(x)
[
r + (r − k)E
[
S[k:r]
∣∣X = x]
+
kn∑
i=1
E
[
S[i:r]
∣∣X = x]
]
dPX(x) ≤ 1 + u.
By construction, the expected service time of a typical job under the SB-
FREC and SB-DQ policies is
E[W sn] =
∞∫
0
x
∞∑
r=k
p(n)r (x)
(
1 + E
[
S[k:r]
∣∣X = x])dPX(x),
Moreover, the definition of p(n) implies that
(J.1) E[W sn] = I
(
− nα−1
)
.
On the other hand, the definition of p∗ implies that
(J.2)
∞∫
0
x
∞∑
r=k
p∗r(x)
(
1 + E
[
S[k:r]
∣∣X = x])dPX(x) = I(0).
Finally, combining equations (J.1) and (J.2) with the fact that I(·) is con-
tinuous around 0 (Lemma H.1), we obtain
lim
n→∞
E[W sn] = lim
n→∞
I
(
− nα−1
)
= I(0)
=
∞∫
0
x
∞∑
r=k
p∗r(x)
(
1 + E
[
S[k:r]
∣∣X = x])dPX(x),
which proves the convergence of the expected service times.
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