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Abstract
In this paper a relationship between the Ohno relation for multiple
zeta values and multiple polylogarithms are discussed. First we intro-
duce generating functions for the Ohno relation, and investigate their
properties. We show that there exists a subfamily of the Ohno relation
which recovers algebraically its totality. This is proved through analy-
sis of Mellin transform of multiple polylogarithms. Furthermore, this
subfamily is shown to be converted to the Landen connection formula
for multiple polylogarithms by inverse Mellin transform.
1 Introduction
1.1 Definitions and examples
In this paper, we will consider the relationship between the Ohno relation for
multiple zeta values (MZVs, for short) and the Landen connection formula for
multiple polylogarithms (MPLs, for short) via Mellin transform and inverse
Mellin transform.
∗E-mail: okuda@gm.math.waseda.ac.jp
†E-mail: uenoki@mse.waseda.ac.jp
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Definition 1. For positive integers k1, . . . , kn and |z| < 1, MPLs are defined
by
Lik1,k2,...,kn (z) :=
∑
m1>m2>···>mn>0
zm1
mk11 m
k2
2 · · ·mknn
(1)
and for the null sequence ∅, Li∅ (z) := 1. If k1 ≥ 2, MPLs also converge at
z = 1 and define MZVs
ζ(k1, k2, . . . , kn) :=
∑
m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
, (2)
and similarly ζ(∅) := 1. The weight and the depth of ζ(k1, . . . , kn) are defined
to be k1 + · · ·+ kn and n, respectively.
Through consideration on the dilogarithm Li2 (z) as an example, we ex-
plain an essential aspect of the relationship that will be considered in our
papers.
The sum formula [G] for MZVs of depth 2
ζ(3 + l) =
∑
c1+c2=l
c1,c2≥0
ζ(2 + c1, 1 + c2) (l ∈ Z≥0)
is equivalent to the generating functional expression
∞∑
l=0
ζ(3 + l) λl =
∞∑
l=0

∑
c1+c2=l
c1,c2≥0
ζ(2 + c1, 1 + c2)
 λl.
Noting that, for a positive integer n,
1
n− λ =
∞∑
l=0
λl
nl+1
for |λ| < 1,
we see that the both sides in the above are meromorphic functions in λ,
∞∑
n=1
1
n2(n− λ) =
∑
n1>n2>0
1
n1(n1 − λ)(n2 − λ) .
Applying “inverse Mellin transform”
M˜ [f(λ)] (z) =
1
2π
√−1
∫
C
f(λ)zλ dλ (0 < z < 1)
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to the left hand side (for details see Section 4), we have
∞∑
n=1
zn
n2
= Li2 (z) .
Note that∑
n1>n2>0
1
n1(n1 − λ)(n2 − λ)
=
∑
n1>n2>0
1
n1(n1 − n2)(n2 − λ) +
∑
n1>n2>0
1
n1(n2 − n1)(n1 − λ) .
Applying inverse Mellin transform to each term, we have∑
n1>n2>0
zn2
n1(n1 − n2) = −Li2
(
z
z − 1
)
,
∑
n1>n2>0
zn1
n1(n2 − n1) = −Li11
(
z
z − 1
)
.
Consequently we obtain the next functional equation for the dilogarithm:
Li2 (z) = −Li2
(
z
z − 1
)
− Li11
(
z
z − 1
)
, (3)
which is known as the Landen connection formula for the dilogarithm [L].
This can be viewed as the connection formula for the dilogarithm between 1
and ∞.
1.2 Main results and organization
Now we explain the Ohno relation [O] which is a generalization of the sum
formula.
Any index k = (k1, . . . , kn) ∈ Zn≥1, k1 ≥ 2 can be written uniquely as
k = (a1 + 1, 1, . . . , 1︸ ︷︷ ︸
b1−1
, . . . , as + 1, 1, . . . , 1︸ ︷︷ ︸
bs−1
), (4)
with s ∈ Z≥1 and ai, bi ∈ Z≥1 (i = 1, . . . , s). The dual index k′ = (k′1, . . . , k′n′)
of k is defined by
k
′ = (bs + 1, 1, . . . , 1︸ ︷︷ ︸
as−1
, . . . , b1 + 1, 1, . . . , 1︸ ︷︷ ︸
a1−1
), (5)
and the dual of ∅ is itself.
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Ohno relation. Let k = (k1, . . . , kn) be any index and k
′ be its dual. For all
l ∈ Z≥0, we have the following homogeneous (w.r.t. weight) relation,∑
c1+···+cn=l
cj≥0
ζ(k1 + c1, . . . , kn + cn) =
∑
c′
1
+···+c′
n′
=l
c′j≥0
ζ(k′1 + c
′
1, . . . , k
′
n′ + c
′
n′). (6)
In particular, this contains such relations as the Hoffman relation [H1] (l = 1),
the duality formula [Z] (l = 0) and the sum formula (n = 1).
We introduce the generating functions of the both sides of the Ohno
relation as follows:
f((ai, bi)
s
i=1;λ) :=
∞∑
l=0

∑
c1+···+cn=l
cj≥0
ζ(k1 + c1, . . . , kn + cn)
λl, (7)
g((ai, bi)
s
i=1;λ) :=
∞∑
l=0

∑
c′1+···+c′n′=l
c′j≥0
ζ(k′1 + c
′
1, . . . , k
′
n′ + c
′
n′)
λ
l. (8)
The Ohno relation reads
f((ai, bi)
s
i=1;λ) = g((ai, bi)
s
i=1;λ). (9)
We can show that f ’s and g’s satisfy the same difference relations which play
a fundamental role in our theory (Proposition 1, Section 2). Now we define
the functions F (k;λ) and G(k;λ) by
F (k;λ) :=
∑
δi=0,1
(−λ)n−1−|δ|f((k1, 1) ∪ (ki − δi, 1)ni=2;λ),
G(k;λ) :=
∑
δi=0,1
(−λ)n−1−|δ|g((k1, 1) ∪ (ki − δi, 1)ni=2;λ).
Under the Ohno relation, we have
F (k;λ) = G(k;λ), (10)
which we call the reduced Ohno relation. We can easily see that
F (k;λ) =
∑
m1>m2>···>mn>0
1
mk11 (m1 − λ)mk22 · · ·mknn
,
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so that inverse Mellin transform of F (k;λ) is the multiple polylogarithm
Lik (z). This fact gives us strong motivation to introduce these functions.
The main theorem of this paper (Theorem 1) says that the generating func-
tions f ’s and g’s are represented as MZVs-linear combinations of F ’s and
G’s, respectively. In other words, the reduced Ohno relation (10) recovers
the totality of the Ohno relation (9) (Section 3). This theorem is proved by
virtue of the differential equations satisfied by MPLs and Mellin transform
(Section 4 and 5). Furthermore via inverse Mellin transform the reduced
Ohno relation is converted to the Landen connection formula for MPLs:
Lik1,...,kn (z) = (−1)n
∑
c1,...,cn
|cj|=kj
Lic1···cn
(
z
z − 1
)
, (11)
where ci runs all compositions of ki and the product of cj’s is given by con-
catenation. This can be viewed as the connection formula between 1 and ∞
for MPLs (Section 6). In Section 7 we give the proof of Proposition 1 and
another proof of the Ohno relation.
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2 The generating functions and their proper-
ties
2.1 Compositions
By a composition of a positive integer n, we mean an ordered sequence
c = (c1, . . . , cl) of positive integers of which the sum is equal to n, and
the composition of 0 is defined to be ∅. The “weight” |c| and the “length”
len(c) of c are, by definition, n and l respectively. We allow 0’s to appear
in the middle elements of c and identify such compositions and normal com-
positions by removing 0’s successively, i.e. we regard (. . . , ci−1, 0, ci+1, . . . ) to
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be the same composition as (. . . , ci−1 + ci+1, . . . ). For example,
(3, 0, 2, 0, 4) = (5, 0, 4) = (9), or (3, 0, 2, 0, 4) = (3, 0, 6) = (9),
(3, 0, 2, 1, 0, 0, 4) = (3, 0, 2, 1, 4) = (5, 1, 4).
We remark that the resulting composition dose not depend on the procedure
of the identification. For compositions c and c′ we define the partial order
c ≻ c′ if c′ is obtained by decreasing some elements of c. For example,
(5, 1, 4) ≻ (4, 1, 3) and (5, 1, 4) ≻ (9) = (5, 0, 4). Between compositions of
even length and compositions whose first element is greater than 1, we define
the 1-1 correspondence κ as follows:
κ((ai, bi)
s
i=1) = (a1 + 1, 1, . . . , 1︸ ︷︷ ︸
b1−1
, . . . , as + 1, 1, . . . , 1︸ ︷︷ ︸
bs−1
). (12)
2.2 Generating functions for the Ohno relation
Definition 2. For any composition (ai, bi)
s
i=1 = κ
−1(k1, . . . , kn), we set the
generating functions of MZVs as
f((ai, bi)
s
i=1;λ) :=
∞∑
l=0

∑
c1+···+cn=l
cj≥0
ζ(k1 + c1, . . . , kn + cn)
 λl, (13)
g((ai, bi)
s
i=1;λ) :=
∞∑
l=0

∑
c′1+···+c′n′=l
c′j≥0
ζ(k′1 + c
′
1, . . . , k
′
n′ + c
′
n′)
λ
l (14)
= f((bi, ai)
1
i=s;λ),
where (k′1, . . . , k
′
n′) is the dual of (k1, . . . , kn). For convenience f((ai, bi)
s
i=1;λ) :=
0 if a1 or bs = 0. We set the weight of f((ai, bi)
s
i=1;λ) and g((ai, bi)
s
i=1;λ) to
be |(ai, bi)si=1|.
This power series absolutely converges for |λ| < 1. The Ohno relation
reads
f((ai, bi)
s
i=1;λ) = g((ai, bi)
s
i=1;λ), (15)
for any compositions (ai, bi)
s
i=1.
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Noting that for a positive integer n,
1
n− λ =
∞∑
l=0
λl
nl+1
for |λ| < 1,
one can easily see that
f((ai, bi)
s
i=1;λ) =
∑
m1>···>mBs>0
s∏
i=1
1
maiBi−1+1 (mBi−1+1 − λ) · · · (mBi − λ)︸ ︷︷ ︸
bi
,
(16)
where B0 = 0 and Bi = b1 + · · ·+ bi for i ≥ 1.
2.3 Properties of the generating functions
The generating functions satisfy the following difference equations:
Proposition 1. We set λ′ := λ − 1 and I := {(0, 0), (1, 0), (0, 1)}, then for
any composition (ai, bi)
s
i=1 the generating function f satisfies the following
relations.∑
(−λ)s−|δ|−|ǫ|f((ai − δi, bi − ǫi)si=1;λ)
=
∑′
(−λ′)s−|δ′|−|ǫ′|f((ai − δ′i, bi − ǫ′i+1)si=1;λ′). (17)
Here the sum
∑
is taken over {δi, ǫi} ∈ I, the sum
∑′ taken over δ′1, ǫ′m+1 ∈
{0, 1} and {δ′i, ǫ′i} ∈ I for i = 2, . . . , m, and |δ(′)| (resp. |ǫ(′)|) is the sum of all
δ
(′)
i (resp. ǫ
(′)
i ). The generating function g also satisfies the same relations.
We define the weight of λ and λ′ to be −1 and this relation is homogeneous
of weight |(ai, bi)si=1| − s.
The proposition will play a crucial role in our theory. The proof is so long
that it will be postponed until Section 7.
The generating functions are analytically continued to meromorphic func-
tions with simple poles at positive integers.
Proposition 2. The generating function f((ai, bi)
s
i=1;λ) can be expanded to
a partial fraction
f((ai, bi)
s
i=1;λ) =
∞∑
p=1

Bs∑
j=1
∑
m1>···>mj−1>p
p>mj+1>···>mBs
Cm1...
j
`
p...mBs
p
 1p− λ (18)
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where
Cm1...mBsmj =
1
ma11 m
a2
B1+1
. . .masBs−1+1
∏
i 6=j
1
(mi −mj) . (19)
Proof. The generating function f can be written as follows:
f((ai, bi)
s
i=1;λ) =
∑
m1>···>mBs>0
Bs∑
j=1
C
m1...mBs
mj
mj − λ .
For the proof, we have to show that it is possible to change the order of the
summations. So it is sufficient to prove that for any j∑
m1>···>mj−1>mj
mj>mj+1>···>mBs
C
m1...mBs
mj
mj − λ
converges absolutely. Put di = mi−mi+1 for i = 1, . . . , Bs−1 and dBs = mBs .
Making use of the inequality
d1 + d2 + · · ·+ dBs ≥ Bs Bs
√
d1d2 · · · dBs
we have∣∣∣∣Cm1...mBsmjmj − λ
∣∣∣∣ =
∣∣∣∣∣
(
1
ma11 · · ·masBs−1+1
∏
i 6=j
1
(mi −mj)
)
1
mj − λ
∣∣∣∣∣
≤ 1
(d1 + d2 + · · ·+ dBs)a1
(
Bs−1∏
i=1
1
di
)
1
|dj + · · ·+ dBs − λ|
≤ 1(
Bs
Bs
√
d1d2 · · · dBs
)a1
(
Bs−1∏
i=1
1
di
)
1
|dj + · · ·+ dBs − λ|
Let λ be in a compact set which dose not involve positive integers. Then
there exists a positive constant A such that
1
|dj + · · ·+ dBs − λ|
≤ A
dBs
.
Hence ∑
m1>···>mBs>0
∣∣∣∣Cm1...mBsmjmj − λ
∣∣∣∣ ≤ A ∞∑
d1,...,dBs=1
1(
Bs
Bs
√
d1 . . . dBs
)a1
(
Bs∏
i=1
1
di
)
< +∞.
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3 Algebraic reduction of the Ohno relation
Definition 3. For any index k = (k1, . . . , kn) we set the homogeneous func-
tions of weight |k|+ 1 as
F (k;λ) :=
∑
δi=0,1
(−λ)n−1−|δ|f((k1, 1) ∪ (ki − δi, 1)ni=2;λ), (20)
G(k;λ) :=
∑
δi=0,1
(−λ)n−1−|δ|g((k1, 1) ∪ (ki − δi, 1)ni=2;λ). (21)
It is easy to calculate F (k;λ); we have
F (k;λ) =
∑
m1>m2>···>mn>0
1
mk11 (m1 − λ)mk22 · · ·mknn
. (22)
On the other hand, it is difficult to write down the explicit form of G(k;λ).
These functions satisfy difference equations of the simple form:
Proposition 3. For any index k = (k1, . . . , kn), we have the relations ho-
mogeneous of weight |k|:
(i) if k1 ≥ 2
k
′ to be the dual index of k defined by (5). Then
λF (k1, k2, . . . , kn;λ) + ζ(k1, . . . , kn) = F (k1 − 1, k2, . . . , kn;λ), (23)
λG(k1, k2, . . . , kn;λ) + ζ(k
′
1, . . . , k
′
n′) = G(k1 − 1, k2, . . . , kn;λ). (24)
(ii) if k1 = 1
(k′2 + 1, k3, . . . , k
′
n′) to be the dual index of (k2 + 1, k3, . . . , kn). Then
λF (1, k2, . . . , kn;λ) + ζ(k2 + 1, k3, . . . , kn)
= λ′F (1, k2, . . . , kn;λ′) + λ′F (k2 + 1, . . . , kn;λ′),
(25)
λG(1, k2, . . . , kn;λ) + ζ(k
′
2 + 1, k
′
3, . . . , k
′
n′)
= λ′G(1, k2, . . . , kn;λ′) + λ′G(k2 + 1, . . . , kn;λ′).
(26)
Proof. Induction on compositions. Apply Proposition 1 to (ki, 1)
n
i=1 and
gather f ’s or g’s whether ǫi = 0 or not, then there are many cancel outs
because of the identification (. . . , ki−1, 0, ki+1, . . . ) = (. . . , ki, 0, ki+1−1, . . . )
and the induction hypothesis.
It is easy to see that the inverse Mellin transform of F (k;λ) is the MPL
Lik(z). This is a motivation to introduce these functions. It is known that
the Ohno relation is the largest systematic relation for MZVs, however there
are many linear dependency among them. Acutually we can prove
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Theorem 1. For any composition (ai, bi)
s
i=1, we have
f((ai, bi)
s
i=1;λ) =
∑
c
α(ai,bi)
c
ζ(k(ai,bi)
c
)F (c;λ), (27)
g((ai, bi)
s
i=1;λ) =
∑
c
α(ai,bi)
c
ζ(k′(ai,bi)
c
)G(c;λ), (28)
where the summation runs over some finite number of compositions c, α
(ai,bi)
c ∈
Q, κ−1(k(ai,bi)
c
)) ≺ (ai, bi)si=1, and k′(ai,bi)c is the dual index for k(ai,bi)c . More-
over the duality formula ζ(k(ai,bi)
c
) = ζ(k′(ai,bi)
c
) comes from f(0) = g(0) for
compositions less than (ai, bi)
s
i=1. So the Ohno relation is reduced to
F (k;λ) = G(k;λ) (29)
as an algebraic relation.
We call (29) the reduced Ohno relation. For the proof of the theorem, we
have to consider inverse Mellin trasform of f ’s and g’s.
4 Inverse Mellin transform of the generating
functions
4.1 Integral transform of the generating functions
For any composition (ai, bi)
s
i=1 and any integer l we consider the integral
transform
M˜
[
λlf((ai, bi)
s
i=1;λ)
]
(z) =
1
2π
√−1
∫
C
λlf((ai, bi)
s
i=1;λ)z
λ dλ, (30)
where 0 < z < 1 and the contour C for any α > 0 is as follows:
✲
0 1 2 3
✻
√−1α
−√−1α
.
Proposition 4. The integral transform (30) absolutely converges and
M˜
[
λlf((ai, bi)
s
i=1;λ)
]
(z) =
∞∑
p=1
Res
λ=p
λlf((ai, bi)
s
i=1;λ) z
p. (31)
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Proof. Since∣∣mj − (t√−1α)∣∣2 = (t2 + α2)(1− mjt
t2 + α2
)2
+
m2jα
2
t2 + α2
≥ m
2
jα
2
t2 + α2
,
we have ∫ ∞
0
∣∣∣(±√−1α+ t)lf((ai, bi)si=1;±√−1α + t)z±√−1α+t∣∣∣ dt
≤
∫ ∞
0
(t2 + α2)
l
2
∣∣f((ai, bi)si=1;±√−1α + t)∣∣ zt dt
≤ ζ(k1, k2, . . . , kn)
∫ ∞
0
zt
(t2 + α2)(Bs+l)/2
αBs
dt, (32)
where (k1, . . . , kn) = κ((ai, bi)
s
i=1) and Bs = b1 + · · ·+ bs. Thus the integral
absolutely converges.
Next, consider the integral
1
2π
√−1
∫
CN+γN
λlf((ai, bi)
s
i=1;λ)z
λ dλ = −
N∑
p=1
Res
λ=p
λlf((ai, bi)
s
i=1;λ) z
p
(33)
where the contour is
✲
0 1 2 N N + 1
✻
γN
CN√−1α
−√−1α
and γN passes through N +
1
2
. We must prove that the integral on γN tends
to 0 as N −→∞. Because of the inequality∣∣∣∣∣ 1mj − (N + 12 +√−1t)
∣∣∣∣∣ ≤ 1∣∣mj − (N + 12)∣∣ ≤ 2(N + 1)mj ,
the integral on γN is evaluated as∣∣∣∣∣
∫ α
−α
(
N +
1
2
+
√−1t
)l
f((ai, bi)
s
i=1;N +
1
2
+
√−1t)zN+ 12+
√−1t dt
∣∣∣∣∣
≤ zN+ 12 (2(N + 1))Bsζ(k1, . . . , kn)
∫ α
−α
(
t2 +
(
N +
1
2
)2)l/2
dt.
(34)
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Since 0 < z < 1, the right hand side converges to 0.
We set
ϕ((ai, bi)
s
i=1; z) := M˜ [f((ai, bi)
s
i=1;λ)] (z), (35)
ψ((ai, bi)
s
i=1; z) := M˜ [g((ai, bi)
s
i=1;λ)] (z). (36)
Proposition 5. (i) The functions ϕ((ai, bi)
s
i=1; z) and ψ((ai, bi)
s
i=1; z) are
holomorphic for |z| < 1.
(ii) We have
M˜ [λmf((ai, bi)
s
i=1;λ)](z) = ϑ
m
(
ϕ((ai, bi)
s
i=1; z)
)
, (37)
M˜ [(λ− 1)mf((ai, bi)si=1;λ− 1)](z) = z ϑm
(
ϕ((ai, bi)
s
i=1; z)
)
, (38)
and
M˜
[
1
λ− 1f((ai, bi)
s
i=1;λ− 1)
]
(z)
= z
(
−ζ(k1, . . . , kn) +
∫ z
0
dz
z
ϕ((ai, bi)
s
i=1; z)
)
,
(39)
where ϑ = zd/dz is the Euler derivation.
Proof. (i) From Proposition 4 we obtain
ϕ((ai, bi)
s
i=1; z) =
∞∑
p=1
Res
λ=p
f((ai, bi)
s
i=1;λ) z
p
=
∞∑
p=1

Bs∑
j=1
∑
m1>···>mj−1>p
p>mj+1>···>mBs
Cm1...
j
`
p...mBs
p
 zp, (40)
where C
m1...
j
`
p...mBs
p is the same as in Proposition 2. The series
∞∑
p=1

Bs∑
j=1
∑
m1>···>mj−1>p
p>mj+1>···>mBs
Cm1...
j
`
p...mBs
p
 z
p
p
is convergent at z = 1 because of Proposition 2, so the radius of con-
vergence of (40) is at least 1.
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(ii) The first equation can be shown by exchanging the derivation and the
integration. For the second equation we shift the integral variable λ to
λ+ 1 in the left hand side. For the last equation, we have
M˜
[
1
λ− 1f((ai, bi)
s
i=1;λ− 1)
]
(z)
=
z
2π
√−1
∫
{λ−1|λ∈C}
1
λ
f((ai, bi)
s
i=1;λ) z
λdλ
= z
(
−ζ(k1, k2, . . . , kn) + 1
2π
√−1
∫
C
1
λ
f((ai, bi)
s
i=1;λ) z
λdλ
)
= z
(
−ζ(k1, k2, . . . , kn) +
∫ z
0
{
1
2π
√−1
∫
C
f((ai, bi)
s
i=1;λ) z
λdλ
}
dz
z
)
.
In the last line above we have exchanged the order of the integrals.
Let us introduce the “inverse transform” of M˜ by
M [ϕ(z)](λ) =
∫ 1
0
ϕ(z)z−λ−1 dz. (41)
Proposition 6.
M [ϕ((ai, bi)
s
i=1; z)](λ) = f((ai, bi)
s
i=1;λ). (42)
Proof. For 0 < r < 1 and λ < 0∣∣∣∣∣
∫ r
0
{ ∞∑
p=1
Res
λ=p
f((ai, bi)
s
i=1;λ)z
p
}
z−λ−1 dz − f((ai, bi)si=1;λ)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
p=1
Res
λ=p
f((ai, bi)
s
i=1;λ)
rp−λ
p− λ −
∞∑
p=1
Res
λ=p
f((ai, bi)
s
i=1;λ)
1
p− λ
∣∣∣∣∣
≤
∞∑
p=1
∣∣∣∣Resλ=p f((ai, bi)si=1;λ) 1p− λ
∣∣∣∣ (1− rp−λ)
−→ 0 (r → 1)
by virtue of Abel’s Theorem.
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4.2 The differential-integral relations satisfied by ϕ’s
and ψ’s
Proposition 7. The functions ϕ’s as well as ψ’s satisfy the following relations:∑
(−ϑ)s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi)si=1; z)
= z
∑′
(−ϑ)s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi+1)si=1; z). (43)
Here
∑
,
∑′, |δ(′)|, |ǫ(′)| is the same for Proposition 1 and ϑ−1 is the integral
operator
ϑ−1ϕ ((ai, bi)si=1; z) = −ζ(k1, . . . , kn) +
∫ z
0
dz
z
ϕ ((ai, bi)
s
i=1; z) ,
ϑ−1ψ ((ai, bi)si=1; z) = −ζ(k′1, . . . , k′n′) +
∫ z
0
dz
z
ψ ((ai, bi)
s
i=1; z) ,
(44)
where (k1, . . . , kn) = κ((ai, bi)
s
i=1) and (k
′
1, . . . , k
′
n′) is its dual. We define the
weight of ϑ to be −1 and this relation is homogeneous of weight |(ai, bi)si=1|−s.
Proof. This is a direct consequence from Proposition 1 and Proposition 5.
Furthermore we set (see Definition 3 and Proposition 5)
Φ(k; z) := M˜ [F (k; z)](z)
=
∑
δi=0,1
(−ϑ)n−1−|δ|ϕ((k1, 1) ∪ (ki − δi, 1)ni=2; z), (45)
Ψ(k; z) := M˜ [G(k; z)](z)
=
∑
δi=0,1
(−ϑ)n−1−|δ|ψ((k1, 1) ∪ (ki − δi, 1)ni=2; z). (46)
From (22) and (31) it follows that
Φ(k; z) =
∑
m1>···>mn
zm1
mk11 · · ·mknn
= Lik (z) . (47)
Corollary 1. The differential relations satisfied by Φ(k; z) and Ψ(k; z) are
the same as the differential relations for Lik (z)
d
dz
Lik1,...,kn (z) =

1
z
Lik1−1,k2,...,kn (z) if k1 ≥ 2,
1
1− zLik2,...,kn (z) if k1 = 1.
(48)
Proof. This is clear from Proposition 3 and Proposition 5.
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4.3 Mellin transform and inverse Mellin transform
We call the integral transformsM and M˜ Mellin transform and inverse Mellin
transform respectively. In fact, for suitable compositions, M˜ is actually in-
verse Mellin transform.
Proposition 8. For any composition (ai, bi)
s
i=1 with ai0 ≥ 2 for some i0 and
0 < c < 1
M˜ [f((ai, bi)
s
i=1;λ)] (z) =
1
2π
√−1
∫ c+√−1∞
c−√−1∞
f((ai, bi)
s
i=1;λ)z
λ dλ. (49)
Proof. Consider the following contour
✲
0 1 2 N N + 1
✻
CN
γ−1
γ−2
−√−1L
√−1L γ
+
2
γ+1√−1α
−√−1α
.
Because the integrand has singular points only at positive integers the
integral on this contour is 0. We check that the integrals on γ+1 , γ
−
1 , γ
+
2 and
γ−2 → 0 if N , L→∞. First let N to ∞, then we can show that the integral
on γ+1 tends to 0 in the same manner as in (34). Similarly the integral on
γ−1 −→ 0.
Next let L to ∞. Assume that i0 = 1. Noting that
1∣∣ma11 − (t+√−1L)∣∣ ≤ 1ma11 L
we can show that in the same manner as in (32) the integral on γ+2 is∣∣∣∣∫ ∞
0
z
√−1L+tf((ai, bi)si=1;
√−1L+ t) dt
∣∣∣∣
≤ ζ(k1 − 1, k2, . . . , kn)
L
∫ ∞
0
zt
(
t2 + L2
L2
)Bs−1
dt
−→ 0 (L −→∞).
The other cases of i0 6= 1 and that the integral on γ−2 tends to 0 can be
verified in the same way.
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5 Proof and examples of Theorem 1
5.1 Proof of Theorem 1
From the equation (43) in Proposition 7 we obtain(1− z)
∑
ǫjδj+1=0
∀j
+
∑
ǫjδj+1=1
∃j
 (−ϑ)s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi)si=1; z)
= z
∑′
δjǫj+1=1
∃j
(−ϑ)s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi+1)si=1; z).
Here we note that ϕ((ai, bi)
s
i=1; z) appears only in the first summation (it
corresponds to the term with all δi = ǫi = 0). Divding by
1
1−z and applying∫ z
0
dz
z
s times we have
(−)sϕ((ai, bi)si=1; z)−
∑
ǫjδj+1=0
∀j
1≤|δ|+|ǫ|≤s
(
−
∫ z
0
dz
z
)s−|δ|−|ǫ|
ϕ((ai − δi, bi − ǫi)si=1; z)
+
∑
ǫjδj+1=1
∃j
(∫ z
0
dz
z
)s
(−ϑ)s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi)si=1; z)
+
∑
ǫjδj+1=1
∃j
(∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− z (−ϑ)
s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi)si=1; z)
=
∑′
δjǫj+1=1
∃j
(∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− z (−ϑ)
s−|δ|−|ǫ|ϕ((ai − δi, bi − ǫi+1)si=1; z).
From the induction hypothesis ϕ’s of less compositions than (ai, bi)
s
i=1 can be
written by MZVs-linear combination of Φ’s. Using Corollary 1 the second and
third terms in the left hand side are expressed as MZVs-linear combination
of Φ’s. So we have
ϕ((ai, bi)
s
i=1) =
∑
c
α(ai,bi)
c
ζ(k(ai,bi)
c
)Φ(c; z)
+
∑
c
β(ai,bi)
c
ζ(k(ai,bi)
c
)
(∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− zϑ
s−mc(Φ(c; z)),
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where 2 ≤ mc ≤ s+ 1 and α(ai,bi)c , β(ai,bi)c ∈ Q. For the proof we must verify
that the last term above is written in MZV-linear combination of Φ’s. If
mc = s, from Corollary 1(∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− zϑ
s−mc(Φ(c; z)) = (∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− z
(
Φ(c; z)
)
is Φ of the greater composition. If mc = s + 1, one can show by virtue of
(44), (∫ z
0
dz
z
)s−1 ∫ z
0
dz
1− zϑ
−1(Φ(c; z)).
is written in MZV-linear combination of Φ′s. For the Ψ’s case the corre-
sponding coefficients are MZVs of the dual indices. If 2 ≤ mc ≤ s − 1,
ϑs−mc
(
Φ(c; z)
)
can be expressed as linear combination of the following
ϑs−mc
(
Φ(c; z)
)
=
∑
c′,l,m
α(ai,bi)Φ(c′, z)
zl
(1− z)m , (50)
where c′ is less than c, l ≤ m ≤ s−mc and α(ai,bi) ∈ Z. Next, we repeat the
iterated integrals using the expansions
zl
(1− z)m =
n∑
j=0
(
n
j
)
(−1)n−j
(1− z)m−n+j ,
1
(1− z)mz =
1
z
+
m∑
j=1
1
(1− z)j .
Making once the iterated integral of the right hand side of (50) we have the
following:∫ z
0
dz
(1− z)mzΦ(k; z)
=
∫ z
0
dz
z
Φ(k; z) +
∫ z
0
dz
1− zΦ(k; z) +
m∑
j=2
∫ z
0
dz
(1− z)jΦ(k; z),
∫ z
0
dz
(1− z)mΦ(k1, . . . , kn; z)
=
1
m− 1
{
1
(1− z)m−1Φ(k1, . . . , kn; z)− Φ(k1, . . . , kn; z)
−Φ(1, k1 − 1, . . . , kn; z)−
m−1∑
l=2
∫ z
0
dz
(1− z)lΦ(k1 − 1, . . . , kn; z)
}
,
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∫ z
0
dz
(1− z)mΦ(1, k2, . . . , kn; z)
=
1
m− 1
{
1
(1− z)m−1Φ(1, k2, . . . , kn; z)−
∫ z
0
dz
(1− z)mΦ(k2, . . . , kn; z)
}
,
and ∫ z
0
dz
(1− z)m = −z
m−1∑
l=1
1
l
(
m− 1
l − 1
)
zl−1
(1− z)m−1 .
Hence after making the iterated integral s− 1 times we finally reach to the
integral ∫ z
0
dz
1− z = Φ(1; z).
Thus ϕ((ai, bi)
s
i=1) can be written by MZVs-linear combination of Φ’s.
The application of Mellin transform
M [ϕ(z)](λ) =
∫ 1
0
ϕ(z)z−λ−1dz
gives us the theorem.
5.2 Examples of Theorem 1
We list examples of (27) up to weight 6. For simplicity we drop the variable
λ.
weight 2:
f(1, 1) = F (1). (51)
weight 3:
f(2, 1) = f(1, 2) = F (2). (52)
weight 4:
f(3, 1) = f(1, 3) = F (3), (53)
f(2, 2) = 2F (3) + F (1, 2)− ζ(2)F (1), (54)
f(1, 1, 1, 1) = F (3)− F (2, 1). (55)
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weight 5:
f(4, 1) = f(1, 4) = F (4), (56)
f(3, 2) = 3F (4) + F (1, 3) + F (2, 2)− ζ(3)F (1)− ζ(2)F (2), (57)
f(2, 3) = 3F (4) + F (1, 3) + F (2, 2)− ζ(2, 1)F (1)− ζ(2)F (2), (58)
f(2, 1, 1, 1) = f(1, 1, 1, 2) = 2F (4)− F (3, 1) + F (2, 2)− ζ(2)F (2), (59)
f(1, 2, 1, 1) = f(1, 1, 2, 1) = F (4)− F (3, 1)− F (2, 2). (60)
weight 6:
f(5, 1) = f(1, 5) = F (5), (61)
f(4, 2) = 4F (5) + F (3, 2) + F (2, 3) + F (1, 4)
− ζ(4)F (1)− ζ(3)F (2)− ζ(2)F (3), (62)
f(2, 4) = 4F (5) + F (3, 2) + F (2, 3) + F (1, 4)
− ζ(2, 1, 1)F (1)− ζ(2, 1)F (2)− ζ(2)F (3), (63)
f(3, 3) = 6F (5) + 2F (3, 2) + 2F (2, 3) + 2F (1, 4) + F (1, 2, 2)
− ζ(3, 1)F (1)− ζ(3)F (2)− ζ(2, 1)F (2)− 2ζ(2)F (3)− ζ(2)F (1, 2),
(64)
f(3, 1, 1, 1) = 3F (5)− F (4, 1) + F (2, 3) + F (3, 2)− ζ(3)F (2)− ζ(2)F (3),
(65)
f(1, 1, 1, 3) = 3F (5)− F (4, 1) + F (2, 3) + F (3, 2)− ζ(2, 1)F (2)− ζ(2)F (3),
(66)
f(2, 2, 1, 1) = 3F (5)− 2F (4, 1)− F (2, 2, 1)− F (2, 1, 2)
− ζ(2)F (3) + ζ(2)F (2, 1)− ζ(2, 1)F (2), (67)
f(1, 1, 2, 2) = 3F (5)− 2F (4, 1)− F (2, 2, 1)− F (2, 1, 2)
− ζ(2)F (3) + ζ(2)F (2, 1)− ζ(3)F (2), (68)
f(2, 1, 2, 1) = f(1, 2, 1, 2) = 2F (5)− F (4, 1)− ζ(2)F (3), (69)
f(2, 1, 1, 2) = 5F (5)− F (4, 1) + 3F (3, 2) + 2F (2, 3) + F (2, 1, 2)
− 3ζ(2)F (3)− ζ(2)F (2, 1), (70)
f(1, 3, 1, 1) = f(1, 1, 3, 1) = F (5)− F (4, 1)− F (3, 2)− F (2, 3), (71)
f(1, 2, 2, 1) = F (5)− F (4, 1)− 2F (3, 2)− F (2, 3) + F (2, 2, 1), (72)
f(1, 1, 1, 1, 1, 1) = 2F (5)− 2F (4, 1) + F (3, 1, 1)− ζ(2)F (3). (73)
6 Landen formula and the Ohno relation
The Landen connection formula for the dilogarithm (3) generalizes to the
MPLs case. This formula is interpreted as the connection formula of MPLs
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between 1 and ∞.
Proposition 9.
Lik (z) = (−1)n
∑
c1,...,cn
Lic1···cn
(
z
z − 1
)
, (74)
where ci runs all compositions of ki.
Proof. For k = (1)
Li1 (z) = − log(1− z) = log
(
1− z
z − 1
)
= −Li1
(
z
z − 1
)
.
We assume that the proposition holds for k = (k1, k2, . . . , kn). Then using
the differential relation
d
dz
Lik1,...,kn
(
z
z − 1
)
=

(
1
z
+
1
1− z
)
Lik1−1,k2,...,kn
(
z
z − 1
)
if k1 ≥ 2,
− 1
1 − zLik2,...,kn
(
z
z − 1
)
if k1 = 1
(75)
we have
Lik1+1,k2,...,kn (z) =
∫ z
0
dz
z
Lik1,k2,...,kn (z)
=
∫ z
0
((
dz
z
+
dz
1− z
)
dz − dz
1− z
)
(−1)n
∑
c1,...,cn
Lic1···cn
(
z
z − 1
)
,
and
Li1,k2,...,kn (z) =
∫ z
0
dz
1− zLik1,k2,...,kn (z)
= −
∫ z
0
− dz
1 − z (−1)
n
∑
c1,...,cn
Lic1···cn
(
z
z − 1
)
.
One can obtain further information of the right hand side of (74) in the
case of k = k, a positive integer.
Lemma 1. For any positive integers j and k with j ≤ k, we have∑
m1>···>mk
zmj
m1
∏
i 6=j(mi −mj)
= −
∑
c
|c|=k
len(c)=k−j+1
Lic
(
z
z − 1
)
. (76)
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Proof. We show by induction for k. For the case k = 1
∞∑
m=1
zm
m
= −Li1
(
z
z − 1
)
is obvious. We suppose that the proposition is correct for k− 1. Calculating
the derivative of the series and applying the induction hypothesis we have
d
dz
∑
m1>···>mk
zmj
m1
∏
i 6=j(mi −mj)
=
1
z(1 − z)
∑
m1>···>mk−1
zmj−1
m1
∏
i 6=j(mi −mj−1)
− 1
1− z
∑
m1>···>mk−1
zmj
m1
∏
i 6=j(mi −mj)
= − 1
z(1 − z)
∑
c
|c|=k−1
len(c)=k−j+1
Lic
(
z
z − 1
)
+
1
z
∑
c
|c|=k−1
len(c)=k−j
Lic
(
z
z − 1
)
.
Due to the differential relation (75) the lemma is proved for k.
For any positive integer k, we have
G(k;λ) =
∑
m1>···>mk
1
m1(m1 − λ) · · · (mk − λ) , (77)
hence
Ψ(k; z) =
∑
m1>···>mk
k∑
j=1
zmj
m1
∏
i 6=j(mi −mj)
. (78)
By virtue of Lemma 1 we have
Proposition 10.
Ψ(k; z) = −
k∑
j=1
∑
c
|c|=k
len(c)=k−j+1
Lic
(
z
z − 1
)
. (79)
Moreover using the differential relation for Li’s and Ψ’s and the equation
above, we can see that
Ψ(k1, . . . , kn; z) = (−1)n
∑
c1,...,cn
Lic1···cn
(
z
z − 1
)
. (80)
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Thus the relation Φ = Ψ can be interpreted as the Landen connection
formula. We can think that the reduced Ohno relation is converted, via
inverse Mellin transform, to the connection formula of MPLs between 1 and
∞.
Discussions. Proposition 9 says that the reduced Ohno relation is con-
verted to the Landen connection formula for MPLs by inverse Mellin trans-
form. In particular, since the explicit forms (77), (78) of G(k;λ) and Ψ(k; z)
are revealed, the Landen connection formula for the polylogarithm Lik (z)
for any positive integer k is, via Mellin transform, converted to the relation
F (k;λ) = G(k;λ). This is nothing but the sum formula of depth k. Thus
the sum formulas for MZVs are equivalent to the Landen connection formu-
las for polylogarithms. However, such equivalency is not achieved yet for
the reduced Ohno relation of indices k of depth greater than 1. This is an
important issue to be settled in future.
We have another important issue: In Theorem 1, which is the main the-
orem in this paper, the indices k(ai,bi)
c
and the rational numbers α
(ai,bi)
c are
not specified. They must be determined. Moreover, we conjecture that
f((ai, bi)
s
i=1;λ) =
∑
c
α(ai,bi)
c
ζ(k(ai,bi)
c
) ∗ F (c;λ), (81)
g((ai, bi)
s
i=1;λ) =
∑
c
α(ai,bi)
c
ζ(k′(ai,bi)
c
) ∗G(c;λ), (82)
where ∗ is the harmonic product introduced in [H2].
7 Proofs of the difference relations and the
Ohno relation
7.1 Proof of Proposition 1
To prove Proposition 1, we need the following.
Lemma 2. For any composition (ai, bi)
s
i=1, we set
[{(ai, di), bi}si=1;λ]
:=
∑
m1>···>mBs>0
s∏
i=1
1
(mBi−1+1 − di)ai (mBi−1+1 − λ) · · · (mBi − λ)︸ ︷︷ ︸
bi
, (83)
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where we interpret special cases with ai = 0 or bi = 0 for some i as follows:
[{. . . , bi−1, (0, di), bi, . . .};λ] = [{. . . , bi−1 + bi, . . .};λ], (84)
[{. . . , (ai−1, d), 0, (ai, d), . . .};λ] = [{. . . , (ai−1 + ai, d), . . .};λ]. (85)
Then we have the following difference relations:
(i) (a) If a1 ≥ 2,
λ [{(a1, 0), b1, . . . };λ]
− [{(a1 − 1, 0), b1, . . . };λ]− [{(a1, 0), b1 − 1, . . . };λ]
= λ′ [{(a1, 1), b1, . . . };λ]− [{(a1 − 1, 1), b1, . . . };λ].
(86)
(b) If a1 = 1,
λ [{(1, 0), b1, . . . };λ]− [{(1, 0), b1 − 1, . . . };λ]
= λ′ [{(1, 1), b1, . . . };λ]. (87)
(ii) If i 6= 1 and i 6= s, or i = s and bs 6= 1,
λ [{. . . , (ai, 0), bi, . . . };λ]
− [{. . . , (ai − 1, 0), bi, . . . };λ]− [{. . . , (ai, 0), bi − 1, . . . };λ]
= λ′ [{. . . , bi−1, (ai, 1), . . . };λ]
− [{. . . , bi−1, (ai − 1, 1), . . . };λ]− [{. . . , bi−1 − 1, (ai, 1), . . . };λ].
(88)
(iii) (a) If bs ≥ 2,
[{(a1, 1), b1, (a2, 1), b2, . . . , (as, 1), bs};λ]
= [{(a1, 0), b1, . . . , (as, 0), bs};λ′]
− 1
λ′
[{(a1, 0), b1, . . . , (as, 0), bs − 1};λ′]. (89)
(b) If bs = 1,
λ [{(a1, 1), b1, (a2, 1), b2, . . . , (as−1, 1), bs−1, (as, 0), 1};λ]
− [{(a1, 1), b1, (a2, 1), b2, . . . , (as−1, 1), bs−1, (as − 1, 0), 1};λ]
= λ′ [{(a1, 0), b1, (a2, 0), b2, . . . , (as, 0), 1};λ′]
− [{(a1, 0), b1, (a2, 0), b2, . . . , (as − 1), 1};λ′]
− [{(a1, 0), b1, (a2, 0), b2, . . . , bs−1 − 1, (as, 0), 1};λ′].
(90)
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Proof. We use the partial-fractions expansion:
λ
ma(m− λ) −
1
ma−1(m− λ)
=
λ′
(m− 1)a(m− λ) −
1
(m− 1)a−1(m− λ) +
(
1
(m− 1)a −
1
ma
)
,
(91)
λ
m(m− λ) =
λ′
(m− 1)(m− λ) +
(
1
m− 1 −
1
m
)
. (92)
(i) (a) We set B by
s∏
j=1
m
aj
Bj−1+1
(mBj−1+1 − λ) · · · (mXj − λ)︸ ︷︷ ︸
bj
= ma11 (m1 − λ)B.
Then using (91) we have
λ [{(a1, 0), b1, . . . };λ]− [{(a1 − 1, 0), b1, . . . };λ]
=
∑
m1>···>mBs>0
{
λ
ma11 (m1 − λ)
− 1
ma1−11 (m1 − λ)
}
1
B
=
∑
m1>···>mBs>0
{
λ′
(m1 − 1)a1(m1 − λ) −
1
(m1 − 1)a1−1(m1 − λ)
+
(
1
(m1 − 1)a1 −
1
ma11
)}
1
B
=
∑
m1>···>mBs>0
{
λ′
(m1 − 1)a1(m1 − λ) −
1
(m1 − 1)a1−1(m1 − λ)
}
1
B
+
∑
m2>···>mBs>0
∞∑
m1=m2+1
(
1
(m1 − 1)a1 −
1
ma11
)
1
B
= λ′ [{(a1, 1), b1, . . . };λ]− [{(a1 − 1, 1), b1, . . . };λ]
+ [{(a1, 0), b1 − 1, . . . };λ].
(b) Using (92), it can be proved in the same manner as (ia).
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(ii) We set A and B by
A :=
i−1∏
j=1
m
aj
Bj−1+1
bj︷ ︸︸ ︷
(mBj−1+1 − λ) · · · (mBj − λ),
B :=
∏s
j=i−1m
aj
Bj−1+1
bj︷ ︸︸ ︷
(mBj−1+1 − λ) · · · (mBj − λ)
maiBi−1+1(mBi−1+1 − λ)
.
Then
λ[{. . . , bi−1, (ai, 0), bi, . . . };λ]− [{. . . , bi−1, (ai − 1, 0), bi, . . . };λ]
=
∑
m1>···>mBs>0
1
A
{
λ
maiBi−1+1(mBi−1+1 − λ)
− 1
mai−1Bi−1+1(mBi−1+1 − λ)
}
1
B
=
∑
m1>···>mBs>0
1
A
{
λ′
(mBi−1+1 − 1)ai(mBi−1+1 − λ)
− 1
(mBi−1+1 − 1)ai−1(mBi−1+1 − λ)
−
(
1
(mBi−1+1 − 1)ai
− 1
maiBi−1+1
)}
1
B
= λ′[. . . , bi−1, (ai, 1), bi, . . . ;λ]− [. . . , bi−1, (ai − 1, 1), bi, . . . ;λ]
+
∑
m1>···>mBi−1
mBi−1−1>mBi−1+2>···>mBs>0
1
A
(
1
(mBi−1+2)
ai
− 1
(mBi−1 − 1)ai
)
1
B
.
We divide the range of sum of the third term into two parts as∑
m1>···>mBi−1
mMi−1−1>mBi−1+2>···>mBs>0
=
∑
n1>···>mBs>0
−
∑
m1>···>mBi−1
mBi−1+2=mBi−1−1
mBi−1+2>···>mBs>0
.
The later sum is equal to zero because of mBi−1+2 = mBi−1 − 1. Thus
we have
λ[{. . . , bi−1, (ai, 0), bi, . . . };λ]− [{. . . , bi−1, (ai − 1, 0), bi, . . . };λ]
= λ′[{. . . , bi−1, (ai, 1), bi, . . . };λ]− [{. . . , bi−1, (ai − 1, 1), bi, . . . };λ]
+
∑
m1>···>mBs>0
1
A
{
1
(mBi−1+2)
ai
− 1
(mBi−1 − 1)ai
}
1
B
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= λ′[{. . . , bi−1, (ai, 1), bi, . . . };λ]− [{. . . , bi−1, (ai − 1, 1), bi, . . . };λ]
− [{. . . , bi−1 − 1, (ai, 1), bi, . . . };λ] + [{. . . , bi−1, (ai, 0), bi − 1, . . . };λ].
(iii) (b) Repeating shift of mi 7→ mi + 1, we have
λ [{(a1, 1), b1, . . . , (as−1, 1), bs−1, (as, 0), 1};λ]
− λ [{(a1, 1), b1, . . . , (as−1, 1), bs−1, (as − 1, 0), 1};λ]
= −
∑
m1>···>mBs>0
1
(m1 − 1)a1 · · · (mBs−1 − λ)masBs
= −
∑
m1>···>mBs≥0
1
ma11 · · · (mBs−1 − λ′)(mBs + 1)as
(by shift mi 7−→ mi + 1)
= −
∑
m1>···>mBs−1≥mBs>0
1
ma11 · · · (mBs−1 − λ′)masBs
(by shift mBs + 1 7−→ mBs)
= −
∑
m1>···>mBs>0
mBs − λ′
ma11 · · · (mBs−1 − λ′)masBs(mBs − λ′)
−
∑
m1>···>mBs−1>0
1
ma11 · · ·masBs−1(mBs−1 − λ′)
= λ′ [{(a1, 0), b1, . . . , bs−1 − 1, (as, 0), 1};λ′]
− [{(a1, 0), b1, . . . , bs−1, (as − 1, 0), 1};λ′]
− [{(a1, 0), b1, . . . , bs−1 − 1, (as, 0), 1};λ′].
(a) Similarly as in the previous cases,
[{(ai, 1), bi}si=1;λ]
=
∑
m1>···>mBs>0
1
(m1 − 1)a1(m1 − λ) . . . (mBs−1 − λ)(mBs − λ)
=
∑
m1>···>mBs≥0
1
ma11 (m1 − λ′) . . . (mBs−1 − λ′)(mBs − λ′)
= (mBs > 0 part) + (bBs = 0 part)
= [{(ai, 0), bi}si=1;λ′]−
1
λ′
[{(ai, 0), bi}s−1i=1 ∪ {(as, 0), bs − 1};λ′].
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Proof of Proposition 1. Using [{(ai, di), bi}si=1], the generating functions
f and g are expressed as follows:{
f((ai, bi)
s
i=1;λ) = [{(ai, 0), bi}si=1;λ],
g((ai, bi)
s
i=1;λ) = [{(bi, 0), ai}1i=s;λ].
If a1, bs ≥ 2, applying Lemma 2 successively
(LHS)
=
∑
{(δi,ǫi)}si=1∈Is
(−λ)s−|δ|−|ǫ| [{(ai − δi, 0), bi − ǫi}si=1;λ]
=
∑
{(δi,ǫi)}si=2∈Is−1
∑
δ′
1
∈{0,1}
(−λ)s−1−|δ|−|ǫ|(−λ′)1−|δ′|
× [{(a1 − δ′1, 1), b1, (a2 − δ2, 0), b2 − ǫ2, . . . , (as − δs, 0), bs − ǫs};λ]
(by Lemma 2 (ia))
=
∑
δ′
1
∈{0,1}
∑
{(δ′j ,ǫ′j)}sj=2∈Is−1
(−λ′)s−|δ′|−|ǫ′|
× [{(a1 − δ′1, 1), b1 − ǫ′2, (a2 − δ′2, 1), b2 − δ′3, . . . , (as − δ′s, 1), bs};λ]
(by Lemma 2 (ii) s− 1 times)
=
∑
δ′
1
,ǫ′s+1∈{0,1}
∑
{(δ′j ,ǫ′j)}sj=2∈Is−1
(−λ′)s−|δ′|−|ǫ′|
× [{(a1 − δ′1, 0), b1 − ǫ′2, (a2 − δ′2, 0), b2 − δ′3,
. . . , (as − δ′s, 0), bs − ǫ′s+1};λ′]
(by Lemma 2 (iiia))
= (RHS).
Remaining relations and the relations of g’s can be proved quite similarly.
7.2 Alternative proof of the Ohno relation
From the properties of the generating functions clarified in Section 2, we give
an alternative proof for the Ohno relation
f((ai, bi)
s
i=1;λ) = g((ai, bi)
s
i=1;λ)
by induction on compositions.
If the composition is minimum i.e. (ai, bi)
s
i=1 = (1, 1), it is obvious.
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If the theorem is correct for compositions less than (ai, bi)
s
i=1, applying
Proposition 1 to (ai, bi)
s
i=1 for f and g, we obtain two relations for f ’s and
g’s. Subtracting these two equations, we have∑
λs−|δ|−|ǫ|
{
f((ai − δi, bi − ǫi)si=1;λ)− g((ai − δi, bi − ǫi)si=1;λ)
}
=
∑
λ′s−|δ
′|−|ǫ′|
{
f((ai − δ′i, bi − ǫ′i)si=1;λ′)− g((ai − δ′i, bi − ǫ′i)si=1;λ′)
}
.
But the terms whose compositions are less than (ai, bi)
m
i=1 are canceled out
by the induction hypothesis. The remaining is
λs
{
f((ai, bi)
s
i=1;λ)− g((ai, bi)si=1;λ)
}
= λ′s
{
f((ai, bi)
s
i=1;λ
′)− g((ai, bi)si=1;λ′)
}
.
Hence λs f((ai, bi)
s
i=1;λ)− λs g((ai, bi)si=1;λ) is a periodic function in λ with
period 1. Furthermore by Proposition 2 it is a meromorphic function such as
λs
∞∑
p=1
Ck
p− λ.
Because of the periodicity, all Ck’s must be zero. Thus we complete the
proof.
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