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Abstract 
Rotating bodies of finite size in the context of general relativity remain very 
poorly understood; one of the issues is in establishing the precise nature 
of the conditions that must be satisfied in order to match with a suitable 
vacuum solution. 
Several well-known fluid solutions exist, but so far only one of them describes 
a bounded matter distribution. This is the Wahlquist solution, which hap-
pens to possess an unusual shape to its boundary, and because of this many 
consider it not to describe an isolated rotating body. So far, this claim is 
yet to be decisively proved. 
Recent work has suggested that this may well be the case, but it did not 
consider the issue of the exterior appearance of the boundary. An attempt is 
made to follow up the investigations regarding the apparent non-asymptotic 
flatness of the Wahlquist solution to second order, and to eventually ar-
rive at a physical interpretation for the shape of the fluid. The slow rotation 
matching conditions are developed from first principles, and we demonstrate 
that by perturbing the boundary of the Wahlquist solution, it is possible to 
generate invariant Cauchy boundary data as viewed in the exterior Weyl 
coordinates. 
The exterior metric is then obtained to first and second order in the rotation 
speed using the Ernst potential method, where we show that it is possible 
to perform up to second order Cauchy matching of the interior and exterior 
fields. It is shown that while the first order solution is asymptotically flat, 
the second order solution is not so, and we show that the non asymptotic 
fiatness is due to the interior multipole expansion of a field originating from 
two point masses present outside the fluid. 
This thesis is dedicated to all my family, and my best friend Mr John Blacker 
for all the help, support and patience that they have shown throughout the 
entire academic endeavor, enabling me to single-mindedly pursue my goals. 
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Chapter 1 
Introd uction 
1.1 Organization of the thesis 
Rotating fields play a principal role in many astrophysical phenomena. In 
the context of general relativity it is very badly understood, mainly due to 
the complexity in the mathematical description of the phenomenon. Yet 
it is the source of some of the most highly energetic processes that occur 
in nature, so it is essential to know about it. Although the field equations 
in their full generality are intractable using currently known methods, it 
is possible to solve them under restrictive conditions, and the aim of this 
thesis is to take a systematic approach to the problem from first principles. 
In particular, a property of a solution possessing exact rotation must surely 
hold under the conditions of slow rotation, provided that we take the shape 
of the boundary into account. 
The reader is introduced to many of the physical ideas describing relativistic 
rotating fluids and their vacuum exteriors in section 1.4, where the aim is 
not to give a dry philosophical discussion about the nature of space and 
time, but to encourage the reader to develop 'relativistic physical intuition' 
without cutting important corners. The subject is approached from a dif-
ferent perspective than what is commonly encountered in both mainstream 
relativity texts and popular books in that a middle path is steered, en-
abling a straight and to the point discussion. The presentation may seem 
5 
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somewhat reminiscent of Feynman [1) and Schutz [2), indeed it was reading 
those very texts that motivated the inclusion of this section. The concept 
of 'dilated mass' is repeatedly used; the author's experience in discussions 
with physics and astronomy students has found that this is the simplest way 
to explain the concepts. Seasoned relativists may find it somewhat inele-
gant and 'hand-tools' based, but by all means he has the option of skipping 
straight to section 1.5. But the section will appeal to readers who would like 
to see i) A qualitative treatment of the bulge before plunging into detailed 
mathematics, and ii) A discussion of the subject in the context of current 
experimental work. Some topics already covered in Schutz [2) have been left 
out or given very brief attention. 
From section 1.5 onwards, the only pre-requisite knowledge that is assumed 
of the reader is a first course in general relativity, up to and including the 
Kerr metric in Boyer-Lindquist coordinates. As the Ernst equation is not 
mentioned in many texts, it shall be developed from scratch. A degree of 
familiarity with the equations describing hypersurfaces is also assumed, but 
apart from justifying the Mars-Senovilla conditions they are not used in any 
of the calculations in this thesis. 
The importance of previous work is emphasized in section 1.5 where the 
successes and shortcomings of the various approaches are highlighted. Re-
cently it has been expanded to include comparison with a parallel study 
undertaken by MacCallum et al [51). 
Section 2.1 reviews the essential concepts from general relativity, where 
the notation and conventions that shall be used in this thesis are estab-
lished. The traditional index notation is emphasized rather than the mod-
ern coordinate-free notation, as many people are more likely to be familiar 
with the former. Concepts from Lie groups are mentioned in one or two 
areas, but detailed knowledge about the subject is not essential. For the 
convenience of the reader, the list of the nonzero metric components and 
connection coefficients are placed in appendix F.1. 
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The rest of chapter 2 starts off by outlining the considerations involved 
in deriving the Wahlquist interior and briefly explores some of its prop-
erties, followed by a summary of general junction conditions for non-null 
boundaries and how they were applied in a previous attempt to find a suit-
able exterior solution. We say exactly why previous work cannot rule out 
asymptotic flatness, and use this as a platform for launching our own investi-
gation. First we develop a system of coordinates appropriate to the exterior 
which have invariant meaning, by using basic physical ideas as opposed to 
group theory. This system of coordinates allows the field equations to take 
on a compact elegant form, which one can easily use in calculations. 
Then the investigation begins proper. Following a brief recap of the work 
by Mars and Senovilla [3J, we show that for an interior which admits a rela-
tively simple coordinate description, the slow rotation matching conditions 
can be decomposed into various parts. 
Chapter 3 takes the interior metric and decomposes it into three parts: 
Static, first order (dragging), and second order (bulge). By expressing the 
boundary values of the interior Ernst potential and the boundary coordinate 
itself in terms of the exterior Weyl coordinates, we are all set up for per-
forming Cauchy matching as an exterior boundary value problem. 
In Chapter 4 the static Ernst equation is formally solved from scratch to 
obtaln the nonlinear solution (Remember that this is the only assumption 
that we make - that the static exterior, whatever it is, can be solved in the 
non-linear case), then after performing the static boundary matching we 
use the result as a seed to perturb the Ernst equations to first and second 
order. Also, asymptotic flatness is relaxed for the purpose of ensuring con-
tinuity through the boundary. Once the equations are solved and Cauchy 
matching is performed, then we accept the presence of any diverging terms 
that remain despite attempts to transform them away by performing a rigid 
rotation. It is the result of this approach that quashes any last hopes of ob-
CHAPTER 1. INTRODUCTION 8 
taining asymptotic flatness, not previous work using the Bartle formalism. 
These diverging terms are explored in detail in chapter 5, where we try 
to interpret them in relation to the shape of the boundary. Although the 
reader may be familiar with the concept of Komar integrals, their well-
known form was based on the assumption of asymptotic flatness, and in 
order to apply them to the Wahlquist exterior one must start from the idea 
of conserved Nocther currents relaxing asymptotic flatness. Despite this, 
their initial evaluation does not reveal the presence of exterior masses, and 
based on the asymptotic form of the second order equation one can try an 
interior multipole expansion of two masses along the axis of rotation; this is 
indeed shown to match to the Wahlquist exterior at asymptotic distances. 
Topics that were not immediately relevant to the Wahlquist matching, but 
are nevertheless worth thinking about have been placed in the appendices. 
Taking the Newtonian limit of the Wahlquist solution reveals the absence of 
a bulge! In light of the failure to obtain asymptotic flatness for the Wahlquist 
solution, a simple example of an asymptotically flat Caucby matching has 
been reviewed, but one that possesses enough essential features can be car-
ried over to the Ernst potential formalism. This is the MacLaurin ellipsoids 
in Newtonian theory, and it is shown that in order to have enough inte-
gration constants to perform an asymptotically flat matching, one cannot 
determine the interior integration constants beforehand and then match -
both the interior and exterior constants must be determined simultaneously 
as a consequence of the matching. Also, in the main body of the thesis some 
of the expressions for second order quantities have been abbreviated to 'an 
angular dependence' multiplied by 'some function of the static boundary', 
or even a sum over such products. The reason was simply due to their sheer 
length, and as far as Cauchy matching is concerned it is the angular de-
pendence that matters. These functions of the static boundary have been 
placed in appendix A. 
If one makes a closer inspection of the result of the second order Schwarzscbild 
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perturbation, it can be observed that the part of the pcrturbed field equation 
not contributed by the dragging is actually a limiting case of the exact static 
equation (whose solution does not necessarily have to be Schwarzschild). 
From this one should expect that the non-dragging part of the second order 
solution must surely also be a limiting case of some static solution. Indeed, if 
one inspects some known static solutions one finds that this is the case, pos-
sibly leading to a fresh interpretation of them. This is discussed in appendix 
B, where we also discuss the significance of the result for the asymptotically 
flat mass Komar integral. 
As the Ernst equations themselves make no reference whatsoever to the 
properties of the interior, and what is causing the perturbation, a more gen-
eral form of the perturbed Ernst equations has been developed that allows 
for a stationary seed. As far as the thesis is concerned they are not em-
ployed, but they may well turn out to be useful for future investigations. 
Finally, appendix G deals with the significance of the Killing vectors in 
describing stationary axisymmetric metrics. This was not included in the 
main part of the text as some readers find the topic somewhat technical. 
During the course of the investigation, the sheer number of physical quanti-
ties that were introduced led to us running out of symbols. At some stage of 
the thesis there will be inevitable duplication of notation, but it should be 
clear from the context what is being referred to. On the rare occasion that 
there may be a danger of confusion, we shall explicitly warn the reader. We 
hope that this does not result in too much inconvenience. 
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1.3 Aims and objectives of this work 
The aim of this work is to give a systematic treatment of the theory of 
stationary axisymmetric vacuum perturbations from first principles regard-
less of what is the cause, but nevertheless we look at the particular case 
of slow rotation in detail. This section makes an outline comparison of the 
traditional method and our proposed method. The traditional method for 
dealing with slow rotation involves: 
1) Assume that the interior admits a spherically symmetric limit, and by 
Birkhoff's theorem so does the exterior, therefore the latter is the Schwarzschild 
solution. 
2) Based on this one decides to use Schwarzschild (Le. spherical polar) 
coordinates for the exterior, and also Taylor-expands the interior coordi-
nates in terms of the exterior spherical coordinates. 
3) The Schwarzschild exterior is perturbed to first and second order, in 
the process assuming that the first order exterior is Kerr and that the angu-
lar dependence of the exterior at each order is chosen to correspond to what 
results from the expansion of the interior. 
The above approach relies heavily on a number of assumptions which at 
first seem reasonable, but in fact overlook several important issues which 
shall be explored in detail in section 2.3. To summarize them: 
1) What if the interior does not admit a spherically symmetric limit? 
2) As we will see in section 2.5 the exterior coordinates have an invari-
ant meaning but the interior coordinates do not, and so one cannot simply 
'continue' the coordinates through the boundary. 
3) With (2) in mind, the boundary of the fluid should be expressed in axte-
CHAPTER 1. INTRODUCTION 12 
rior coordinates so that it has an invariant meaning, and the exterior should 
be perturbed based on this and the result of (1). 
Also, the matching of the metric components and their normal derivatives 
simplify when we take into account the symmetries of the Killing vectors, 
resulting in fewer matching equations. The following diagrams accurately 
portray our approach to the problem: 
UNKNOWN 
c KNOWN 
Dragging 
Figure 1.1: The exact fluid. The dashed line represents the axis of symmetry 
Figure 1.1. Start out with the exact fluid where the interior metric is 
known, but we do not know what the vacuum exterior is, nor can we solve 
for it in one go although an approximate solution of an iterative nature 
may be possible. In the same way that when we solve Laplace's equation 
in Newtonian theory we make no reference to the source of the field until 
the application of boundary conditions (Until then the only thing that char-
acterizes the field is its symmetrics), we do not make any reference to the 
source when we solve the vacuum Einstein equations. In other words we 
cannot rule out the possible presence of more than one body. Further we do 
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not know what the rotation speed is; and it is hitherto unknown whether 
or not the fluid admits any well known limits. An example would be that 
the original form of the Wahlquist solution diverges in the static limit, as 
discussed in section 2.2. 
Static 
Unknown 
Static 
Known 
Figure 1.2: The zero order limit of the fluid 
Figure 1.2. One of the limits that we could search for is spherical sym-
metry, although there may be others. The parameter that characterizes the 
extent of the axisymmetry is identified, and we set it to zero; we now know 
the static limit of the interior. We express the following properties of the 
interior in suitable exterior coordinates: The equation of the boundary, the 
boundary values of the metric components, and their normal derivatives. 
Then we obtain an exact solution to the exterior problem and apply the 
boundary conditions. 
Figure 1.3. Now that we know what the spherically symmetric limit is 
for both the interior and exterior, we can Taylor-expand the interior around 
CHAPTER 1. INTRODUCTION 
Dragging C 
Unknown 
Figure 1.3: The first order decomposition of the fluid 
14 
the static case to the first power in the axisymmetry parameter. We find 
that to this order the boundary is unchanged, but there are corrections to 
the boundary values of some of the metric components and their normal 
derivatives. These corrections are again expressed in terms of the exterior 
coordinates where they serve as boundary conditions. If the first order in-
terior differs from the static counterpart by a small quantity then the same 
will be true for the exterior (provided that appropriate coordinates have 
been chosen). Now that the zero order exterior is known, we can use that 
to perturb the exterior field equations with respect to the small parameter, 
solve them, and apply the boundary conditions. This gives us the dragging 
of inertial frames, which is generated by the angular momentum of the body. 
To obtain a value for the latter one must take the asymptotic limit of the 
first order corrections to the metric components and their normal derivatives. 
Figure 1.4. So far we have not said anything pertaining to the shift-
ing of the boundary. This information is obtained by Taylor-expanding the 
interior to second order around the static case. As corrections to the static 
case one must now obtain new expressions for the boundary in the interior 
CHAPTER 1. INTRODUCTION 
Bulge 
Unknown 
Bulge 
Known 
Figure 1.4: The second order decomposition of the fluid 
15 
coordinates, along with the boundary values of the metric components and 
their normal derivatives, and express them in exterior coordinates. Based 
on this data, one must solve the exterior equations to second order in the 
small parameter using both the exact static and first order results as seeds. 
Nowhere was it assumed that the static exterior was Schwarzschild, nor 
did we assume that the first order exterior was Kerr. We also made no at-
tempt to 'continue' the coordinates through the boundary of the fluid. The 
methodologies of this section shall be applied in chapters 3 and 4. 
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1.4 Relativistic astrophysics and rotating bodies 
Study of the universe falls into two main categories: Cosmology and astro-
physics. The former is about the evolution of the universe as a whole, but 
the latter focuses more on isolated bodies, e.g. planets, stars, and galaxies. 
The term 'isolated' refers to the fact that their behaviour can be treated 
as independent of that of distant bodies. At the Newtonian level, both are 
fairly well developed, and have stood observational tests within that ap-
proximation. At the relativistic level only cosmology has managed to really 
advance, whereas relativistic effects in astrophysical situations are, on the 
whole, still poorly understood and many astronomers still prefer to continue 
using Newtonian models. 
However, very precise observations in recent times strongly motivate the 
need to consider relativistic effects in the evolution of isolated bodies (or 
groups of bodies), as certain peculiarities in their behaviour cannot be ex-
plained using Newtonian theory alone. This rather specialized branch of 
study is called relativistic astrophysics, and it is the aim of this thesis to 
look at a particular aspect of it. 
For a gravitating body possessing a physical boundary, there are three prin-
cipal properties that determine its structure: Mass, pressure and rotation. 
We know that at the Newtonian level the rest mass of an object is its prin-
cipal source of the gravitational field. General relativity builds on this by 
also taking into account the effects contributed by the velocity-dependent 
dilation of the mass relative to the distant observer - both of the source, and 
of the test particle (A test particle is a body whose own gravitational field 
is much weaker than that of the source). 
One of the contributions to the dilation of the source's mass is the random 
motion of the gas molecules, called the pressure, and this both generates, 
and is acted upon by, gravity (it is said to respectively increase both the 
active and passive gravitational mass). Because of the equivalence princi-
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pIe this has serious implications for the stability of a self-gravitating body, 
now that the body feels the extra gravity due to pressure. Its molecules will 
fall about in this extra correction to the field, and this extra part to the 
fall means that the molecules will gain more speed, their mass dilates more 
and the pressure increases. This increased pressure is supposed to hold the 
body up against the increased field, but as the self-gravity increases, this 
cycle must repeat itself. The equilibrium state would be a sequence of such 
iterations which eventually converge, but if the pressure were too large to 
begin with (where the random speed of the molecules is a significant frac-
tion of c), the self-gravity would eventually exceed the pressure force that 
is capable of holding the body up, and it collapses. So in general relativity 
one cannot make the pressure arbitrarily large. But then one cannot have 
the pressure being zero either, as the body would collapse anyway! 
The only way a body can survive without pressure is if there are rota-
tional forces holding it up in the equatorial direction. Although the body 
will still have collapsed along the axis as in the non-rotating case, in the 
equatorial direction one would expect rotation to delay the onset of collapse 
arising from the relativistic effect of pressure. Rotation alone is responsible 
for many of the developments in relativistic astrophysics. 
When a body rotates, the inertia of the particles wants to keep them go-
ing in a straight line, but gravity is trying to keep them together. If the 
static body is a sphere, then during rotation it will bulge out at the equator 
and it is said to be 'centrifugally deformed', as in the co-rotating frame the 
particles appear to drift 'outward' in the radial direction. The particular 
case of a centrifugally deformed body of constant mass density has been 
extensively studied at the Newtonian level (See [6J and appendix D), but 
our understanding of rotating bodies even in N ewtonian theory is still far 
from complete. 
Under relativistic conditions not only does one have to consider inertial 
forces as causing the bulge, but there is another type of velocity-dependent 
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force that also contributes, and it is often misunderstood as being a manifes-
tation of an old philosophical idea called 'Machs principle' [4J. Although it 
certainly shares some of its properties, it is actually a consequence of apply-
ing the principles of special relativity to the Newtonian gravitational field, 
rather like what one does in electromagnetic theory when trying to explain 
the origin of the magnetic field in terms of moving charges. The latter is 
introduced as an attempt to correct for the dilation of the charge density, 
and similarly the former is introduced to correct for the dilation of both the 
mass density and the total mass. 
This force is proportional to the linear momentum of both the source and 
of the test particle, and is not to be confused with the centrifugal force, 
or even the coriolis force, as they are inertial forces and involve only the 
velocity of the test particle. This new force by contrast, is gravitational in 
origin and also involves the velocity of the source. Further, since momen-
tum is a vector, if the test particle orbits in the opposite direction to the 
source's rotation then the force will act in the opposite direction. This can 
be verified by using a right-hand rule similar to that used in the electromag-
netic Lorentz force law. The right hand rule can also be used to show that 
if a test particle falls directly toward the source, then the resulting force 
shall act in the tangential direction; the test particle is said to be 'dragged 
along'. This field is popularly called the 'gravitomagnetic field' by analogy 
with electromagnetism. However, this often leads to confusion as it is noth-
ing whatsoever to do with electromagnetism, and so we shall rename this 
velocity-dcpendent field the 'dragging field' or just dragging. 
When the source is rotating, there is another contribution to the dilation of 
the source's mass. In addition to the pressure due to the random motion of 
the molecules, there is also a pressure component due to their movement as 
a whole. The latter is often referred to as a 'ram pressure', by analogy with 
what happens when a jet of water is sprayed against a wall and rebounds. 
It can be shown that the effect of the ram pressure is to further increase 
the dilation of the source's mass such that the active gravitational mass is 
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doubled, and consequently the strength of the dragging to compensate also 
increases. This is reflected by the fact that if one were to set up the grav-
itational equivalent of Maxwell's equations for a slowly moving mass, then 
the Lorentz-type force involving the dragging would possess a factor of two 
when compared with the electromagnetic counterpart. 
We have just argued that the effect of dragging is proportional to the angu-
lar momentum of the source, and therefore depends on the first power of the 
rotation speed. We now go on to show how the dragging is expected to affect 
the shape of the boundary. Earlier it was said that in the co-rotating frame 
centrifugal forces will push the molecules in the outward direction, and the 
centrifugal force is proportional to the square of the velocity of the molecule. 
Since the centrifugal force is measured relative to an inertial state of motion, 
and a dragged-along observer is locally inertial, then the centrifugal (and 
coriolis) forces must be measured relative to the dragging. What this means 
is that the bulge under relativistic conditions shall be more pronounced than 
what would result from the same speed in Newtonian theory. 
Notice that the centrifugal force only involved the molecule itself and not 
the remainder of the body. By contrast, the dragging force acting on the 
molecule is proportional to the momentum of the molecule, and that of the 
remainder of the body, where the angular velocity is the same for both. The 
dragging force acting on a particle co-rotating with the body is thus propor-
tional to the square of the angular velocity, and we should expect the shift 
in the boundary, and the correction to the extcrior field acting toward the 
body, to depend on the rotation speed in a similar manner. This is already 
hinting that if we treat the effect of slow rotation as a small correction to 
the non-rotating field, then a first approximation shall give us the dragging, 
but to obtain information about the bulge one needs to go to a second level 
of approximation. 
Dealing with the interior field equations is vcry different to the vacuum 
counterpart for thc following reason: The gravitational field depends on 
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the mass density, and from the equation of state this itself depends on the 
pressure. But the hydrostatic equilibrium condition requires the pressure to 
be determined by the existing gravitational field. This Newtonian circular 
reasoning is complicated further by the relativistic effects of dragging and 
pressure, leading to sequence of iterations that must be modelled as one or 
more non-linear partial differential equations; so far these have only 
been solved in special cases. 
And suppose that we are able to solve these equations for a fluid. There 
is no guarantee that it will possess a closed boundary, the solution could 
extend indefinitely throughout space. Such a solution is said to be cosmo-
logical, although it mayor may not lead to well-known cosmological effects. 
When the fluid does possess a closed boundary, one must then find a suit-
able vacuum field to match. We cannot enforce the shape of the boundary 
in advance; it must be determined from taking the boundary limit of the 
interior field, and expressed in a form that is appropriate for matching to the 
vacuum. There is no guarantee that the vacuum field is one which describes 
an isolated body, as this requires matching conditions that are far stricter 
than what one would correspondingly encounter in electromagnetism (Even 
in Newtonian theory objects can bulge under the gravitational influence of 
other bodies). As mentioned by Stephani [101, both the exterior and inte-
rior problem must be solved simultaneously, and the shape of the boundary 
would be determined as a by-product. Later on in this thesis we shall discuss 
a variant of this procedure that applies to 'already known' interiors. 
As already mentioned, the bulge of an object due to rotation is expected 
to be in the equatorial direction (oblate); there are very few situations of 
a realistic nature where one could expect a bulge along the polar direction 
(prolate). The two types of spheroids are compared in figure 1.5. 
The complete vacuum field (Le. non-rotating, dragging, and bulge) for arbi-
trary rotation speeds currently exists for the Kerr black hole, but for a finite 
body the complete exterior field is only 'well known' for slow rotation (the 
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(a) . (b) 
Figure 1.5: Different types of rotating spheroids: (a) Oblate (b) Prolate. 
The dashed line indicates the axis of rotation. 
precise meaning of 'well known' shall become clear in section 1.5). It is best 
suited to the description of supermassive stars, whose rotation and mass 
density may be non-relativistic, but whose pressure can be very relativistic. 
While the relativistic non-rotating field has been experimentally verified 
in the almost-Newtonian limit using solar system tests, to date there has 
been no direct measurement of a strong non-rot.ating field, or of any effects 
arising from a rotating field. The dragging field is expected to affect objects 
orbiting rotating bodies in the following manner: 
One can pretend that the rotating body were a loop of circulating mass, 
rather like electrons in an atom, where for the sake of argument we shall 
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Figure 1.6: The effect of a circulating matter current on a rotating cylinder, 
whose axis lies in the plane of the former. (a) The setup as viewed side 
on. In representing the matter current, the dot denotes being directed into 
the page, and the cross denotes out of the page. (b) The setup as seen 
from above the plane of the matter loop, where the double arrow at the 
bottom-right indicates the direction that the observer is looking in - parallel 
to the matter loop and in the direction of rotation of the top surface of the 
cylinder. The rotation of the cylinder is depicted by the mini dot and cross. 
Also, setup (a) is what would be seen looking from right of the page towards 
the left in (b) (Note that this is not the direction of view of the observer). 
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take the circulation of matter to be clockwise. Now consider a non-rotating 
cylinder placed inside the loop, and lying along a diameter. As the cylinder 
had no motion to begin with, then it is unaffected by the dragging from the 
loop. 
Now, set the cylinder rotating counterclockwise along its own axis. Letting 
'top' and 'bottom' refer to parts of the cylinders surface that are tangent 
to the plane which is parallel with the loop itself, and 'left', 'right', 'upper' 
and 'lower' to be referred relative to an observer looking in the direction of 
motion of the top of the cylinder (See figure 1.6), the top of the cylinder is 
moving towards the upper portion of the loop. Relative to the top of the 
rotating cylinder, the matter in the upper portion of the loop is going to 
the right, and so the particles in the cylinder want to get dragged to the 
right. Also, as the matter in the top of the cylinder is moving away from 
the matter in the lower portion of the loop, and the matter in that part of 
the loop is going to the left relative to the cylinder's top particles, applying 
the right hand rule shows that the cylinders top particles get dragged in 
the opposite direction to the loop matter, in other words also to the right. 
So the top of the cylinder gets dragged to the right by both parts of the loop. 
One can similarly show that the particles of the cylinders bottom surface 
get dragged to its left by both parts of the loop. This appears to result in 
a net torque on the axis of the cylinder, trying to lift the left end above the 
plane of the loop, and the right end below it. 
But a spinning test particle in some sort of background gravitational field 
constitutes a gyroscope, and that is not quite how gyroscopes behave - we 
know that when a spinning top tries to fall, its axis instead precesses with 
a small amplitude. Our rotating cylinder does something similar, its axis 
tries to slowly drift in the same direction as that of the motion of the loop 
of matter (The dashed arrow in figure 1.6). One can easily show that the 
cylinder does not necessarily have to be located at the centre of the matter 
loop to experience this effect, it could be anywhere, but what is important 
CHAPTER 1. INTRODUCTION 24 
is that the cylinder's (or any other rotating test particle's) axis must be 
parallel to the plane of the loop i.e. the equator of the rotating body. This 
precession is called tbe 'Lense-Thirring effect', the name being given after 
the two theorists that first predicted its existence in 1918 [8]. 
Some preliminary observations of such an effect have been made by Ciu-
folini and Pavlis [9]. They closely monitored the alignment of the axis of the 
LAEGOS I and II satellite orbiting the earth over 30 years, and found that 
the precessional shift in the axis as required by the dragging did appear 
to be within range of what theory would predict. However, many people 
contested the claims, arguing that the variations in the surface topography 
of the earth (e.g., due to mountains) could have substantially contributed 
to the figures. More recently, NASA has launched a spacecraft dedicated to 
measuring the dragging called Gravity Probe B. The first lot of results 
are due to be announced around Easter 2007; it would be interesting to see 
whether the dragging that is measured is indeed that of a point particle, or 
that of an extended body with a particular shape to its boundary, as one of 
the aims of our work is to show from first principles that to the lowest level 
of approximation the dragging is that of a point particle. 
This precession would also manifest itself in objects more massive than the 
earth as well. Recent work by Pringle, Ogilvie and King [12] has shown 
that accretion disks misaligned with the spin of a Kerr black hole at its 
centre would experience a torque due to the dragging. This torque would 
act in such a manner that it caused the rotation axis of the disk to precess, 
so when viewed from side-on the disk would oscillate like a see-saw, as if 
it were constantly trying to re-align itself with the black hole. So far, no 
convincing observations of sucb an effect have been made. 
As already mentioned, to the lowest approximation in the rotation speed 
of a body, the observed dragging of inertial frames shall yield no informa-
tion about the shape of the boundary; we have to consider other ways of 
obtaining such information. When a rotating star collapses into a Kerr 
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black hole, the equipotentials of the field directed toward the source will 
change, because of the change in the shape of the boundary. Because of spe-
cial relativity, this change will not affect all equipotentials simultaneously, 
but propagate as a pulse across space in the form of a gravitational wave 
(Crudely speaking a gravitational wave is the gravitational equivalent of 
the quadrupole part of a time-dependent electromagnetic field). Numerous 
detectors are now in place to detect such waves in the form of tidal forces 
on instruments, and the larger the instrument the better. Ground based 
detectors have already started searching, and a triangle of spacecraft LIS A 
(Laser Interferometer Space Antenna) has been proposed and is due to be 
launched in orbit around the sun, in such a manner that it 'follows' the 
earth. Within the next year or so a spacecraft designed to test the ambi-
ent operating conditions of LISA shall be launched - the LISA Pathfinder. 
When calculating the field before the collapse of a star and the field af-
ter the collapse, the Kerr field is obviously used for the latter, and if the 
star was rapidly rotating before collapse then it would be used for the former 
as well. Otherwise the slow-rotation formalism can be used for the former. 
Ideally we need the equivalent of that formalism for rapid rotation as well, 
because if the change in the equipotential during collapse itself is a small 
correction on top of the slow-rotation formalism, then we are talking about 
perturbations on top of existing perturbations and the calculations become 
unwieldy. Recently it was mentioned by Niels Andersson at the Royal So-
ciety meeting in 2006 [14J 'We need the exact metric of a rotating star, not 
the Kerr metric'. Babak and Glampekadis [13J have suggested that using 
LISA it may be possible to directly measure non-Kerr bulges. Using the 
'well known' field outside a slowly rotating star, they have created some 
sort of hybrid between this and the Kerr field in order to apply it to the 
pre-collapse star so that they can calculate gravitational wave signal to be 
expected from the collapse. 
After that brief digression into time-dependent fields we return to steady 
and uniform fields, which is what this thesis is about. The latter are re-
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ferred to as being 'stationary' and 'axisymmetric'. The former term refers 
to the fact that at a particular latitude and distance from the source the 
field is not changing over time, and the latter refers to the fact that if one is 
to choose that same distance and latitude, then the field remains unchanged 
regardless of the longitude. The precise meaning of 'distance', 'latitude' and 
'longitude' shall become clear later on when we introduce a set of variables 
that are best adapted to dealing with this sort of symmetry. 
Fields that originate from a non-rotating source are said to be 'static', more 
precisely the term refers to 'the absence of dragging'. This is not to be 
confused with the same use of the word to describe an object that is at rest 
with respect to the source, as has been done so far in this discussion. From 
now on, we shall not use the term 'static' in that context. 
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1.5 Literature review 
Stationary axisymmetric rotation has been extensively investigated for many 
decades although progress has been very slow until recently. The first solu-
tion of any physical significance was the Kerr (1963) [15], which described 
the gravitational field outside a rotating black hole. A small handful of 
other rotating solutions for the vacuum of a less physical nature were also 
found, but it was not until the late seventies that any major breakthrough 
was made with the tools of soli ton theory leading to very powerful solution 
generating methods [16J, [17J. 
An interesting application of soliton theory is the rotating disk of pres-
sureless dust, which was obtained by Neugebauer and Meinel [18J, [19], and 
whose interior is the analytic solution of a numerical study by Bardeen and 
Wagoner [20J. The interior was solvable as a boundary value problem 
because the exterior, mathematically speaking, can be interpreted as be-
ing equivalent to an entire vacuum solution possessing discontinuities in the 
normal derivative of the metric attributable to an infinitesimally thin layer. 
This basically allows one to get away with using the vacuum methods (in this 
case the inverse scattering) provided that one allows for such discontinuities. 
These discontinuties are not arbitrary; they must be coordinated in the fol-
lowing manner: On one hand the normal derivative of the Ernst potential 
of the top surface must be a 'jump' in the boundary value with respect to 
the bottom surface, and similarly for the bottom surface in relation to the 
top surface. On the other hand, these jumps must go to zero at the radius 
of the disk, so this enables the Riemann-Hilbert method to deal with all the 
jumps, thereby completely determining the interior Ernst potential. In that 
sense the global solution does not really describe an 'interior'. A notable 
limiting case of this solution is that for a given rotation speed, if mass just 
kept accumulating on the disk then an event horizon would eventually ap-
pear, resulting in an extreme Kerr metric. Stars possessing pressure would 
either suffer the Eddington pressure-wind effect or Chandrashekhar collapse 
long before this extreme Kerr effect kicked in. 
CHAPTER 1. INTRODUCTION 28 
Around the same time, Pichon and Lynden-Bell [21] performed the 'outside-
in' counterpart to the above where they took the solutions obtained by the 
HKX method (the Kerr included) [17], and artificially introduced a thin 
supermassive disk of matter on the equatorial plane. They then said that 
the presence of the disk can be re-interpreted as an entire vacuum solution 
possessing jumps in the extrinsic curvature, and these jumps can be inter-
preted as due to the presence of pressureless matter currents, which they 
were able to solve for the resulting interior field. Note that unlike [18], this 
is not treated as an exterior boundary value problem. They then went on 
to show that in principle one can generalize this method to the case where 
pressure is present in the disk. 
The differential equations that describe a rotating spheroid made from a 
perfect fluid possessing a boundary of finite thickness however, do not con-
stitute an integrable system, and so do not lend themselves to the powerful 
methods of soliton theory. While numerical work has flourished [22], on the 
analytical side some exact solutions have been obtained by ad-hoc meth-
ods often involving the use of harmonic functions [23], but so far only one 
of them is known to possess a closed surface of zero pressure. This is the 
Wahlquist solution (1968) [24] which is a Petrov type D solution for which 
the Hamilton-Jacobi equation is separable for null geodesics, although it by 
no means excludes the possibility of obtaining others. [70] builds on earlier 
work by Kegeles [69] by endowing an Oppenheimer-Snyder collapsing inte-
rior with second order rotation although only the latter could be matched 
to the Kerr exterior, and [7] discusses non-collapsing slow-rotation matches 
to the Kerr exterior, the first ever asymptotically flat global investigation 
involving a finite spatially three-dimensional interior supported by pressure. 
A few years earlier, Davidson [25] built on previous work of Lewis and Van-
Stockum by adding in pressure to the exact global solution, but the source 
was infinite in extent in the axial direction, and so in that respect is not 
asymptotically flat. Nevertheless, it could form the basis of future investi-
gations regarding physical interpretation. The most promising approach so 
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far to obtaining all exact solution for a bounded rotating fluid interior is the 
reduction of the field equations to a system of two equations by Bonanos 
and Sklavenites [26], which Langton [27] later found the symmetry group 
for in order to potentially reduce it further. 
Sanabria-Gomez et al [28] used a complex transformation of the Ernst equa-
tion to obtain what they thought could be the asymptotically flat exterior 
for a charged rotating body (e.g., neutron star). The problem with it was 
1) It was only valid at very rapid rotation speeds, and 2) When the elec-
tromagnetic field was set to zero, and the static limit taken they ended 
up with an axisymmetric solution as opposed to the spherically symmetric 
Schwarzschild solution. So it is only realistic at rapid rotation speeds. More 
recently they have obtained an alternative solution [29] that corrects for the 
slow rotation behavior and is consistent with numerical results, but again 
it is not valid at intermediate speeds. It remains to be seen what sort of 
interiors will allow for a matching. 
One may ask the very reasonable question that if numerical methods [22] 
have been the powerhouse of many investigations regarding nonlinear be-
havior in many physically interesting situations, then why not apply it to 
the Ernst equation to describe the exterior of an arbitrary rapidly rotating 
spheroid? The problem is this: If the Ernst equation were to be solved ana-
lytically then we get integration constants which are only determined after 
applying known boundary conditions. Numerical methods on the other hand 
are just that - they require the boundary to be described using numbers and 
not integration constants. Now, the specifying of these numbers can only be 
done if one actually has a boundary expressed in terms of suitable exterior 
coordinates, and this itself must come from an analytic (or numerical) so-
lution to the interior problem. In other words one cannot numerically solve 
the Ernst equation for unknown boundary data. 
The Wahlquist solution suffers from the following problem of a rather tech-
nical nature: In Newtonian theory, when a fluid rapidly rotates it takes up 
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an oblate configuration; the Walllquist fluid, on the other hand, is prolate. 
The gravitational field outside the fluid must therefore take the bulge into 
account in such a manner that the acceleration of a test particle is contin-
uous and finite as it falls through the boundary. If it is not then the tidal 
accelerations diverge at the boundary, which we obviously know does not 
happen in reality. These are the well known Darmois matching con-
ditions [30]. Mars and Senovilla [31] rigorously discuss this issue for an 
arbitrary matching surface, where they attribute the diverging tidal accel-
erations to the presence of surface layers. They also establish more precise 
conditions for the interior and exterior potentials to be mutually consistent. 
In trying to match the Kerr solution to the Wahlquist solution, the boundary 
of the fluid may be an 'equipotential' surface for the Wahlquist solution, but 
it is not such a surface for the Kerr solution, as the Kerr solution is appropri-
ate to a fluid that bulges out at the equator. At some points on the surface 
there will be discontinuities in the metric and its normal derivative, result-
ing in erroneously diverging tidal accelerations. One must therefore conclude 
that the Kerr solution cannot be the exterior field for the Wahlquist solution 
(or any other matter distribution that does not bulge out at the equator). 
Rernandez (1967) put forward arguments against the possibility of using the 
Kerr metric to describe the exterior of a rotating perfect fluid [32], [33] as did 
many others in subsequent years [34], but none are sufficiently rigorous and 
general enough to completely rule it out. Arguably, the most convincing 
idea put forward to date is that the quadrupole and all the higher multipole 
moments of the Kerr mctric are defined purely in terms of the mass and 
angular momentum. But one cannot construct multipole moments in such a 
manner in Newtonian theory where the source matter can satisfy the correct 
energy conditions, basically implying that any 'Kerr interior' may not have 
an appropriate asymptotic interpretation. 
Actually the problem goes way beyond the above-mentioned superficiality: 
One of the Einstein field equations describing the Wahlquist rotating fluid 
possesses a discontinuity in the second derivative of the Ernst potential. 
CHAPTER 1. INTRODUCTION 31 
Before the criteria established by Mars and Senovilla [3], this would have 
meant that the normal derivative of the Ernst potential must be matched 
in addition to the Ernst potential itself. The properties of the Laplacian are 
such that the vacuum solution will contain one component that decreases 
when we get further away from the source, and one that increases (Le. di-
verges). If the interior provides no more parameters then by doing such a 
matching we are forced to include the diverging component (as that is the 
only unused parameter remaining, unlike the case of the Schwarzschild inte-
rior which still had the option of rescaling the time in order to compensate 
for the Cauchy matching), which results in the exterior possessing a singu-
larity. 
The original form of the Wahlquist solution [24] contained a Kerr black 
hole at its centre, and a numerical investigation later offioaded it [35], but 
resulted in the boundary possessing an unusual shape. It was suggested 
that because the discontinuity in the field equations remained even with-
out the Kerr black hole in the interior, the requirement for the existence 
of the above-mentioned singularity must be shifted from the interior to the 
vacuum, thanks to a particular property of Poisson integral formula that 
involves reflection symmetry at a boundary (cf. method of images). This 
surely implies that the Wahlquist solution cannot be made to fit any asymp-
totically flat exterior that does not possess divergences (i.e. singularities) -
regardless of whether we use the Kerr solution or not. 
In this work, which is believed to be the first ever global investigation involv-
ing a known exact rotating interior which is spatially three-dimensional and 
bounded, we suggest a way around this difficulty that does not violate what 
has just been mentioned, and attempt to explain the physical significance 
of any diverging terms that may be present. The Ernst potential formal-
ism [36] has a major advantage over the previous attempts, as matching in 
the former can be performed regardless of the motion of the test particle 
- after all, we do not expect the issue of asymptotic flatness to depend on 
the motion of the test particle! The Ernst equation, which describes a sta-
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tionary axisymmetric vacuum field, needs to be solved from scratch using 
the boundary conditions appropriate to the Wahlquist interior as a start-
ing point. Because of the non-linearity of the Ernst equation, there is no 
a-priori method of doing this, and so far, none of the soliton solutions can 
be made to satisfy the Wahlquist boundary conditions. This is because the 
boundary itself is difficult to determine in suitable exterior coordinates as it 
involves an integral that cannot be evaluated in closed form. 
If the rotation is slow enough, all the relevant equations can be solved, with 
the exterior field taken to be a perturbation of whatever the exact zero-order 
exterior field required by the boundary data. A subset of this approach has 
already been taken firstly by Brill and Cohen to first order in the rotation 
speed [37], [38] then by Hartle and Thome [39], [40] where they obtained a 
result for the exterior that is correct up to second order. Asymptotic flatness 
was enforced from the very start, and therefore cannot allow for the possi-
bility of the exterior singularity. That is not very important, as one could in 
principle relax asymptotic flatness in their treatments. The real problem is 
that they all took an 'outside-in' approach a-priori assuming that the zero 
order exterior field was that of the Schwarzschild just because, it was 'well 
known', and their solution of the second order field equations were based 
on the dragging term appearing on the RHS as an input for the 'particular 
integral'. This does not allow for any extra second-order terms that may 
arise due to the appearance of the boundary in exterior Weyl coordinates. 
Now, one could also relax this selection procedure in their treatment, but 
it still does not say anything about how to actually generate the boundary 
in suitable exterior coordinates such that its representation has an invari-
ant meaning. Before it was known that the Wahlquist interior admitted 
a spherically symmetric limit, Tomimatsu and Sato [41] speculatively tried 
asymptotically flat solutions that were perturbations of non-Schwarzschild 
masses, but without any success. 
With the exception of the approximate combined Weyl-Papapetrou solu-
tions which required the dragging potential to satisfy Laplace's equation 
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[23], between Hartle-Thorne and Neugebauer-Meinel there was an 'embar-
rasing hiatus' in the subject, in the words of Perjes et al [42J. Despite the 
boundary-value problem approach to the Neugebauer-Meinel result they still 
relied on the Hartle-Thorne formalism, just because the Wahlquist interior 
was spherically symmetric when one of its parameters was set to zero. On 
this basis we can expect that the exterior is spherically symmetric, and 
Birkhoff's theorem requires this to be Schwarzschild subject to rescaling of 
the time coordinate, Le. the additive constant to the Newtonian potential. 
If the static interior was axisymmetric then we would have to solve the exte-
rior problem from scratch. Even in the spherically symmetric case, assuming 
the Schwarzschild exterior gives no clue as to where exactly the boundary is 
located in the exterior Weyl coordinates, nor does it suggest using a partic-
ular coordinate system adapted to the exterior appearance of the boundary. 
Both of these issues can only be addressed by solving the static case from 
first principles, without doing this one cannot find the exterior appearance 
of the boundary during rotation. 
Considering the last statement it should be of no surprise that to second 
order that [42J was not able to match with the Wahlquist interior, thereby 
'ruling out' asymptotic flatness. They claimed that they 'ran out of param-
eters' when in fact they did not take a boundary value problem approach, 
instead choosing to go by analogy with the slow-rotation-endowed Whit-
taker solution [43J, and consequently did not have enough terms. In a later 
study [44J they then tried starting from the inside and working their way 
out relaxing asymptotic flatness, but only included one growing tcrm again 
which was not based on expressing the boundary in exterior Weyl coordi-
nates. They then went on to tentatively say that the growing term could be 
attributed to the presence of a shell of matter, without anything to really 
substantiate that claim. Their results are only half the story, and later we 
shall give a more detailed analysis of it, and the weakness of the Hartle-
Thorne approach will become clear. One finds that asymptotic flatness 
cannot immediately be ruled out based on their resuIts, and we use this 
as a departure point to launch our own systematic investigation, which will 
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indeed confirm their suspicion but show a somewhat different interpretation. 
Mars and Senovilla [3J showed that for an arbitrary but given interior, the 
Darmois matching conditions [30J (also see [4]) of continuity in the induced 
metric and extrinsic curvature at a boundary basically translate as Cauchy 
matching of the Ernst potential and normal derivative, regardless of whether 
there is any discontinuity in the energy-momentum tensor. This implies that 
the boundary conditions at the matching surface and at infinity are mutu-
ally incompatible if one wants asymptotically flat solutions, as the problem is 
overdetermined. A further complication is introduced in that the imaginary 
part of the Ernst potential is only determined up to an additive constant, 
and this constant could ruin the asymptotic interpretation of the dragging 
and possibly introduce a one-parameter family of solutions. Nevertheless, by 
exploiting the harmonic map formulation of the field equations they show 
that this is not so, and the exterior solution does turn out to be unique 
after all. Vera [45J then generalizes this result to the case where electro-
magnetic fields are present. All this built on earlier work by Roos [46], [47J 
who demonstrated existence and uniqueness of the general stationary ax-
isymmetric field in a neighborhood of the matching surface. In our work we 
shall use the criterion about Cauchy matching of the Ernst potential and 
normal derivative. 
The Mars-Senovilla conditions, taken at face value, appear to suggest that 
one can never obtain asymptotically flat solutions that smoothly match to a 
finite rotating body. This motivated the opposite approach taken by Wilt-
shire [7], which involves starting with the slowly rotating Kerr exterior and 
working their way inward, thereby avoiding the overdeterminacy problem. 
The reason that this worked out will be given later, when we suggest that 
it may still be possible to take an inside-out approach to asymptotically 
flat solutions after all, going by analogy with the particular example of the 
MacLaurin spheroids [6], [l1J. 
One could think of our approach as the inside-out complement to the Hartle-
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Thome method (but one which is not originally intended to be asymptoti-
cally flat), in that we are purely relying on the boundary data as dictated by 
the given interior, even in the static case. Apart from the static seed being 
exact and the existence of a closed boundary we do not make any other a-
priori assumptions, instead we Taylor-expand the boundary data into three 
components: static, first and second order in the rotation speed, and then 
try to match each order to a suitable exterior. Requiring the static seed to 
be exact is a reasonable assumption, as it will be shown later that the static 
field equations can be written in the form of a Laplace type equation. As 
well as improving on Rartle and Thome [40] in allowing us to generalize to 
the case where the interior static seed may be axisymmetric; our approach 
also improves on Perjes [42] as we take advantage of the fact that in the 
exterior Weyl coordinates the static boundary has a simple shape, and that 
the rotating boundary will be a second order perturbation of this simple 
shape thus enabling Cauchy matching of the interior and exterior fields. 
This follows very much in the style of Neugebauer and Meinel [18] as they 
relied on a simple boundary for their work. 
In our formalism the Ernst potential that one calculates should be expected 
to consist of an imaginary part and two real parts. The imaginary part 
corresponds to the dragging of inertial frames to first order, and the first 
real part corresponds to the full Schwarzschild field, but the second real part 
corresponds to the second order perturbation of the exact static solution, 
and takes the bulge into account. To first order, the equations describing 
the real and imaginary parts decouple. 
After performing the zero order calculation in outline, we take a more de-
tailed look at the first order dragging of inertial frames outside the Wahlquist 
fluid. We aim to show that one cannot necessarily assume that such drag-
ging is that of the Kerr solution, and the actual solution that is obtained 
may be different. This will then be used as an input for the second order 
perturbation, and by applying continuity at the boundary we attempt as 
far as possible to avoid the presence of the exterior singularity. Failing this, 
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we try to suggest a physical interpretation for the singularity in terms of 
the shape of the fluid boundary first by evaluating the Komar integrals for 
the exterior field [48], then by attempting an asymptotic matching to the 
interior multipole expansion of the field due to two point masses. The latter 
approach provides the required breakthrough, backed up by a reconsidera-
tion of the Komar integrals. 
A paper was recently published by the author [49J, where we showed that 
it is actually possible to express the boundary of the fluid in exterior Weyl 
coordinates, solve the exterior problem pertaining to that, and argue that 
Cauchy matching is possible. However, the reader may have been wondering 
how exactly to go about matching the normal derivative of the Ernst poten-
tial as it was not obvious; this thesis clears up the issue. Also, the second 
order exterior Ernst potential contained too many terms, again we correct 
this. And we explicitly say why an asymptotically flat matching fails. Right 
at the end the consequences of Cauchy matching were discussed including a 
possible physical interpretation. 
Toward completion of this thesis, it has recently been brought to our at-
tention that MacCallum, SenovilIa et al [50J, [51J have been performing a 
completely independent study of the second order formalism for asymptoti-
cally flat exteriors in parallel with our work, and their results of the first and 
second order perturbations [51J more or less appear to be consistent with 
ours. It must be emphasized that our investigation is not an application 
of 'their' ideas to the Wahlquist interior, but rather we developed our own 
formalism completely independent of their work, and for a completely differ-
ent reason: They focused purely on asymptotically flat exteriors, whereas we 
wanted to allow for the possibility of asymptotically diverging exteriors, and 
give them a suitable interpretation. It just so'happens that asymptotically 
flat solutions are a subset of our work, and in appendix B we shall explore 
issues not mentioned in [51J. A word of warning to help avoid confusion: 
They use the word 'solution' to necessarily imply one that is asymptoti-
cally flat, but our use of the term can refer to both asymptotically flat and 
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diverging solutions. When the former is referred to we shall explicitly say so. 
Their interpretation of the first order result appears to be somewhat in-
complete, as they have not found an explicit expression for the asymptotic 
angular momentum in terms of the integration constants. Further, theyap-
pear to have thrown away what they thought was an asymptotically diverg-
ing term. In oUl; work, we show that the so-called 'growing' term actually 
turns out to be the dragging as observed in the co-rotating frame, and that 
it can be transformed away by applying a counter-rotation. That way both 
first order integration constants can be included in an asymptotically flat 
solution which, after absorbing them into the asymptotic definition of the 
angular momentum, still turns out to be the pure Kerr dragging. All this is 
a reflection of the fact that in our work, we did not require the exterior to 
be asymptotically flat, but investigated that issue only after solving all the 
equations. 
The approach to the boundary matclling conditions in [51J is different to 
ours in that they start out with the Darmois conditions for first and sec-
ond order perturbations of arbitrary hypersurfaces using a result by Mars 
[52J and eventually specialize to the case of stationary axisymmetric fields. 
Ours only focuses on the latter but we start out with the Cauchy matching 
requirements of Ernst potential and normal derivative as required by [3], 
and derive second order expressions for matching to interiors that are ex-
pressed in a coordinate system adapted to ellipsoidal axisymmetry (Perhaps 
one could regard this as the only real 'assumption' about the interior that 
we make). They do appear to address the issue about whether or not an 
arbitrary fluid actually possesses a closed pressureless boundary admitting 
some sort of vacuum solutiou. For the case of the Wahlquist solution this is 
already well known and so we do not actually prove the existence of a closed 
boundary starting from the Darmois conditions. 
Specific interiors have not been considered in [51J - in fact their introduc-
tion says that for the Wahlquist solution the interior to Weyl transformation 
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cannot be performed because of not being able to evaluate certain integrals. 
In response to that we would like to say, i) In our work there is only one such 
integral, and ii) Yes that integral is not trivial even taking into account the 
boundary perturbation approximation, but there is a certain simplification 
that allows several fortuitous cancellations to occur. 
After introducing Weyl coordinates, [51J then uses spherical coordinates for 
the exterior, purely because they are popularly used in discussions of the 
Schwarzschild solution. By contrast as mentioned earlier, we take full ad-
vantage of the fact that the boundary of the static fluid is a Schwarzschild 
equipotential, which in Weyl coordinates describes a prolate ellipse. We 
therefore choose to work in prolate spheroidal coordinates, where the frac-
tional transformed Ernst potential for the Schwarzschild solution takes on a 
relatively simple form, along with the perturbed Ernst equations and most 
importantly, the appearance of the boundary in the exterior Weyl coordi-
nates. We always have the option of converting back to spherical coordinates 
at the end, as to second order one can still use the Weyl to Schwarzschild 
coordinate transformation. On the contrary, their work mentions nothing 
about making use of a coordinate system adapted to the appearance of the 
boundary in Weyl coordinates. 
Also, [51J necessarily assumes that the axis condition is satisfied whereas 
we do not initially make such an assumption, the reason being that in prin-
ciple our formalism can be applied to configurations of matter involving Weyl 
struts. But in the case of the Wahlquist solution (and other Schwarzschild 
perturbations) we nevertheless show that the axis condition is satisfied. This 
is to be expected, as Perjes [42J has already shown that in the interior the 
axis is regular. 
Having said all this though, the main thrust of [51J is towards investigat-
ing the precise conditions under which asymptotic flatness can occur, which 
we only briefly mention in the context of the MacClaurin spheroids as our 
emphasis is on the actual solving of the equations and physical interpreta-
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tion of the results. They do exploit Green's second identity to completely 
resolve the overdetermination problem posed by Mars and Senovilla [3], in 
effect quantitatively confirming our own plausibility argument described in 
appendix D. 
Also in parallel with this work, Cabezas et. al. [73] have been doing their 
own version of slowly rotating global solutions. Their formalism is post-
Minkowskian, and so the static limit is not exact. 
One must not fall into the trap of thinking that the exterior formalism 
presented here only applies to the Wahlquist solution, or any other seed 
that is spherical when static. This emphatically is not the case: As already 
mentioned, the exterior formalism does not involve prior assumptions about 
the interior except to say that it is expressed in a simple coordinate system 
and the initial seed is exact. The reason that the Wahlquist solution is used 
is that it is the only known bounded rotating fluid possessing exact rotation 
and pressure that we have available in order to illustrate the general formal-
ism, and in the static limit it just so happens to possess Schwarzschild type 
properties. 
The methods can be used as a basis for investigating the exterior of any 
stationary axisymmetric slowly rotating body, not just a rigidly rotating 
perfect fluid. Previous investigations [39] emphasized such a matter config-
uration because by using variational principles it has been shown to be a 
state of minimum energy. Vera [53] has investigated the effect of convective 
motions in the interior, and surprisingly found that they have no effect on 
the exterior provided that there is no convection at the boundary. However, 
these convective motions must not violate the symmetry-preserving nature 
of the matching, and only some convective motions can satisfy this require-
ment [54]. 
As the Ernst equations themselves make no reference whatsoever to what is 
causing the axisymmetry, the initial seed for the perturbations could even 
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be stationary as opposed to static, and the cause of the perturbation need 
not even be rotation (A subcase of this would be perturbation of a static 
spherically symmetric body to one that becomes static and axisymmetric). 
It is only when we apply the boundary data from the known interior that 
the cause of the perturbation is revealed - the appearance of the rotation 
parameter in the Ansatz for perturbing the Ernst equations is only decided 
upon after generating the exterior boundary data. We could alternatively 
have kept the small parameter as generic throughout the perturbation; we 
shall show this in appendix E when we consider the case of a stationary seed 
to perturb the Ernst equations in Weyl coordinates where they take on a 
relatively simple form. 
Last but not least, other equations in general relativity (and perhaps even 
other areas of theoretical physics) have the form of the Ernst Equation, or 
can be obtained from it by various transformations, e.g. cylindrical grav-
itational waves [55J. Provided that one has a known exact seed, then the 
general form of the perturbed equation(s) in terms of an arbitrary seed will 
also be similar to that of the perturbed Ernst equation, although the bound-
ary matching conditions will be different of course. 
Chapter 2 
Relevant background theory 
2.1 Summary of general relativity 
The reader is assumed to have studied a first course on general relativity, 
(e.g. chapter 1 of Stewart [66]), but we shall nevertheless give a summary 
of the main results in order to establish notation and conventions that shall 
be used in this thesis. 
The signature of the metric used is + - --. 
Latin indicies (a,b ... ) denote space-time quantities which range over the 
values (0,1,2,3), where 0 is a timelike coordinate. 
Greek indicies (<>,/3 .... ) denote both purely spatial coordinates (1,2,3), or 
quantities ranging over the values (0,1,2) that parameterize a hypersurface 
with spacelike orientation, depending on the context. 
Repeated indicies, in the form of an upper (contravariant) index and a 
lower (covariant) index, denote summation. This is the Einstein sum-
mation convention. 
The quantity" a is called the connection and is not to be confused with 
the spatial gradient operator, denoted '\7. The covariant derivative is the 
41 
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generalization of partial differentiation to take into account the change in a 
basis vector defined on the manifold, and physically it describes the accel-
eration forces at a point. To simplify the appearance of the equations the 
semicolon is often used instead of the '\l b operator, and a comma is used 
for partial differentiation with respect to a coordinate. rb'" are the connec-
tion coefficients, and carry information about the derivatives of the basis 
vectors. For a contravariant vector A a, the covariant derivative is 
,.., Aa _ BAa ra Ae 
Vb - Bxb + be (2.1) 
Freely falling trajectories are called geodesics, and if va is the 4-velocity 
with the normalization vaVa = 1, then the following equation is satisfied 
(2.2) 
For a metric connection, the connection coefficients in terms of the metric 
components are 
r a 1ad( ) be = '29 9db.e + 9de,b - 9be,d (2.3) 
Letting I be the determinant of the metric tensor, the contracted connection 
coefficients can be compactly written as 
(2.4) 
In the absence of a metric, differentiation of any tensor X along a con-
gruence of curves with tangent U can be defined by the Lie derivative, 
schematically denoted 
luX (2.5) 
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If X is a vector then (2.5) reduces to the commutator which, in coordinate 
notation is 
(2.6) 
For vanishing torsion, the semicolon may be replaced by a comma in (2.6). 
If the Lie derivative of X along U is zero then often this is referred to as 
'Lie dragging', but we shall not use this term as we have reserved the word 
'dragging' to describe the field responsible for the cross term in the metric. 
Instead this property shall be referred to as Lie transport. 
Ri:ro is the tidal acceleration rank-4 matrix called the Riemann curva-
ture tensor, and a compact form of it is 
(2.7) 
where the square brackets denote antisymmetrization, and the vertical lines 
surrounding the suffix b mean that it is exempt from the antisymmetrization 
operation. 
The Ricci tensor is defined to be the contraction of the Riemann tensor 
on its first and third indicies. Using (2.4), the Ricci tensor is 
A further contraction involving both indicies of the Ricci tensor yields the 
Ricci scalar 
(2.9) 
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From the symmetry properties of the Riemann tensor one can easily show 
that it satisfies the Bianchi identity 
Rb[cd;e] = 0 (2.10) 
and by contracting the Bianchi identity on the pair of indicies be and ae (Le 
by multiplying by gbc and gael, it leads to the Einstein tensor 
(2.11) 
whose covariant divergence is zero. The tidal accelerations are a statement 
of integrability of the gravitational potentials (Le. metric components), and 
in similar manner we can say that the Bianchi identities are a statement of 
integrability of the point accelerations. 
The field equations are 
(2.12) 
where Tab is the energy momentum tensor whose covariant divergence is 
automatically zero - this is a statement of conservation of energy and mo-
mentum. The energy momentum tensor for a perfect fluid with four velocity 
V a, mass density p and isotropic pressure p takes the form 
(2.13) 
If the metric possesses symmetries, then it can lead to simplification of the 
field equations. Letting X be the metric gab then (2.5) becomes 
CUgab = 0 (2.14) 
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which, in coordinate notation is 
U(b;a) = 0 (2.15) 
Round brackets denote symmetrization. (2.15) is called Killing's equa-
tion, and a vector U which satisfies this equation is called a Killing vector, 
denoted K. If U happens to be the 4-velocity V of a particle along a geodesic 
then letting E = V a Ka, using the geodesic equation (2.2), the symmetry of 
(2.15), and Killing's equation 
VaVaE = 0 (2.16) 
In other words the physical quantity E is conserved along a geodesic. 
One can apply the identity R[bcd] = 0 to Killing's equation and use locally 
inertial coordinates to show that Killing vectors satisfy the equation 
(2.17) 
Contracting this expression on c and a yields 
(2.18) 
These two relations, along with the Bianchi identity (2.10) and Killing's 
equation (2.15) can be used to show that the directional derivative of the 
Ricci scalar along a Killing vector field must vanish 
KaVaR = 0 (2.19) 
This is an alternative way of stating that the gravitational field does not 
change along a Killing vector. 
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Using Killing's equation (2.15) and (2.17), one can show after some alge-
bra that the commutator of any two Killing vectors is another Killing vector 
n 
[Ki,Kj] = L>1Kk 
k~l 
(2.20) 
Note that i,j, and k are not coordinate suffixes, but instead denote the num-
ber of Killing vectors present. As the Killing vectors satisfy the properties 
of a continuous transformation group or Lie group over an infinitesimal 
range of the group parameter, they are said to form a Lie algebra, where 
the constants a1 are called structure constants [16J. 
Another use of the Lie derivative is in discussing the change in the met-
ric perpendicular to a congruence. This is the extrinsic curvature Kab, 
and letting n be the unit normal vector to the congruence 
(2.21) 
Whenever the metric 'tends to Minkowski' it is referred to as asymptotic 
flatness, and this is how one would quantitatively describe an isolated body. 
There is a more precise definition in terms of conformal transformations [lOJ 
but we shall not go into the details of it. 
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2.2 The Wahlquist interior and its properties 
2.2.1 The metric 
The Wahlquist metric in co-rotating coordinates l' and £ is as follows [35], 
2 (2 2) [d1'2 d£2 h1h2 2] 
= TO l' + £ (1 _ k21'2) hi + (1 + k2£2) h2 + hi _ h2 d", 
- f (dt - wd<p? (2.22) 
where 
hi = [ 1 ( Vi - k
2
1'2 ) ] 1 + 1'2 1 + X2 1 - kT arcsin(k1') +"1 (2.23) 
h2 = [ 1 ( vi - k
2
£2 ) ] 1 - c2 1 + X2 1 - kg arcsin(kc) +"2 (2.24) 
f hi - h2 (2.25) = £2 + 1'2 
T (2.26) l' = TO 
k = TOXVU (2.27) 
= 
( £2h1 + 1'2h2 2) (2.28) w TO h h - Co 1 - 2 
and "1 and "2 are 
"1 - 2m1'vl - k
21'2 (2.29) = 
TO 
"2 
-2acVl + k2£2 (2.30) = 
TO 
corresponding to singularities which can be eliminated by setting the in-
tegration constants m and a to be zero. The singularity-free form of the 
metric is the one we shall choose to work with. 
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U is the (constant) energy density on the surface, X is a quantity that 
is determined by the equation of state, and TO is the rotation parameter: It 
is an integration constant obtained from the solution of the interior problem 
that is proportional to, but not necessarily equal to, the angular velocity of 
the body as seen by a non-rotating distant observer. The quantity w need 
not concern us, other than to say that from the field equations discussed in 
section 2.5 it has the same degree of continuity as the Ernst potential, and 
shall play a role in the Newtonian limit of the metric. 
A word about notation here: F is used to describe the dt coefficient of 
a general stationary axisymmetric metric, but f denotes the corresponding 
quantity for the particular case of the Wahlquist solution. Letting u denote 
the energy density of the int.erior, the equation of st.ate is 
U=u+3p (2.31) 
and the relation between the pressure and surface energy density is [35J 
1 2 P = -U(1- X f) 
2 
(2.32) 
Why choose such an unusual equation of state? When dealing with interior 
problems in Newtonian theory the normal way to proceed would be to specify 
the matter type and then solve the field equat.ions, but so far t.his approach 
in general relativity has led to equations that cannot be solved in closed 
form. As is often the case in solving the Einstein field equations, one must 
resort to symmetries. 
2.2.2 The 3+1 Dyad formalism 
The fluid equations are not integrable, and one cannot use the arsenal of 
generating methods that have been so successful in the vacuum case [16J. 
However, there is one particular formalism that has provided limited success 
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- the 3+1 dyadic formalism [72] which we shall summarize as follows: 
Whenever there exists a timelike Killing vector (stationarity) and the body 
is rigidly rotating, then one can align the timelike basis vector along it and 
pose the problem in terms of quantities belonging to the orthogonal space-
like 3-manifold. What this means is that local Lorentz quantities can now 
be expressed in terms of their pseudo-Newtonian counterparts. In a similar 
manner to which the Faraday tensor was decomposed into an electric and 
magnetic field, onc 'could naively try to take the 'point gravitational field' 
and perform a similar decomposition, but due to the equivalence principle 
such a decomposition will not be independent of the observer's acceleration. 
The tidal forces are, and so one must express the Weyl tensor relative to 
an observer comoving with the timelike congruence; he can then make the 
distinction between its 'electric' and 'magnetic' components, or in the ter-
minology used in this thesis 'bulge' and 'dragging' components. In the full 
non-linear case the bulge is understood to include the static part of the field 
as only in the perturbative limit can the two be separated. 
The Ricci tensor is produced by taking the traee of the curvature tensor, 
and the field equations involve combinations of the derivatives of the metric 
components. The Weyl tensor, by definition, is trace-free and therefore does 
not show up in the field equations. An alternative way of writing the field 
equations would be an equality between the tidal forces and some function 
of the energy-momentum tensor components (one set of equations for the 
bulge part of the field, the other for the dragging), along with the Bianchi 
identity obtained by taking their curls; the aim would be to solve for the 
point accelerations. In general this would be a much more complicated way 
of dealing with the field equations, but under the assumption of stationary 
axisymmetric rigid rotation the equations can take on a simple form in cer-
tain cases. 
As a starting point the curvature dyadic for the Schwarzschild solution A is 
(up to a scalar coefficient) 
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- m (- ) A = r3 1- 3ff (2.33) 
where r is the spherical coordinate and m is a constant. Since the 'point 
gravitational acceleration' a is directed along r, we can write a = ar and 
(2.33) becomes 
A =m (1_3 aa) 
r3 a2 
(2.34) 
The equivalent of the point acceleration for the dragging is denoted n (which 
is not to be confused with the angular velocity scalar used elsewhere in the 
thesis), and one introduces the complex dynamical vector It = a + in to 
replace a in (2.34) giving a trial form for a rotating Weyl dyadic 
- - - (- it) C = A + iB =<> I - 3 Z2 (2.35) 
<> is a complex variable that is to be determined, but this is the only new 
variable that is introduced. In the vacuum limit this dyadic produces the 
Kerr solution, and It is an eigenvector of C; in other words the tidal forces 
are directed along the gravitational point acceleration. This property is 
characteristic of Petrov type D solutions, where the gravitational field vec-
tor and a test sphere's major axis of deformation both coincide. With (2.35) 
the 'dyadic field equations' reduce to the following integrability conditions 
[72J (The gradient operator is with respect to the 3-space orthogonal to the 
timelike congruence): 
Firstly 
(2.36) 
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where U is the active gravitational mass density and 11</> is the magnitude 
of the timelike Killing vector. In other words 
- Z -(-2) V </>2 xZ=O (2.37) 
The second condition is 
(2.38) 
and from the symmetric part of the Bianchi identity 
(2.39) 
From (2.39) and taking the curl of (2.36) 
-( U) -V 2" -"3 x Z = 0 (2.40) 
Applying (2.40) to (2.39) gives 
vu x 2=0 (2.41) 
We shall now show that (2.41) places a serious restriction on U. (2.38) 
Implies the existence of a complex potential ( 
2 -
</>2 = V( (2.42) 
Provided that gradients of ( and its complex conjugate (* are not zero, i.e. 
they are not colinear, then we can treat them as independent coordinates. 
Indeed, this is the case as can be verified from (2.42) and 2 = if. + in. The 
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gradient of U is, in this coordinate system 
\lU = ~ (DU i DU z*) 
</12 D( + D(* (2.43) 
and applying this to (2.41) shows that Zfo = O. Since U is real, then it 
must be constant, and so the active gravitational mass density is constant 
throughout the fluid. Strictly speaking, the term 'equation of state' should 
not be interpreted in the absolute thermodynamic sense, because it was de-
rived only for stationary fields. For time dependent fields it may be different. 
The symmetric part of the Bianchi identity leads to a gradient equation for 
a, and when the curl operation is applied to this it leads to an integrability 
condition allowing one to obtain (2.32) and the corresponding relation for u, 
where </12 is the inverse of J. Also, incorporating (2.36) into the equation for 
\la leads to a first order ODE with Z/</1 as the independent variable, and 
this can be solved parametrically with all the metric components in (2.22) 
determined as a result. 
2.2.3 Restrictions on the interior parameters 
As the metric was determined by the parametric solution of an ODE, it is 
expressed in coordinates which are not necessarily adapted to the shape of 
the fluid, and therefore may contain undesirable features; further restrictions 
must be placed on its parameters, and they are best described by making 
the coordinate change 
kT = sin 1) 
kE = sinM (2.44) 
followed by 
S = sin 1) 
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c = cos 17 
S = sinh {} 
C = cosh {} 
t = coth {} (2.45) 
The metric (2.22) admits two discrete symmetries e --> -e and 7 --> -7, 
and in the vacuum limit where U = 0 these coordinates reduce to oblate 
spheroidal coordinates. 7 = 0, e = 0 represents a coordinate ring, and there-
fore within this ring e must take a maximum value given by eo. The rotation 
axis is defined by the condition that h2 (eo) = 0, thus eo is the axis regard-
less of 7, and the centre of the body is located at e = eo, 17 = 0 (see figure 2.1). 
Both the dominant energy condition (€ > 3p) and the positivity of the 
pressure must be satisfied, and (2.32) requires that 
(2.46) 
This, along with (2.25) leads to the relation 
(2.47) 
and the value of 17 at which the p = 0 boundary intersect the axis is given 
by 
(2.48) 
There are infinitely many solutions of this equation and not all of those 
p = 0 regions correspond to the boundary of the fluid. 
If we now focus our attention on the equatorial plane within the confocal 
ring 17 = 0, (2.46) and (2.47) require 
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(2.49) 
Between the axis 00 and the coordinate ring 0 = 0 the second inequality of 
(2.49) leads to a bound on X 
2 - 1 
X :::: OoTo - 3 (2.50) 
But of = 0 coth 0 :::: 1, and so the p = 0 surface will cross the equatorial 
plane within the coordinate ring only if X > 1. 
Keeping our attention on the equatorial plane, outside the coordinate ring 
o = 0, and f diverges at the point 'I = 1f as can easily be seen from (2.25); 
f has a directional singularity. It would be desirable for the regions of zero 
pressure to possess values of 'I < 1f. From (2.47) this can be achieved by the 
equation 
(2.51) 
which has solutions of 'I < 1f only if X < 1. This is obviously incompatible 
with the case where the surface intersects the equatorial plane within the 
confocal ring, and so it shall be excluded from consideration. We shall take 
X > 1, with the first solution of zero pressure occurring within the confocal 
ring, and all other zeros on the equatorial plane occurring at 'I > 1f. Fur-
ther, the first zero on the axis must be connected with the first zero on the 
equatorial plane to avoid 'holes' in the interior. 
While the p = 0 equation (2.47), can be satisfied on the axis 00 as re-
quired by (2.48), it cannot be satisfied everywhere in the interior. One can 
see that emanating from (0 = 0, 'I = 1f) there is a region in the r - z plane 
where the energy condition is violated, and so one has no choice but to say 
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_--t--__ 1)=constant 
1)=0 19=0 r 
19=constant 
Figure 2.1: Oblate spheroidal coordinates. The ellipse (solid line) is a surface 
of constant 1), while the hyperbolae (dashed lines) correspond to a constant 
value of 19 (or equivalently E). The two solid dots correspond to the foci 
of the ellipse (1) = 0,19 = 0), which in three spatial dimensions is actually 
a confocal ring. The horizontal line z = 0 corresponds to the symmetry 
plane, and all the hyperbolae of constant (but strictly positive) 19 must 
intersect z = 0 between the two foci. The bold lines at z = 0 outside the foci 
correspond to the hyperbolae 19 = 0, and the bold line between the two foci 
correspond to the ellipse 1) = O. The vertical line r = 0 corresponds to the 
rotation axis, and the two hollow dots on the horizontal axis just outside 
the two foci correspond to the directional singularity (1) = 1f,19 = 0). The 
centre of the body is at £ = £0,1) = 0 
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that on the axis the pressure is no longer positive when 'fJ = 7r. In other 
words, 
(2.52) 
and together with (2.50) we get the following restriction for X ifthe Wahlquist 
interior is to describe physically reasonable matter 
19oTo:::: X2 :::: Max (19oTo -~, ~~) 
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2.3 General junction conditions 
2.3.1 Comparison of the different formulations 
In this section we establish criteria for smooth matching of general metrics 
across a boundary, discuss how these ideas were applied in the work of Perjes 
[42J, and what the limitations of the method are. In section 2.6 we show 
that these conditions simplify when the metric possesses two Killing vectors. 
A starting point would be to argue that discontinuities in components of 
the energy momentum tensor would, by the field equations, result in dis-
continuities of the curvature tensor. If the second derivatives of the metric 
tensor are discontinuous, then we must ensure that the metric components 
and all their first derivatives (Le. accelerations) are matched. This led Lich-
nerowicz [67J to require such a matching after expressing both the interior 
and exterior metrics in the same coordinate system; the reason being so 
that the matching is not destroyed by an inappropriate choice of coordi-
nates. Such a coordinate system is called admissible. 
Lichnerowicz gab and gab,c must be matched. 
A different approach was taken by O'Brien and Synge [74], which applied 
the 'pill-box' method to an infinitesimally thin boundary layer, analogous 
to that used in electromagnetism. If we introduce a Gaussian coordinate 
system on both sides of the boundary by letting x3 be a coordinate aligned 
with it (but other coordinates arbitrary), then the conditions on the metric 
and energy-momentum tensor are 
O'Brien and Synge gab, gab,3, and T~ must be matched. 
Darmois [30J on the other hand, does not require the use of Gaussian coor-
dinates, nor is it necessary to express the interior and exterior in the same 
coordinate system. This is significant because it may not always be possible 
to perform a transformation of the coordinates to achieve this in closed form. 
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The matching is coordinate independent however, because it is expressed in 
terms of variables that characterize the boundary u" (a = 1,2,3) without 
any reference whatsoever to its embedding. One must match the induced 
. h ab d t·· t K 1 a bn metrIC 0:/3 = 9abea:ej3 an ex nnSlC curva ure 0./3 = -2eaej3.[.n9ab· 
Failure to match the extrinsic curvature can be interpreted as the presence 
of surface layers. So far we have not said anything about differcntiability 
requirements. However, it has been assumed that the metric possesses sec-
ond tangential derivatives on the boundary and is C3 everywhere else; in 
the case of the Darmois conditions the metric components must be twice 
differentiable functions of the boundary coordinates u", and because of the 
chain rule the embedding charts for the exterior and interior must be C 3• 
We shall now compare the three types of matching conditions, summarizing 
the work of Bonnor and Vickers [68]. The Darmois/Lichnerowicz equivalence 
is fairly straightforward to establish. Start out with the Darmois conditions 
and select a Gaussian coordinate system for both the exterior and interior 
with x3 = 0 corresponding to the boundary itself; letting xa, i a respectively 
denote the coordinates in the vacuum and interior, the respective intervals 
are 
ds2 = _ (dx3 ) 2 + h"pdx"dxP 
diP = - (di3) 2 + h"pdi" diP (2.53) 
The negative sign on dx3 indicates that the hypersurface is spacelike. It im-
mediately follows that both g3" and ija" are zero and the induced metric is 
matched, and the extrinsic curvature K"p = -!e~etfngab can also be shown 
to match for the following reason: In Gaussian coordinates e~ reduces to 
o~, and the Lie derivative reduces to the coordinate derivative. So gab,3 is 
also matched, and Gaussian coordinates are admissible. Darmois conditions 
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imply those of Lichnerowicz. The converse is also true, as assuming the 
existence of an admissible coordinate system gab,3 and gab,e will be matched, 
and as the induced metric and extrinsic curvature depend on these quanti-
ties they will also be matched. 
The O'Brien/Darmois comparison needs more careful analysis. Letting gab, 
gab denote the metrics for the exterior and interior respectively, the bound-
ary in both coordinate systems is defincd by f(xa) = 0 and i(xa) = 0, 
and the unit normals (comma denotes the partial derivative with respect to 
either the appropriate exterior or interior coordinate) are 
na = f,e (gab f,a/,b) 
na = l,e (gab l,ah) (2.54) 
The embedding of the boundary in both the exterior and interior is given 
by 
XU = gU (u1,u2,u3) 
Xa =ga (uI,u2,u3) 
(2.55) 
(2.56) 
where ga and ga are C3, and the boundary is covered by the same domain 
of the hypersurface coordinates in both representations. 
Now choose a Gaussian coordinate system for both regions. From (2.53) 
the O'Brien requirement that all the metric components are continuous im-
plies the Darmois requirement of matching the induced metric, and vice 
versa. The extrinsic curvature in terms of the unit normal is 
(2.57) 
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the unit normal for a Gaussian coordinate system is 
and the vertical lines on g33 denote its modulus. One can easily show that 
the requirement that (2.57) be matched reduces to 
and one can use the inverse metric to express this in terms of Christoffel 
symbols of the first kind [a,6, ,I 
(2.58) 
where the matching of the induced metric implies that [ag,,1 = [a,6, ,I. For 
O'Brien matching all the metric components are matched so (2.58) is auto-
matically satisfied. On the other hand, the Darmois conditions only require 
the hypersurface metric components to match, and say nothing whatsoever 
about g33 or g3~; only in the Gaussian coordinate system are those quanti-
ties matched. The Darmois conditions do not imply those of O'Brien, and 
so we can take the latter as being the more restrictive of the two. 
[681 goes on to illustrate that in the particular example of matching a col-
lapsing sphere to the Schwarzschild exterior in comoving coordinates, as well 
as matching the metric components and their first derivatives the O'Brien 
method also requires the mass density of the matter to match at the bound-
ary. Because of the homogeneity requirement of FRW type matter, the mass 
density must therefore be zero everywhere; one must conclude that comov-
ing coordinates are not suitable for this type of matching. 
Given that the 0 'Brien conditions are not stated covariantly, it is not sur-
prising that they are equivalent to the Darmois (and therefore Lichnerowicz) 
conditions in some coordinate systems but not others; the Darmois Condi-
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tions are therefore the most reliable ones to use in dealing with boundaries. 
2.3.2 Review of the Hartle-Perjes result 
We now go on to discuss how Perjes [42], [44] applied the Darmois conditions 
when matching the Wahlquist interior to a vacuum exterior, in the process 
exposing the inadequacy of the Hartle formalism. This is then used as a 
platform for launching our own investigation. 
[42] begins by discussing the Hartle formalism [39], and the first order 
Schwarzschild perturbed equation is solved. The Schwarzschild solution is 
used as a seed on the basis that the Wahlquist interior had been known to 
admit a spherically symmetric limit, and Birkhoff's theorem requires spher-
ically symmetric exteriors to be Schwarzschild subject to rescaling of the 
time. Their first order solution was given by 
( _a) = ~ () [_ 1 dIl (cos d)] w r,u ~Wl r ·.0 d-o 
l=l SIn v u 
and in selecting the Legendre polynomials (I) for the matching I = 1 was 
chosen based on the fact that higher I values do not have the appropriate 
asymptotic dependence for an asymptotically flat solution. Now, although 
they did not get the boundary in suitable exterior coordinates, this ass-
sumption is reasonable given that the interior itself had a similar angular 
dependence to that of their proposed exterior. One must note that strictly 
speaking the non-Killing coordinates cannot be continued into the fluid, as 
they are not defined in terms of the Killing determinant in that region. 
The second order perturbed equation is then looked at, using both the 
Schwarzschild solution and first order solution as seeds. They assume the 
following Legendre series expansion for all quantities that are expected to 
involve the fluid's bulge; their second order correction to the Schwarzschild 
exterior is of the form 
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00 
h(r,19) = I>I (r)~ (cos 19) 
1=0 
and it is worth noting that the second order corrections for the exterior co-
efficients of dt, dr, drp and d19 all involve the same two integration constants; 
one for the Po (cos 19) terms and another for the P2 (cos 19) terms. 
Now, this is where their analysis becomes erroneous: Their choice of Legen-
dre polynomials purely depended on the angular dependence of the inhomo-
gencous part of the PDE contributed by the dragging. At first this seems 
perfectly reasonable, after all this is how one would normally deal with an 
inhomogeneous equation. But the choice of which Legendre polynomials to 
include is after all arbitrary, and the actual choice may depend upon other 
factors which override the contribution from the inhomogeneous term. 
They then look at the interior and make a sequence of second order Taylor 
expansions involving the rotation parameter, and make a coordinate trans-
formation from the Lagrangian oblate spheroidal to the Eulerian spherical 
polars, so that the angular dependence of the interior and exterior is the 
'same'. Notice that they did this after solving the second order vacuum 
equations, but even if they did it beforehand it would not have altered the 
fact that the non-Killing coordinates cannot simply be continued through 
the boundary and so angular dependences cannot be compared in the man-
ner that [42J did. Similarly, the locus of the boundary cannot be based on 
such a continuation either, and in section 2.6 we will show that the appear-
ance of the boundary in suitable exterior coordinates is decoupled from the 
matching of the metric components and their derivatives. 
Nevertheless, [42J proceeds to apply the Darmois matching conditions of 
metric and extrinsic curvature to their proposed exterior solution, and find 
that they do not have enough integration constants to satisfy the set of 
simultaneous equations that result. Based on this line of reasoning they 
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conclude that the Wahlquist interior cannot smoothly match to any second 
order asymptotically flat exterior. 
One must remark that the Darmois conditions involve matching all of the 
metric coefficients and combinations of their derivatives in one go, and in 
light of the earlier statement about different metric coefficients sharing the 
same integration constant, it is not at all surprising that [42J ended up with 
an overdetermined set of equations. Also, if one were to make the approxi-
mation that dxD«< cdt (where dxD< is the spatial part of the metric), then 
the field can be represented by the dt and dtd", coefficients regardless of 
the rotation speed of the source. Now applying the Darmois conditions we 
find that in this approximation there are enough parameters to perform an 
asymptotically flat matching! This is preposterous, and clearly the Darmois 
conditions need to be expressed in a form that takes care of the matching 
of these coefficients before dealing with the spatial coefficients. 
In a later article [44J the asymptotically diverging term with the same Leg-
endre polynomial dependence as in the Hartle formalism is included, and 
the Darmois matching conditions are applied to this 'generalized Hartle 
exterior'. Again the choice of this term was not based on expressing the 
boundary in exterior coordinates, but nevertheless they say that they had 
enough integration constants in relation to the number of matching equa-
tions. The diverging term for the exterior was then said to originate from 
a distant shell of matter with a quadrupole distribution and unknown ra-
dius. This shell was chosen based on the series form of the exterior solution, 
despite saying that their series only converges in a limited portion of the 
vacuum, and a post-Minkowskian approximation is used. The distance at 
which their shell is located may be outside the range of convergence. 
What we shall do is to start from first principles. It is known that the 
Wahlquist interior admits a closed surface of zero pressure and a spherically 
symmetric limit. We take this limiting value of the interior Ernst potential 
on the boundary, and express it in the exterior Weyl coordinates. We also 
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do the same for the value of the boundary coordinate itself, and based on 
its exterior appearance we select a suitable Weyl-type coordinate system for 
the exterior, and explicitly solve the vacuum problem pertaining to this in 
order to perform Cauchy matching. 
We identify the parameter that is responsible for this axisymmetry, and 
Taylor-expand the boundary and the interior Ernst potential with respect 
to this parameter, both to first and second order. Then we express all these 
quantities in terms of the exterior Weyl coordinates. Relaxing asymptotic 
flatness, this is to be used as boundary data for solving the exterior problem 
to first and second order in the axisymmetry parameter. Once the solu-
tions have been obtained, we perform any required counter-rotations and 
then identify which parts are asymptotically flat. Provided that the expres-
sion of the boundary in the exterior Weyl coordinates does not introduce 
too many matching equations in relation to the number of unused integra-
tion constants provided by the interior, then we may still be able to obtain 
asymptotic flatness. If not, then we shall attempt to match the asymptot-
ically diverging terms to the expansion of some closed form version of the 
asymptotic field without making post-Minkowskian approximations, and it 
is expected that this will give a more accurate interpretation of any exterior 
masses. 
By expressing the boundary in suitable exterior coordinates we are using 
this to decide what Legendre polynomials are to be included in the exterior 
solution, and this mayor may not provide extra integration constants over 
what the Hartle formalism would have provided. One must be warned that 
the Wahlquist interior is without two of the integration constants which got 
expended in eliminating the Kerr black hole embedded in it. Two others 
have been used up in characterizing the properties of the interior alone, leav-
ing only one constant available for matching the Ernst potential to a second 
order asymptotically flat exterior - the perturbed surface potential. 
To summarize, the Wahlquist metric cannot describe an isolated rotating 
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body, but one must be careful to add within the limitations of the Hartle 
formalism. We shall go beyond the Hartle formalism. 
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2.4 A no-nonsense introduction to Weyl Coordi-
nates 
The general stationary axisymmetric metric can be derived by using the 
commuting property of Killing vectors, but to begin with we shall obtain it 
based on physical assumptions. The treatment shall be mostly based on that 
given in [23], but with a few subtle differences to allow for greater generality, 
and certain points shall be expanded upon. Our aim is to show that there 
exists a coordinate system which does not possess a crosS term involving 
the non-Killing coordinates. And in section 2.5 we shall show that such a 
coordinate system actually has invariant meaning. 
We start off by requiring the field to be unchanging with time, and symmet-
ric with respect to some spacelike direction. The question of exactly which 
spatial direction we are talking about is irrelevant, the important thing is 
that it must admit spacelike closed paths around it which both the metric 
coefficients and matter variables are independent of x3 = 'P' Similarly there 
must be some timelike coordinate which those quantities also do not depend 
on xO = t. 
gab = gab (xl, x2) 
u=u(x1 ,x2) 
P = P (xl, x2) (2.59) 
u is the energy density and p is the pressure. Although the following the-
orems are developed for a rotating body, the static axisymmetric body can 
be considered as a subcase. 
As the body rotates in the 'P direction its four-velocity u· = dx· IdB has 
the following form 
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uo 
= ~! = uo (Xl, X2) 
Ul = 0 
U2 = 0 
U3 = ~~ = a (xl,x2) uO (2.60) 
The last equation is obtained by use of the chain rule as cp itself depends 
on t, and a is the rotation speed of the body. For rigid rotation a is 
independent of Xl and X2 and so an observer can be chosen whose four-
velocity has components u' = (1,0,0,0), otherwise the body is said to be 
differentially rotating. The general form of the metric 
(2.61) 
simplifies under the following requirements: Just as with magnetic fields in 
electromagnetic theory, if the direction of rotation is reversed then we would 
expect the sense of the dragging field to change with it, as would also be 
the case under time reversal. But under the simultaneous change of the 
sense of rotation and time reversal, one should expect the dragging to be 
unchanged. This can only be possible provided that terms like gOadtdxa 
equal zero (a = xl, x2 ). One can also use the 'change-of-sign' argument 
involving cp to show that terms like gOadcpdxa must also not be present. 
(2.61) reduces to 
(2.62) 
where the suffixes M and N denote non-Killing coordinates xl and x 2 • For 
the sake of brevity we shall respectively rename them as p and q, the precise 
meaning of which shall become clear later (Here p does not denote pressure, 
it shall not be used again in that context until near the end of section 2.5). 
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(2.62) becomes 
ds2 = I'dt2 - 2kdtd<p - Id<p2 - Adp2 - 2Bdpdq - cdcl (2.63) 
where 1', k, I, A and B are all functions of p and q. The prime on f is used 
to distinguish it from the counterpart that describes the Wahlquist interior 
(see section 2.2). In appendix G we shall show that it is actually possible to 
perform transformations on p and q without affecting the (t, <p) part, and 
vice versa. Since the Weyl tensor of a two dimensional surface is identically 
zero, it is possible to carry out arbitrary transformations of p and q without 
changing the general form of the metric (2.62), so to simplify the spatial 
part of (2.63) we shall perform the transformation p -> p' and q -> q'. 
Functionally 
pi = P(p,q) 
q'=Q(p,q) (2.64) 
Taylor-expanding the functional dependence, introducing the abbreviated 
notation 
and similarly for other partial derivatives, and substituting into (2.63) gives 
ds2 = I'dt2 - 2kdtd<p - Id:p2 
_J-2 { (AQ~ - 2BQIQ2 + CQi) dp'2 + (AP} - 2BP, P2 + CPt) dql2 } 
+2 [-AQ2P2 + B (Q2P' + Q, P2) - CQIPddpldql 
where J stands for the Jacobian of the transformation (2.64), 
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and is assumed to be nonzero so that the inverse transformation exists. Since 
we have not actually specified the transformation, P and Q are arbitrary, 
but assume that A, B, and C are given functions of p and q. If we want the 
metric (2.65) to take the form where the croSs term dp' dq' = 0 and the dp' 
coefficient to equal that of dq', the latter requirement so that p and q can 
be related to the coordinates from a well-known Euclidean system, then we 
need the following two simultaneous equations in P and Q to be satisfied 
AQ~ - 2BQIQd CQ~ = APi - 2BP1Pd CPr 
-AQ2 P2 + B (Q2PI + QIl'2) - CQIH = 0 (2.65) 
For the given A, B, and C, if the system of equations (2.65) has a non-
trivial solution for P and Q, then in the new coordinates pi and q' the 
metric simplifies considerably. As the old coordinates p and q shall not be 
referred to any further we can drop the primes and write (2.65) as 
(2.66) 
where each of the quantities F, K, and L are functions of p and q and are 
derived from f', k, and l. (2.66) shall be used as the standard form of a 
rotating metric for the remainder of our work, and is referred to as the 
'Weyl-Lewis-Papapetrou' form of the metric. In the literature on rotating 
fields, F is given the name Newtonian potential, but this is something of 
a misnomer. It is the Newtonian potential in Weyl coordinates, not phys-
ical coordinates; in other words it is the potential of an object that has 
suffered distortion due to its image in Weyl coordinates, and perhaps the 
prefix 'Weyl' should be added to 'Newtonian potential'. By rewriting K as 
FW, the quantity W is called the 'gravitomagnetic potential' by analogy 
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with the magnetic vector potential in electromagnetism, although, as re-
marked previously, a more appropriate name for it should be the Dragging 
potential, and the quantity p/ defined by 
(2.67) 
is called the axis potential for the following reason: In exactly the same 
way that the magnetic field does work on a moving charged partide, the 
dragging component of the gravitational field will do work on the moving 
test particle, adding to its existing velocity components. This increase in 
velocity will dilate the mass, making it experience a stronger dragging inter-
action, dilating its mass even further, and so on. The total dilation of the 
test particle's mass after this iterative sequence of dragging interactions can 
alternatively be interpreted as an increase in the relativistic kinetic energy 
as viewed by the distant static observer. Since the terms 'kinetic' and 'po-
tential' energy are interchangeably used in general relativity, and the fact 
that there is dragging at all implies the presence of some axis of rotation 
of the source, the iterated dilation of mass of the test particle due to the 
dragging interaction is called the 'axis potential'. And the non-linear combi-
nation of the axis potential with the dilation of the test particle's mass due 
to falling in the static component of the field is called the superpotential; 
this is just simply p,. 
There is a catch though. Exactly what is rotating in order to produce 
the dragging? Is it the source only, or is it a combination of the source and 
some shaft type object located on the axis of rotation of the source? In 
general when we solve the field equations, a shaft or Weyl strut is always 
present to begin with, and we only eliminate such singularities by applying 
certain conditions on the solution. When we can satisfy these conditions, 
called the axis regularity conditions, the axis is said to be regular. In 
the absence of Weyl struts the strength of the dragging should decrease as 
one moves closer to the axis, where on the axis itself the dragging is non-
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existent. In other words on the axis there are no dilations experienced by 
the test particle due to dragging. Mathematically this is often quoted as 
saying that the ratio of the circumference of the circles concentric with the 
axis to their radial distance from it is locally 211'. 
The usual course of action from here is to commit oneself to using spherical 
coordinates for the non-Killing part, but we shall not be so hasty about 
this. The reason being that since we shall be performing matching between 
two different metrics, the appearance of the boundary in the exterior coor-
dinates and therefore the matching itself may be subject to dilation effects 
dependent on the state of motion of the observer. One must be careful 
in ensuring that the matching is not destroyed by an inappropriate choice 
of coordinates resulting in the appearance of artificial discontinuities and 
singularities. We shall show that there is a choice of variables that are 
statements about the determinant of the dt and d\" part of the metric, and 
also about one of the vacuum field equations. We need both the exterior 
metric and the boundary limit of the interior to be expressed in terms of 
these variables, so that the matching is not merely between two tensors, but 
between two tensors such that the components themselves are expressed in 
terms of the invariant scalar products of Killing vectors. Provided that the 
matching is expressed in this form, then we are able to perform any coor-
dinate transformation that we like, as the determinant involving the dt and 
d\" coefficients remains unchanged. 
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2.5 Einstein field equations 
2.5.1 The Ernst Equation 
We could start with the field equations for the interior, develop them for a 
rotating fluid, and take the vacuum limit as a special case. However, even 
under the conditions of stationarity and axisymmetry, the interior equations 
are more complicated than their vacuum counterparts. If we were able to 
perform the rare achievement of solving for a bounded interior, it may not be 
physically realistic as the 'well-known' equations of state themselves become 
more complicated under relativistic conditions and their form is uncertain, 
as is the corresponding energy-momentum tensor. Further, the invariant 
coordinate system we are attempting to develop turns out to be only valid 
in the vacuum and not in the fluid. Instead we shall start out formalizing 
the description of exterior field of a bounded source, as this shall place con-
straints on the form of any corresponding interior solutions and allow us to 
indirectly infer what they may represent. Toward the end of the section we 
shall quote the equations for the interior of a rotating fluid, and show that 
their vacuum limit is consistent with the formalism that is being developed 
for the exterior. 
The vacuum field equations are given by 
Rab =0 
Letting D be the negative of the determinant of the Killing part of the metric 
(2.66) which we shall call the Killing Determinant, 
(2.68) 
and choosing the coordinate system, 
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thrce of the field equations can be written as follows (Suffixes p and q denote 
partial derivatives wrt these coordinates): 
where 
2el'D-1 Roo = (D-1 Fp)p + (D-1Fq)q + F'"( = 0 
-2el'D-1Ro3 = (D-1Kp)p + (D-1Kq)q +K,"(=O 
-2el'D-1 R33 = (D-1 Lp)p + (D-1 Lq)q + L'"( = 0 (2.69) 
By multiplying the first of (2.69) by L, the second by 2K, the third by F, 
and adding the three equations the following property of D is revealed 
el'D-1 (LRoo - 2K Ro3 - F R33) = Dpp + Dqq = 0 (2.70) 
The Killing determinant D satisfies Laplace's equation in the variables p 
and q (This is only true for vacuum fields, not for interiors). Thus D can be 
considered as the real part of a complex analytic function I: of the complex 
variable p + iq. There must exist an imaginary counterpart function E, 
defined by 
I:(p,q) = D(p,q) +iE(p,q) (2.71) 
From the Cauchy Riemann equations 
(2.72) 
we can ellOose to regard I: as a conformal transformation (in the sense of 
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complex variable theory) from the variables p,q to the variables (p,ij), where 
from (2.71) the latter variables are chosen to be 
p = D(p,q) 
E (p, q) (2.73) 
Under such a transformation, the chain rule and the Cauchy-Riemann equa-
tions imply that the relevant part of the metric changes as follows: 
(2.74) 
Thc prcfactor on the RHS of (2.74) can be absorbed into a redefinition of J.I. 
as follows 
We can now assume that all the metric functions F,K,L, and e~ have been 
expressed in terms of the new variables (p,ij) by expressing p and q in terms 
of the former. Once everything is expressed in terms of the new variables 
we can drop the tilde as we shall not be referring to the old variables again. 
(2.73) immediately shows that 
(2.75) 
In other words, by performing a conformal transformation we have shown 
that we can regard the Killing determinant itself and its conjugate variable 
as coordinates. (We have overlooked the issue of saddle points, but it can be 
shown that the Hessian is always nonzero, so none exist). Geometrically the 
Killing determinant corresponds to the magnitude of the area spanned by 
the orbits of the Killing vectors, which spatially speaking one can regard as 
being the closed circles concentric with the axis of symmetry (hereafter re-
ferred to as just 'axis', it does not necessarily imply the presence of rotation). 
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From (2.75), either of K = 0 or L = 0 corresponds to p = O. If K = 0 then 
there is no dragging, the obvious location for this is the axis itself. If L = 0 
but d<p oF 0, then the length measured in the <p direction is zero; again this 
is only possible along the axis. So one can safely claim that p = 0 is the axis. 
Now consider the conjugate variable q. The significance of q being a conju-
gate variable is that the gradients of p and q are orthogonal and of equal 
magnitude, as one can easily verify from complex variable theory, in other 
words the coordinate lines themselves must be orthogonal at each point. 
Now that the axis itself is at a constant value of p, namely zero, this must 
be a coordinate line for the q variable. And since the non-Killing part of the 
metric is conformally Euclidean, all the q coordinate lines must be parallel 
to the axis, and therefore all the p coordinate lines must be perpendicular 
to the axis. 
So now we have fixed the following in an invariant manner: The magnitude 
of the p coordinate (the Killing determinant), the direction of its coordi-
nate line (Orthogonal to the Killing surfaces), and the direction of the q 
coordinate line (Parallel to the axis). Its magnitude is the same as that 
of the p coordinate. Both p and q have been promoted to the status of 
having an invariant meaning. This is of crucial importance for matching at 
boundaries, because the matching itself now has an invariant meaning that 
cannot be ruined by performing a coordinate transformation, as the Killing 
determinant remains unchanged. To summarize: 
Any statement made in Weyl coordinates is an invariant statement about 
the Killing determinant itself. 
If we take the asymptotic limit of the metric then we find that p and q 
coincide with the well known cylindrical coordinates p and z. This is to be 
expected as they are both spatially orthogonal to the closed curves concen-
tric with the axis (Le. the <p coordinate), and the time coordinate is Lorentz 
orthogonal to all the spatial coordinates. From now on we shall respectively 
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rename p and q as p and z, and p and q shall not be used as coordinate 
labels any further. Since these invariant coordinates were first used by Weyl 
(1917) to generate a laxge class of static axisymmetric solutions, they axe 
named Weyl coordinates. Weyl coordinates are only to be interpreted 
as cylindrical coordinates asymptotically; everywhere else they are to be 
regaxded as mathematically fictitious (but invariant) spacelike independent 
variables. If one tries to naively give them an intuitive interpretation then 
surprises axe in store, as we shall see when we consider the paxticulax case 
of the Schwarzschild equipotentials. 
Returning back to the field equations, because of (2.75) only two out of 
the three equations (2.69) axe independent. It turns out to be more con-
venient to introduce the quantity W in place of K, where W = K F-l. If 
we eliminate both K and L from the first and second equations of (2.69) by 
using (2.75), then we get the following pair 
F (Fpp+ Fz'+ p-1Fp) - F; - F; + p-ZF4 (W; + W;) = 0 
F (Wpp + Wzz - p-1Wp) + 2FpWp + 2FzWz = 0 
The remaining three field equations involving J.L 
2Ru = -J.Lpp - J.Lzz + p-l J.Lp + p-z (FpLp + K;) = 0 
1 2RIZ = p-l/jz + 2P- z (FpLz + FzLp + 2KpKz) = 0 
2Rzz = -J.Lpp - J.Lzz - p-l/jp + p-z (FzLz + K;) = 0 
(2.76) 
(2.77) 
(2.78) 
can also be reduced to two equations by eliminating the second derivatives 
of J.L and using (2.75) 
J.L = _p-l F + ~pF-Z (Fz _ FZ) _ ~p-l FZ (WZ _ WZ) p P2 p z 2 p z 
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(2.79) 
We must check the consistency of (2.79) by making use of (2.76). By cross-
differentiating (2.79), the two equations lead to the single equation 
pr3Fz [F (Fpp+Fzz +p-1Fp) -F;-F;] 
+p-1 F2W. (W.z + W pp ) - p-1 FFz (W; - W;) 
-p-2F 2WpWz +2p-1FFpWpWz = 0 (2.80) 
If we use the first equation of (2.76) to replace the term in square brackets in 
(2.80) and divide by p-1 FWz we end up with the second of (2.76). So both 
equations of (2.76) imply the presence of (2.80). What this operationally 
translates to is that we can simultaneously solve (2.76) for both F and W, 
and then substitute into (2.79), performing a direct integration to obtain 1-'. 
There is an alternative way of finding I-' if one knows F and W. Using 
both of (2.75) and W = KF- 1 to eliminate Land K from the first of (2.78), 
it can be written as 
-1 F-1 1 -2 (2 2) 1 -2 2 (2 2) lipp + I-'zz = P Fp - 2F Fp + Fz + 2 P F Wp + Wz (2.81) 
We have to show that (2.81) implies (2.79) and vice versa. Forming I-'pp and 
I-'zz out of (2.79) and adding them, 
Ppp + pzz = ~F-2 F; + ~r2 F; - pr3 Fp (F; + F;) - r1 (Fpp + Fzz ) 
+pr2Fp (Fpp + Fzz ) + ~p-2 F2 (W; - W;) - p-1 FFp (W; - W:) 
(2.82) 
If we now use (2.76) to replace the second derivatives on the RHS of (2.82), 
we find that (2.82) does indeed reduce to (2.81), so the two approaches are 
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consistent. 
We shall now show that the pair of equations (2.79) take on a compact 
form. Writing the second as 
This is a statement of integrability, so there must exist some function ,p 
where 
,pp = _p-l F2Wz 
,pz = p-l F2Wp (2.83) 
In the first of (2.76) we can actually use (2.83) to replace the quantity W 
with ,p, 
FV2 F _ F2 _ F2 + .1.2 + .1.2 = 0 p z 'f'p 'f'z (2.84) 
within (2.83) itself we can eliminate W by cross differentiating, 
(2.85) 
and (2.79) itself can be written in terms of F and ,p. Letting J1.' = J1. + InF, 
J1.~ = ~pp-2 (F; _ F;) + ~pP-2 (,p~ - ,p;) 
J1.~ = pF-2 FpFz + pF-2,pp,pz (2.86) 
If we multiply (2.85) by i, and add it to (2.84), we can introduce a complex 
potential E as follows (Different from the E used in equations (2.71) to 
(2.75)): 
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E= F+i1f; (2.87) 
In terms of this complex potential, (2.85) and (2.84) both become the single 
equation 
where the gradient operator is 
but the Laplacian is 
,.., .8 .8 
v =p-+z-8p 8z 
(2.88) 
The gradient and Laplacian take this form because the Weyl coordinates can 
be regarded as a type of fictitious cylindrical coordinates. (2.88) is called the 
Ernst Equation [36]. Although it appears to possess a nice, simple form, 
it is not always straightforward to carry out explicit calculations. There is a 
version that is better adapted for this purpose which was first introduced by 
Ziphoy [16], and it was originally intended to take advantage of the relative 
simplicity of the Schwarzschild and Kerr solutions. However, this will not 
be why we choose to use it, rather we shall later show that it is a natural 
consequence of the appearance of the fluid boundary in the exterior Weyl 
coordinates. 
Performing a fractional transformation on the Ernst potential E so that 
it is now represented by a new complex function ~ 
(-1 
E=-~+1 (2.89) 
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the Ernst equation (2.88) becomes 
(2.90) 
where * denotes the complex conjugate. Next we introduce prolate spheroidal 
form of the Weyl coordinates (x, y) (often referred to as simply 'prolate co-
ordinates') related to their 'Cartesian' Weyl counterparts by 
Ix = ! (R++W) 2 
ly ! (R+ -W) 
2 
(R±)2 
= p2 + (z ± 1)2 
the inversion of which is 
p2 = 12 (x2 _ 1)(1 _ y2) 
z = lxy 
(2.91) 
(2.92) 
The manner in which we have quoted (2.91) and (2.92) is different to that 
given in [23) because (half) the distance between the two foci, called the 
semifocal length, is implicitly rcscaled away in the definitions of p and z 
(See figure 2.2). If we were only interested in solving vacuum problems then 
this would not have mattered, but as we need to express the boundary of 
the fluid in the exterior Weyl coordinates given its interior coordinates, the 
semifocallength will explicitly show up when we do this. More importantly 
the total static gravitating mass of the body is contained in this parameter, 
and from the coordinate geometry of ellipses, one can obtain a more useful 
expression for x directly in terms of the axes A and B instead of using (2.91). 
(2.93) 
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. y=constant 
e x=constant 
x=l 
---+------~-+---------+---p 
focus 
. ". 
Figure 2.2: Prolate spheroidal coordinates. The ellipse (solid line) is a 
surface of constant x, while the hyperbolae (dashed lines) correspond to a 
constant value of y. The two large dots correspond to the foci of the ellipse, 
and e denotes the semi-focal length. Note that some authors employ the 
convention of rescaling away the focal length as part of the definition of p 
and z, so that the foci are (erroneously) at z = ±l. The horizon (bold line) 
at p = 0, -1 < z < 1 is actually an ellipse corresponding to x = 1, and this 
is where the Weyl coordinates are no longer valid. 
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A is the smaller of the two axes. 
2.5.2 Summary of the vacuum field equations 
In prolate coordinates the Ernst equation (2.90) becomes 
(~C -1) [(x2 -l)~xx +2x~x + (1- y2) ~yy - 2Y~Yl 
= 2~* [( x 2 - 1)~; + (1 - y2) ~~l (2.94) 
and (2.79) and (2.83) become, rearranging for the derivatives of W in the 
latter 
, (1_y2)(x2 _1) 
I-'x = 2Fi(x2 _ y2) 
Wx = (1 - y2)F-2..py 
Wy = (1 - x2)F-2..px 
Remember that once we know I-" we can obtain I-' from 
/l=I-"-lnF 
(2.95) 
(2.96) 
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2.5.3 Application: The Kerr solution 
We shall illustrate this formalism in generating the Kerr solution. There 
are a number of ways of deriving it, but the Ernst potential method offers 
the deepest insight into stationary axisymmetric fields in general. The Kerr 
solution is a I-soliton product of applying a Backlund transformation to the 
vaeuum [16), but we shall simply note that an obvious trial solution of (2.90) 
is 
{=px-iqy (2.97) 
provided that the constants p and q (do not confuse them with the coor-
dinate labels mentioned earlier; they are no longer used in that manner) 
satisfy the constraint 
(2.98) 
The Weyl form of the Ernst potential is, from (2.87) and (2.89) 
F 
p2x 2 + q2y2 - 1 (2.99) = (px + 1)2 + q2y2 
..p = 
-2qy (2.100) (px + 1)2 + q2y2 
From (2.99) (2.100) and the third and fourth equations of (2.95), W is 
obtained 
(2.101) 
where the integration constant Wo is eliminated by applying the axis condi-
tion that W = 0 at y = 1. The first two equations of (2.95) yield /1' 
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(2.102) 
and finally applying (2.96) yields I' and therefore the spatial component of 
the metric 
(2.103) 
where 1'0 is another integration constant that can again be eliminated by 
applying the axis condition that e~' = 1 at y = 1. Applying (2.98) and the 
asymptotic conditions for mass (m) and angular momentum per unit mass 
( a) to the metric 
(2.104) 
shows that the integration constants p and q are related to them via 
If one chooses the coordinates 
px+ 1 = r 
y=cosO 
then one recovers the well-known form of the Kerr metric in Boyer-Lindquist 
coordinates 
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where 
ds2 = (1-2mrEi'l)dt2-4amrsin2eE-ldrpdt 
- (2ma2rsin2 eE- l + r2 + a2) sin2 ed<p2 
- El (E2' ldr2 + de2) 
El = r2 + a2 cose 
E2 = r2 - 2mr + a2 
2.5.4 The interior equations 
85 
We now turn to the equations for the interior of a rigidly rotating fluid. For 
a stationary axisymmetric metric of the form 
(2.105) 
the field equations are [35), P being the Killing determinant, u being the 
energy density and p being the pressure 
E = P+i'IjJ 
p8'IjJ = iP28w 
(2.106) 
(2.107) 
00' p 
88' E + ~ (opo' E + 8' p8E) 2p 
,p 
= 2e~ -p (2.108) 
P 
1 , 
= p8E8'E+~ (u+3p) (2.109) 
(2.110) 
where (*) denotes complex conjugation, the quantities in (2.106) represent 
the 'Ernst potential' which unlike the vacuum case is not expressed in terms 
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of invariant coordinates (except on the boundary), and 
(2.111) 
This differential is called the normal derivative operator, and its name 
shall be justified when we later discuss the matching conditions. From the 
Bianchi identity one obtains a further equation relating pressure and energy 
density to the real part of the Ernst potential in (2.106). From (2.107) and 
(2.110), given the respective components of the Ernst potential, one can 
obtain the corresponding metric functions by performing an integration. 
In the vacuum, the pressure (p) and energy density (u) are zero, the metric 
determinant satisfies Laplace's equation, and we can use Weyl coordinates. 
Letting 
K = Fw (2.112) 
L = 
p2_K2 
(2.113) 
F 
,,' 
e" 
e (2.114) = F 
dp2 + dz2 
dX2 dy2 (2.115) = P(X) + Q(Y) 
(2.105) reduces to the Weyl-Lewis Papapetrou form which describes the 
metric as viewed in the asymptotic non-rotating frame (2.66). 
(2.116) 
and the field equations (2.106)-(2.111) reduce to the Ernst equation 
(2.117) 
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2.6 The Ernst potential matching conditions 
2.6.1 The Darmois conditions in WeyJ coordinates 
In section 2.3 we adopted the Darmois form of the matching conditions, 
which state that the induced metric and extrinsic curvature must be identical 
when the boundary is approached from either side. The extrinsic curvature 
is given by 
(2.118) 
where 9ab is the metric of the spacelike hypersurface, and Rn is the Lie deriva-
tive in the direction normal to the surface, and e~ is the transformation from 
the embedding to the hypersurface. 
As things currently stand, nothing is mentioned about the symmetries of 
the metric due to the Killing vectors and the resulting simplifications; [71] 
and [3] look into this issue in detail. It was found in section 2.4 that whenever 
the vacuum admits two Killing vectors there is a preferred chart adapted to 
their invariant scalar products - the Weyl coordinates. In these coordinates, 
the solving of the field equations decoupled the dt and dtdlf' coefficients from 
the spatial part of the metric, as once the first two are solved for, the latter 
can be obtained by evaluating integrability conditions. This must be true 
both in the vacuum and on the boundary, therefore it seems reasonable for 
the matching conditions to take this decoupling into account. We now show 
that this is indeed the case. 
Warning the reader in advance that [71] has their coordinate systems the 
wrong way round, the exterior metric is 
(2.119) 
and the interior metric will be of the form 
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(2.120) 
P is the Killing determinant for the exterior and A is the counterpart for 
the interior. Since '1', !P, t, and T have intrinsic meaning in terms of the 
Killing determinant, it would be reasonable to make the identification T = t 
and 'I' = !P. The remaining coordinates must be parameterized in terms of 
the variable describing the boundary A, and so induced coordinates on the 
hypersurface would be t, '1', A. The Darmois requirements are 
a) Induced metric 
1 
-lnF = v 2 
W = B 
p2 
= 
A2 
~' e
2h 
e = A2+A2 
r e 
b) Extrinsic curvature 
(,Wp-paz)~lnF = (liar-fae)v 
(,Wp - paz) w = (liar - fae) B 
i: = (liar - fae) A 
(2.121) 
" ( Aear - Arae) A (ear - rae) h + (A~ + A~) (2.122) 
where the dot denotes differentiation with respect to A. Taking into account 
the first and second conditions of (2.121), one can use (2.83) to write the 
first and second conditions of (2.122) directly in terms of the Ernst potential 
as follows: 
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FE,pZ - FE,zP = F[,/J - F[,or 
..pE,pP + 1/JE,zZ = 1/J[,rr + 1/J1,oe 
89 
(2.123) 
where the suffixes (I) and (E) respectively denote interior and exterior. 
From the third condition of (2.122) we are able to obtain an expression 
for the shape of the boundary in the exterior coordinates independently of 
the matching of the metric components and their derivatives. 
Conditions on the tangential derivatives of the metric components can be 
established from (2.121) straightforwardly enough 
(pap + zaz) ~ In F = (rar + liao) v 
(pap + zaz) w = (rar + eao) B 
P = (rar + liao) A 
( 
. .) ( ArAr + AoAo) (pap + zaz) 1-" = rar + eao h - (A~ + A~) (2.124) 
Again onc can use (2.121) and (2.83) to show that the first and second 
conditions of (2.124) can be written in terms of the Ernst potential as 
FE,pP + FE,zZ = F[,rr + F1,oli 
..pE,pi -1/JE,zP = 1/J[,rli - ..p[,or (2.125) 
Later on in this section we shall show that zap-paz (and similarly liar-rao) 
are normal derivative operators; (2.123) and (2.125) both contain statements 
about the normal and tangential derivatives of both parts of the Ernst po-
tential. Provided that a continuous function either side of the boundary is 
matched, then it will necessarily depend on its boundary coordinates in a 
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continuous manner, and for an elliptic problem all the tangential derivatives 
will automatically match. Only both components of the Ernst potential 
and their normal derivatives need to be matched explicitly. The remaining 
Darmois conditions determine which spacelike hypersurfaces admit a match-
ing in terms of the energy-momentum tensor; by employing an orthogonal 
tetrad adapted to the hypersurface to write the field equations [71J, one can 
show that for a perfect fluid the matching must take place on a surface of 
zero pressure. 
What we have done is to show that the Darmois conditions (2.121) and 
(2.122) reduce to the elliptic Cauchy matching of the Ernst potential and 
its normal derivative, together with the expression of the matching surface 
in the exterior Weyl coordinates. Notice that nothing is mentioned about 
matching the spatial part of the metric. One can see why by considering 
(2.110): The folloWing second order equation can be derived for p' 
oo'p' = el"!!.. __ 1_ (oEo'E' + oE'o'E) 
F 8F2 (2.126) 
At the boundary p = 0 and provided that the Ernst potential is matched, 
one immediately sees from (2.126) that the second derivatives of p' are con-
tinuous, automatically implying continuity of p,' and its first derivative. In 
other words, the spatial component of the metric does not need to be explic-
itly matched. This is to be expected, as the matching should hold regardless 
of the motion of the test particle. 
We shall start off with the Cauchy matching condition for a general fluid, 
and then show that to second order in the axisymmetry parameter this takes 
on a relatively simple form when the static fluid is expressed in an appro-
priate coordinate system. 
(2.32) holds for arbitrary values of pressure, including p = 0, i.e. at the 
boundary. (2.108) does likewise, implying that p satisfies Laplace's equa-
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tion, and this combined with the fact that the second derivative of p is 
continuous at the boundary allows us to introduce some complex conjugate 
function z which also satisfies Laplace's equation. This implies that they 
both obey the Cauchy-Riemann relations 
8p 8z 
= 8X aY 
Bp 8z 
= 8Y 8X 
which can be written as a single vector equation 
(2.127) 
where the gradient operator and the conjugated gradient operator [17], de-
noted by a tilde, are defined as follows. 
'\7 = (8x ,By) 
V = (By,-8x) 
On the other hand, the conjugate function z already exists for the entire 
exterior, including the p = 0 boundary. If we restrict our attention to the 
boundary, which in the p - z plane is some ellipse described by a spacelike 
parameter 17, then p and z (which both already depend on coordinates used 
for the interior) now themselves become a function of 17. Since (2.127) is a 
vector equation and therefore holds in any coordinate system we can perform 
a scalar product of both sides with the unit vector ii which is normal to the 
boundary 
(2.128) 
and write out the RHS in components 
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(2.129) 
This can alternatively be interpreted as a scalar product between '\7 z and 
some vector possessing the components (-nY , nX). One can easily show 
(e.g. pictorially) that this is none other than the tangent vector, so (2.128) 
becomes, on multiplying both sides by dO" 
(2.130) 
The RHS is just simply the infinitesimal change in z along the boundary 
ellipse, and so one can compactly write (2.130) as 
dz = n. '\7 pdO" (2.131) 
Given that the first and second derivatives of p are continuous at the bound-
ary, this allows us to write the z coordinate as the following line integral on 
the boundary in terms of the interior coordinates. 
(2.132) 
where dO" is obtained by projecting the interior metric onto the surface of 
the fluid, and the gradient operator is in the interior coordinates. Thus, 
since both p and z are continuous, then on the boundary we have continuity 
in the transformation from interior to Weyl coordinates and vice versa. The 
evaluation of the integral (2.132) enables us to express the boundary limit 
of the interior Ernst potential in terms of the exterior Weyl coordinates. 
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2.6.2 Perturbation of the matching conditions 
When dealing with the exterior problem; we have already seen that there 
exists a quantity that is a more convenient than the Weyl form of the bound-
ary Ernst potential E: The fractional transformed counterpart ~, of which 
one must use (2.89) to obtain E. 
~-1 E=--~+1 (2.133) 
Assuming El to be of the form (suffix I denotes interior), 
(2.134) 
where >- is some small parameter, then after solving the vacuum problem ~ 
is expected to also be of the form 
(2.135) 
We can substitute (2.135) into (2.133), collect together real and imaginary 
parts, and then Taylor-expand to second order in the small parameter. We 
get an equation of the form (suffix E denotes exterior) 
(2.136) 
where 
EED = 
~D -1 
~D + 1 (2.137) 
EEl 26>-= (~D + 1)2 (2.138) 
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(2.139) 
The other boundary condition arises from the fact that the derivative of the 
Ernst potential normal to the boundary must be continuous. The boundary 
limit of the interior normal derivative is defined to be 
dEl _ -oE 
-n.v dn 
where n is the unit normal. In suffix notation this is 
(2.140) 
(2.141) 
Provided that the boundary limit of F (the dt coefficient in the metric) de- . 
pends only on the ellipsoidal radial coordinate, then any angular dependence 
in ~ (and therefore E to second order) will be contributed by terms involv-
ing the first and second powers of the small parameter, and F will have its 
angular dependence contributed by the square of the small parameter. Note 
that by making this assumption we are not in any way implying that the 
zero order interior is spherically symmetric. From this one immediately sees 
that the only term which survives up to and including second order in the 
small parameter is 
dEl 
- = ..;grra,EI dn (2.142) 
If we recall the general stationary axisymmetric form of the metric (2.105), 
the spatial coefficients possess factors of F and el". Following (2.126), we 
have already argued that these metric components and their derivatives are 
already matched at the boundary, so in the matching equation for the normal 
derivative these factors implicitly cancel. The only thing that really needs 
to be matched is the quantity 
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(2.143) 
A similar result holds for the exterior, and in order to determine Pone 
should note that it depends only on the coordinate which features in the 
metric differential that P is the coefficient of. Note that (2.143) is only 
valid when matching the normal derivative of the Emst potential; for all 
other normal derivative calculations (2.142) must be used. 
Let NI = ~, and substitute the second order expansion of P 
into (2.143), where the suffix I on P denotes interior. Collect real and 
imaginary parts and Taylor-expand to second order giving an expression of 
the following form 
(2.144) 
where dEI symbolically denotes the normal derivative of Er, and whose 
Taylor-expanded components are 
dEI2 
= ,jPloNlO 
= ,jPloNIJ 
= ('PN + 1/2 PI2NIO ) VQO l2 ,jPIO 
(2.145) 
(2.146) 
(2.147) 
Similar expressions would exist for the exterior normal derivative dEE, where 
the 'radial' derivatives of (2.137), (2.138), and (2.139) are involved. 
As well as expressing the boundary limit of the Ernst potential in exterior 
coordinates, (2.132) will also play a crucial role in obtaining the equation of 
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the boundary itself, the importance of which is as follows: 
Although the foJlowing analysis holds for any Weyl-based coordinate sys-
tem in the exterior, we shall use the prolate form of the Weyl coordinates x 
and y, not to be confused with the generic coordinates X and Y mentioned 
earlier, as their simple form makes it fairly straightforward to illustrate the 
concepts. Decompose the exterior Ernst potential into static, first, and sec-
ond order components in the small parameter. Note that the second order 
component is evaluated in the same frame as that of the interior metric, 
which in the case of the Wahlquist solution is the co-rotating frame (de-
noted by superscript R) 
(2.148) 
For each point of the boundary, x will change from x to x+>-28 (also denoted 
Xb), and y will change from y to y+>-2" where 8 and, are to be determined 
from the equation of the boundary in Weyl coordinates. The change in the 
exterior Ernst potential due to boundary shifting (Le., regardless of (2.148)) 
can be expressed as a Taylor expansion of the static value (y hereafter refers 
to the same quantity that is used in describing the static boundary) 
2 2 BEE 2 BEE EE(XO + >- 8, y + ,) = EE(XO, y) + (>- 8)a;;- (xo, y) + (>- ,) By (xo, y) 
(2.149) 
Applying (2.149) to each component of the decomposition (2.148) 
EE(Xb, Y + ),2,) = EEO (XO + >-28, y + >-2,) + >-Efl! (xo + >-2" y + >-2,) 
+),2 Efl2 (XO + >-28, y + >-2'Y) 
and keeping terms up to second order in the small parameter gives 
CHAPTER 2. RELEVANT BACKGROUND THEORY 97 
EE(Xb, Y + 1) = EEO(XO, y) + >'Eifl (XO, y) 
2 aEEO 2 aEEO 2 R +(>' J)---a;- (XO, y) + (>. 1)ay- (XO, y) + >. Edxo, y) 
(2.150) 
Now we deal with the normal derivative for the exterior, but first we have 
to appropriately define it for the zero order case. Just like was done for the 
interior, we can also say that 
dEE _ ~ ME 
- n.v dn (2.151) 
where n is proportional to the gradient of F. Writing (2.151) in components, 
and noting that terms involving angular derivatives contribute at least >.4, 
we get 
dEEI re> 
-d = yPEaxEE 
n ),=0 
(2.152) 
The form of this equation holds even to second order, except that the quan-
tities on the RHS are to be evaluated accordingly. 
By a similar argument to that given for the Ernst potential itself, we can 
show that the normal derivative of the Ernst potential dEE evaluated on 
the boundary is given by an expression of the form 
R 2 a [dEEol dEE(Xb, Y + 1) = dEEO(XO, y) + >.dEE1(XO, y) + (>. J) ax (xo, y) 
2 a [dEEol 2 R + (>. 1) ay (XO,y) +>' dEE2 (XO,y) (2.153) 
In both the exterior Ernst potential and the normal derivative, we see that 
the appearance of the J and 1 characterize the shift of the boundary as 
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viewed in the exterior Weyl coordinates. This can be viewed as a sort of 
extra contribution to the boundary conditions, in addition to the boundary 
limit of the interior Ernst potential and normal derivative itself. 
To summarize, (2.134) must be matched to (2.150), and (2.144) must be 
matched to (2.153). 
2.6.3 The second order matching conditions 
The matching conditions become, up to order >.2: 
>.0 matching 
>.1 matching 
>.2 matching 
EIO = EEO(XO, y) 
.jPIONIO = dEEo(xo,y) 
Ell = E~I (xo, y) 
.jPIoNIJ = dE~I(xo,Y) 
(2.154) 
(2.155) 
(2.156) 
(2.157) 
aEEO 8EEO R En = 0a:;- (xo, y) + "lay (xo, y) + EE2(XO, y) (2.158) 
'" Pl2NlO y PIoNI2 + 1/2 ffL yPIO 
a [dEEO) a [dEEo) R 
=0 ax (XO,Y) +"1 ay (xo,y)+dEE2 (xo,Y) (2.159) 
Each order in >. will contribute a set of simultaneous equations, which must 
be solved for the integration constants. As we shall see later when we look 
at the particular case of the Wahlquist solution, in the >.2 matching the Y 
derivative of the static Ernst potential is zero, justifying our use of pro-
late spheroidal form of the Weyl coordinates for the exterior. It simplifies 
calculating the appearance of the boundary in exterior coordinates. 
Chapter 3 
Wahlquist interior boundary 
data 
3.1 Preamble 
The general procedure in dealing with stationary axisymmetric fluids was 
outlined in section 1.3. Sections 2.4 and 2.5 respectively developed the 
invariant Weyl coordinates and used these to simplify the solving of the 
vacuum exterior. In section 2.6 the Darmois requirements were shown to 
simplify in a similar manner to that of vacuum field equations, and the 
matching conditions (2.154) - (2.159) were set up in terms of Weyl coor-
dinates so that the boundary of the fluid could be expressed invariantly. 
With all this in mind we now take the known Wahlquist interior, search for 
a spherically symmetric limit, and Taylor-expand it around this to zeroth, 
first, and second order so that for each of these cases one can obtain ex-
pressions for the following in Weyl coordinates: 1) The boundary 2) The 
boundary value of the Ernst potential and 3) Its normal derivative. 
99 
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3.2 Static 
One can easily show that the ro --> 0 limit for the Wahlquist interior is 
spherically symmetric, so we should expect the exterior to also possess this 
property, and Birkhoff's theorem requires it to be Schwarzschild. But we 
shall prove this from scratch because (i) It illustrates the procedure so that it 
can be adapted for the static axisymmetric seed, and (ii) The appearance of 
the boundary in exterior Weyl coordinates during rotation will be a second 
order perturbation of the static counterpart, which needs to be explicitly 
evaluated. 
The interior Ernst potential is given by 
Ew = 1 + ~(1 - (19 + i7]) Coth (19 + i7])) 
X 
(3.1) 
Where the suffix W indicates the Wahlquist interior, and 19 and 7] are a 
representation of rand c: as follows [35): 
kr = sin 7] 
ko= SinM (3.2) 
One must solve (3.2) for 19 and 7] and substitute into (3.1), and take the 
limit r·o --> O. 
E -1 (1 arCSin(Gr)v'1- G2r2) -2 W - + - Xo Gr (3.3) 
And to calculate the normal derivative we must take the r derivative of E, 
multiply by PI as in (2.143), and take the static limit. The c: derivative has 
not been considered because as we will show later, it depends on rotation. 
CHAPTER 3. WAHLQUIST INTERIOR BOUNDARY DATA 101 
dEw arcsin(Gr) G arcsin (Gr) vI - G2r2 -I 
--= + -r dn VI - G2r2 Gr2 
( -GrX02 - Gr + arcsin (Gr) VI - G2r2) (-1 + G2r2) 
r G X0 6 
(3.4) 
Now we must find the boundary in terms of Weyl coordinates. As p2 is given 
by the Killing determinant of (2.22) 
(3.5) 
where hi is given by (2.23) 
[ 
1 ( VI - k2T2 )] hi = 1 + T2 1 + X2 1 - kT arcsin(kT) (3.6) 
Since kT is independent of ro, we can easily see that r~hl is of the form 
(3.7) 
where his is defined by taking the static limit of (2.25) 
(3.8) 
and 
1 ( v1 - PT2 ) j,(r) = 1 + X2 1- kT arcsin(kT) (3.9) 
h2 is given by (2.24), with (2.27) substituted for k. 
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(3.10) 
The Weyl coordinate z can be written as the following line integral (2.132) 
(3.11) 
da is the spacelike interval obtained by the projecting of the metric onto 
the boundary, the gradient operator is in oblate coordinates rand e (r is 
related to r by r = ror), and n is the unit vector normal to the surface. 
Since the surface is at constant pressure (zero), the normal to the surface is 
proportional to pressure gradients. From (2.32) we can thus define it as 
(3.12) 
In the static case the integral (3.11) can be evaluated in closed form, where 
da is obtained from the induced metric hab on the boundary by using the 
projection operator. 
(3.13) 
In oblate coordinates the only term that is static is gee (de)2. The integrand 
is 
(3.14) 
The e derivative of f has been dropped from the denominator as it depends 
on rotation. The derivatives are calculated as follows: Differentiating (3.5) 
gives 
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(3.15) 
Note that the combination r6hl is independent of rotation. From (2.22) the 
metric components are 
gee = (3.16) 
Substituting (3.15) and (3.16) into (3.14) and making cancellations we get 
(3.17) 
Now the derivative in (3.17) needs to be evaluated. One easily sees that 
from (3.7) and (3.8) that (98 denotes the r derivative of is) 
(3.18) 
Substituting (3.18) into (3.17) and ensuring that we take the static limit, 
the integrand is of the form (The bar denotes E as an integration variable) 
e 
Z= J Vdt 
o 
(3.19) 
Where V represents all the quantities that depend on the static boundary. 
Performing the integral (and absorbing any numerical factors into the V) 
gives 
z=Vc (3.20) 
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where 
(3.21) 
p can be evaluated straight off. Substituting (3.6) and (3.10) into (3.5) gives 
(3.22) 
where U' = R2 js (The prime on U distinguishes it from the same symbol 
used to denote the surface energy density). We now need to find the equa-
tion of the boundary in Weyl coordinates by firstly solving (3.20) for E: and 
substituting into (3.22) 
(3.23) 
This equation can be rearranged into the form 
(3.24) 
which is that of an ellipse. It is useful to shorten the expressions for the 
boundary value of the Ernst potential, its normal derivative, and the value 
of the boundary itself in exterior coordinates. The presence of the arcsin 
function and the square roots in both U' and V suggest using the substitu-
tion 
GR=sinT 
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The axes of the ellipse become 
vu' = sin T sin T 
G TcosT (3.25) 
V = sinT (_1_ + SinT) 
2G cosT T (3.26) 
and one immediately sees that the z axis is the larger of the two. The static 
boundary in Weyl coordinates describes a prolate ellipse, and when solving 
the exterior problem it would make sense to select a coordinate system such 
that the real part of the Ernst potential is constant on a particular ellipse. 
This hints at using prolate spheroidal coordinates, which are obtained from 
Weyl coordinates by performing the following transformation (2.91) 
where 
1 1 Ix = -8+ + -S-
2 2 
8+ = Vp2+(z+I)2 
S- = Vp2+(z-I)2 
(3.27) 
(3.27) must hold for all values of p and z, including the axes themselves. 
We could choose either axis, but let us take the axis corresponding to p=O, 
for then the equation takes on a simple form. Substituting this and (from 
(3.24)) z = V into (3.27) gives the relatively simple result Xo = -to The same 
result could also be obtained using (2.93). I itself can be obtained from one 
of the basic equations describing an ellipse which express it in terms of the 
axes 
(3.28) 
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giving 
1= sinT (_1 __ SinT) 
2G cosT T (3.29) 
After long calculations (3.3), (3.4), (3.21), and the result Xo = 'f produce, 
E sinT (3.30) = TcosT 
dE sinT . (3.31) = T3 3T(T-smTcosT) dn cos 
T+sinTcosT (3.32) xo = T - sinTcosT 
while the p = 0 condition (2.32) allows us to obtain an explicit value for X2 
as being the inverse of the static surface potential. 
2 1 
Xo= E (3.33) 
Hereafter we shall informally refer to X itself as the surface potential, and 
the suffix '0' has been included on X in (3.33) as one expects the surface 
potential to depend on rotation. 
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3.3 First order 
We shall now use the known Wahlquist interior solution to calculate the 
Ernst potential and its normal derivative on the boundary of the fluid so 
that they can be used as boundary conditions for the exterior field calcu-
lated in the next section. 
One must solve (3.2) for {) and 1) and substitute into (3.1). By observ-
ing that kc is proportional to TO, for slow rotation we can Taylor-expand 
(3.1) with respect to TO and collect together the real and imaginary parts. 
To first order in TO, 
Ew = Ao + iBITOc (3.34) 
where 
Ao = 1 (1- arcsin(GR) V1- G2R2) -2 
+ GR XO 
( 
arcsin(GR)xov'u XOv'uV1-G2R2) -2 
BI = G2R2 + GR Xo 
G = xoVu 
R is the static radius, and xo is the static surface potential. 
p2 is defined by the Killing determinant 
(3.35) 
which, to first order is, from (2.23) and (2.24) 
(3.36) 
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Is is a shorthand notation for quantities on the RHS of (2.23) that are 
independent of ro, where to first order we have set X to be the static value. 
1 ( VI - k2T2 ) Is = 1 + X5 1- kT arcsin(kT) (3.37) 
The Weyl coordinate z can be written as a line integral as given by (2.132) 
Z= J n.Vpda (3.38) 
Where da is as explained in the paragraph following (2.132), the gradient 
operator is in oblate coordinates rand e. (r is related to T by r = rOT), and 
n is the unit vector normal to the surface. Since the surface is at constant 
pressure (Le. zero), the normal to the surface is proportional to pressure 
gradients. From (2.32) we can thus define it as 
(3.39) 
As one can see, the integral we have to perform is far from trivial, but 
fortunately we can Taylor-expand it in powers of ro. In fact, as the relevant 
part of the Ernst potential in (3.34) is already proportional to ro, only 
the contribution from the static part in the expansion is required, and this 
produces the same result as (3.20) 
z= Ve (3.40) 
where V itself is given by (3.21). So basically, z is e multiplied by some 
function of the static boundary. But note that (3.40) holds only on the 
boundary of the fluid, and not in the interior. 
Solving (3.40) for c and substituting into the imaginary part of (3.34), 
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(3.41) 
On the boundary, (3.40) and (3.36) are not independent, but are in fact 
correlated by the equation of the boundary itself. Once we have this, then 
either one of the transformation equations implies the other. 
The equation of the boundary itself in Weyl coordinates can be obtained 
by eliminating E: between (3.40) and (3.36), which to first order is 
(3.42) 
the same as in the static case. In other words the boundary is unchanged to 
this level of approximation. The other boundary condition arises from the 
fact that the derivative of the Ernst potential normal to the boundary must 
be continuous. 
The normal derivative to the boundary is given by the expression 
dE = - "'E dn n.v (3.43) 
We can substitute (3.39) into (3.43), and use the fact that the partial deriva-
tive of f w.r.t. E: vanishes in the static case. Writing (3.43) in suffix notation, 
dE g"(8d)(8,E) 
= dn 
which from the discussion following (2.143), is just 
dE 
- = ,jPI08,E dn 
(3.44) 
(3.45) 
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One can make a very similar argument to show that a corresponding ex-
pression also exists for the exterior, but in this case the oblate variable 'r' 
is replaced by the prolate variable 'x'. The partial derivative of E w.r.t. r 
can be calculated from (3.1) and (3.2). To first order in ro, (3.45) takes the 
form 
where 
D = 
,jp[o a:; = C + iDroc 
(XO..;rJR - V1 - X~U R2 arcsin (xo..;rJR) + xg..;rJR) 
RX6..;rJ 
(3.46) 
( 
1 _ 2 arcsin G R + y~1-_-G=2~R=2 RG2 ) 
RJ1- G2R2 GR2 R + ,.11- G2R2 
(3.47) 
Or, we can substitute in (3.40) for c, and then convert to prolate coordinates 
using z = xy. To first order we can take x to be its boundary value xo, 
and convert the y dependence into Legendre polynomials. The first order 
components of (3.34) and similarly (3.46) will then be of the form 
Ew = iroB!P! (y) 
d:: = iroDP! (y) 
(3.48) 
(3.49) 
These two equations will provide the boundary conditions for the solution of 
the exterior problem, where the presence of the Legendre polynomials shall 
play an important role. 
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3.4 Second order 
We now determine the Ernst potential and its normal derivative on the 
boundary of the fluid so that it can be used as boundary data for the exte-
rior field which is calculated in the next section. This will give us the shape 
of the boundary as viewed in exterior coordinates. However, the calculation 
is a lot more involved than the first order counterpart. 
Again one must solve (3.2) for -0 and 'I and substitute into (3.1). The 
resulting expression is messy, but we observe that kg is proportional to ro. 
As the surface potential X is expected to be a perturbation of the static case, 
we can express it in the form 
2 X = XO +rOX2 (3.50) 
where the perturbed surface potential X2 is to be determined from the p = 0 
condition, just as was done in the static case. Letting the suffix I denote 
interior, substituting (3.50) and fr = fro + r~fr2 into (2.32) and coUecting 
powers of the rotation parameter gives 
1 3 X2 = -- II2Xo 2 (3.51) 
where II2 can be found from the perturbed real part of the following ex-
pansion in the Ernst potential: For slow rotation we can Taylor expand 
(3.1) with respect to ro and collect together the real and imaginary parts, 
substituting in (3.51) to eliminate X2 in terms of II2. To second order in ro, 
(3.52) 
where Ao and El are given by (3.34), and A2 is a function of the static 
boundary that can be obtained in a manner analogous to the first order case. 
From (3.51) we can clearly see that X2 is not an arbitrary constant. And by 
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a similar argument to (3.45) one can show that the normal derivative can 
be obtained by taking the r derivative of E and multiplying by ,;po Then 
we can Taylor-expand to second order in ro, which gives an equation of the 
form 
dEw rr;oEw 2 ) 2 2 . 
--a;;: = v Pa;:- = C + ro (1'1 + 1'2 € + rol'3 + 1Dro€ (3.53) 
where C, D, 1'1, 1'2, and 1'3 are functions of the static boundary (the suffixes 
for the second order quantity I' do not denote the order of the perturbation, 
but are merely labels). The € derivative has not been considered because as 
we will show later, it appears only as part of a higher order term in ro. 
Once again we must express (3.52) and (3.53) in terms of the prolate coor-
dinates x and y by finding the boundary in terms of Weyl coordinates p and 
z. p is defined by the Killing determinant, and z can be written as a line 
integral as given by (2.132) 
z = J ii.'\7pda (3.54) 
da is the spacelike boundary parameter, the gradient operator is in oblate 
coordinates rand € (r is related to r by r = ror), and ii is the unit vector 
normal to the surface. Since the surface is at constant pressure (zero), the 
normal to the surface is proportional to pressure gradients. From (2.32) we 
can thus define it as 
'\7/ 
ii = 'J"="'\7 /~. '\7=/ (3.55) 
As one can see, at first the integral looks as if it cannot be evaluated in 
closed form, but fortunately we can Taylor expand it in powers of ro. To 
minimize the amount of work required, we shall first write the integrand in 
suffix notation and simplify as much as possible before substituting in. 
CHAPTER 3. WAHLQUIST INTERlOR BOUNDARY DATA 113 
dO" is obtained by using the induced metric hab on the boundary derived 
from using the projection operator 
(3.56) 
In oblate coordinates the only term that is at most of second order is 
g« (dE)2. The integrand is 
(3.57) 
The E derivative of f has been dropped from the denominator as it is of 
fourth order in ro. From (2.22) the metric components are 
gee = (3.58) 
To evaluate the derivatives in (3.57) we need the following: 
(3.59) 
where hI is given by (2.23) 
[ 
1 ( VI - k2r2 )] hI = 1 + r2 1 + X2 1 - kr arcsin(kr) (3.60) 
and X is given by (3.50). Since kr is independent of ro, we can easily see 
that rg hI is of the form 
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where his is defined by taking the static limit of (2.25) 
(3.62) 
and 
1 ( VI - k2r2 ) fs(r) = 1 + X2 1 - kr arcsin(kr) (3.63) 
h2 is given by (2.24), with (2.27) substituted in for k; to second order it is 
Now the derivatives in (3.57) can be calculated as follows: Differentiating 
(3.59) gives 
a,p 
(3.65) 
Substituting (3.65) and (3.58) into (3.57) and making a number of cancel-
lations we get 
(3.66) 
Now the derivatives in (3.66) need to be evaluated. (3.64) gives 
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(3.67) 
while (3.61) and (3.62) give (gs denotes the r derivative of Is) 
(3.68) 
but the derivatives of I need a little more thought. First rewrite (2.25) as 
(3.69) 
and using the suffix 'a' to denote both rand £, differentiate (3.69) 
applying (3.69) in the second term. The derivatives of I become 
8 I _ r2gs(r) + 2r Is(r) - 2r I 
r - r2 + 1'~c2 (3.71) 
8 I - -r52£(1 + f) 
e - r2 + T5£2 (3.72) 
We see that the r variable needs to be evaluated on the boundary. Under 
slow rotation, the boundary's r coordinate will not change by much, so at 
most we can expect points on the boundary to depend only on € and R. 
This assumption can be verified as follows: 
To get the equation for the boundary note that on the surface p = 0; ap-
plying it to (2.32) implies that f = X-2 , which when substituted into (3.69) 
and using (3.50) gives 
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1 r5hJ - r5h2 
Xo + r5X2 = r5£2 + r2 
(3.73) 
Then substitute (3.61)-(3.64). One should note the simplicity of (3.61) in 
terms ofrotation, as this means that in (3.62) we can simply substitute r = R 
and Is = 1/xfi. Wherever r remains we can substitute in the boundary 
perturbation ansatz 
rb = R + r6L(R) (3.74) 
into (3.73), where the suffix 'b' denotes boundary. Taylor-expanding to 
second order, solving for L(R), and substituting back into (3.74) we get 
(3.75) 
where XO is obtained from (3.33), X2 is obtained from (3.51), thus confirming 
our assumption. Note that this equation holds only on the boundary and 
not in the interior. 
First substitute (3.67), (3.68), (3.71) and (3.72) into (3.66), and then sub-
stitute (3.75) in and Taylor-expand everything to second order. We see that 
after a lot of algebra, the integrand is of the form (The bar denotes £ as an 
integration variable) 
< 
Z= j(V+r6Wf2)df 
o 
(3.76) 
Where V is as defined in the static and first order treatment, and W is 
another function of the static boundary. Performing the integral (and ab-
sorbing any numerical factors into the V and W) gives 
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(3.77) 
p is fortunately easier to evaluate. Substituting (3.61)-(3.64) into (3.59), 
and then substituting (3.75) in gives 
(3.78) 
where Sl, S2, S3, and S4 all depend on the static boundary (suffixes on S do 
not denote the order of perturbation). We now need to find the equation of 
the boundary in Weyl coordinates by firstly solving (3.77) for c by writing 
it as 
(3.79) 
and Taylor-expanding. For the T5 term in (3.78) we can, to second order, 
substitute in c = V so that c is entirely in terms of z. Substituting this 
result into (3.78) gives the relation between the Weyl coordinates on the 
boundary; the result is of the form 
(3.80) 
where the r term is a polynomial in z4 that need not concern us. To convert 
to prolate coordinates we could substitute in (2.92) for p and z, however there 
is a more direct method. As the static boundary happened to be a prolate 
ellipse requiring a description in prolate spheroidal coordinates, we similarly 
need to solve for x in terms of y for the rotating case. This is somewhat 
more involved than in the static case, but can be simplified in the following 
manner. First take the non-rotating part of (3.80) and we recover (3.42). 
Then we can write (3.80) as follows: Setting b.(z4) to be r~:) allows us to 
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write (3.80) as 
(3.81) 
To convert from Weyl to prolate coordinates we again use the static axes 
in (2.93) to define the static boundary, but for the shifted boundary we can 
make use of the following observation: 
Rather than directly solving for Xb, the prolate boundary during rotation, 
if we rearrange (3.81) in the following manner 
(3.82) 
then we can say that (3.82) is the equation of an ellipse with new axes that 
are each a rescating of the old ones. Since the prolate radial coordinate, x, 
is defined in such a manner that it takes a constant value on a particular 
ellipse, then provided that x = Xb, the following transformation (2.91) 
where 
1 1 Ix = -8+ + -8-
2 2 
S+ = V p2 + (z + 1)2 
S- = VP2+(z-I)2 
(3.83) 
must hold for all values of p and z, including the axes themselves. In terms 
of the axes A (minor) and B (major), x can be expressed very simply using 
(2.93). 
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1 x=~~= Jl -1fl (3.84) 
Substituting for A and B as inferred from (3.82) and noting that the bracket 
involving .6. is just the perturbed semifocal length which cancels, Taylor-
expanding gives the relatively simple result: 
(3.85) 
If we substitute in z = hoy to second order, where I is the static value of the 
semifocallength, we see that the shifted boundary has a neat representation 
in terms of the Legendre polynomials Po(y) and P2(Y). 
2xgWl2 (Po (y) + 2P2 (y)) 
Xb = xo + TO 6V3 (3.86) 
By analogy with (3.48) and (3.49), the second order boundary Ernst poten-
tial (3.52), and normal derivative (3.53), can also be represented in terms of 
Legendre polynomials as follows (again noting that the suffixes on the w do 
not denote the order of perturbation) 
(3.87) 
(3.88) 
(3.86), (3.87) and (3.88) shall play a crucial role when we perform the second 
order matching to the exterior field. 
Chapter 4 
The exterior problem 
4.1 Preamble 
Having obtained our exterior Cauchy data consisting of Ernst potential, 
normal derivative, and boundary, we can now use this to solve for the exterior 
to zcroth, first, and second order in a systematic manner and apply the 
matching conditions. The form of the vacuum field equations that shall be 
adopted is the Ernst equation (2.88) and its integrability conditions (2.95). 
Although the static limit may seem obvious given that we have demonstrated 
the existence of a spherically symmetric limit, it must not be overlooked as 
the static boundary determines what is the most appropriate form of the 
Weyl coordinates that one must use in solving the Ernst equation, and 
it provides a relatively simple test for the static part of Ernst potential 
matching conditions. 
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4.2 Static 
By making the following fractional transformation on the E itself 
~-1 E=--
~+1 
the static Ernst equation in Weyl coordinates 
121 
(4.1) 
(4.2) 
can be converted so that it allows the solution to take on a simple form if 
one were to use the prolate spheroidal coordinates x, y. (4.2) becomes 
(e - 1) [( x2 - 1) ~xlx = 2~ (x2 - 1)~; (4.3) 
Despite being non-linear this equation is now a separable ODE, and a first 
integration gives 
(4.4) 
where {j is an integration constant. Performing another separation and in-
tegrating gives 
~-1_ (X-1)1i 
-- Co --~+1- x+1 (4.5) 
where Co is another integration constant. From (4.1) the LHS of the above 
equation is just E, so 
E=C, (~)Ii 
o x + 1 (4.6) 
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The normal derivative of E is obtained by differentiating (4.6) wrt x, mul-
tiplying by VPE (see (2.143)), and using (4.6) again 
(~~) =OCo(X+1) 2 Vx2-1 E x - 1 (x + 1)2 (4.7) 
The corresponding ratio obtained by taking the boundary limit of the inte-
rior, using (3.30) and (3.31), is 
(~~) V 1 (. ) 
-E = {)' {) {) {)-sm{)cos{) 
SIll cos 
(4.8) 
Matching (4.8) and (4.7), where at the boundary x is given by (3.32), show 
that Ii = 1 and Co = sec2{) after straightforward but lengthy manipulations. 
With these values, (4.6) turns out to be the Schwarzschild solution regard-
less of Co, as one could attach a factor of ..;co with each factor of dt, and 
just simply redefine the time coordinate. What this physically corresponds 
to is the fact that dt for the interior metric is the time measured by an 
observer in a region of no-gravity (the centre), but the corresponding dt for 
the exterior belongs to an asymptotic observer. The two are not the same 
and ..;co reflects this difference. When {) '" ~, the surface is just outside 
the event horizon and there is a large difference between the two time scales. 
The spatial distortion at this particular limit is best illustrated by using 
(2.92) to convert (4.6) back into Weyl coordinates, 
F- z-L+R-
( )
/i 
- z+L+R+ (4.9) 
where 
(4.9) is well known from potential theory to be the field outside a rod of 
CHAPTER 4. THE EXTEIDOR PROBLEM 123 
length 2L and density 0, lying along the z axis, and with its centre at the 
origin; 0=1 corresponds to the Schwarzschild solution. Since when did the 
Schwarzschild solution originate from a rod? Remember that this is a rod 
in Weyl coordinates, and Weyl coordinates only correspond to physical co-
ordinates far from the source, whereas near to the source the image of the 
object gets distorted by an elongation in the direction of the axis. For other 
values of m and 0 we end up with solutions that are axisymmetric (in physi-
cal coordinates), some of which diverge depending on the direction in which 
we approach the source; this sort of behavior is hinting at a ring-like object. 
Solutions for 'rods with ring like properties' have already been investigated 
by Zippoy-Voorhees [16], although the complete interpretation has not been 
established yet. 
From the real part of the Ernst potential one can obtain the spatial part of 
the metric by using the integrability conditions (2.95), where in the static 
case ,p = 0 
J1.y' = (x
2 
- 1) (y2 - 1) 
2Fi(x2 _ y2) 
[ (x2 - 1) (2 2) (2 2) ] Y (y2 _ 1) F2,x +,px + y F2,y +,py - 2x (F2.x F2,y + ,px,py) 
Once we have found J1.' then we can obtain e~ from 
e'" el-'=-
F 
(4.10) 
(4.11) 
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giving 
~ (x+1J2 
e =-/-'O 2 2 
x -y 
(4.12) 
/-'0 is an integration constant which can be shown to equal -1 by applying 
the axis condition that e~1 = 1 at y = 1. 
So, we have proved from the interior boundary data itself that the static 
exterior is the Schwarzschild solution. This shall now be used as a seed for 
the first and second order perturbations. 
CHAPTER 4. THE EXTERIOR PROBLEM 125 
4.3 First Order 
We have already proved that the static exterior seed is indeed the Schwarzschild 
solution, so based on this we aim to find the form of the dragging outside 
a slowly rotating Schwarzschild-perturbed stationary axisymmetric matter 
distribution by perturbing the Ernst potential E in the Ernst equation to 
first order in the rotational speed. 
The Ernst equation 
(ReE) \72 E = (\7 E)2 (4.13) 
is now perturbed to first order in ro using the ansatz 
E = Eo + roE1 (4.14) 
giving 
(4.15) 
We convert to prolate coordinates for reasons described in the static case. 
The Ernst potential (4.14) when converted to its prolate counterpart I; by 
(4.1) now becomes a complex function of x and y, and is given by an ex-
pression of the form 
I; = 1;0 + r06 (4.16) 
Our seed, the zeroth order exterior (Le., Schwarzschild) solution, is obtained 
from (4.5) with 0=1 and Co absorbed into the dt. 
1;0 = x (4.17) 
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and from (3.48) we expect the perturbed part to be purely imaginary, so 
take 
(4.18) 
The resulting differential equation in prolate coordinates describing A1 in 
(4.18) is 
(4.19) 
We go through the usual procedure of separating the variables, but let the 
constant of separation explicitly have a negative sign for this then produces 
Legendre's equation for the y dependence, provided that the constant is 
chosen to be n(n + 1). The solutions for that are Legendre polynomials, of 
the form Pn(Y), To satisfy the boundary conditions as provided by (3.48), 
we can only expect P1(Y) to be present. Under this restriction, the equation 
describing the x dependence becomes 
(4.20) 
This can be integrated directly. Doing so, and multiplying by P1(Y) gives 
(4.21) 
as the form of our exterior Ernst potential perturbed to first order. Cl and 
C2 are arbitrary functions of Y, which are to be determined from applying 
the boundary conditions at the surface of the fluid. (Here we use lowercase 
letters, as their uppercase counterparts will be reserved for the second or-
der analysis to follow later). In fact, when the equation of the boundary is 
substituted in, Cl and C2 will effectively be functions of x only. And to first 
order, the boundary is unchanged and is still at its value in the static case, 
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so in fact Cl and C2 will be constants. 
(4.21) is currently in prolate spheroidal coordinates, and to calculate our 
metric coefficients we need to substitute this and (4.17) into (4.16), then 
substitute (4.16) into (4.1), collect the real and imaginary parts together, 
and expand to first order to give an expression of the form 
E = H +i7,& (4.22) 
where 
x-I (4.23) FI=--
x+l 
and 
ro2y [C2 + Cl (x - x313) 1 
7,&= (x+l)2 (4.24) 
In describing the quantities in the line element (2.116) up to first order, the 
suffix '1' on L shall denote this. FI is straightforward enough; it is given by 
(4.23). And to first order in ro, LI is given by (2.113), noting that K2 is of 
second order, 
(4.25) 
Using the prolate (x,y) to Weyl (p,z) coordinate transformation: 
z = xy (4.26) 
(4.25) becomes 
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(4.27) 
To first order el" remains the same as in the Schwarzschild case. From (2.114) 
it is 
(4.28) 
K needs to be calculated in the following manner: 
K=FW (4.29) 
where W is defined by the following pair of PDEs from the third and fourth 
equations from (2.95) 
Wx = (1 - y2)F-21/Jy 
Wy = (1 - x 2 )p-21/Jx (4.30) 
Substituting (4.23) and (4.24) into (4.30), integrating, and then substituting 
into (4.29) gives, to first order, 
(4.31) 
Where >'1 is an arbitrary constant of integration. This can be eliminated 
by enforcing the requirement that K = 0 at the coordinate axis, where 
y=cos8=1, for all x. This gives 
(4.32) 
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Considering (4.31), at first the metric (2.116) does not appear to be asymp-
totically flat as far as the distant observer is concerned. But up to now, it 
is not at all obvious whether the form of K as given in (4.31) {and conse-
quently (2.116)) corresponds to that measured by a static observer, or an 
observer possessing an angular velocity with respect to the distant frame 
that is yet to be determined. To allow for this possibility, we note that for 
large x, the LHS of (4.26) can be approximated by p2 "" x 2 (1 - y2), the 
asymptotic form becomes 
(4.33) 
This looks very much like the Minkowski metric of a disk rotating with 
angular velocity n as viewed by a non-rotating observer, which to first order 
in Weyl coordinates is 
and where 
(4.35) 
Since Cl is arbitrary and has not yet been determined, we can absorb the 
factor of 3 into it to get 
(4.36) 
This angular velocity is what is required to 'rotate-away' the apparent non 
asymptotic flatness in (4.33). This shows that the original solution of the 
first order Ernst equation was performed in the co-rotating frame, and by 
counter-rotating with n as given by (4.36) we obtain the asymptotic form 
of the metric as viewed by a non-rotating observer. 
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Substituting (4.32) into (4.31) and factorising the polynomial in x in the 
first term gives the metric of the co-rotating frame in prolate spheroidal 
coordinates as 
Apart from the cross term, all the other metric coefficients remain the same 
as in the Schwarzschild case. We now explicitly convert this into a form as 
viewed by the non-rotating observer. Under counter-rotation, K changes as 
( 4.38) 
where Kold is taken to be everything enclosed within the outer parentheses 
of the dipdt term in (4.37), Ll is given by (4.27) and W from (4.35). It is 
straightforward to show that the counter-rotated K (Kcr) is given by 
(4.39) 
At first this appears to have the form of the pure Kerr dragging. However, 
we cannot combine the constants in (4.39) before doing the matching at 
the boundary in the co-rotating frame. Once we have done this then we 
can work backwards from (4.39) to show that the counter-rotated first order 
prolate Ernst potential is the following solution of the Ernst equation, and 
consequently can be used as a seed for the second order solution: 
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6 =iyH (4.40) 
where 
(4.41) 
Also, the counter-rotated form of..p is obtained from substituting K = Kcr 
into (4.29), and then using (4.30) in reverse. It is easily seen to be 
ro2yH 
..pc, = (x + 1)2 
We shall need (4.40) for the second order perturbation. 
(4.42) 
This act of 'counter-rotation' is somewhat reminiscent of performing the 
so-called gauge transformation in gravitational waves to eliminate contribu-
tions that arise from the effects of non-gravitational acceleration, here we 
are doing it for the dragging. It is just as well that we have performed the 
counter-rotation now, as otherwise the second order solution would be un-
necessarily complicated, making it very difficult to get rid of the effects of 
co-rotation. 
Despite what has just been mentioned, when performing matching we must 
do so in the co-rotating frame. For the Ernst potential this involves equating 
(4.24) to (3.48). This gives us an equation for Cl and C2 entirely in terms of x. 
Using (2.157), the condition for matching the interior (1) and exterior (E) 
derivatives becomes 
(4.43) 
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where the extra suffix 0 on the metric components indicate that, to first 
order, the static metric is to be used. This gives us another equation for Cl 
and C2 entirely in terms of x. 
In both equations wherever x appears on the RHS we can to first order 
take it to be that of xo. They can then be solved for Cl and C2 entirely in 
terms of xo and R. 
So, the exterior metric of the Wahlquist solution is, to first order, asymp-
totically flat with respect to the distant observer and given by 
(4.44) 
This result holds regardless of what we choose for Cj and C2. Does this imply 
that the dragging will exhibit departures from the pure Kerr metric? Unfor-
tunately not, there is still one more step to perform in our calculation of the 
dragging. Earlier it was said that TO is proportional to, but not necessarily 
equal to, the specific angular momentum as viewed from the asymptotic 
frame. If we now take the asymptotic limit of (4.44) and compare it with 
the general form of the asymptotic stationary axisymmetric Schwarzschild-
perturbed metric [23J 
ds2 = (1- 2~) dt2 _ (4a [x2 -:1 [1 - y2]) dtd<p 
_ (1 + 2~f) (dp2 + dz2 + p2d<p2) (4.45) 
we can substitute X""T into both (4.44) and (4.45) to show that the specific 
angular momentum a is given by 
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a=Hro (4.46) 
where we have absorbed the negative sign into H. We see that the angu-
lar momentum is defined in terms of the rotation parameter and first order 
boundary data, so if we use (4.46) to replace ro with a in (4.44), then we 
can state that to first order (and not beyond): 
For an arbitmry Schwarzschild-perturbed slowly rotating stationary ax-
isymmetric matter distribution, the exterior dragging will be pure Kerr. 
This is not surprising; to first order the boundary is unchanged, and so 
we can mathematically treat the body as if it were a point particle. Unlike 
Kegeles [69J who assumed it and overlooked the significance of the 'diverg-
ing' term, we obtained the result purely by starting from arbitrary first 
order boundary data. But once the second order is investigated, one can 
and should expect departures from the pure Kerr dragging due to the shape 
of the boundary. In fact, one cannot even expect the third order dragging 
to be asymptotically flat, no matter how much one tries to counter-rotate. 
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4.4 Second Order 
The Ernst equation 
(ReE) \72 E = (\7 E)2 (4.47) 
is now perturbed to second order in TO using the Ansatz based on the bound-
ary data (3.88) 
(4.48) 
giving 
We again convert (4.49) to prolate coordinates, where the Ernst potential is 
denoted by x. (4.48) becomes 
(4.50) 
Our seeds are the zeroth order exterior (i.e. Schwarzschild) solution (4.17) 
(;O = x (4.51) 
and the counter-rot.at.ed first order solution (4.40). 
6 =iyH (4.52) 
From the boundary data (3.52) the second order part is purely real, so take 
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(4.53) 
The PDE in A2 becomes 
Substitute (4.51), (4.52) and (4.53) into (4.50) and go through the usual 
procedure of collecting the second order terms and separating the variables, 
but in the y separation, (3.85) requires us to have the Po(y) and P2(y) 
Legendre polynomials in y. 
1 2 
--H x 
2 
+ {C2PO(Y) -C4 P2~Y) (3x2 -1)} (x2 -1) In [:~ ~l 
+C1PO(Y) (x2 -1) 
+ P2 (y) [C3 (3x2 - 1) (x2 - 1) + ~ C4X (1 - x2) 1 (4.55) 
The first term is Kerr-like, but all the other terms are new. This is not, 
however, in a form that allows us to perform matching at the boundary as it 
is in the asymptotic frame. The Wahlquist solution (2.22) is defined in the 
co-rotating frame, and to get the co-rotating counterpart for the exterior 
we need to find the metric components in the asymptotic frame, perform a 
co-rotation and then work backwards to find the new Ernst potential. To 
find the metric one needs to evaluate the following parameters in (2.116): F, 
L and eM (denoted F2 , L2 and e~ for the second order case; note that these 
also include their static counterparts). To calculate F2 substitute (4.51), 
(4.52), and (4.55) into (4.50), substitute the result into (4.1), find the real 
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part and then Taylor expand to second order in TO giving 
Where 3(x, y) is related to 6 by 
(4.57) 
At large x (4.56) goes as x2 P2(Y)' and one can verify that this cannot be 
eliminated by performing a rigid rotation. L is given by (2.113) 
(4.58) 
where p is given by (4.26), and K (in the asymptotic frame) is given by 
(4.39). Substituting in and expanding to second order gives 
[ 
H2(y2_1) 1 
x-I + H2 ( _x2 + 2y2 - x) + 2 (x + 1) B(x, y) 
(4.59) 
e~ is obtained as follows: First solve the following pair of PDEs obtained 
from the first and second equations of (2.95), and Taylor-expand to second 
order 
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Jio
y
' = (X2 - 1) (y2 - 1) 
2F1(x2 _ y2) 
[ 
(x2 - 1) (2 2) (2 2) ] Y (y2 _ 1) F2,x +,px + y F2,y +,py - 2x (F2,x F2,y + ,px,py) 
(4.60) 
F2 is given by (4.56), Y is given by (4.42), and the x and y suffixes on both 
of these quantities denote partial derivatives. These integrability conditions 
are a stringent test on the validity of our solution (4.55), as they arise from 
the Ernst equation itself, and only solutions of the Ernst equation can be 
integrated according to (4.60). 
Once we have found e~; then we can obtain e~ from 
(4.61) 
and again Taylor-expand to second order. Then we can eliminate the in-
tegration constant from (4.60) by applying the axis condition that e~;=l 
on the coordinate axis (Le. when y=l). In applying this condition we can 
choose any value of x, but it is best to take the static boundary value. After 
several very long calculations we firstly get the axis constant as a function 
of xo and T5, 
(4.62) 
where 
( x02 - 1) ( (XO - 1) ( x02 - 1)) Ca2 = 4 C2 ln -xo2 + 1 + -In Xo + 1 -3 + 2 In 2 Xo + 1 C4 
(4.63) 
then el' itself is given by an equation of the form 
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(4.64) 
where 
(x + 1)2 (12x (y2 - 1) - (3x2 - 1) (3y2 - 1)) 
Cl = x2 _ y2 
C2 = (X+l)2(4In(_::~~2)-2In(:~~))(x2-y2t 
C3 = (x+l)2(x2 _ y2f1 
( (-3/2 y2x + 3/2 x-I) In (: ~ ~) _ 3 y2 + 2 In (2 x; ~ ~2) ) 
Cs = 
(x + 1)2 (x2 _ y2)-1 
(1/8 (3x2 - 1) (3y2 - 1) In G ~ ~) + 9/4y2x - 3/4X) 
x+y2 + 1 
x2 _ y2 
(x + 1)2 (-Co2 - 2 Cd 
x2 _ y2 
We need to convert (4.56) into the co-rotating frame so that we can apply 
the boundary conditions on the Ernst potential. Under co-rotation by the 
angular velocity H ro (See (4.46» F2 changes as follows: 
By making a transformation on 'P in (2.116) using 
if> = 'P - Hrot (4.65) 
one can easily show that F changes as 
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(4.66) 
allowing the co-rotated F2 (denoted Ff) to be easily deduced 
F2 = F2 + roH --Po (y) + -P2 (y) (x + 1) ---RA 22(2 2 )[ 2 4] 3 3 x+ 1 (4.67) 
The y dependence has been converted into Legendre polynomial form. To 
perform the second order matching, we must evaluate E, the real part of the 
Weyl Ernst potential, on the boundary Xb. 
Given that the real part of (4.48) is, 
Re [E] = Eo + r6E2 (4.68) 
we can evaluate this on the boundary x = Xb as follows: Use (4.17) and (4.1) 
for Eo, Taylor-expand at x = Xb (see (3.86) and (2.158)), and take E2 to be 
the co-rotated version as obtained from (4.56), and (4.66), which gives to 
second order 
2 [ R aEo (x) I ~ ] Re [Eb (Xb)] = Eo (xo) +ro E2 (xo) + a an (xo) Pn (y) 
X Xo n 
(4.69) 
Now we are ready to apply the boundary values. This proceeds very much 
as in the first order case so will not be described in great detail. The static 
part of this equation (and the derivative counterpart) does not need to be 
explicitly matched as that just reproduces a Schwarzschild interior as de-
scribed in the static case. 
For the second order part, substitute in the r6 part of (3.52) on the LHS 
of (4.69), and (4.67) on the RHS. Convert the LHS to prolate coordinates 
by substituting in (3.40) for E, letting z = Xv, and converting any y de-
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pendence into Legendre polynomials. On both sides of (4.69) we can, to 
second order, let x = Xo. What we obtain is an identity involving even 
Legendre polynomials in y up to I = 2. This gives one set of equations link-
ing pairs of integration constants from (4.55) in terms of the static boundary. 
Before we apply the derivative condition, we must evaluate the second order 
normal derivative. In component form, this is given by (2.141) 
(4.70) 
The second term in both the numerator and denominator is proportional to 
rg so it can be dropped, and taking into account the fact that F and e~ are 
already matched, this gives 
even to second order. So the r derivative of E must be matched at the 
boundary. 
To perform such a matching, we need the equivalent of (4.69) for the normal 
derivative, which from (2.153) and (3.88) we can expect to be of the form 
For the RHS the static term is given by 
dEo = JPr,8Eo = 2 ~ 
dn 8x (x + 1)2 
and the x derivative by 
(4.71) 
(4.72) 
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!... (dEO) _ -2 (x - 2) 
ox dn - v'X2=l (x + 1)2 (4.73) 
where we have used (4.51), (4.1), (4.44), and (4.70). The first term in the 
rotating part is given by differentiating (4.67) wrt x, and then multiplying 
by v'Po. The derivative contribution to the second term in the rotating part 
is given by multiplying (4.73) by the Legendre polynomial representation of 
the shift in the boundary (3.86). On both sides of (4.71) set x = Xo. 
(4.71) gives another set of identities involving even Legendre polynomials 
in y, which also correlate integration constants from (4.55) in terms of the 
static boundary. 
The set of four equations 
pCl +qC2 = n 
aC3+bC4 = k 
eCl +fC2 =j 
gC4 + hC3 =m 
can be solved simultaneously for the integration constants Cl, C2, C3, C4 
arising from (4.55) as follows: 
C3 = -bm+kg 
ag- hb 
C4 = am-hk 
ag - hb 
G pj - en 2= pf - eq 
Cl = -qj+nf 
pf - eq 
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where a, b, e,j,g,h,p,q, n,j, k and m are very complicated functions of the static 
boundary, but the important point is that they do not depend on the coor-
dinates. 
Finally, using (4.39), (4.55), (4.56), aud (4.64) our asymptotic first aud sec-
ond order metric (2.116) in prolate coordinates becomes, where, for brevity, 
we have substituted (4.41) for H in the dt and cross terms but not the 
spatial coefficient: 
where 
e~ = (x + 1)2 (x2 _ y2) 
+ C3G1 (x,y) + C2G2 (x,y) + C4 (G3 (x,y) + G4 (x,y)) 
(4.74) 
+ H2G5 (x, y) + G6 (x, y, Cl) (4.75) 
It can be shown that by taking the slowly rotating limit of the full Kerr 
solution in prolate coordinates and applying the axis regularity conditions 
from scratch (2.99), (2.101), and (2.103), that the first and second order 
terms involving Cl and C2 in (4.74) do agree, after taking into account their 
definition in terms of the angular momentum (4.46). 
CHAPTER 4. THE EXTERIOR PROBLEM 143 
If we choose all the second order constants to be zero, then we are just 
left with the Kerr part, so one could say that the Kerr component is an 
essential part of the general form of our exterior metric. Also, it can be 
observed that for large x, the Cl, C2 terms go to zero. The terms involving 
C2 and C4 also do the same, but they appear to diverge at x = +1 and 
x = -1, which in the static case is simply the Schwarzschild horizon where 
Weyl coordinates cease to be valid anyway. Since the static fluid is outside 
the Schwarzschild horizon, and during rotation the boundary is expected to 
be only slightly distorted, then these values of x need not concern us. 
The Cl term appears to go to a constant value at large x. Provided that all 
other second order terms are asymptotically flat, i.e. the Cl term does not 
form part of a diverging series, then we can rescale the time to transform it 
away. At large x however, (4.55) and (4.56) clearly show that the C3 term 
diverges, and a similar sort of conclusion holds for L and e~. It is also not 
difficult to show that the curvature invariants are nonzcro asymptotically. 
As we have a diverging series one must treat the 'large x' interpretation of 
the Cl and C3 terms with caution, because the series form of the solution 
may not be valid asymptotically as shall be discussed in the last paragraph 
of this section. Nevertheless this finally extinguishes any lingering hopes of 
matching the singularity-free form of the Wahlquist interior to an asymp-
totically flat exterior, as was first suspected by [42], but in our case we have 
performed second order Cauchy matching after expressing the boundary in 
exterior Weyl coordinates. 
In relation to the shape of the surface, we recall that, in Newtonian the-
ory rotating bodies can only bulge out at the equator. At first numerical 
studies [35] appeared to indicate that the Wahlquist solution possessed an 
equatorial bulge for only a very small range of parameters - much smaller 
than one would expect in Newtonian theory, later Perjes [44] showed that 
the fluid does not possess an equatorial bulge at all. This is substantiated 
by the result that an appropriate Newtonian limit with an equatorial bulge 
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arising from inertial forces cannot exist for the Wahlquist solution (see ap-
pendix C), hinting at the possibility that forces originating from within the 
fluid cannot cause it to bulge out at the poles. 
In light of the non-asymptotic flatness, it is possible to ask the following 
question: If the Wahlquist solution cannot describe an isolated body, then 
surely there must be other masses present that are contributing to the grav-
itational field. This then allows the exterior singularities that arise in the 
Wahlquist solution to be interpreted as follows: Whenever a field diverges 
despite attempts to counter-accelerate it away, the curvature tensor becomes 
singular, and the field equations imply the presence of a source of that di-
vergence, i.e. point mass(es), and this may provide a 'replacement' for the 
embedded Kerr black hole from the original Wahlquist solution that was a 
consequence of the discontinuous boundary. 
These exterior masses must be introduced in an axisymmetric manner at 
a distance from the fluid that is yet to be determined. Then the exterior 
field, including the acceleration, would certainly be made to match that of 
the interior - but at a cost. These masses will interfere with the shape of 
the fluid by using their gravitational field to deform it, making it bulge out 
at the poles. For a fluid that is asymptotically flat in the static case these 
masses must only be present during rotation. Apart from the Schwarzschild-
like divergences discussed earlier, the only other value of x which diverges 
in (4.74) is at infinity, so one would naturally be led to think that this is 
where the masses are located. 
But even at second order in the rotation speed, the growing series form 
of the Ernst potential may not converge for all values of x; there may be 
particular points at which the series blows up (c.f. truncated geometric sc-
ries). If it is at all possible to obtain a closed form counterpart to the series 
solution, it may allow us to see whether the masses really are located at in-
finityor whether they are located at a finite distance after all, corresponding 
to the points at which the field diverges. It is also worthwhile to investigate 
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how the values of these exterior masses depend on the rotation speed, and 
both these issues shall be the subject of the next section. Also, appendix 
B takes a new look at the asymptotically flat non-Kerr part of the second 
order solution. 
Chapter 5 
Interpretation of multipole 
moments 
5.1 Multipole moments 
If the spatial distance between the point of observation of the field and the 
centre of the body is much larger than the sizes characterizing its boundary, 
then the field can be approximated by a series of terms, where each term 
carries information about the degree of asymmetry. Such an approximation 
is referred to as the multipole expansion, and the quantities which repre-
sent the effective sources of each term are called multipole moments (See 
[16J, [65J, and references contained therein). For a stationary axisymmetric 
source, the mass and angular momentum are obvious multipole moments, 
the former being the principal moment for the real part of the Ernst poten-
tial, and the latter being the corresponding quantity for the imaginary part. 
The first quantity to indicate departure from spherical symmetry in the 
real part of the Ernst potential is the quadrupole moment. This, crudely 
speaking, describes the contribution to the field arising from the amount of 
matter dumped into the bulge regardless of how it formed. For the Wahlquist 
solution, we know the bulge, and we are trying to in effect work backwards 
to find out what is the cause of it by studying the properties of the exterior 
field. For this reason we shall give a detailed treatment of the quadrupole 
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moment, and taking our definition into account, it is a good idea to intro-
duce the concept of Komar integrals which are the relativistic equivalent 
of Gauss' two flux laws (c.f. the first and second of Maxwell's equations in 
integral form). 
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5.2 Komar Integrals 
The Komar integrals give the total mass and angular momentum that con-
tributes to the vacuum gravitational field, and one would expect any exterior 
masses are likely to show up in them. The form of these integrals is well 
known for asymptotically flat metrics [48]; the reason that asymptotic flat-
ness is stipulated is because otherwise one cannot tell which combination 
of Killing vectors is the right one. What this means is that the observer 
cannot tell whether the force on the test particle caused by the observed 
field is due to inertial effects, or whether it really is a 'pure' gravity field 
that diverges. In our case though, we argue that since the asymptotic frame 
has already been selected in the solving of the perturbed Ernst equations, 
the combination of Killing vectors pertaining to that frame must be the 
right one. We now go on to show that the Komar integrals also exist in 
some form for asymptotically diverging metrics, and that they can be given 
a suitable interpretation in terms of additional masses that may be present 
in the vacuum. 
The Noether current is defined in terms of the Hicci tensor and a Killing 
vector from the contravariant form of (2.18): 
(5.1) 
From the contracted Bianchi identity (2.10), Killings equation (2.15), the 
zero covariant divergence of the energy momentum tensor, and the fact that 
the Ricci scalar is constant along a Killing vector (2.19) it can be shown 
that this current is conserved. The conserved quantity can be found by 
integrating (5.1) over a spacelike three-dimensional hypersurface E, which 
refers to both vacuum and fluid (Figure 5.1). 
4rrE = J dEaVb (VaKb) (5.2) 
E 
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G 
Figure 5.1: The spacelike domain for the Komar integral ~ = VE U VI 
The spacelike volume element implicitly contains the metric determinant. 
Stokes' theorem for a generic quantity Bab is given by: 
J \1bBabd~a = ~ f BabdSab (5.3) 
E BE 
Applying (5.3) to the vacuum contribution in (5.2), and splitting ~ into the 
interior (I) and exterior (E) portion gives 
(5.4) J ,(2) is the metric determinant evaluated on the 2-surface of integration, 
n a and rrb are its timelike and spacelike normals respectively. The spacelike 
normal always points in the outward direction w.r.t. the boundary of a given 
volume. The volume for the vacuum is bounded by two walls, one next to 
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the fluid boundary, and the other at infinity. The surface integral over the 
wall next to the fluid boundary is equal and opposite to the surface integral 
over the fluids boundary as contributed by the second term in (5.4) so that 
only the surface integral at infinity remains. So far we have not mentioned 
anything about requiring asymptotic flatness. 
For an asymptotically flat metric the integrated flux is independent of the 
area of the 2-surface and this constant flux is expected to reveal the mass 
that the fluid possesses. For the asymptotically diverging case, this extra 
flux is expected to reveal the presence of masses other than that of the fluid. 
We shall now evaluate (5.4) at infinity for such a diverging field. 
For the form of the metric (2.116) in prolate coordinates and adopting the 
convention xo=t, Xl = X, X2 = y, x3 = <p, one can easily show from the 
timelike normalization condition 
gabnanb = 1 
that the timelike normal vector takes the form 
(5.5) 
(5.6) 
To obtain the spacelike normal one can choose it in the following manner 
",a = (0, X, Y,O) (5.7) 
The tangent vector to the fluid boundary is defined from the spatial part 
of the metric with d<p = O. Since X is constant on the static boundary, and 
dx2 is proportional to r~, then any dx terms can be neglected. The metric 
on the boundary thus becomes 
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Dividing both sides of (5.8) by d1 2 , the equation takes the "form gabtatb = -1, 
with 
and 
[
2 (x2 _1)y2] 
gyy = -e~ x + (1 _ y2) 
tY = dy 
dl 
(5.9) 
(5.10) 
All other components of the tangent vector are zero. If we now evaluate 
the orthogonality condition between (5.7) and (5.10) we immediately see 
that Y = 0, and the normal vector only has a component in the x direction, 
even to second order in the rotation speed. From the spacelike normalization 
condition gab17a17b = -1, one can easily show that the covariant component of 
the spacelike normal takes the form, remembering that the spacelike metric 
components themselves implicitly have a negative sign 
where 
[
2 (l_ y2)x2 ] 
gxx = -e~ y + (x2 _ 1) 
(5.11) 
The area element is given by dyd<p, and to obtain the metric determinant 
we must first set dt and dx to be zero in the metric, and then evaluate the 
determinant of what remains; one gets 
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V,(2) =,rz&i x2 + (x2 -1)y2 (5.12) 
1- y2 
By choosing the components of the timelike Killing vector to be Ka=(I,o,O,O), 
then from (5.6) and (5.11) the quantity naab (\7aKb) in (5.4) reduces to 
(5.13) 
where we have explicitly written out the covariant derivative in terms of the 
connection. Expressions for the connection coefficients of a rotating body 
in terms of Weyl coordinates are given in appendix F; using them, and after 
converting back to prolate coordinates, one can eventually show that 
(5.14) 
The integrand (5.4) becomes, on putting together (5.6), (5.11), (5.12), and 
(5.14) and simplifying 
!p=27r, 
y=+1 
1 J v'!f 3 (al ) d<pdy 
2 ",=0, (x2 - 1)2 (1- y2)2 ax 
y=-l 
(5.15) 
For the static case one can take any value of x, but rather than take x to be 
at infinity we will take it to be the boundary XQ, as we can then generalize 
to the rotating case. Evaluating (5.15) one gets 47[, and taking into account 
the fact that in prolate coordinates the mass is normalized in terms of the 
serm-focallength, we recover the 'well known' fact that all the gravitating 
mass exists within the body. 
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For the rotating case one must substitute (4.56) and (4.59) into (5.15), and 
Taylor-expand to second order. The static part gives the result mentioned 
in the previous paragraph, but thanks to the orthogonality of the Legendre 
polynomials, the rotating part only contributes the asymptotically flat I = 0 
term in the second order Ernst potential, with the total mass being 
2 (1 2 ) Mto'al = 1 + ro ?oH + 2C2 (5.16) 
of which the slowly rotating Kerr solution (roH = a, C2 = 0) is clearly a 
subcase. To second order, this result holds regardless of whether the exte-
rior is asymptotically flat or not. Exterior contributions to the mass do not 
show up in (5.16). 
One can also evaluate the angular momentum integral. Since only first order 
terms are present and not second order terms, it is unlikely to reveal the 
presence of exterior sources, and it shall not be described in detail. But by 
choosing the components of the spacelike Killing vector to be Ka=(O,O,O,l) 
and going through a very similar sort of argument as was done for the mass 
integral, one can show that 
J=roH (5.17) 
irrespective of whether the observer is co-rotating or not. Since any lin-
ear combination of Killing vectors is also a Killing vector, then any linear 
combination of Komar integrals represents a conserved quantity. But given 
(5.16) and (5.17), no linear combination of Komar integrals is ever going to 
reveal the presence of exterior masses to second order. 
Given the lack of relevant information provided by the Komar integrals, 
we now try a different method. 
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5.3 Multipole field of point masses 
It can be observed that (4.49) reduces to Laplace's equation for E2 at asymp-
totic distances from the fluid, where the dragging becomes zero and the static 
field becomes Minkowski. 
(5.18) 
Further, prolate coordinates x, y reduce to spherical coordinates r, y at 
asymptotic distances, so one can solve (5.18) in spherical coordinates and 
match it to the asymptotic limit of (4.56). However the Legendre polynomi-
als are independent, and therefore the matching must hold for all values of 
y, including those that make certain Legendre polynomials zero. This means 
that the asymptotic x dependence belonging to each Legendre polynomial 
must be matched. The asymptotic limit of (4.56) is 
(5.19) 
r has been substituted for x. Now solve (5.18) in spherical polar coordinates, 
and get the usual solution 
(5.20) 
where Al and <Pl are integration constants. Using (5.20) as an asymptotic 
'boundary condition', we find that Ao and A2 are nonzero, and are given by 
Ao = 2r~Cl 
A2 = 6r~C3 
(5.21) 
(5.22) 
Why do terms with a growing component to the field show up at all in 
Laplace's equation in the generic case if we 'know' that the field goes to 
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zero at infinity? They are only eliminated after applying the known bound-
ary conditions. The growing terms arise due to an interesting property of 
Laplace's equation - it is conformally invariant under the transformation 
followed by 
E~ = rEz 
1 
r=-
r' 
(5.23) 
(5.24) 
E2 is the bulge potential in the new variable r'. We shall not pursue this av-
enue though, as there is a more direct way of interpreting the growing terms. 
The asymptotic (i.e., Newtonian) field if>N can be related to the real part of 
the Ernst potential using Fa,y = 1 + 2iP N. If we are to imagine splitting if> N 
into the static if>N,tat and second order if>Nz parts, then the 1 and if>Nstat 
are already accounted for in the static Ernst potential Eo. To convert from 
if> NZ to Ez we must multiply the former by a factor of 2, we then have a 
solution of (5.18). 
Now consider two point masses of equal value M placed along the rotation 
axis, equidistant from the origin at r = a. Their field will only contribute 
the second order if> NZ term, which we can write in closed form as 
M M 
if> N2 = + r'iF~';';=';F"=;; 
';rz + 2ar cos B + aZ vr2 - 2arcos B + a2 
(5.25) 
Normally, one would make the approximation that r > > a, and perform a 
multipole expansion. Instead, we shall make the approximation that r < < a 
so that a2 can be factored out of the square root. The resulting interior 
multipole expansion gives, converting if> NZ to Ez, 
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(5.26) 
where Pn(Y) are Legendre polynomials in y = cosB. As this must be matched 
to (5.19) for each Legendre polynomial, then to second order in the rotation 
speed we can drop any terms greater than I = 2 in (5.26). 
(5.27) 
(5.28) 
Eliminating M between the two equations allows us to find an explicit value 
for a in terms of the boundary integration constants 
re; 
a=y3C; (5.29) 
and one can then substitute this back into either of (5.27) or (5.28) to find 
the value of the mass 
(5.30) 
So, one finds that while the mass itself depends on the rotation speed, the 
distance of the mass from the origin does not. This is what we would expect 
from the behaviour of exterior masses - as the static field is Schwarzschild, 
their gravitational mass must vanish in that limit. 
What we have shown is that to second order in the rotation speed, the 
exterior field of the Wahlquist matter distribution (or any other non asymp-
totically flat stationary axisymmetric exterior field) can be matched to the 
interior multi pole moments belonging to two point masses along the rotation 
axis. The so-called 'diverging' terms in the solution to Laplace's equation 
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in fact form a series that converges to the field of these masses, so while the 
fluid itself is not isolated, the combined system of fluid and exterior masses 
may well be. In fact, one could actually evaluate the Komar integral at 
values of r at infinity (Le. further away from the fluid than the locations of 
the two exterior masses, which can then be approximated as being at the 
origin). The second order Ernst potential (5.25) approximates to 
(5.31) 
and the evaluation of the Komar integral proceeds exactly as in the static 
case, of which we shall not repeat the details. The total 'asymptotically di-
verging' mass contributed is indeed 2M, substantiating our suspicion about 
asymptotic flatness of the entire system. The total contribution to the Ko-
mar integral is this along with (5.16). 
Strictly speaking one needs to perform an asymptotic matching for all the 
terms containing Legendre polynomials with I > 2 in addition to the ones 
already matched. This can only be done if One can solve (4.49) for higher 
order terms in the rotational speed and perform appropriate matching at 
the boundary. In light of this it may be suspected that both M and a in 
(5.25) depend on the rotation speed in a more complicated manner than 
what (5.29) and (5.30) would appear to suggest, as one must take into ac-
count the dragging contributed by these masses. 
But provided that this can be done, one can give a suitable asymptotic 
interpretation to ideas such as energy and momentum. One would expect 
that when the boundary of the Wahlquist fluid approaches the event hori-
zon, a Kerr black hole results, although this needs to be verified. This is 
significant for the exterior masses because their values and their separation 
depend on the static boundary of the fluid in a very complicated manner. 
Unfortunately the sheer length of the expressions as provided by the Cauchy 
matching did not allow the dependence to be shown explicitly, but one would 
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naturally be led to think that when the boundary approaches the event hori-
zon the exterior mass values go to zero, and possibly their separation goes 
to infinity. As gravitational waves are emitted in the collapse of the fluid to 
a black hole, the contribution of the energy to the wave would be a combi-
nation of that originating from the fluid and that provided by the exterior 
masses. 
Chapter 6 
Conclusion 
6.1 Summary 
The result obtained by Perjes et al. has been carefully reviewed, and it was 
found that their analysis of the vacuum exterior was incomplete as it was 
based on the Hartle formalism, which inappropriately continues the exterior 
coordinates into the fluid. Also, the original form of the Darmois conditions 
were found to be too restrictive as they did not take into account the fact 
that the matching of the spatial part of the metric is decoupled from the 
matching of the Ernst potential and normal derivative; the same is true for 
the appearance of the boundary in Weyl coordinates. In other words, one 
cannot rule out asymptotic flatness for the Wahlquist solution by using their 
result alone. 
The description of stationary axisymmetric vacuum metrics has been devel-
oped from first principles, using variables that are adapted to the properties 
of the Killing vectors. These variables have been shown to have an invari-
ant meaning in terms of surfaces spanned by the Killing vectors, and this 
makes it appropriate to use them in order to express the boundary of a ro-
tating fluid in an invariant manner. In terms of these independent variables 
- the Weyl coordinates, the field equations have been shown to reduce to 
an equation involving two dependent variables - the complex Ernst potential. 
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The conditions involved in matching a known interior to the vacuum have 
been systematically analyzed and developed to zero, first, and second order 
in the rotation speed. These Cauchy matching conditions clearly allow for 
the shape of the boundary in the exterior Weyl coordinates, and therefore 
represent exterior boundary data. 
For the specific example of the Wahlquist solution the equation of the bound-
ary in terms of the interior coordinates was obtained for small departures 
from spherical symmetry. This could then be used to perform a sequence 
of Taylor expansions involving the interior quantities, so that explicit ex-
pressions for the boundary values of the exterior Weyl coordinates could be 
obtained. In these coordinates the rotating boundary was shown to be a 
second order perturbation of the static boundary. 
The Ernst potential formalism was then used to obtain the exterior gravi-
tational field that was appropriate to the above mentioned boundary condi-
tions. Continuity of the Ernst potential and its normal derivative through 
the boundary of the fluid has clearly been illustrated using the perturbed 
Cauchy matching conditions. 
It has been shown that the first order solution could be counter-rotated 
to asymptotic flatness regardless of the boundary data, but second order 
matching to the Wahlquist interior required non-asymptotic flatness. This 
non-asymptotic flatness needed interpreting, and after the inability of the 
Komar integrals to initially reveal anything, it was shown that this could be 
attributed to the fleld originating from two point masses outside the fluid. 
These masses are equidistant from the origin, along the axis of rotation, 
and possess values that depend on the square of the rotation speed. That 
field was decomposed into interior multipole moments, which were shown to 
provide a second order asymptotic matching for the Wahlquist exterior. 
In light of the failure to obtain asymptotic flatness, the matching procedure 
for the MacLaurin spheroids in Newtonian theory was re-examined, and it 
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was shown that in order to obtain asymptotic flatness one needs as many in-
tegration constants as matching equations. This can only be achieved if one 
does not treat the interior as a stand-alone problem and attempt to match 
afterwards, but sets up the Cauchy matching procedure in order to actually 
determine the integration constants of both the exterior and interior in one 
go. This procedure easily carries over to the Ernst potential formalism. 
Some additional work was done on the asymptotically flat part of the gen-
eral non-Kerr Schwarzschild-rotated exterior, and it was shown that this 
solution can be considered to be a limiting case of the Weyl class of static 
axisymmetric solutions. 
Recommendations for current users of the Hartle formalism are: If one sim-
ply wants to solve the second order vacuum equations without performing 
matching then continue to use the Hartle formalism. If one wants to ac-
tually perform a Darmois matching to an interior then the Ernst potential 
formalism must be applied. 
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6.2 Future Work 
The formalism presented in this work is of quite a general nature, and one 
can expect there to be quite a few spin-off investigations that could result: 
1) Is there anything unusual about the equation of state during rotation 
that requires the Wahlquist solution to require either the embedded Kerr 
black hole, or the exterior masses? One could get the equation of motion by 
using the divergenceless property of energy momentum tensor, rather like 
how the Tolman-Oppenheimer-Volkov equation is obtained. And as the ex-
act interior-Weyl transformation cannot be performed analytically, perhaps 
the integral can be evaluated from the outside-in once the exact integration 
of the Ernst equation from first principles is obtained. 
2) Second order perturbed Ernst interior formalism to get examples of 
asymptotically flat Schwarzschild-perturbed interiors which are non-Kerr. 
One could do this by solving the interior equations for general integration 
constants, performing the interior to Weyl integral, and then matching to 
the exterior also with general integration constants. In particular, if the inte-
rior was an arbitrary Schwarzschild-perturbed slowly rotating perfect fluid, 
would evaluating the interior-Weyl integral result in the exterior boundary 
data being pure Kerr as 'required' by [71? Or, would treating it as an Ernst 
potential boundary value problem necessarily introduce non-Kerr terms for 
the exterior? Given that both the interior and exterior integration constants 
are arbitrary until the Cauchy matching procedure is set up, one must obtain 
the same result regardless of whether an inside-out or an outside-in approach 
is taken (c.f. the MacLaurin spheroid matching procedure). If it did turn 
out that the non-Kerr terms are a necessary consequence of evaluating the 
interior to Weyl integral, then that could explain what produces them in 
the first place - The second order Schwarzschild-rotated non-Kerr terms are 
a natural consequence of expressing the boundary in the exterior Weyl co-
ordinates. What we are essentially saying is that [71 takes a 'Hartle-Perjes' 
approach to the matching, and while it appears to allow for the matching of 
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the perturbed Ernst potential and normal derivative, it may not allow for 
the appearance of the perturbed boundary in the exterior Weyl coordinates 
so it is not a true Cauchy problem. This needs checking. 
3) Stationary axisymmetric perturbations involving a stationary seed, and 
the cause of the perturbation is not due to rotation, but something else. 
There are two potential examples: 
i) When an extended body collapses to a black hole, the exterior equipoten-
tials will become more and more Kerr-like as the boundary approaches the 
event horizon. If the boundary was already fairly close to the event horizon 
to begin with (Le. in the steady state), then the exterior field can be treated 
as a perturbation of the Kerr metric where the perturbation parameter is the 
difference between the 'radius' of boundary and that of the event horizon. 
To match to a suitable interior, as a starting point one could reconsider 
the Wahlquist solution and take the limit that the boundary approaches 
the event horizon (Provided of course that its black hole limit is indeed the 
Kerr solution). There is an alternative application of this perturbed-Kerr 
formalism: When a body collapses to a black hole, one can calculate gravita-
tional wave amplitude due to the collapse. In fact, as the body falls through 
the deepest part of its potential well, then the greatest amount of energy 
lost in the collapse occurs when the boundary nears the event horizon. So 
this model could be used to approximate the emitted gravitational wave am-
plitude during the final stages of collapse of an object of arbitrary initial size. 
ii) The Neugebauer-Meinel exact solution for a rotating disk of dust: Sup-
pose that one now endows the matter particles with a random component 
to the motion, where their root-mean-square velocity is much less than the 
speed of light. Then the interior field equations can be perturbed in terms of 
the pressure, solved as linear PDEs with the Neugebauer-Meinel solution it-
self as a seed, and subsequently one can find an expression for the boundary 
and express it in terms of the exterior Weyl coordinates. Then one solves 
the perturbed Ernst equation for the exterior with the boundary data in 
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mind, and performs a Cauchy matching. It must be emphasized that this 
procedure shall only hold for weak pressures. 
4) In this thesis the Ernst equation was developed for one timelike and 
one spacelike Killing vector, but it can be shown that the field equations 
involving any two Killing vectors, whether they be timelike, spacelike, or 
null, also reduce to an equation with the same functional dependence as the 
Ernst equation. One could adapt the perturbed Ernst formalism to those 
situations, and an example of this would be the perturbation of the static 
field due to cylindrical gravitational waves for the exterior, where the PDEs 
are hyperbolic rather than elliptic. Actually there is already a well-known 
family of exact solutions that satisfy the 'Ernst equation' for the vacuum 
[55J, so instead take the static interior and perturb it with cylindrical grav-
itational waves, express the 'Ernst potential' for that in terms of suitable 
exterior coordinates, and solve the exterior perturbed Ernst equation with 
the seed simply being the static solution with no waves. Then perform a 
Cauchy matching at the boundary. 
The exact interior and exterior Schwarzschild background perturbed with 
dragging and gravitational waves is already well-known [22), so the above 
example is unlikely to reveal anything new. But as the rotation is not exact, 
a more interesting example would be to take the global rotating cylinder 
solution containing pressure, and perturb this with cylindrical gravitational 
waves. The metric will not be asymptotically flat as the source is infinite 
in the axial direction, but the aim is simply to investigate the properties of 
the waves in a global background where both the pressure and rotation are 
exact, and the consequences of the matching conditions. In this example 
although the time coordinate is not a Killing vector the axial coordinate z 
may well be as the field is cylindrically symmetric. 
5) We have just shown that the Wahlquist fluid itself is not asymptotically 
flat because it requires the presence of two exterior masseS along the axis, 
but we have also shown that those exterior masses exist at a finite distance 
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from the fluid rather than at infinity, and that the Komar integral has a 
reasonable interpretation for them. Suppose that some mechanism causes 
the fluid and masses to lose their rotation: Relative to an observer who is 
far away from both the fluid and the masses, this loss of rotation results in 
the emission of gravitational waves, and the system eventually settles down 
to the Schwarzschild solution. Provided that the exterior metric is not in 
the form of a diverging series but is instead in the form of function{s) that 
decrease with distance, as is the case involving our two exterior masses, such 
behaviour can be described using the Bondi-Metzner-Sachs formalism [60]. 
Using this formalism, or otherwise, what fraction of the radiated energy do 
those exterior masses contribute? 
6) A new look at the Backlund and HKX transformations [16], [17]: The 
former has the property that it non-linearly adds in a Kerr particle to an ex-
isting seed. For example, the Schwarzschild seed gets converted to a double-
Kerr solution. Suppose now that after the transformation we take the mass 
of the new particle to be zero: What we have effectively done is to endow 
the Schwarzschild seed with exact rotation. Can this procedure be gener-
alized? For example, one could take the double Kerr as a seed and add in 
another Kerr particle. There is a catch however, as the new particle can 
only be said to be 'Kerr' after satisfying the axis condition. More particles 
means that the axis condition becomes more complicated [17], and it may 
no longer be possible to evaluate it in closed form, although if the ratio of 
the mass of each particle to their Weyl separation is small then one could 
Taylor expand the axis condition and evaluate it. If the axis condition still 
cannot be evaluated then although the particles may be rotating, there will 
also be Weyl strut{s) which cannot be eliminated, and even worse one or 
more of them may be spatially infinite in extent ruining asymptotic flatness. 
The NUT solution [16] is the classic example of this. 
But provided that the axis condition can be satisfied then we can con-
sider the following: The non-Kerr part of the second order asymptotically 
flat Schwarzschild perturbed Ernst equation has been shown to be a limit-
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ing case of the Weyl class of static axisymmetric solutions. Suppose that 
we now endow them with exact rotation by applying a Backlund transfor-
mation. Both the new Kerr particle and the existing Weyl seed shall be 
rotating. Provided that there are no struts, then after satisfying all the 
axis conditions we can set the 'mass parameter' (an integration constant) 
of the new particle to be zero, and we end up with the 'dragging-endowed 
Weyl class of solutions' which shall contribute an extra parameter on top of 
the mass and angular momentum (Le. dragging parameter). Provided that 
these parameters can be carefully interpreted, e.g. from evaluating the mass 
Komar integral, then one can take the second order limit of the field w.r.t. 
the dragging parameter and check that it does indeed reduce to what was 
obtained from the perturbed Ernst equations. This solution could possibly 
represent the exterior of a quite general Schwarzschild-rotated asymptoti-
cally flat bounded matter distribution. One could equally well perform this 
task by using HKX transformations. 
One need not stop there. Inside the fluid, the field within the neighbour-
hood of the boundary will differ from the vacuum limit only slightly. One 
can solve the perturbed interior equations within this region for arbitrary 
rotation speeds, and perform matching at the boundary by performing the 
Weyl-interior integral. Although the solution is not valid for the entire in-
terior, the significance of doing this is that all the integration constants can 
be determined, so that the exterior field is no longer expressed using unde-
termined boundary data. This makes it useful for observational testing. 
7) The Bonanos-Sklavenites formalism [26J for rotating fluids, later extended 
by Fackerell and Langton [27J to construct the symmetry group. It was sug-
gested that by using the symmetry group, the two nonlinear PDEs can be 
reduced to two nonlinear ODEs. To date this has not been done because of 
the complexity of the equations, but everything in that formalism must hold 
for all values of pressure and mass density, including zero. In other words the 
formalism must also exist for the vacuum. Perhaps the vacuum equations 
and the resulting symmetry group shall be easier to deal with, so one can 
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solve the system for the exterior of a general rotating matter distribution 
with undetermined integration constants. Note that this formalism does not 
involve the Ernst equation, so one would have to convert the solution so that 
it is expressed in terms of Weyl coordinates. 
8) In solving the problem of the rotating disk of dust, Neugebauer and 
Meinel treated the fluid as infinitesimally thin in the axial direction and 
used the Riemann-Hilbert method to treat the interior as discontinuities of 
the exterior. Suppose that we now nonlinearly superpose a Kerr black hole 
on the existing exterior, and and again use the Riemann-Hilbert method to 
determine the jumps corresponding to the disk interior. Such an approach 
has already been tried for rigid rotation, and the energy momentum tensor 
has been shown to be regular. This is not surprising, as rigidly rotating 
particles would not have enough angular momentum to avoid falling into 
the black hole. But suppose that we now allow for differential rotation. Is 
it possible for the disk to contain a Kerr black hole? 
9) This does not involve the Ernst potential formalism, but the Bardeen-
Peterson effect [62J involves a disk with a Kerr black hole at the center, 
where the hole's rotation axis is misaligned with that of the disk. This is a 
similar sort of scenario to that of a test particle orbiting a Kerr source where 
the orbital plane does not coincide with that of the source's equator; when 
this occurs the orbit precesses due to dragging torque. The disk is expected 
to prccess in a similar manner, and several calculations of this effect have 
been made [12J,[64J, and they all appear to suggest that the disk's viscosity 
is expected to play a role in damping the oscillations. 
When viewed from the plane of the disk's equator, the oscillation of the 
disk results in it possessing a nonzero quadrupole moment. One would ex-
pect gravitational waves to be emitted, and these gravitational waves would 
carry energy and angular momentum at the expense of the disk. This loss 
can be regarded as an additional damping factor on the oscillations, as the 
decrease in rotation speed means that less of a dragging torque is experi-
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enced. Depending on the viscosity of the disk, the hole's rotation will not 
be completely independent of that of the disk. If this is indeed the case, 
then the loss of angular momentum due to gravitational waves will not only 
occur at the expense of the disk, but even the Kerr black hole. The Lense-
Thirring oscillation is a first order effect, but the emission of gravitational 
waves will be a second order effect. To the current knowledge of the author, 
nobody has considered the role of gravitational waves, and it may well be 
worth investigating. 
10) Finally, a proof of a sufficiently general nature which shows that an 
isolated stationary axisymmetric rotating body in steady state must neces-
sarily have oblate axes. 
It is the intention of the author to pursue work vigorously in all these areas. 
Appendix A 
Functions of the static 
boundary 
The second order Ernst potential (3.52) 
A2 = - sin (T) + Tcos (T) 
(cos (T))2 T2 sin (T) 
The second order normal derivative (3.53) 
71 = 
(sin (T))3 (-3 sin (T) cos (T) + T (sin (T))2 + 3 T (cos (T))2) 
Tcos(T) (sin (T))3 T (cos (T)) 
(sin (T))3 (- sin (T) + Tcos (T)) (T - sin(T) cos (T)) 
Tcos(T) (cos (T))2 T2 (sin (T))3 72 = 
73 = 
sin (T). 1 
1/2 T3(cos(T))3 (T-sm(T)cos(T))U- R-2 (A.1) 
The boundary value of the z Weyl coordinate (3.76) 
where 
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= 
1/4 (- sin (T) cos (T) - T) sin (T) 
e2 gTcos(T) 
( - sin (T) cos (T) - T) (sin (T) - T cos (T)) 
e3 = 9 (cos (T))2 T2 sin (T) 
e4 = 
4 cos (T) (- sin (T) + Tcos (T)) 
sin (T) 9 (sin (T) cos (T) - T) 
e1 = (b1 + b2 + b3 + b4 + bs) 
and where 
(- sin (T) + Tcos (T)) (g2 - UT2 (cos (T))2 sin (T)) 
b2 = -2 ~-':"":'--':"":''':'':''':~-o-=-':'''':'':'''':'':'''':'-':'''':'L 
U cos(T) 
(- sin (T) + Tcos (T)) (g2 - UT2 (cos (T))2 sin (T)) 
b3 = Usin(T)T 
b4 = -1/2 (2 Tcos (T) + sin (T)) (- sin (T) + Tcos (T)) 
(sin (T))2 UT 
(g2 _ UT2 (cos (T))2 sin (T)) 
(A.2) 
(- sin (T) + Tcos(T)) (g2 - UT2 (cos (T))2 sin (T)) bs = -1/2 ______ --'-__ .:....:.~---...L. 
U sin (T) T (cos (T))2 
also 
a1 = 1/2 (2 T cos (T) + sin (T)) (-sin (T) + Tcos (T)) 
U sin (T) T (cos (T))2 
(l- UT2 (cos (T))2 sin (T)) 
(A.3) 
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a2 = 2 (- sin(T) + Tcos (T)) cos (T) 
(sin (T))3 
The boundary value of the p Weyl coordinate (3.78) 
81 = sin(T) 
UT cos (T) 
(sin (T) T + cos (T) - (cos (T))3) ~ 
82 = gT (cos (T))2 
83 = (sin (T))2 g-2 
(
(T - sin(T)cos(T))g~ _ 
T (cos (T))2 sin (T) 
sin(T) (sin(T) -TCOS(T))2) 
Tcos(T) (sin (T))T3 (cos (T))3 
84 = 1/3 (sin (T))4 
T2 (cos (T))2 
(- sin (T) + Tcos (T)) (-sin (T) + UT2 (cos (T))2 R2) 
-1/2----------~U~T~co~s"(T~)~R~sin~(T~)----------~ 
(A.4) 
The second order interior boundary data expressed in Legendre Polynomial 
form (3.88) 
Wo = - (sin (T))3 xo2 (sin (T))-3 (cos (T))-1 T-2V-2 
Tcos(T) 
( -2 T (cos (T)) sin (T) + 2 T2 (cos (T))2 + tan (T) T - (sin (T))2) 
Wl = 1/2 sin (T) (T . (T) (T)) U- l R 2 T3(cos(T))3 -sm cos - (A.5) 
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Integration constants (4.74) 
a = 2(xO-1)(3 x02 -1) 
Xo + 1 
b = -1/4(xo-1)(3xo2-1)lnG~~~)(xo+1)-1 
k = 8/3 ~ _ 4/3 H2 _ 2/3 xo5Wl2 
xo+1 (xo+1)3 V3 (xo+1)2 
+ 2/312xo2 (- sin (T) + T.cos (T)) 
V2 (cos (T))2 T2 sm (T) 
e = 2 xo - 1 
Xo + 1 
f = 2 (xo -1)ln (xo -1) (xo + 1)-1 
Xo + 1 
j -8/3 ~ _ H2 (2/3 - xo2 - xo) _ 1/3 xo5Wl2 
Xo + 1 (xo + 1)3 V3 (xo + 1)2 
+ 1/312xo2 (-sin(T) + Tcos(T)) 
V2 (cos (T))2T2 sin(T) 
9 = -1/2 In (xo - 1) (3x03 + 3x02 _ 3xo -1) vxo" - ~ 
xo+1 (xo+1) 
-vxo2 1 3x02 1 
2(xo+1? 
h = -1/2 vxo" - 1 (-24 x03 - 24x02 + 24xo + 8) 
(xo + 1)2 
vxo" - 1 
p = 4 2 (xo + 1) 
APPENDIX A. FUNCTIONS OF THE STATIC BOUNDARY 173 
where 
2/3 (sin (T))3 xo2 
Tcos(T) (sin (T))3 (cos (T)) T 2V 2 
(-2T(cos (T)) sin (T) + 2T2 (cos (T))2 + tan (T) T - (sin (T))2) 
nl = -Jxo2-1(-S/3 H2 +H2(-3+X02)) 
(xo + 1)2 (xo + 1)4 
n2 = -1/3 (sin (T))3 xo2 
Tcos(T) (sin (T))3 (cos (T))T2V2 
( -2 T (cos (T)) sin (T) + 2T2 (cos (T))2 + tan (T) T - (sin (T))2) 
sin (T) . 
n3 = 1/2 3 (T - sm (T) cos (T)) U- I R-2 
T3 (cos (T)) 
Appendix B 
About asymptotically flat 
solutions 
Although a study of the Wahlquist solution resulted in non-asymptotic flat-
ness, it raises questions about certain aspects involving the asymptotically 
flat part of the second-order perturbed Ernst equation. We now look at 
some of those issues in more detail. Firstly we try and physically interpret 
the asymptotically flat part of the mass Komar integral, and secondly we 
look at a certain part of the second order exterior in a new light. 
This discussion only holds for asymptotically flat solutions, and we focus 
only on the mass Komar integral, as the angular momentum counterpart 
does not contribute at second order. One must beware that the r5 is partic-
ular to the Wahlquist solution and is not the rotation speed, but is propor-
tional to it via the first order boundary data H which in the generic case is 
yet to be determined. So we must use a general perturbation parameter A, 
which would be related to the rotation speed from the first order asymptotic 
interpretation. One can compare (5.16) for arbitrary C2 
(B.l) 
with its counterpart from the in the full Kerr solution, where the mass and 
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angular momentum are related in a nonlincar way (this is also reflected in 
(2.105)) 
M'o'al = V1 + a2 (B.2) 
This relation arises because it is a constraint between the integration con-
stants belonging to the real and imaginary parts of the solution to the non-
linear Ernst equation (see (2.105)). If one were to take the slow rotation 
limit of (B.2), one ends up with (B.1) with a = HA and C2=O, thus (B.1) 
encompasses the slowly rotating Kerr solution. Since the mass and angular 
momentum of the source are multipole moments, and (B.2) is a constraint 
between them, it hints that (B.1) is also a slow rotation constraint of some 
sort, with C2 being taken to be an extra multipole moment in addition to 
the mass and angular momentum. 
It is known that the Komar integral produces the gravitating mass for both 
the Schwarzschild and Kerr metrics, where for the Kerr metric the mass 
and angular momentum are related in a non-linear way as given by (2.105). 
Given that (5.16) is the perturbative relation between the mass, angular mo-
mentum and quadrupole moment, it hints that the Komar integral for the 
exact arbitrary Schwarzschild perturbed asymptotically flat exterior itself 
shall be a statement about a non-linear correlation between the integration 
constants of the exact solution. 
We now turn to the second order perturbed Ernst equation in Weyl co-
ordinates (4.49) and focus our attention on the part not contributed by the 
dragging 
(B.3) 
One can quite easily see that the Weyl form of the static Ernst equation can 
be written as 
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(B.4) 
If one were to let F -> Fo + F2, where Fo is the exact static seed and F2 is 
the perturbation of it, then Taylor-expanding the log in (B.4) gives (B.3). 
Since (B.4) can always be solved exactly, then by doing this and take the 
perturbation limit around some 'known' seed, one can obtain a solution of 
(B.3). 
Is there a well known solution of (B.4) that contains the Schwarzschild so-
lution as a subcase? Indeed, the Weyl class of solutions F = e2U , where U 
is given by [16J 
00 
U = l: qnQn (x) Pn (y) (B.5) 
n=O 
possess a regular axis of symmetry, although so far it is not precisely known 
as to what sort of object it may represent. Pn (y) are Legendre polynomials 
in y, Qn (x) are the Legendre functions of the second kind in x, and qn are 
integration constants to be determined. If we explicitly write out (B.5) for 
I=Oandl=2 
we end up with the Erez-Rosen metric [16J if qO = 1. Also, if qO # 1 but all 
other qn are zero, then we end up with the Ziphoy-Voorhees solution. That 
is besides the point though, as what we are trying to get at is that if we 
rename qo as 1 + ,0, and take ,0, q2 and higher suffixes of q as being much 
smaller than 1, then from (B.5) we end up with the following approximate 
expression for F 
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F = e
2U 
= G ~ ~) + 'YoPo (y) (: ~ ~) In (: ~ ~) 
+q2P2(Y)G~~) [~(3x2-1)lnG~~)+3Xl (B.7) 
Without affecting the discussion that follows, terms involving the other qn 
have been omitted. The first term is clearly the Schwarzschild solution, but 
the other two terms are none other than the non-Kerr part of the second 
order Schwarzschild-perturbed Ernst potential (4.56)! 
This leads to the question. If we were to take the Newtonian limit of the 
Weyl solutions (B.5), then can the non-Schwarzschild terms be given a suit-
able interpretation? This has already been looked at in [65), but nothing 
pertaining to rotation was mentioned. Considering the latter statement, one 
possibility is that in Newtonian theory, departures from spherical symmetry 
arise from the pure centrifugal shifting of the fluid boundary. The field due 
to centrifugal shifting (as opposed to the shifting due to dragging) is 'static' 
in the sense that there is no dtd", term in the (Newtonian) metric, and so 
the non-Schwarzschild constants in (B. 7) may well represent some sort of 
pure centrifugal contribution to the shifting of the boundary. Of course, in 
general relativity once we introduce dragging then the shifting is a compli-
cated nonlinear combination of both centrifugal and dragging effects, but 
(B.5) may well provide a clue to the former component. 
Putting this alternatively, if we are to imagine making the (over)simplification 
that the shift in the boundary is due to centrifugal effects only and not 
due to dragging, then the PDE in the second order potential (4.49) has its 
RHS=O. One can easily show that in prolate coordinates (4.55) still results, 
but without the contribution from the term involving H, i.e. the dragging. If 
we are to take the Newtonian limit of this then it would suggest that the C2 
quadrupole moment characterizes the correction to the Schwarzschild field 
due to the centrifugal shift in the boundary, and the Kerr term characterizes 
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the shift due to the dragging. One must be careful not to interpret the C2 
term as a 'centrifugal potential', which can be transformed away, as it is 
not. Rather, it is a pure gravitational term, one that represents the dif-
ference between the field outside a spherically symmetric boundary, and its 
counterpart outside a centrifugally deformed boundary, both of which are 
pure gravitational terms. 
Further, Neugebauer and Thomas [34J showed that any 'Kerr Interior' does 
not allow for the inertia effect at moderate rotational speeds in the sense 
that the MacLaurin ellipsoids do. At such speeds, the inertia of the body 
becomes so large that for a given amount of rotational energy and self grav-
ity, the body will slow down, thus effectively placing an upper limit on the 
rotational speed. By allowing the body to possess an additional multipole 
moment C2 in addition to that of the mass and angular momentum, this 
allows for the inertia effect. This is unlikely to conflict with the results ob-
tained for the slowly rotating Kerr interior [7J, as at such speeds the inertia 
effect is negligible. 
When solving Laplace type equations, the usual course of action is to sepa-
rate the variables and such a method nearly always leads to series solutions 
like (B.5). Although the solution is exact provided that the equipotential of 
interest is far enough from the centre of the body, a solution in closed form 
would be most helpful as it is easier to physically interpret. 
This 'static' solution is only half the story, as a rotating body will still have 
its dragging contributing to the bulge in the equipotentials. Including such 
effects at higher orders is not going to be trivial unless there was some way 
of endowing static vacuum fields with exact rotation, carefully coordinating 
the asymptotic definition of angular momentum with the parameter that 
originates from the static axisymmetric solution, and satisfying all the axis 
conditions. Further there is no guarantee that such a solution will produce 
the same result as the integration of the Ernst equation from first principles 
for an asymptotically flat Schwarzschild-rotatcd exterior - it may be just an 
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approximation to it, but one that is better than simply using the perturbed 
Ernst equations! 
Appendix C 
The Wahlquist Newtonian 
limit 
Numerical studies [35J indicated a small range of parameters for which the 
Wahlquist fluid possesses an equatorial bulge, but a more recent study by 
Perjes et al [44J has suggested that the Wahlquist solution is always prolate. 
The aim of this section is to see whether a Newtonian limit for the bulge 
due to rotation exists at all, and thereby substantiate one claim or the other. 
The Newtonian limit of any metric is obtained by re-introducing the univer-
sal constants c and G, and taking the limit that c --> 00. This means that 
there is no mixing of coefficients of dt with the spatial part arising from the 
motion of the test particle, in other words no 'dilations'. This implies the 
existence of an absolute time, t, and transformations in the spatial part can 
be treated separately from the temporal part. 
The equation of state (2.31) is written in terms of the energy density u. 
To write it in terms of the active gravitational mass density one must divide 
both sides by Cl. Since the metric is originally written in terms of the ac-
tive gravitational mass, the factor of Cl must always be included whenever 
the pressure and energy density appear. From (2.27), we see that k is pro-
portional to c-1, and from Taylor-expanding (2;23), (2.24), (3.35), (2.25), 
(2.28) (05 can be obtained by evaluating the Taylor-expanded condition 
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h2 (co) = 0), the following results are in respective order, 
hl 
"" 
2 k2x4 
1 +x + 3X2 
h2 
2 k2y4 
"" 
1-y +-3X2 
p2 
"" 
r5 (X2 + 1) (1- y2) 
F 
"" 
k
2 (2 2) 1-- x -y 
3X2 
c2 k2 0 "" 1 + 3X2 
W 
"" 
k2p2 (C. 1) 
- 3rx2 f 
As the Wahlquist solution is defined in the co-rotating frame, it must be 
counter-rotated. One sees that by applying the transformation <p --+ <p - nt, 
the last of (C. 1) can be transformed away, provided that n takes the value 
n = _TOU 
602 
The spatial part of the metric reduces to 
dl2 = r2 (x2 + y2) __ + _y_ + p2d<p2 (
dx2 d2) 
o x2+11-y2 
(C.2) 
which is Minkowski in oblate spheroidal coordinates, and the Newtonian 
potential <p N is related to F via 
giving 
1 2 (2 2) <PN = 6rou x -y 
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up to an additive constant. x 2 - y2 "" r2 indicating that the Newtonian 
limit is spherically symmetric. In light of (C.2) this is not surprising, as the 
rotation speed itself is proportional to c-2 • This result appears to back up 
the claim [44] that the Wahlquist fluid is always prolate. 
Appendix D 
The MacLaurin ellipsoids 
revisited 
In this section we re-examine the procedure for matching the Newtonian 
field of a rigidly rotating interior of constant mass density to an asymptoti-
cally flat exterior. It will be shown to lead to constraints involving both the 
interior and exterior integration constants, and we give a plausibility argu-
ment to show how this procedure could be generalized. Finally we explain 
why it fails for the Wahlquist solution. 
In cylindrical polar coordinates p and z the interior gravitational potential 
is given by [6J 
(D.1) 
£ is the constant mass density, and ~eb is the exterior potential evaluated on 
the boundary. As the boundary is an equilibrium surface of constant energy, 
the sum of the gravitational and rotational terms is constant, leading to a 
way of defining the angular velocity for a rotating fluid. 
(D.2) 
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The boundary is an oblate ellipsoid, and so it is appropriate to use oblate 
spheroidal coordinates (x, y) which are adapted to the equipotentials, and 
are related to the cylindrical coordinates by 
z = lxy 
Constant values of x describe confocal ellipsoids around p = I and z = 0, 
while constant values of y describe a hyperboloid. (D.2) becomes 
The asymptotically flat exterior potential is given by [6J 
Pe = co G -arctanx) +C2 (1_3y2) {(1+3x2) G -arctanx) - 3X} 
(D.4) 
XQ denotes the value of x at the rotating boundary (Not to be confused 
with the Xo used in the earlier discussion of the Wahlquist solution, which 
referred to the static boundary). f{) must be determined before the matching 
- it represents the total mass AI in the fluid. For large x 
co Po=--
x 
(D.5) 
Comparing this with the standard Newtonian expression for the gravita-
tional potential, we use the fact that Ix '" T to get 
M = -lcQ (D.6) 
where 
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411" 2 ( 2) CO = -3d Xo l+xo (D.7) 
The matching conditions require continuity of the gravitational potential 
and its normal derivative, the latter translating as the x derivative. 
(D.S) 
Since these equations must hold for all values of y, then both the interior and 
exterior potentials must be expressed in terms of the Legendre polynomials 
Po(y) and P2(y), and each Legendre polynomial separately matched. This 
yields four equations expressing i!>eb, C2, A, and B in terms of CO. 
Co C2 = 4 
A = 1I"Xo { G -arctanxo) (1 + x6) - xo} 
B = 211" - 2A 
<I> eb = 11"12 G -arctan xo) (1+ x6) (D.9) 
One can then go on to evaluate the boundary condition (D.2) on the surface 
x = Xo and show that the rotation speed is determined by A and B, them-
selves both functions of xo. And since xo is defined in terms of the axes of 
the ellipsoid, we end up with the well known Newtonian relation between 
the axes-ratio and angular velocity [6J, [l1J 
(D.10) 
where k = Xo -1, confirming that indeed the shape of the boundary is due 
to centrifugal effects and not exterior masses. Instead of regarding the five 
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parameters A, B, C2, CQ, and <Peb as depending on the boundary xo, we can 
use (D.1O) to interpret them directly in terms of the interior mass density c 
and angular velocity w. Note that (D.IO) was obtained purely by using the 
matching conditions to smoothly join the interior to an asymptotically flat 
exterior, we did not have to evaluate any complicated integrals. 
Obtaining (D.10) is besides the point though, as the aim of this exercise is 
to illustrate the circumstances under which the matching conditions (D.9) 
could be satisfied by an asymptotically flat exterior. We appear to have 
shown that this is possible provided that both the interior and exterior po-
tentials are expressed in the same coordinate system, and they both depend 
on the angular coordinate up to the same power. The first and third equa-
tions of (D.9) appears indicate some form of constraint between both the 
exterior and interior boundary data respectively. Note that the interior con-
tained three unused parameters, but the exterior contained only one (co was 
used up before the matching). 
In the above procedure both the interior and exterior were treated as un-
knowns. We now have another look at this matching in two different ways, 
where: 
i) The exterior is known, but the interior is unknown 
ii) The interior is known, but the exterior is unknown. 
Case (i) is the easier of the two. Co will have been used up in determin-
ing the mass, and C2 will already be forced to satisfy the first of (D.9). For 
the interior we have 3 parameters available at our disposal: A, B, and <Peb, 
and we can use these to satisfy the three remaining equations in (D.9). It 
is therefore not surprising that Wiltshire [7J chose the outside-in approach 
for the slow-rotation global Kerr, as when solving the interior problem for a 
known exterior the required number of unused parameters are available. 
Now let us consider case (ii). We only have one parameter at our disposal, 
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and we seemingly cannot use one parameter to satisfy four equations as re-
quired by the matching conditions! Surely we have to include the diverging 
terms for Poly) and P2(y) Legendre polynomials in the exterior to make up 
the numbers. Or do we? The three interior parameters will already have 
been used up in determining the known form of the interior. The question 
is how exactly they have been used up. If they have been used up arbitrar-
ily, then we cannot satisfy the matching conditions without including the 
diverging exterior terms. But, if they do happen to already satisfy the three 
remaining equations in (D. g), thcn an asymptotically flat matching can be 
performed. In other words, there already exists a particular correlation be-
tween the parameters making up the interior boundary data. 
What has all this got to do with the Wahlquist solution? Clearly case (ii) 
applies, and we do not have any choice in the parameters used to express 
the boundary in exterior coordinates as this is dictated by the interior. Had 
wc tried to choose an asymptoticaily flat solution with the same Legendre 
polynomial dependence as required by both the interior Ernst potential and 
the exterior appearance of the boundary, then as the exterior solution does 
not appear to provide enough parameters then we would have to hope for a 
compatibility relation between the boundary data rather like what was ob-
tained for the MacLaurin spheroids. But when one tries to solve the system 
of equations provided by the I = 0 and I = 2 Legendre polynomial terms, it 
is found that a solution does not exist as the interior quantity X2 is actually 
pre-determined by the p = 0 condition. The only way to provide enough 
parameters for the matching is to include the diverging terms. Given that 
most of the other interior parameters were determined without reference 
to Cauchy matching this is not surprising. In particular, two of the con-
stants got expended in oflloading the contribution from the Kerr black hole 
in the interior when for some other fluid they would have been available for 
matching. This is what really rules out asymptotic flatness, not the result 
obtained by Perjes [42] which did not express the boundary in the invariant 
Weyl coordinates! 
APPENDIX D. THE MACLAURlN ELLIPSOIDS REVISITED 188 
Similar sort of compatibility criteria can be applied to other global models 
involving a rotating fluid matched to a vacuum. Contrary to claims made by 
Mars and Senovilla [3J that the exterior can be solved independently of the 
interior, if asymptotic flatness is required then it appears that one cannot 
really treat the solution of the interior as a stand-alone problem. Both the 
interior and exterior parameters must be left blank until the Cauchy match-
ing procedure is set up, so that they can be determined. This turns out to 
be exactly what is mentioned by Stephani [10J. In other words an interior 
that is completely 'known' before performing Cauchy matching will not be 
asymptotically flat. Alternatively, given an asymptotically flat exterior and 
the Cauchy matching conditions, how does this translate as a constraint 
on the interior parameters? This constraint would then be applied in the 
process of solving the interior problem. A more precise formulation of such 
compatibility conditions needs to be constructed for a general asymptoti-
cally flat exterior. 
Appendix E 
Stationary perturbed Ernst 
equations 
In this section we develop the perturbed the Ernst equations for a stationary 
seed, showing that the equations for a static seed are in fact a special case 
of this. 
The Ernst equation 
becomes, on letting E = F + i'IjJ 
F\12F- (VF)2 = _ (V1/I)2 
F\121/1 = 2V F . V'IjJ 
(E.l) 
(E.2) 
(E.3) 
The following identity arising from the product rule can help to make the 
connection to the exact static case where the log of the Ernst potential 
satisfies Laplace's equation. 
(E.4) 
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Now, letting A be a small parameter, the perturbation of 1/1 will be of first 
order, but the perturbation of F will be of second order. Using the generic 
Ansatz 
(E.5) 
The stationary perturbed Ernst equations become, on respectively collecting 
powers of A and A 2 
\121/11 = 2 (V In Fo) . V1/11 (E.6) 
2 (\12InFo) Ft+ Fo\12 (~~) = - (V,p1)2 (E.7) 
where (E. 7) can be shown to be equivalent to 
If one specializes to the case of a static seed where ,po = 0 then we end up 
with the version of the perturbed Ernst equations as described already. In 
order to do actual calculations using the stationary seed it is best to use a 
coordinate system in which the zero order solution takes on a simple form, 
most probably the prolate spheroidal form of the Weyl coordinates. 
Appendix F 
The connection coefficients 
For the Weyl-Lewis-Papapetrou form of the metric (2.66), we list both the 
covariant and contravariant forms of the metric components and the connec-
tion coefficients. Taking xO,xl,x2,x3 = t,p,rp,z respectively, the nonzero 
covariant metric components are 
900 = F 
903 = -K 
911 = 922 = -e" 
933 = -L 
and taking D2 = F L + K2, the non-zero contravariant metric components 
are 
9
00 L 
= D2 
l3 K = 
- D2 
9
11 
= l2 = -e-p. 
9
33 F 
= 
- D2 
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The non-zero connection coefficients r~ are given as follows, where they have 
been grouped according to the value of the contravariant index a. Also, the 
suffixes on the RHS denote partial derivatives w.r.t. the Weyl coordinates. 
r8l 1 = 2D2 (LFp + K Kp) 
r82 1 = 2D2 (LFz + K Kz) 
r~3 1 = 2D2 (KLp - LKp) 
rg3 1 = 2D2 (KLz - LKz) 
r60 
1 _ 
= -e "F 2 p 
r63 1 = --e-"K 2 p 
ril 1 = 
"2'"P 
rl2 1 = "2'"z 
r~2 1 = 
-"2'"P 
r~3 1 = --e-"L 2 p 
r60 1 _ = -e "F 2 z 
r63 1 = --e-"K 2 z 
ril 1 = 
-"2'"z 
ri2 1 = 
"2'"P 
r~2 1 = 
"2'"z 
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r~l 1 = 2D2 (FKp - KFp) 
r~2 1 = 2D2 (FKz - KFz) 
r~l 1 = 2D2 (FLp + KKp) 
r~3 1 = 2D2 (FLz + KKz) 
Appendix G 
Killing vectors: Metric 
decomposition 
In order to talk about the metric as being composed of a 'Killing part' and 
a 'non-Killing part' we must first show that transformations can actually be 
carried out on the Killing part without affecting the non-Killing part, and 
vice versa. 
We require the field to be both stationary and axisymmetric. Stated in-
variantly, the metric must possess two independent Killing vectors ( and ." 
such that ( is timelike everywhere and ,., is spacelike everywhere. Also, the 
orbits of ,., must be closed. The Killing vectors must form a closed set with 
respect to linear combinations of them, in other words they form a sub-
manifold. Further, the Killing vectors must knit together in such a manner 
that they form a coordinate system for the submanifold, and we now ask 
what this means in terms of their commutator [(, ,.,1. At spatial infinity one 
can select cylindrical polar coordinates where the gravitational field drops 
off, and the metric tends toward Minkowski. Note that this does not imply 
that we intend to use cylindrical coordinates everywhere. 
(G.1) 
194 
APPENDIX G. KILLING VECTORS: METRIC DECOMPOSITION 195 
The coordinates are defined by 
(G.2) 
From (G.l) the vectors ( and 1) can be obtained by solving Killing's equation 
iT9ab = ° (G.3) 
where the LHS is the Lie derivative of the metric along the generic Killing 
vector T. In coordinate notation this becomes for T=(,1/ 
([a;b] = ° 
1/[0;'] = ° (G.4) 
the suffixes on both equations denotes the symmetric part of the covariant 
derivative. Since (G.4) is being evaluated in an inertial frame at infinity, 
then the semicolon can be replaced with a comma. (G.4) can easily be 
solved, as the only non-zero connection coefficients are 
r~3 = -p 
rr3 = p-1 
producing the following values for the components of the Killing vectors ( 
. and 1/. 
((0,(1,(2,(3) = (1,0,0,0) 
((0, (1, (2, (3) = (1,0,0,0) 
(1/0,1/1, 1)2,1)3) = (0,0,0,1) 
(1/0, ''l1, 1/2, 1/3) = (0,0,0, _p2) (G.5) 
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(G.5) satisfy the condition that ( is timelike and 1) is spacelike with closed 
orbits. At infinity there are also other Killing vectors that need not concern 
us (e.g. Lorentz boosts), but for the whole manifold we assume that ( and 
1) are the only Killing vectors. Since the commutator of two Killing vectors 
is another Killing vector, then for constant a and b, 
(G.6) 
At spatial infinity the RHS is zero, whercas ( and 1) are arbitrary - we then 
require both a and b to be zero. But as (G.6) must hold everywhere and 
not just at infinity then both constants a and b must be zero everywhere. It 
follows that the commutator itself is zero everywhere. 
Whenever two Killing vectors commute and form a submanifold it is possible 
to introduce coordinates t and cp such that 
a 
(= at 
a 
1)= -acp (G.7) 
We shall continue to refer to the non-Killing coordinates as p and q. The t co-
ordinate (where p, q, and cp are all constant) is timelike everywhere, and the 
cp coordinate (where p, q, and t are all constant) is closed and spacelike. It is 
then possible to everywhere choose an observer whose contravariant Killing 
vector components are given by the first and third equations of (G.5), but 
the covariant components will be more complicated than their counterparts 
in (G.5). Now that t and cp have been given the status as coordinates for 
the Killing submanifold, it immediately follows from Killings equation (G.3) 
that if T is given by either of (G.7) then in that coordinate system (G.3) 
reduces to 
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agab = 0 
at 
agab = 0 
a", 
consistent with our intuitive idea of 'the metric being independent of t and 
",' . 
The above argument is somewhat hand waving, and one can be more rigor-
ous about the idea of decomposing the metric into a Killing and non-Killing 
part by introducing the idea of 'orthogonally-transitivity' [63J. We shall 
try to avoid getting caught up in the formalism of Lie groups, but never-
theless we shall briefly mention how it is done, and the reader may choose 
to omit this paragraph without loss of continuity. Whenever there are two 
Killing vectors, the curves of transformations on the manifold effected by 
them (sometimes called the 'orbits' of the group) form a submanifold, as 
mentioned before. But there necessarily exists a submanifold that is orthog-
onal to the Killing submanifold, in the sense that transformations involving 
the former form a closed set. In other words they can be performed with-
out affecting the Killing submanifold. Orthogonal transitivity implies that 
regardless of whether or not the transformations in the non-Killing subman-
ifold commute, there is always a set of independent basis vectors that are 
orthogonal to the Killing vectors but may not form a coordinate basis. 
If we recall that the result of a scalar product is frame independent, then 
the orthogonality relations involving the Killing vectors imply that some of 
the metric coefficients have an invariant meaning. Taking the definition of 
the coordinates (xO, xl, x2, x3) = (t, p, q, "') (p and q are generic non-Killing 
coordinates), we shall set up the following scalar products involving ( and 
.", where their components are defined by the first and third equations of 
(G.5). 
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9abc,ac,b = 900 
ra b 9ab, 1) = 903 
a b 9ab1) 1) = 933 
One can also show that by performing scalar products between Killing and 
non-Killing vectors that metric coefficients like 901 and so on are zero. 
The above relations involving the metric coefficients 900, 903, and 933 are 
true for all observers, and in section 2.5 we show that our non-Killing coor-
dinates, p and q, are defined directly in terms of these coefficients. In other 
words, by choosing an observer that is a statement of the scalar products in-
volving the Killing vectors, all the metric coefficients have invariant meaning. 
It can be shown [63J that the conclusions of this section hold regardless 
of asymptotic flatness. Nor is it necessary to assume that there are only two 
Killing vectors - there may be more. Most importantly, there is no a-priori 
assumption about the properties of the fluid. 
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