In this paper, we focus on fast solvers with linearithmic complexity in space for highdimensional time-fractional subdiffusion equations. Firstly, we present two alternating direction implicit (ADI) finite difference schemes for the two-dimensional time-fractional subdiffusion equation that are convergent of order (1 + β) in time, where β (0 < β < 1) is the fractional order. Secondly, we develop two finite difference schemes which admit fast solvers without applying ADI techniques for two-dimensional time-fractional subdiffusion. Lastly, we extend these fast solvers to three-dimensional time-fractional subdiffusion. All the non-ADI difference methods are unconditionally stable and convergent with order two in time and order two or four in space. We also present several numerical experiments to verify the theoretical results.
and its three-dimensional counterpart, where 
Many numerical methods have been proposed to solve high-dimensional fractional partial differential equations (FPDEs) like (1): see e.g. [5] [6] [7] [8] [9] for space-fractional partial differential equations (PDEs), e.g. [3, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] for time-fractional PDEs, and e.g. [25] [26] [27] [28] [29] for time-space-fractional diffusion; see also the recent book [30] on a review of numerical methods for FDEs. Among all the numerical methods for high-dimensional FPDEs, only the ADI method is computationally efficient to be applied to solve the resulting linear systems with linear complexity, see e.g. [5] [6] [7] [8] [9] [31] [32] [33] [34] [35] . However, there is a noticeable difference when ADI techniques are applied to time-fractional PDEs and integer-order PDEs: the convergence rate in time is degraded by the fractional order β, see e.g. [2, 3, 28, [36] [37] [38] , while for the integer-order PDEs, ADI techniques do not have such a limitation, see e.g. [39] [40] [41] . For ADI methods of the high-dimensional time-fractional subdiffusion equation of the type (1), the convergence rate in time is of order
• min{q, 1 + β} (e.g., q = 2 − β in [2, 3] ) or • min{q, 2β} (e.g., q = 1 in [37] , q = 2 − β in [36, 3] , and q = 2 − β/2 in [38] ), or • min{q, β} (e.g. q = 2 − β in [28] ), where q is the convergence rate of the time discretization methods applied together with the ADI method. Hence, when β is small, we achieve unsatisfactory accuracy in the existing ADI methods.
Two approaches have been proposed to improve the convergence rate of ADI methods. The first is to appropriately add some higher-order perturbation terms, see e.g. [2, 40] , while the other is to use the extrapolation method, see e.g. [31, 42, 43] . For these two approaches, no theoretical analysis has been presented to guarantee the stability.
In this paper, we use the first approach to increase the convergence rate of ADI methods, and we present two different ADI FDMs for (1) . These two schemes are unconditionally stable and convergent with order (1 + β) in time and order two in space. However, the added perturbation terms may ruin the total accuracy, especially when β is small and/or ∂ is large, see, e.g. [40] and Example 5.1 of Section 5. We are then motivated to propose some non-ADI FDMs for the high-dimensional time-fractional subdiffusion equations (1) and (41) while we can still solve them with a low computational cost that is linearithmic with respect to the number of the grid points used in FDMs. Specifically, we present two fully non-ADI difference methods for (1) using the fractional linear multistep methods developed in [44] in time discretization and the standard central difference in physical space. Thanks to the special structure of the derived coefficient matrices, we can employ a fast eigen-solver with linearithmic complexity to solve the resulting linear systems. The fast solver allows us to solve the linear system directly with O (N 2 log(N)) operations in space when we take N grid points in both x and y directions, instead of O (N 3 ) operations for the direct solvers. We also prove that these two difference schemes are unconditionally stable with second-order accuracy both in time and space. In addition, we discuss how to achieve high-order convergence in physical space using compact finite difference schemes while we can still employ fast solvers without the ADI technique, see Section 3.2. Two compact non-ADI finite difference methods for (1) are proved to be both unconditionally stable and convergent with order two in time and four in space in Appendix A.
In Section 4, we show how the methodology presented in Section 3 can be extended to solve the three-dimensional time-fractional subdiffusion equation (41) cost in physical space. There exist some fast solvers to solve FPDEs, such as [9, 46] , in which the ADI technique is used to convert the high-dimensional space-fractional PDEs into a series of one-dimensional ones, then the fast solver is applied. Here, we directly use the fast solver to solve the high-dimensional problems without using the ADI technique. The rest of this paper is as follows. In Section 2, we derive two ADI FDMs for (1) and prove their stability and convergence rate. In Section 3, we develop two FDMs for (1) and employ a fast solver to solve the resulting linear system. We also consider two compact FDMs for (1) . We present the stability and convergence rates of these schemes and leave the proofs the stability and convergence in Appendix A. We investigate the extension of the methodology to three-dimensional time-fractional subdiffusion in Section 4. In Section 5, we present numerical experiments to verify the theoretical results. We also present numerical comparisons between the present methods and the existing ones, both the ADI and non-ADI methods. In Section 6, we conclude and discuss our results.
ADI finite difference methods
Before presenting our numerical schemes, we introduce some notations. Let τ be the time step size and n T be a positive integer with τ = T /n T and t n = nτ for n = 0, 1, . . . , n T . Denote by
. Denote x and y as the step sizes in x and y directions, respectively, where
In all the schemes throughout this paper, we use the second-order time discretization developed in [44] (see also the related work in [45] ), which is based on Lubich's fractional linear multi-step methods [47] . We first review the secondorder fractional linear multistep methods developed in [44] for the time discretization of (1). To illustrate the idea of this discretization, we consider the following fractional ordinary differential equation (FODE)
Suppose that y(t) is suitably smooth. Two second-order methods for (4) are given by [44] 1 τ β
where q = 1, 2, and B
(q)
n and C
n are defined by
with ω k and θ (q)
For simplicity, we introduce the following notations
where ω k and θ (q) k (q = 1, 2) are defined by (8) and (9), respectively, and b n is given by
From (5), the semi-discretization (time discretization) for (1) reads
where
q are defined by (10), (11) , respectively, B
n and C (q) n are defined by (6) and (7), respectively, and F n is given by
in which ω k is defined by (8).
Derivations of ADI finite difference methods
Based on the time discretization (13), we are ready to develop the two ADI FDMs for (1) . Adding the perturbation term 
n , and F n are defined by (10) , (11), (6), (7), and (14), respectively. If n = 1 in (13), then we can
to both sides of (13) to obtain
From (15)- (16), we obtain two schemes for (1) which can be readily written as ADI FDMs:
n , and F n are defined by (10), (11), (6), (7) , and (14), respectively, δ 1,1 = 1 and δ n,1 = 0 for 
For n > 1, as in [3] , the difference scheme (17) can be written as
Eq. (19) can be solved by the following two steps [3] 1) For each j (1
here the boundary conditions of the first equation of the above equation are given by u *
In our computation and theoretical analysis, we use (19) , the matrix representation of which is given by
and the tridiagonal matrix S N ∈ R N×N is defined by
and the right-hand-side matrix b
Hence, the matrix equation (20) can be solved with two steps in the ADI method:
operations. Hence, the computational complexity of ADI method (17) in physical space is O (N 1 N 2 ).
Stability and convergence
Next, we study the stability and convergence of the ADI schemes (17) . Define the discrete inner product (·, ·) and norm · as
where we define that (δ 
Next, we present stability and convergence for ADI FDM (q).
Theorem 2.2. Suppose that U and u
, then there exists a positive constant C independent of n, x, y and τ , such that
The perturbation terms in the ADI methods, see e.g. (θ (15), may lead to unsatisfactory accuracy, especially when β is small and/or the analytical solution U (x, y, t) is steep in space (see numerical results in Tables 3 and 4 in Section 5). In the following sections, we mainly focus on the non-ADI FDMs with fast solvers such that the computational cost in space is O (N 2 log(N)) for two-dimensional subdiffusion while the high-order accuracy is maintained.
The ADI method (17) was introduced in [30] without a detailed theoretical analysis. Here we present the stability and convergence analysis to address the difference between non-ADI difference schemes.
Fast difference schemes based on fast Poisson solver
In this section, we first present two fully discrete non-ADI finite difference schemes for (1) . Then, we provide a fast Poisson solver to solve the linear system derived from the two difference schemes. Afterwards, we prove the stability and convergence of the two schemes. Lastly, the two compact difference schemes with a fast solver are constructed.
Central difference in space
In the semi-discrete approximation (13) of (1), we can apply the central difference in space or drop the perturbation (17) to obtain the non-ADI FDMs for (1) as follows:
n , and F n are defined by (10), (11), (6), (7), and (14), respectively. The initial and boundary conditions are given by (18) .
We extend the fast Poisson solver [48] to solve the scheme (24) efficiently. We first write the matrix representation of (24) as
and the matrix b
Remark 3.1. We assume that FDM I (q) satisfies homogeneous boundary conditions, which leads to (25) . If we impose nonhomogeneous boundary conditions to (1), then FDM I (q) still holds. In such a case, (25) becomes u
Now we can employ a fast solver technique from [48] to effectively solve the matrix equation (25) . Let λ 
where 
By (26) and (27) , (25) is equivalent to
The linear system (29) can be solved simply by
Once V is obtained, we can obtain the solution u n from (28) .
Note that R in the right-hand side of (29) can be computed with (2) can be computed similarly. In conclusion, we can obtain the solution to (25) from (28)- (30) with
We now present the stability and convergence for the schemes (24), the proof of which is left in Appendix A.
Theorem 3.1 (Stability). Suppose that u
Then, there exist positive constants C 1 independent of n, x, y, τ and T , and C 2 independent of n, x, y, and τ such that
By Theorem 3.1, we can readily obtain the following convergence theorem. 
Theorem 3.2 (Convergence). Suppose that U and u
n i, j (0 ≤ i ≤ N 1 , 0 ≤ j ≤ N 2 , 1 ≤ n ≤ n T ) are the solutions to (1) and (24), re- spectively. If U ∈ C 2 (0, T ; C 4 ( )), f ∈ C (0, T ; C ( )) and φ 0 ∈ C (¯ ),u n − U(t n ) ≤ C (τ 2 + x 2 + y 2 ).(32)
Compact difference in space
In this subsection, we apply higher-order compact finite difference schemes in physical space for (1). The fourth-order compact finite difference method for the model problem (∂
with homogeneous boundary conditions is given by: Find u i, j such that
where A and H are defined by
The fourth-order truncation error O (
2 ) can be verified by the Taylor's expansion.
By (13) and (33), we obtain the following compact finite difference methods (CFDMs) for (1):
n , and F n are defined by (10) , (11), (6), (7), and (14), respectively. The initial and boundary conditions for (34) are taken as in (18).
We rewrite the matrix representation of (34) as
, S N is defined by (21) , and b (2) . Then similar to (29), we can obtain
or equivalently, for i = 1, 2, . . . ,
Therefore, the matrix equation (35) can be solved with complexity of
) operations as that of (25) .
Define the norms | · | 3 and | · | 4 as
in which u, v ∈ V 0 = {u :
We will illustrate that (·, ·) A and (·, ·) H are two kinds of inner products in Appendix A. Next, we present the following stability and convergence results, the proofs of which are given in Appendix A.
Theorem 3.3 (Stability). Suppose that u
Then, there exist positive constants C 1 independent of n, x, y, τ and T , and C 2 independent of n, x, y, and τ , such that
Theorem 3.4 (Convergence). Suppose that U and u
n i, j (0 ≤ i ≤ N 1 , 0 ≤ j ≤ N 2 , 1 ≤ n ≤ n T ) are the solutions to (1) and (34), respec- tively. If U ∈ C 2 (0, T ; C 6 ( )), f ∈ C (0, T ; C 4 ( )) and φ 0 ∈ C (¯ ),u n − U(t n ) ≤ C (τ 2 + x 4 + y 4 + x 2 y 2 ).(40)
Extension to three-dimensional time-fractional subdiffusion
In this section, we extend the fast solver to solve the three-dimensional time-fractional subdiffusion equation
Denote 
Central difference in space
With the same time discretization in (24) and the central difference for the space derivatives, we obtain the fully FDMs for (41):
n , and F n are defined by (10), (11), (6), (7), and (14), respectively. The initial and boundary conditions of the scheme (42) are given by
Similarly to (24), we can prove that the two difference schemes (42)- (43) are also unconditionally stable and convergent of order two both in time and space, which is omitted here. We briefly describe how to extend the fast solver developed in the last section to solve (42)- (43) .
where μ x = μτ β / x 2 , μ y = μτ β / y 2 , and μ z = μτ β / z 2 .
For simplicity, we first consider the fast solver for the following type model equation
The symbols u i, * ,k and u i, j, * are defined similarly.
Next, we illustrate how to obtain u i, j,k efficiently from (45) . (29), we can obtain from (45)
The above equation (46) implies 
Let =F i, * ,k = Q (2)F i, * ,k . Then we have from (48) that 
k . Hence, we can recover u i, j,k by the following formulas
In the above steps (I)-(III), all the matrix-vector products can be implemented using the fast Fourier transform (FFT).
One can obtain that the equation (45) 
Compact difference in space
In this section, we develop the fast compact difference schemes for three-dimensional time-fractional subdiffusion equation (41) . Similar to (33), we can obtain the following approach
for the model problem (∂
with homogeneous boundary conditions, where
A and H are respectively defined by
Similar to (34) , we obtain the compact finite difference methods for (41) from (53):
n and F n , are defined by (10) , (11), (6), (7), and (14), respectively. The initial and boundary conditions for (54) are as in (43) .
We can also prove that the two compact difference schemes (54) are unconditionally stable with convergence order of two in time and four in space.
We can extend the fast solver for (42) to (54) by simply replacing (52) with the following 1 − (λ (1) (N) ).
Numerical examples
In this section, we present several numerical examples to verify the error estimates and the convergence orders of the proposed ADI methods and non-ADI methods. We also compare our proposed methods with some existing ADI methods. Our programs are written in Matlab codes, which were run in a 64 bit Windows 7 laptop with a 2.50 GHz CPU and a 4 GB RAM.
Example 5.1. Consider the following time-fractional subdiffusion equation
where = (0, 1) × (0, 1) and the function f is chosen such that the solution to (56) is
as the error at time level n. Then the convergence order in time at
where τ 1 and τ 2 are time step sizes and τ 1 = τ 2 . In Table 1 , we present the L 2 errors e n at t = 1 (n = n T ) for different schemes. For different fractional orders β = 0.2, 0.5, 0.8, FDM I and CFDM I show second-order accuracy in time, and ADIFDMs are (1 + β)-order accurate in time, which are in agreement with the theoretical analysis. In Table 2 we observe that the convergence rate in space for FDM I is second-order and for CFDM I the convergence rate is fourth-order as expected from our theoretical analysis. We also find from Table 1 that the non-ADI methods show better performance over the ADI methods due to the higher-order accuracy in time of the non-ADI methods, see also Tables 3 and 4. In Tables 3 and 4 , the four non-ADI methods show much better performance over the two ADI methods. This can be explained as follows: first, the non-ADI methods have higher-order accuracy than the ADI methods in time; second, the perturbation terms introduced in the ADI methods dominate the accuracy. In this example, we have τ β ∂ (15) increases when p increases and/or β decreases. As this term dominates the total accuracy of the ADI methods, we observe that numerical solutions of the ADI methods are less accurate when p increases and/or β decreases, see Table 1 (p = 1), Table 3 (p = 2π ), and Table 4 (p = 4π ).
In Table 5 , we compare the CPU time of the ADI methods, the fast solvers, and the direct solvers. We can see that the ADI methods are most efficient, while the direct solvers are most costly, i.e., the direct solvers need more time and memory storage, see the last column in Table 5 , in which "out of memory" error occurred when using a laptop with 4 GB memory. The fast solver performs well, which is much less costly than the direct solver.
Example 5.2. Consider the following subdiffusion equation [3] Table 5 Comparison of CPU time (s) for different methods and solvers at t = 1, β = 0.5, 
The exact solution of (57) is U (x, y, t) = t 2 sin(x) sin( y).
In this example, we compare the proposed six methods with two ADI methods developed in [3] : the L1-ADI method with convergence rate O ( x 2 + y 2 + τ min{2β,2−β} ) and BD-ADI method with convergence rate O (
In Table 6 , we check the maximum-L ∞ error max 0≤n≤n T e n ∞ , where
From Table 6 , we find that our six methods outperform both the L1-ADI method and the BD-ADI method when β > 1/2 and get almost similar results when β ≤ 1/2 for the present ADI methods as the theoretical predictions suggest.
Example 5.3. Consider the following three-dimensional time-fractional subdiffusion equation 
Here, we test the space accuracy of the methods FDM II (q) and CFDM II (q), the L 2 errors at t = 1 are shown in Table 7 .
We observe that the methods FDM II (q) are second-order accurate and CFDM II (q) are fourth-order accurate in space. (1) (17) 4.0862e−4 1.4601e−4 4.9651e−5 1.6243e−5 ADI FDM (2) (17) 5.7409e−4 1.9296e−4 6.3057e−5 2.0108e−5 L1-ADI [3] 1.4331e−3 5.9327e−4 2.4243e−4 9.8870e−5 BD-ADI [3] 2.2326e−3 1.0149e−3 4.4422e−4 1.8953e−4 
Conclusion
We have proposed two fully discrete ADI finite difference methods (FDMs) for the two-dimensional time-fractional subdiffusion equation (1) . The two ADI FDMs are unconditionally stable with convergence of order two in space and (1 + β) in time. In order to overcome the barrier on convergence order in time of the ADI methods, we propose two non-ADI FDMs for (1), where we employ the fast Fourier transform to solve the resulting linear system derived from these two non-ADI difference schemes. We present rigorous stability and convergence analysis and show that these two non-ADI methods are unconditionally stable and convergent of order two in both space and time. We also discuss how to improve the convergence rate in physical space using compact FDMs, and how to extend the methodology to three-dimensional time-fractional subdiffusion while we can still employ fast solvers with linearithmic complexity.
Compared with the direct solvers, the fast solvers presented here can reduce the computational cost from O (N 3 ) (direct solver) to O (N 2 log(N)) in space for two-dimensional problems, where N is the grid points in each direction in space.
Although the computational cost is a bit higher than that of the ADI FDMs (N) ). While the methods proposed here lead to faster algorithms, we still face the problem of storing the entire field at every time step, hence requiring a lot of memory, especially for long time integration. To this end, new methods like the ones proposed in [50] could reduce substantially the memory requirements for efficient long time integration.
where C is a positive constant dependent only on β and C 0 , and C 0 satisfies |B n−1 | ≤ C 0 b n−1 .
The proof of Lemma A.2 is similar to that of Lemma 3.7 in [44] , which is omitted here. (25), and vec(u) creates a column vector from the matrix u, i.e.,
It is easy to know that the eigenvalues of M are 1 − 1 12
, where λ (k) j is defined in (27) . Hence, (·, ·) A is positive definite. Therefore, (·, ·) A defines an inner product. We can similarly prove that (·, ·) H defines an inner product, which ends the proof. 2
In order to prove the stability and convergence, we need the following inequalities [44] |B (q)
where C is a positive constant independent of n and τ .
Next, we present only the detailed proofs for Theorems 3.3, 3.4, and 2.1. The stability and convergence analysis for other theorems are very similar, which is omitted here.
A.1. Proof of Theorem 3.3
Proof. We just prove (39) for q = 1, which is the same for q = 2. From (34), one easily has
Applying Lemma A.3, using (A.5), b n − b n−1 ≤ 0, and the Cauchy-Schwartz inequality, we have
where 1 and 2 are suitable positive constants independent of n, τ , x, y, and T satisfying
which can be deduced from Lemma A.1 and (A.3). From Lemma A.1, we have 1/b n ≤ C β n β , C β is only dependent on β.
Hence, we have from (A.6)
where C is a positive constant independent of n, x, y, τ , and T . Noticing that where C 1 and C 2 are positive constants independent of n, x, y, τ , and C 1 is also independent of T . With the fact that |e 0 | q = 0 and the estimate (A.11), we obtain (40). 2
The proofs of stability and convergence for difference schemes (24) , (42) , and (54) are almost the same to that of (34), which is omitted here.
A.3. Proof of Theorem 2.1
Let us define Bu i, j = δ 
(A.14)
Applying Lemma A.2, Remark A.1, and the Cauchy-Schwartz inequality, we obtain 
(A.18)
Combining (A.17) and (A.18), and using u n B = δ x δ y u n and δ x u n 2 + δ y u n 2 = u n 2 C yields (22) . The proof is completed. 2
From Theorem 2.1, we can readily obtain Theorem 2.2, which is omitted.
