Canonical extension of actions of locally compact quantum groups  by Yamanouchi, Takehiko
Journal of Functional Analysis 201 (2003) 522–560
Canonical extension of actions of locally compact
quantum groups
Takehiko Yamanouchi
Department of Mathematics, Faculty of Science, Hokkaido University, Sapporo 060-0810, Japan
Received 15 April 2002; revised 11 November 2002; accepted 13 November 2002
Communicated by D. Voiculescu
Dedicated to Professor Toshihiro Hamachi on the occasion of his 60th birthday
Abstract
In this paper, we generalize the notion of the canonical extension of automorphisms of von
Neumann algebras to the case of actions of locally compact quantum groups (in the sense of
Kustermans and Vaes). Various expected properties will be shown to hold for this new
canonical extension. As an application, we describe the ﬂow of weights of the crossed product
of a type III factor by some special action of a discrete Kac algebra.
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0. Introduction
In [10], Haagerup and St^rmer introduced the notion of the canonical extension of
an automorphism on a von Neumann algebra. This extension naturally induces a
homomorphism from the automorphism group of the von Neumann algebra in
question into that of the crossed product by the modular automorphism group. By
‘‘functoriality’’ of the construction of the crossed product by the modular group, the
existence of such an extension had been known among specalists (cf. [2,16]), but it
was Haagerup and St^rmer who gave a precise deﬁnition of the extension and made
the ﬁrst intensive study on it. Other than their characterization of (approximately)
pointwise inner automorphisms, they gave a concrete realization of intricate
Connes–Takesaki’s module mapping (the fundamental homomorphism [2]) by using
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this canonical extension. It is widely acknowledged that Connes–Takesaki’s module
plays a vital role in von Neumann algebra theory, particularly in classiﬁcation of
group actions on (AFD) factors. Now that the theory of (operator algebraic)
quantum groups has been intensively studied, and that we have by now plenty of
examples of quantum group actions on von Neumann algebras, it seems an
interesting problem to generalize the notion of canonical extension to the case of
quantum group actions when one has this kind of classiﬁcation program in view.
The purpose of this paper is to achieve this generalization. Namely, starting from
an action of a locally compact quantum group (with some property) on a von
Neumann algebra, we will construct a new action of the quantum group on the
crossed product by the modular group in such a way that this construction amounts
to Haagerup–St^rmer’s canonical extension when the quantum group is commu-
tative. One generalization has been recently considered by Izumi in [11]. He studied
canonical extension of endomorphisms of type III factors in order to fully illuminate
occurrence of graph change in type II and type III principal graphs in subfactor
theory. From our point of view, his result may be regarded roughly as deﬁning
canonical extension of a Roberts action of a compact group, or equivalently
canonical extension of a coaction of a compact group.
The outline of this paper is the following. In Section 1, we ﬁx the notation used in
the whole of our discussion. Basic facts about locally compact quantum groups (in
the sense of Kustermans and Vaes) and their actions on von Neumann algebras are
collected. We also give a quick review on Connes’ spatial derivative, because it is a
major tool in the analysis of Section 3. In Section 2, we prepare some results which
we apply in the following sections. Section 3 is concerned with the Radon–Nikodym
derivative associated with a pair of a locally compact quantum group action and a
weight. We introduced this ‘‘derivative’’ in [27] in order to formulate and establish
the Takesaki duality theorem for weights on locally compact quantum group
covariant systems. In this section, we examine this derivative more closely and prove
(Theorem 3.7) that its adjoint is a (1-)cocycle with respect to the given action. This is
one of the main theorems in this paper. It is essentially this cocycle property which
guarantees that the mapping (i.e., canonical extension) deﬁned in Section 5 is indeed
an action of the given quantum group. In Section 4, we give a characterization of a
weight being d1-invariant with respect to a given action in terms of the Radon–
Nikodym derivative mentioned above. Section 5 is the main part of this paper. From
a pair of an action of a locally compact quantum group (with a certain property) and
a weight on a von Neumann algebra where the quantum group acts, we construct a
new action of the quantum group on the crossed product by the modular
automorphism group in such a way that the new action extends the original one.
We call this new action the canonical extension. We show that canonical extension
has a lot of expected nice properties. Among others, we prove, as an application of
the main result in the previous section, that the trace on the modular crossed product
which scales the dual action is d1-invariant with respect the canonical extension. In
Section 6, we compute the ﬂow of weights of the crossed product A of a type III
factor B by a certain type of action of a discrete Kac algebra. The topic here is
inspired by the result of [11, Section 5]. Let A˜ (resp. B˜) be the type II part of A (resp.
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B). Then, by making use of canonical extension, we prove that A˜-B˜0 is a cocycle
crossed product of the center ZðB˜Þ by the trivial action. The center ZðA˜Þ (i.e., the
space of the ﬂow of weights of A) can be then captured by an appropriate manner.
When the discrete Kac algebra is commutative, this result is a special case of the
main theorem in [17]. When the Kac algebra is cocommutative, this result is obtained
in [11, Theorem 5.5]. Finally we include Appendix for some auxiliary results which
are applied to the argument made in Section 6.
1. Terminology and notation
Given a von Neumann algebra A and a faithful normal semiﬁnite weight f on A;
we introduce the subsets nf; mf and m
þ
f of A by
nf ¼ fxAA : fðxnxÞoNg; mf ¼ nnfnf; mþf ¼ mf-Aþ:
The standard (GNS) Hilbert space obtained from f is denoted by Hf: We use the
symbol Lf for the canonical embedding of nf into Hf: The modular objects such as
the modular operator, the modular conjugation, the S-operator, the F -operator,
the modular automorphism group, etc. associated to f are denoted by
rf; Jf; Sf; Ff; sf;y : (Since we follow the notation employed in [22], the
symbol r will be used to denote the modular operator of a weight.)
For a linear operator T on a vector space, DðTÞ designates the domain of T : We
let BðHÞ stand for the algebra of all bounded operators on a Hilbert space H:
1.1. Locally compact quantum groups
Deﬁnition 1.1. Following [15] (see [14] also), we say that a quadruple G ¼
ðM; D; j; cÞ is a locally compact quantum group (in the von Neumann algebra
setting) or a von Neumann algebraic quantum group if
(1) M is a von Neumann algebra;
(2) D is a unital normal injective *-homomorphism from M into M#M satisfying
ðD#idÞ 3 D ¼ ðid#DÞ 3 D;
(3) j is a faithful normal semiﬁnite weight on M such that
jððo#idÞðDðxÞÞÞ ¼ jðxÞoð1Þ ð8oAMþ
*
; 8xAmþj Þ;
(4) c is a faithful normal semiﬁnite weight on M such that
cððid#oÞðDðxÞÞÞ ¼ cðxÞoð1Þ ð8oAMþ
*
; 8xAmþc Þ:
The weights j and c are, respectively, called the left invariant weight and the right
invariant weight of G:
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Let us ﬁx a locally compact quantum group G ¼ ðM;D; j; cÞ throughout the
rest of this section. We will always think of M as represented on the GNS-Hilbert
space Hj obtained from j: By the left invariance of j; one gets a unitary WðGÞ on
Hj#Hj characterized by
WðGÞnðLjðxÞ#LjðyÞÞ ¼ Lj#jðDðyÞðx#1ÞÞ ðx; yAnjÞ:
This unitary is called the Kac–Takesaki operator of G; and is denoted simply by W if
there is no danger of confusion. The modular operator and the modular conjugation
of j will be denoted simply by r and J: The unitary antipode, the scaling group and
the scaling constant of G are, respectively, denoted by R; fttgtAR; nð40Þ:
We deﬁne a nonsingular positive self-adjoint operator P on Hj such that
PitLjðxÞ ¼ nt=2LjðttðxÞÞ ðxAnjÞ: The unitary Pit is the canonical implementation of
the automorphism tt:
As in [15], we assume that c ¼ j 3R: Then, since one has c 3 sjt ¼ ntc by
Kustermans and Vaes [15], it follows from the extended Radon–Nikodym theorem
in [21] that there exists a unique nonsingular positive self-adjoint operator d afﬁliated
with M such that, with the notation in [21],
sjt ðdisÞ ¼ nistdis; c ¼ jd ðs; tARÞ:
The operator d is called the modular element of G: If we set
n0 :¼ fxAM : xd1=2 is bounded and xd1=2Anjg;
then the map: LcðxÞ/Ljðxd1=2Þ ðxAn0Þ allows us to identify the GNS-Hilbert
space Hc with Hj: Under this identiﬁcation, we have
Jc ¼ ni=4J; rc ¼ Jd1Jdr:
According to [15], there canonically exists another locally compact quantum
group #G ¼ ðMˆ; #D; #j; #cÞ; called the locally compact quantum group dual to G such
that fMˆ; Hjg is a standard representation. So we always regard Mˆ as acting on
Hj: In fact, Mˆ is by deﬁnition the von Neumann algebra generated by
fðo#idÞðWÞ :oAM
*
g: The mapping l : oAM
*
/ðo#idÞðWÞAMˆ is called the
left regular representation of G: There is a canonical identiﬁcation (¼ the Fourier
transform) of H #j with Hj: So we consider the modular operator and the modular
conjugation of #j; denoted by #r and Jˆ; as acting on Hj: The unitary antipode, the
scaling group and the modular element of #G are denoted, respectively, by Rˆ; #t; #d:
We say that G is compact if jð1ÞoN: In this case, we agree to take j to be a state.
We say that G is discrete if #G is compact. For the deﬁnitions of locally compact
quantum groups such as the commutant G0; the opposite Gop; etc., we refer the
readers to [15, Section 4].
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A (left) action of G on a von Neumann algebra A is a normal injective unital
*-homomorphism a from A into M#A satisfying ðidM#aÞ 3 a ¼ ðD#idMÞ 3 a [22].
Fix an action a of G on a von Neumann algebra A: By [22, Proposition 1.3], the
equation
TaðaÞ :¼ ðc#idÞðaðaÞÞ ðaAAþÞ
deﬁnes a faithful normal operator valued weight Ta from A onto A
a :¼
faAA : aðaÞ ¼ 1#ag; the ﬁxed-point algebra Aa of a: We call Ta the operator
valued weight associated to the action a:
The crossed product of A by the action a is by deﬁnition the von Neumann algebra
generated by aðAÞ and Mˆ#C: We denote it by GarA: By Vaes [22, Proposition
2.2], there exists a unique action #a of #Gop on GarA; called the dual action of a; such
that
ðGarAÞ#a ¼ aðAÞ; #aðz#1Þ ¼ #DopðzÞ#1 ðzAMˆÞ:
For every faithful normal semiﬁnite weight f on A; by using the operator valued
weight T#a associated to the dual action #a; the equation
*f :¼ f 3 a1 3 T#a
deﬁnes a faithful normal semiﬁnite weight *f on GarA: The weight *f is called the
dual weight of f: The Hilbert space H *f is identiﬁed with Hj#Hf: The unitary Uf on
Hj#Hf deﬁned by
Uf :¼ J *fðJˆ#JfÞ
is called the canonical implementation of a (see [22]). It satisﬁes
aðaÞ ¼ Ufð1#aÞUnf ðaAAÞ:
By Vaes [22, Theorem 2.6], there is a unital *-isomorphism Y from the double
crossed product #Gop#a rðGarAÞ onto BðHjÞ#A; and an action *a of G on
BðHjÞ#A such that
*a :¼ Ad ðSVnS#1Þ 3 ðs#idAÞ 3 ðidBðHjÞ#aÞ;
ðAd ðJJˆÞ#YÞ 3 ##a ¼ *a 3Y;
where V :¼ ðJˆ#JˆÞSW nSðJˆ#JˆÞ; S : Hj#Hj-Hj#Hj is the ﬂip and s in turn
stands for the ﬂip of operators. We set %a :¼ ðs#idAÞ 3 ðidBðHjÞ#aÞ: The bidual
weight **f of f is by deﬁnition deﬁned on #Gop#a rðGarAÞ; but, through the above
isomorphism Y; we may view it as a weight on BðHjÞ#A: In what follows, we often
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take this point of view. Hence we have
**f ¼ *f 3 T*a: ð1:1:1Þ
Finally, G is called a Kac algebra if tt ¼ id and sf ¼ sc: For the general theory of
Kac algebras, refer to [4].
1.2. Connes’ spatial derivatives
Let A be a von Neumann algebra acting on a Hilbert space K and f be a faithful
normal semiﬁnite weight on A: Consider also the commutant A0 of A in BðKÞ and a
faithful normal semiﬁnite weight F on A0: From these data, Connes constructed a
nonsingular positive self-adjoint operator
dF
df
on K by making use of the theory of quadratic forms on Hilbert spaces. This
operator is called the spatial derivative of F with respect to f: We refer the readers to
[1] or [18] for fundamental properties of spatial derivatives.
By using the theory of spatial derivatives, it is well known that Haagerup’s order-
reversing bijection T/T1 [7, Theorem 6.13] of operator valued weights can be
constructed in a canonical manner (cf. [9, Remarque, p. 164; 14, Section 1.2] or [18,
Corollary 12.11]). Let ADB be von Neumann algebras acting on a Hilbert space K ;
and B0DA0 be their commutants in BðKÞ: The set of all faithful normal semiﬁnite
operator valued weights from B to A is denoted by PðB; AÞ: The set PðA0; B0Þ is
deﬁned similarly. Then there exists a bijection
TAPðB; AÞ/T1APðA0; B0Þ
uniquely determined by the property that
dc
dðf 3 TÞ ¼
dðc 3 T1Þ
df
;
where c and f are any faithful normal semiﬁnite weights on A and B0; respectively.
This fact will be crucial in the discussion that follows.
2. Preliminary results
In this section, let us ﬁx a locally compact quantum group G ¼ ðM; D; j; cÞ
and an action a of G on a von Neumann algebra A:
Lemma 2.1 (Vaes [22, Proposition 4.3]). Suppose that f is a d1-invariant faithful
normal semifinite weight on A in the sense of [22, Deﬁnition 2.3]. Then the modular
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automorphism s *f of the dual weight *f on the crossed product GarA satisfies
s
*f
t ðaðaÞÞ ¼ aðsft ðaÞÞ ðaAAÞ; ð2:1:1Þ
s
*f
t ðz#1Þ ¼ Ad dit #ritðzÞ#1 ðzAMˆÞ: ð2:1:2Þ
Proof. Eq. (2.1.1) is due to [22, Proposition 3.7]. By the proof of [22, Proposition
4.3], we have
*rit ¼ dit #rit#ritf: ð2:1Þ
Here dit commutes with #ris for any s; tAR: From the above identity, (2.1.2)
follows. &
Corollary 2.2. Let f be a faithful normal semifinite weight on A; and **f the bidual
weight of f: The modular automorphism s
**f
t satisfies
s
**f
t ð#aðX ÞÞ ¼ #aðs *fðXÞÞ ðXAGarAÞ; ð2:2:1Þ
s
**f
t ðy#1#1Þ ¼ Adrit #ditðyÞ#1#1 ðyAM 0Þ: ð2:2:2Þ
Proof. Since the dual weight *f is #d-invariant, the asserted identities follow from the
preceding lemma. &
Corollary 2.3. Under the identification #Gop#a rðGarAÞ DBðHjÞ#A discussed in
Section 1, the modular automorphism s
**f
t of the bidual weight
**f; considered as a weight
on BðHjÞ#A; satisfies
s
**f
t ðX Þ ¼ s
*f
t ðXÞ ðXAGarAÞ; ð2:3:1Þ
s
**f
t ðy#1Þ ¼ Adrit #ditðyÞ#1 ðyAM 0Þ: ð2:3:2Þ
These identities uniquely determine the automorphism s
**f
t :
Proof. If Y : #Gop#a rðGarAÞ-BðHjÞ#A is the isomorphism which appears in
Section 1, then it satisﬁes
Yð#aðX ÞÞ ¼ X ; Yðy#1#1Þ ¼ y#1 ðXAGarA; yAM 0Þ:
Hence the assertion immediately follows from the previous corollary. &
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Deﬁnition 2.4. In what follows, we use the symbol *r to denote the modular operator
of the dual weight *f: As in [27], we set
ðdf 3 a : dfÞt :¼ *ritð #rit#ritf Þ ðtARÞ:
We call this strong-operator continuous function ðdf 3 a : dfÞt on R into the unitary
group of M#A the Radon–Nikodym derivative derived from the action a and the
weight f: Thus we may regard ðdf 3 a : dfÞ as an element of M#A#LNðRÞ:
In [27, Theorem 4.8], it is shown that, with Tr the usual trace on BðHjÞ; the
Radon–Nikodym derivative ðD **f : DðTrð #rÞ#fÞÞt satisﬁes
ðD **f : DðTrð #rÞ#fÞÞt ¼ ðdf 3 a : dfÞt:
From this, it follows (see [27, Lemma 4.2 and Corollary 4.3]) that the modular
automorphism s
**f
t of the bidual weight
**f is given by
s
**f
t ¼ Adrit*fjBðHjÞ#A
and satisﬁes
s
**f
t ðX Þ ¼ s
*f
t ðXÞ ðXAGarAÞ; ð2:2Þ
s
**f
t ð1#yÞ ¼ #rity #rit#1 ðyAM 0Þ: ð2:3Þ
Proposition 2.5. We have
rit #ritdit #dit ¼ dit #ritrit #dit ¼ 1
for any tAR:
Proof. The proof is divided into three parts.
Claim 1. For each tAR; the operator #ritrit #dit belongs to M: Thus f #ritrit #ditg is a one-
parameter unitary group of M:
Proof. That the operator #ritrit #dit belongs to M follows from (2.3.2) and (2.3).
That f #ritrit #ditgtAR forms a one-parameter unitary group easily follows from
[15, Proposition 2.13]. &
By applying Claim 1 to #G; we ﬁnd that, for each tAR; the operator rit #ritdit
belongs to Mˆ; and that frit #ritditgtAR is a one-parameter unitary group of Mˆ:
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Claim 2. For any tAR; the operator
rit #ritdit #dit ¼ dit #ritrit #dit
is a scalar multiple of the identity operator.
Proof. Let tAR: From the previous paragraphs and [15, Proposition 2.13], it results
that
M{ditð #ritrit #ditÞ ¼ #ritditrit #dit ¼ nit2 #ritritdit #dit
¼ðrit #ritditÞ#ditAMˆ:
Since M-Mˆ ¼ C; the claim follows. &
By Claim 1, there exist nonsingular positive self-adjoint operators D and Dˆ
afﬁliated with M and Mˆ; respectively, such that
Dit ¼ #ritrit #dit; Dˆit ¼ rit #ritdit:
By Claim 2, for each tAR; there exists a positive constant k such that
D ¼ k d1; Dˆ ¼ k #d1:
We claim that k ¼ 1: For this, note ﬁrst that, since #dit belongs to the intrinsic group
(cf. [5,26]) of #G; gt :¼ Ad #ditjM deﬁnes an automorphism of M whose canonical
implementation is #dit: Since gt preserves j; #d
it is given by
#ditLjðxÞ ¼ LjðgtðxÞÞ ðxAnjÞ:
Hence we obtain
rit #ditLjðxÞ ¼ Ljðsjt 3 gtðxÞÞ ðxAnjÞ: ð2:5:1Þ
On the other hand, since sjt ðdisÞ ¼ nistdis ðs; tARÞ; dis is an analytic vector with
respect to sj and sjz ðdisÞ ¼ eisz log ndis ðzACÞ: In particular, we have dis ¼
sji=2ðns=2disÞ: In the meantime, we have #rit ¼ PitJditJ (see the proof of
[15, Proposition 2.1]). Hence, for any xAnj; we have
#ritditLjðxÞ ¼PitJditJLjðditxÞ ¼ PitJsji=2ðnt=2ditÞJLjðditxÞ
¼ nt=2PitLjðditxditÞ ¼ Ljðtt 3Ad ditðxÞÞ: ð2:5:2Þ
T. Yamanouchi / Journal of Functional Analysis 201 (2003) 522–560530
Since rit #dit ¼ kit #ritdit; it follows from (2.5.1) and (2.5.2) that
sjt 3 gtðxÞ ¼ kittt 3Ad ditðxÞ ðxAnjÞ:
Since nj is s-weakly dense in M; the above identity is true for all xAM: Putting
x ¼ 1; we get kit ¼ 1; so that k ¼ 1; as claimed. &
3. Cocycle property of the Radon–Nikodym derivative
As in the preceding section, let us ﬁx a locally compact quantum group G ¼
ðM; D; j; cÞ and an action a of G on a von Neumann algebra A: We also take a
faithful normal semiﬁnite weight f on A:
If a is an action of a group G; then, by the cocycle property of the ordinary
Randon–Nikodym derivative, we have
ðDf : Df 3 aghÞt ¼ ðDf : Df 3 ahÞtah1ððDf : Df 3 agÞtÞ
for any g; hAG: We expect that our Radon–Nikodym derivative ðdf 3 a : dfÞt also
enjoys this kind of property. We will prove (Theorem 3.7) that this is indeed the case.
Lemma 3.1. Suppose that A is faithfully represented on a Hilbert space K : (So fA; Kg
is not necessarily a standard representation.) Let r be a faithful normal semifinite
weight on the commutant A0 of A in BðKÞ: Then the Radon–Nikodym derivative
ðdf 3 a : dfÞt is given by
ðdf 3 a : dfÞt ¼
d
**f
dðtHj#rÞ
" #it
#rit# df
dr
 it !
ðtARÞ:
Here tH in general denotes the unique state on C  1H for a Hilbert space H:
Proof. By Yamanouchi [27, Proposition 2.1], we have
#rit# df
dr
 it
¼ dðTrð
#rÞ#fÞ
dðtHj#rÞ
 it
¼ dF
dðtHj#rÞ
 it
:
Since ðdf 3 a : dfÞt ¼ ðD **f : DFÞt; it follows from [1, Theorem 9] that
d
**f
dðtHj#rÞ
" #it
¼ ðdf 3 a : dfÞt
dF
dðtHj#rÞ
 it
:
Thus we are done. &
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We consider the weight f 3 a1 on the von Neumann algebra aðAÞ: The mapping
G :¼ ðid#aÞjaðAÞ ¼ ðD#idÞjaðAÞ is an action of G on aðAÞ: By deﬁnition, G is
conjugate to a by the isomorphism a from A onto aðAÞ:
M#A -
id#a
M#aðAÞ
am mG
A -
a
aðAÞ
In this setting, the dual weight ðf 3 a1Þ** of f 3 a1 is a weight on BðHjÞ#aðAÞ; and
satisﬁes
ðf 3 a1Þ** 3 ðidBðHjÞ#aÞ ¼ **f;
BðHjÞ#A -id#a BðHjÞ#aðAÞ
T*ak kT *G
GarA -
id#a
GGraðAÞ
T#ak kT #G
aðAÞ -
G
GðaðAÞÞ
ð3:1Þ
Moreover, we clearly have the following relation:
ðdðf 3 a1Þ 3 G : dðf 3 a1ÞÞt ¼ ðid#aÞððdf 3 a : dfÞtÞ ðtARÞ
between the Radon–Nikodym derivatives ðdðf 3 a1Þ 3 G : dðf 3 a1ÞÞt and ðdf 3 a :
dfÞt; since, by Yamanouchi [27],
ðdðf 3 a1Þ 3 G : dðf 3 a1ÞÞt ¼ ðDðf 3 a1Þ** : DðTrð #rÞ#ðf 3 a1ÞÞÞt:
Thanks to Lemma 3.1, we also have
Corollary 3.2. Let r be a faithful normal semifinite weight on the commutant aðAÞ0 of
aðAÞ in BðHj#HfÞ: Then we have
ðid#aÞððdf 3 a : dfÞtÞ ¼
dðf 3 a1Þ**
dðtHj#rÞ
 it
#rit# dðf 3 a
1Þ
dr
 it !
ðtARÞ:
We now specialize the r in the above corollary to the case where r ¼ **f0: Here, for
a weight o on a von Neumann algebra P on Hj#Hf; o0 indicates the weight on
J˜PJ˜ given by o0ðxÞ :¼ oðJ˜xJ˜Þ ðxAðJ˜PJ˜ÞþÞ; where J˜ is the modular conjugation of
the dual weight *f:
Lemma 3.3. We have
dðf 3 a1Þ
d
**f0
" #it
¼ *rit
for any tAR:
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Proof. With the notation introduced before this lemma, one has ðf 3 a1Þ0 ¼
tHj#f
0: Hence
dðf 3 a1Þ
d
**f0
¼ dðtHj#f
0Þ0
d
**f0
¼ J˜ dðtHj#f
0Þ
d
**f
J˜ ¼ J˜ *r1J˜ ¼ *r:
This proves the assertion. &
For any faithful normal semiﬁnite operator valued weight T from a von Neumann
algebra PDBðHj#HfÞ onto a von Neumann subalgebra Q of P; put
T˜ðxÞ :¼ J˜TðJ˜xJ˜ÞJ˜ ðxAðJ˜PJ˜ÞþÞ:
Thus we get a faithful normal semiﬁnite operator valued weight T˜ from J˜PJ˜ onto
J˜QJ˜: By Kosaki [13, Lemma 1.3], one has
ðT˜Þ1 ¼ gT1:
With this notation, for any xAðaðAÞ0Þþ; we have
**f0ðxÞ ¼ **fðJ˜xJ˜Þ ¼ *f 3 T*aðJ˜xJ˜Þ ¼ *f 0 3fT*aðxÞ:
By Yamanouchi [27, Lemma 4.6], fT*a ¼ ðT#aÞ1: So we ﬁnd that **f0 ¼ *f 0 3 ðT#aÞ1:
Moreover, by Yamanouchi [27, Lemma 4.5], we have
*f0 ¼ ðtHj#f0Þ 3 T1*a :
Consequently, we obtain
**f0 ¼ ðtHj#f0Þ 3 T1*a 3 T1#a : ð3:2Þ
By (3.1) and (3.2),
dðf 3 a1Þ**
dðtHj# **f0Þ
¼ d
**f 3 ðidBðHjÞ#aÞ1
dðtHj# **f0Þ
¼ d
**f 3 ðidBðHjÞ#aÞ1
dðtHj#ðtHj#f0Þ 3 T1*a 3 T1#a Þ
:
When the identity map idBðHjÞ is considered as an operator valued weight
from BðHjÞ onto BðHjÞ; the associated operator valued weight ðidBðHjÞÞ1
from C  1 onto itself is nothing but the identity map idC1; so that one has
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tHj ¼ tHj 3 ðidBðHjÞÞ1: Hence
d
**f 3 ðidBðHjÞ#aÞ1
dðtHj#ðtHj#f0Þ 3 T1*a 3 T1#a Þ
¼ d
**f 3 ðidBðHjÞ#aÞ1
dðtHj#tHj#f0Þ 3 ðidBðHjÞ#T*aÞ1 3 ðidBðHjÞ#T#aÞ1
¼ d
**f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#aÞ 3 ðidBðHjÞ#T*aÞ
dðtHj#tHj#f0Þ
¼ d
**f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ
dðtHj#tHj#f0Þ
:
From this, it follows that
dðf 3 a1Þ**
dðtHj# **f0Þ
24 35it
¼ d
**f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ
dðtHj#tHj#f0Þ
" #it
¼ ðD **f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ : DðTrð #rÞ#Trð #rÞ#fÞÞt
 dðTrð
#rÞ#Trð #rÞ#fÞÞ
dðtHj#tHj#f0Þ
" #it
¼ ðD **f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ : DðTrð #rÞ#Trð #rÞ#fÞÞt
 ð #rit# #rit#ritfÞ:
Let us now examine the Radon–Nikodym derivative
Rt :¼ ðD **f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ : DðTrð #rÞ#Trð #rÞ#fÞÞt
in detail. For this, let us ﬁrst look at the next diagram:
BðHjÞ#BðHjÞ#A
id#T*ak
-
s#id
BðHjÞ#BðHjÞ#A
kT*%a
-
Ad ðSVnSÞ12
BðHjÞ#BðHjÞ#A
kT**a
BðHjÞ#GarA
id#T#ak
-
s#id
G%arðBðHjÞ#AÞ
kT#%a
-
Ad ðSVnSÞ12
G*arðBðHjÞ#AÞ
kT#*a
BðHjÞ#aðAÞ
id#am
-
s#id
%aðBðHjÞ#AÞ
m%a
-
Ad ðSVnSÞ12
*aðBðHjÞ#AÞ
m*a
BðHjÞ#A -id BðHjÞ#A -id BðHjÞ#A
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It easily results from the commutative diagram above that
**f 3 ðidBðHjÞ#aÞ1 3 ðidBðHjÞ#T#a 3 T*aÞ ¼ **f 3 *a1 3 T**a 3 T#*a 3Ad ðSVnSÞ12 3 ðs#idÞ:
Since **f 3 *a1 3 T**a 3 T#*a in the right-hand side is the bidual weight ð **fÞ** of **f with
respect to the action *a; we have
Rt ¼ðDðð **fÞ** 3Ad ðSVnSÞ12 3 ðs#idÞÞ : DðTrð #rÞ#Trð #rÞ#fÞÞt
¼ðs#idÞ 3Ad ðSVSÞ12ððDð **fÞ** : DðTrð #rÞ#Trð #rÞ#fÞ 3Ad ðSVSÞ12ÞÞtÞ:
For the next lemma, recall (see [15]) that d and #r strongly commute. Hence their
products d #r and #rd are closable, and have the same closure (refer to [18, Appendix
A.6]). We denote it again by d #r ¼ #rd:
Lemma 3.4. For any tAR; we have Wð #rit# #ritÞW n ¼ dit #rit# #rit: In particular, one
has Wð #r# #rÞW n ¼ d #r# #r and Vnð #r# #rÞV ¼ #r#d #r:
Proof. Recall that P is the nonsingular positive self-adjoint operator deﬁned by
PitLjðxÞ ¼ nt=2LjðxÞ ðxAnj; tARÞ: It satisﬁes Pit ¼ #ritJditJ for all tAR (see
the proof of [15, Proposition 2.1]). By [15, Corollary 2.2], we have
W nð #rit# #ritJditJÞW ¼ #rit# #ritJditJ: From [15, Corollary 2.2] and the identity
ðDðditÞ ¼ÞW nð1#ditÞW ¼ dit#dit; it results that
Wð1#JditJÞW n ¼WðJˆ#JÞð1#ditÞðJˆ#JÞW n
¼ðJˆ#JÞW nð1#ditÞWðJˆ#JÞ
¼ JˆditJˆ#JditJ ¼ dit#JditJ:
From this, it follows that
#rit# #ritJditJ ¼Wð #rit# #ritJditJÞW n
¼Wð #rit# #ritÞW nWð1#JditJÞW n
¼Wð #rit# #ritÞW nðdit#JditJÞ:
This yields the ﬁrst asserted identity. The second identity follows from the ﬁrst one.
The last identity follows from the second one and [15, Proposition 2.15]. &
Lemma 3.5. We have
ðTrð #rÞ#Trð #rÞÞ 3Ad ðSVSÞ ¼ Trððd #rÞÞ#Trð #rÞ:
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Proof. Let X be an arbitrary positive operator in BðHjÞ#BðHjÞ: By Lemma 3.4,
we have
ðTr#TrÞðð #r# #rÞSVSXSVnSÞ ¼ ðTr#TrÞðVnð #r# #rÞVSXSÞ
¼ ðTr#TrÞðð #r#d #rÞSXSÞ
¼ ðTr#TrÞððd #r# #rÞX Þ:
This completes the proof. &
Lemma 3.6. The bidual weight ð **fÞ** is of the form ð **fÞ** ¼ Tr ððd #rÞÞ# **f:
Proof. By Yamanouchi [27, Lemma 4.7], when BðHjÞ#A is represented on the
GNS Hilbert space H **f
; the modular operator *r **f of the dual weight of
**f is
given by
*r **f ¼
dð **fÞ**
dðtHj# **f0Þ
:
Since **f is a d1-invariant weight, it follows from (2.1) that *rit**f ¼ d
it #rit#rit**f:
Meanwhile, by Yamanouchi [27, Proposition 2.1], we have
dðTr ððd #rÞÞ# **fÞ
dðtHj# **f0Þ
24 35it¼ d Tr ððd #rÞÞ
dtHj
 it
#
d
**f
d
**f0
" #it
¼ dit #rit#rit**f:
From this, we see that
dð **fÞ**
dðtHj# **f0Þ
¼ dðTr ððd
#rÞÞ# **fÞ
dðtHj# **f0Þ
:
Hence we obtain ð **fÞ** ¼ Tr ððd #rÞÞ# **f: &
We are now in a position to prove the main theorem of this section.
Theorem 3.7. The adjoint of the Radon–Nikodym derivative Dt :¼ ðdf 3 a : dfÞt is an
a-cocycle, i.e., it satisfies
ðD#idÞðDnt Þ ¼ ð1#Dnt Þðid#aÞðDnt Þ:
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Proof. From Corollary 3.2, Lemma 3.3 and the discussion that follows, we see that
ðid#aÞðDtÞ ¼ Rtð1#Dnt Þ:
Thus it remains to show that Rt ¼ ðD#idÞðDtÞ: So far, we know that
Rt ¼ ðs#idÞ 3Ad ðSVSÞ12ððDð **fÞ** : DðTrð #rÞ#Trð #rÞ#fÞ 3Ad ðSVSÞ12ÞÞtÞ:
By Lemmas 3.5 and 3.6, we have
ðDð **fÞ** : DðTrð #rÞ#Trð #rÞ#fÞ 3Ad ðSVSÞ12ÞÞt
¼ ðDðTr ððd #rÞÞ# **fÞ : DðTrððd #rÞÞ#Trð #rÞ#fÞÞt
¼ 1#ðD **f : DFÞt ¼ 1#Dt:
Hence we obtain
Rt ¼ ðid#sÞ 3Ad ðSVSÞ12ð1#DtÞ ¼ Ad ðVSÞ12ð1#DtÞ ¼ ðD#idÞðDtÞ:
Thus we are done. &
4. Characterization of relative invariance
As before, let us ﬁx a locally compact quantum group G ¼ ðM; D; j; cÞ and an
action a of G on a von Neumann algebra A: Our aim of this section is to give a
necessary and sufﬁcient condition, in terms of the Radon–Nikodym derivative, that
a weight should be d1-invariant for a given action. We prove this in a more general
setting as follows.
Theorem 4.1. Let f be a faithful normal semifinite weight on A; and r be a nonsingular
positive self-adjoint operator affiliated with M: Then the following are equivalent.
(1) The operator r satisfies DðritÞ ¼ rit#rit and tsðritÞ ¼ rit for all s; tAR; and the
weight f is r-invariant, i.e., we have fððox#idÞðaðaÞÞÞ ¼ jjr1=2xjj2fðaÞ for all
xAmþf and xADðr1=2Þ:
(2) The associated Radon–Nikodym derivative is given by ðdf 3 a : dfÞt ¼ rit#1
for all tAR:
Proof. ð1Þ ) ð2Þ: Since #risrit #ris ¼ tsðritÞ ¼ rit for all s; tAR; the operators r and
#r strongly commute. So, as in the proof of [22, Proposition 4.3], one can prove that
the modular operator *r of the dual weight *f of f satisﬁes *rit ¼ rit #rit#ritf for any
tAR: The asserted identity in (2) now follows from the deﬁnition of ðdf 3 a : dfÞt:
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ð2Þ ) ð1Þ: From Theorem 3.7, we easily obtain DðritÞ ¼ rit#rit for all tAR: In the
meantime, we have *ritð #rit#ritf Þ ¼ rit#1: Namely,
*rit ¼ rit #rit#ritf ðtARÞ: ð4:1Þ
By substituting s þ t for t in this identity and, then, by comparing the both sides, we
get rit #ris ¼ #risrit for all s; tAR: This shows that tsðritÞ ¼ rit:
It remains to show that f is r-invariant. Let J˜ be the modular conjugation of the
dual weight *f; and Uf be the canonical implementation of a associated to f: We also
deﬁne Tf to be the set of all analytic elements aAnf-nnf with respect to sf satisfying
sfz ðaÞAnf-nnf for all zAC: By Vaes [22, Lemma 3.11], we have
J˜ *r1=2aðanÞðx#LfðbÞÞ ¼ aðbnÞðJˆ #r1=2x#LfðaÞÞ ð4:2Þ
for all a; bAnf and xADð #r1=2Þ: Since Uf ¼ J˜ðJˆ#JfÞ; Eq. (4.2) is equivalent to
*r1=2aðanÞðx#LfðbÞÞ ¼ ð1#JfbnJfÞUfð #r1=2x#JfLfðaÞÞ: ð4:3Þ
Suppose that both a and b are in Tf: From the identity s
*f
t 3 a ¼ a 3 sft and (4.1), it
follows that
the left-hand side of ð4:3Þ ¼ aðsf
i=2ðaÞnÞðr1=2 #r1=2#r1=2f Þðx#LfðbÞÞ
¼ aðsf
i=2ðaÞnÞðr1=2 #r1=2x#Lfðsfi=2ðbÞÞÞ:
On the other hand, because JfLfðaÞ ¼ Lfðsfi=2ðaÞnÞ; the right-hand side of (4.3) is
ð1#JfbnJfÞUfð #r1=2x#Lfðsfi=2ðaÞnÞÞ:
Consequently, we obtain
aðaÞðx#LfðbÞÞ ¼ ð1#Jfsfi=2ðbÞnJfÞUfðr1=2x#LfðaÞÞ ð4:4Þ
for all a; bATf and xADðr1=2Þ: By the density theorem for (left or right) Hilbert
algebras [6], this identity is still valid for all aAnf: Let Z be an right-bounded vector
with respect to the full left Hilbert algebra Af :¼ Lfðnf-nnfÞ: By the density
theorem for Hilbert algebras again, there exists a sequence fbngNn¼1 in Tf such that
limn-NjjZ LfðbnÞjj ¼ 0 and strong-limn-NprðLfðbnÞÞ ¼ prðZÞ; where pr is the
right multiplication with respect to Af: Note that, with pl the left multiplication with
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respect to Af; we have
prðLfðbnÞÞ ¼ JfplðJfLfðbnÞÞJf ¼ JfplðLfðsfi=2ðbnÞnÞÞJf ¼ Jfsfi=2ðbnÞnJf:
From this and (4.4), we obtain
aðaÞðx#ZÞ ¼ lim
n-N
aðaÞðx#LfðbnÞÞ ¼ lim
n-N
ð1#Jfsfi=2ðbnÞnJfÞUfðr1=2x#LfðaÞÞ
¼ ð1#prðZÞÞUfðr1=2x#LfðaÞÞ:
Thus we have
aðaÞðx#ZÞ ¼ ð1#prðZÞÞUfðr1=2x#LfðaÞÞ ð4:5Þ
for all aAnf; xADðr1=2Þ and all right-bounded vectors Z:
Claim. We have fðxÞ ¼ supfoZðxÞ : Z is right-bounded and jjprðZÞjjp1g for all
xAAþ:
* It is well-known that fðxÞ ¼ supfoðxÞ : oAMþ
*
; opfg for any xAAþ: Since
fA; Hfg is a standard representation, every oAMþ
*
has the form o ¼ oZ for some
ZAHf: Then oZpf if and only if Z is right-bounded and jjprðZÞjjp1://
From claim and (4.5), it follows that
fððox#idÞðaðanaÞÞÞ
¼ supfðox#oZÞðaðanaÞÞ : Z is right-bounded and jjprðZÞjjp1g
¼ supfjjð1#prðZÞÞUfðr1=2x#LfðaÞÞjj2 : Z is right-bounded and jjprðZÞjjp1g
¼ jjr1=2x#LfðaÞjj2 ¼ jjr1=2xjj2fðanaÞ:
The last equality is due to the fact that there exists a sequence fZng of right-bounded
vectors such that jjprðZnÞjjp1 and strong-limn-NprðZnÞ ¼ 1: This completes the
proof. &
5. Canonical extension of an action
As in the previous section, let a be an action of a locally compact quantum group
G ¼ ðM; D; j; cÞ on a von Neumann algebra A: We also ﬁx a faithful normal
semiﬁnite weight f on A: The Radon–Nikodym derivative ðdf 3 a : dfÞt is again
denoted by Dt shortly.
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In the present section, we will be interested in the case in which Mð #rÞ :¼
M3f #rit : tARg00 equals M: In the next lemma, we state a necessary and sufﬁcient
condition that this case should really occur. Let MˆðrÞ be the von Neumann algebra
generated by Mˆ and frit : tARg00:
Lemma 5.1. The following conditions are equivalent.
(1) Mð #rÞ ¼ M;
(2) #r ¼ d1;
(3) r ¼ #d1;
(4) MˆðrÞ ¼ Mˆ:
Proof. ð1Þ ) ð2Þ: Suppose that #rit belongs to M for any tAR: By Kustermans and
Vaes [15, Proposition 2.1] and the identity before [15, Lemma 2.7], we have, for any
xAnj;
#ritLjðxÞ ¼ LjðttðxÞditÞ:
Hence we obtain #ritx ¼ ttðxÞdit for any xAnj: Since nj is s-weakly dense in M; we
may take x ¼ 1 in this identity, which yields #rit ¼ dit:
ð2Þ ) ð1Þ is obvious.
From the preceding paragraphs, (1) is equivalent to (2). Similarly, we can show the
equivalence of (3) and (4). The equivalence of (2) and (3) immediately follows from
Proposition 2.5. &
In what follows, we will consider the crossed product RsfrA of A by the modular
automorphism group of f: We write sf again for the embedding of A into RsfrA
i.e.,
fsfðaÞxgðtÞ :¼ sftðaÞxðtÞ ðaAA; xAL2ðR; HfÞÞ:
The left regular representation of R will be denoted by l: Hence RsfrA is
generated by sfðAÞ and flðtÞ#1 : tARg00: The dual weight on RsfrA associated to
f will be denoted by *fm: If there is no danger of confusing the dual weight on
RsfrA with the dual weight *f on GarA from the context, then we simply write *f
for *fm:
Let U :¼ Uf be the canonical implementation of a on the Hilbert space Hj#Hf:
Let us deﬁne a unitary U on Hj#L2ðRÞ#Hf ¼ L2ðR; Hj#HfÞ by
fUxgðtÞ :¼ ð #rit#1ÞDntUxðtÞ ¼ ð1#ritf Þ *ritUxðtÞ ðxAL2ðR; Hj#HfÞ; tARÞ:
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Lemma 5.2. With U as above, we have
Uð1#sfðaÞÞUn ¼ ðidM#sfÞðaðaÞÞ ðaAAÞ; ð3:1:1Þ
Uð1#lðsÞ#1ÞUn ¼ ðidM#sfÞðDsÞð #ris#lðsÞ#1Þ ðsARÞ: ð3:1:2Þ
In particular, we have UðC#RsfrAÞUnDMð #rÞ#RsfrA: Recall that Mð #rÞ is
the von Neumann algebra generated by M and f #rit : tARg00:
Proof. For (3.1.1), let aAA and xAL2ðR; Hf#HjÞ: Then, by Vaes [22, Proposition
3.7],
fUð1#sfðaÞÞUnxgðtÞ ¼ ð1#ritf Þ *ritUð1#sftðaÞÞU *ritð1#ritfÞxðtÞ
¼ ðid#sftÞðs
*f
t 3 a 3 s
f
tðaÞÞxðtÞ
¼ ðid#sftÞðaðaÞÞxðtÞ ¼ fðid#sfÞðaðaÞÞxgðtÞ:
For (3.1.2), let x be as above. Then we have
fUð1#lðsÞ#1ÞUnxgðtÞ ¼ ð1#ritf Þ *risð1#riðtsÞf Þxðt  sÞ
¼ ð1#ritf ÞDsð1#ritfÞð #ris#1Þxðt  sÞ
¼ ðid#sftÞðDsÞð #ris#1Þfð1#lðsÞ#1ÞxgðtÞ
¼ fðid#sfÞðDsÞð #ris#lðsÞ#1ÞxgðtÞ:
Thus we obtain the identities as claimed. &
From now on, we only consider the case where Mð #rÞ ¼ M; i.e., the case where #r
is afﬁliated with M: Note that this is the case when G is a Kac algebra. Remark also
that #r then satisﬁes Dð #ritÞ ¼ #rit# #rit for all tAR: Thus we have
W nð1# #ritÞW ¼ #rit# #rit ðtARÞ:
In the discussion that follows, we will freely use this identity.
Let us deﬁne an injective *-homomorphism Ya from RsfrA into M#RsfrA
by
YaðX Þ :¼ Uð1#XÞUn ðXARsfrAÞ:
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By (3.1.1) and (3.1.2), one has
YaðsfðaÞÞ ¼ ðid#sfÞðaðaÞÞ ðaAAÞ; ðC:1Þ
YaðlðsÞ#1Þ ¼ ðid#sfÞðDsÞð #ris#lðsÞ#1Þ ðsARÞ: ðC:2Þ
Hence the image of Ya is indeed contained in M#RsfrA:
Theorem 5.3. The unital normal injective *-homomorphism Ya is an action of G on
RsfrA:
Proof. First we show that U belongs to M#BðL2ðRÞ#HfÞ: By our assumption
that #rit belongs to M; #rit commutes with any element of M 0: We know also that Dt
and U both belong to M#BðHfÞ: Hence it is easy to see from the deﬁnition of U
that U actually lies in M#BðL2ðRÞ#HfÞ:
It now sufﬁces to show that U is a cocycle with respect to the trivial action, i.e., it
satisﬁes ðD#idÞðUÞ ¼ U23U13; regarded as an equation on the Hilbert space
Hj#Hj#L2ðR; HfÞ:
Let xAHj#Hj#L2ðR; HfÞ ¼ L2ðR; Hj#Hj#HfÞ: Since U itself is a cocycle
with respect to the trivial action, one has ðD#idÞðUÞ ¼ U23U13; i.e., W n12U23W12 ¼
U23U13 on Hj#Hj#Hf: Note that ðD#idÞðUÞ ¼ W n12U23W12: Thanks to
Theorem 3.7, we have
fW n12U23W12xgðtÞ ¼W n12ð1# #rit#1Þð1#DntÞU23W12xðtÞ
¼ ð #rit# #rit#1ÞW n12ð1#DntÞW12U23U13xðtÞ
¼ ð #rit# #rit#1Þð1#DntÞðid#aÞðDntÞU23U13xðtÞ
¼ ð #rit# #rit#1Þð1#DntÞU23ðDntÞ13U13xðtÞ
¼ fU23U13xgðtÞ:
Thus we are done. &
Starting from another faithful normal semiﬁnite weight o on A; we may construct
an action Yoa of G on RsorA as in the manner described above. It is natural to ask
how Ya and Yoa are related.
Lemma 5.4. The actions Ya and Yoa are conjugate. Namely there exists a *-
isomorphism w from RsfrA onto RsorA such that ðidM#wÞ 3Ya ¼ Yoa 3 w:
Proof. By Takesaki [20], there exists a *-isomorphism w from RsfrA onto RsorA
such that (i) w 3 sf ¼ so; (ii) wðlðtÞ#1Þ ¼ soððDf : DoÞtÞðlðtÞ#1Þ for any tAR: It
T. Yamanouchi / Journal of Functional Analysis 201 (2003) 522–560542
is easy to check that the map w does the job, once we notice that Dtð1#ðDf :
DoÞtÞ ¼ aððDf : DoÞtÞðdo 3 a : doÞt; which equals ðD **f : DðTr ð #rÞ#oÞÞt: &
Thanks to Lemma 5.4, it makes sense to give the next deﬁnition.
Deﬁnition 5.5. The action Ya of G on RsfrA constructed above is called the
canonical extension of a:
For each sAR; deﬁne a unitary vðsÞ on L2ðRÞ by fvðsÞf gðtÞ :¼ eistf ðtÞ ðfAL2ðRÞÞ:
Then denote by ys the restriction of Ad ðvðsÞ#1HfÞ to RsfrA; which is the dual
action of fsfs g:
Lemma 5.6. The canonical extension Ya has the following properties:
(1) ðid#ytÞ 3Ya ¼ Ya 3 yt for all tAR:
(2) For any normal semifinite weights r on A and o on M; ðo# *rÞ 3Ya is the dual
weight of ðo#rÞ 3 a:
Proof. Property (1) easily follows from (C.1) and (C.2).
Let r and o be normal semiﬁnite weights on A and on M; respectively. Denote by
T the operator valued weight of RsfrA onto sfðAÞ deﬁned by T ¼
RN
N yt dt: By
deﬁnition, *r ¼ r 3 ðsfÞ1 3 T : Hence we have ðo# *rÞ 3Ya ¼ ðo#rÞ 3 ðid#sfÞ1 3
ðid#TÞ 3Ya: By (1), we see that ðid#TÞ 3Ya ¼ Ya 3 T : From this and (C.1), we
obtain
ðo#rÞ 3 ðid#sfÞ1 3 ðid#TÞ 3Ya ¼ ðo#rÞ 3 a 3 ðsfÞ1 3 T ;
which is the dual weight of ðo#rÞ 3 a: &
Let us consider the crossed product Rs *frðGarAÞ of GarA by the modular
automorphism group of the dual weight *f: By deﬁnition, it acts on the Hilbert space
L2ðRÞ#Hj#Hf: As before, we identify L2ðRÞ#Hj#Hf with L2ðR; Hj#HfÞ:
Deﬁne a unitary V from L2ðRÞ#Hj#Hf onto Hj#L2ðRÞ#Hf by
fVxgðtÞ :¼ ð #rit#1ÞDntxðtÞ ðxAL2ðR; Hj#HfÞÞ:
Let xAL2ðR; Hj#HfÞ: If aAA; then
fVs *fðaðaÞÞVnxgðtÞ ¼ ð1#ritf ÞaðaÞð1#ritfÞxðtÞ
¼ fðid#sfÞðaðaÞÞxgðtÞ:
Hence Vs *fðaðaÞÞVn ¼ YaðsfðaÞÞ: For sAR; one can easily show that
VðlðsÞ#1#1ÞVn ¼ YaðlðsÞ#1Þ: Therefore the map Ya embeds RsfrA into
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VðRs *frðGarAÞÞVn: Moreover, Vs
*fðz#1ÞVn ¼ z#1#1 for any zAMˆ: Let
B :¼VððRs *frðGarAÞÞVn: From the above computations, we have
B ¼Vs *fðGarAÞVn3VflðsÞ#1#1 : sARg00Vn
¼Vs *fðaðAÞÞVn3Vs *fðMˆ#CÞVn3VflðsÞ#1#1 : sARg00Vn
¼YaðsfðAÞÞ3Mˆ#C#C3YðflðsÞ#1 : sARg00Þ
¼YaðAssfRÞ3Mˆ#C#C ¼ GYarðRsfrAÞ:
Thus we have proven
Proposition 5.7. There exists a *-isomorphism P from Rs *frðGarAÞ onto
GYarðRsfrAÞ such that
(1) Pðs *fðaðaÞÞÞ ¼ YaðsfðaÞÞ for any aAA:
(2) PðlðsÞ#1#1Þ ¼ YaðlðsÞ#1Þ for any sAR:
(3) Pðs *fðz#1ÞÞ ¼ z#1#1 for any zAMˆ:
Let O be the dual weight, deﬁned on GYarðRsfrAÞ; of the dual weight *f ¼ *fm
on RsfrA; and F be the dual weight, deﬁned on Rs *frðGarAÞ; of the dual weight
*f on GarA: We show that O ¼ F 3P1 with P the isomorphism appearing in
Proposition 5.7. For this, we ﬁrst review the general construction of a dual weight
given in [22, Section 3].
Suppose that b is an action of G on a von Neumann algebra N with a faithful
normal semiﬁnite weight y: Except for the dual weight *y; Vaes constructed a faithful
normal semiﬁnite weight *y0 on GbrN in [22, Deﬁnition 3.4] (by using the result in
[22, Appendix]), which turned out to be equal to *y (see [22, Proposition 3.10]).
By deﬁnition (see the discussion preceding [22, Deﬁnition 3.4]), the GNS-map
L*y0 : n*y0-H #j#Hy has the following linear subspace as its core:
D0 :¼ span fða#1ÞbðxÞ : aAn #j; xAnyg:
It is easy to see that, if n0 (resp. n1) is a core for Ly (resp. L #j), then the subspace
D0;0 :¼ span fða#1ÞbðxÞ : aAn1; xAn0g
is still a core for L*y0 :
Now we return to our situation. From the remark in the previous paragraph, the
subspace
D1 :¼ span fðlðf Þ#1#1Þs *fððz#1ÞaðaÞÞ : zAn #j; fAL1ðRÞ-L2ðRÞ; aAnfg
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is a core for LF; and
D2 :¼ span fðz#1#1ÞYaððlðf Þ#1ÞsfðaÞÞ : zAn #j; fAL1ðRÞ-L2ðRÞ; aAnfg
is in turn a core for LO: By Proposition 5.7, we have PðD1Þ ¼ D2: It follows from
[22, Proposition 7.4] that O ¼ F 3P1:
Proposition 5.8. The modular operator rO and the modular conjugation JO of O are
characterized as follows:
frisOxgðtÞ ¼ ð1#ritf Þ *risð1#ritfÞxðtÞ ðxAL2ðR; Hj#HfÞÞ;
fJOxgðtÞ ¼ ð1#ritf Þ *ritJ˜ð1#ritf ÞxðtÞ:
Proof. It is easy to check by using the general theory on dual weights that
ritF ¼ 1L2ðRÞ# *rit ðtARÞ;
fJFxgðtÞ ¼ *ritJ˜xðtÞ ðxAL2ðR; Hj#HfÞÞ:
Since O ¼ F 3P1 and P ¼ AdV; we ﬁnd that rO ¼VrFVn and JO ¼VJFVn:
The asserted identities now follow from a direct computation. &
Corollary 5.9. The unitary U is the canonical implementation of the canonical
extension Ya:
Proof. With the help of Proposition 5.8, we can easily verify that
U ¼ JOðJ˜f#JˆÞ: &
Corollary 5.10. The Radon–Nikodym derivative ðd *f 3Ya : d *fÞt is given by
ðidM#sfÞðDtÞ:
Proof. The assertion follows from a direct computation. So the veriﬁcation is left to
the reader.
We denote by t the faithful normal semiﬁnite trace on RsfrA satisfying t 3 yt ¼
ett for all tAR:
Corollary 5.11. The trace t is d1-invariant with respect to the canonical extension Ya:
Proof. Let C be the bidual weight of *f with respect to the canonical extension.
(So C is the dual weight of O:) By the Takesaki duality theorem for weights [27],
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we have
ðdt 3Ya : dtÞt ¼ ðD**t : DðTrð #rÞ#tÞÞt;
ðd *f 3Ya : d *fÞt ¼ ðDC : DðTrð #rÞ# *fÞÞt:
On the other hand, by Corollary 5.10, we have
ðD**t : DðTrð #rÞ#tÞÞt
¼ ðD**t : DCÞt ðDC : DðTrð #rÞ# *fÞÞt ðDðTrð #rÞ# *fÞ : DðTrð #rÞ#tÞÞt
¼ YaððDt : D *fÞtÞ ðidM#sfÞðDtÞ ð1#ðD *f : DtÞtÞ
¼ YaðlðtÞ#1Þ ðidM#sfÞðDtÞ ð1#lðtÞ#1Þ
¼ ðidM#sfÞðDtÞ ð #rit#lðtÞ#1Þ ðidM#sfÞðDtÞð1#lðtÞ#1Þ
¼ #rit#1#1 ¼ dit#1#1:
Therefore we obtain ðdt 3Ya : dtÞt ¼ dit#1#1: By Theorem 4.1, t is d1-
invariant. &
Proposition 5.12. Let G ¼ ðM; D; j; cÞ; A; f and a be as before. Then the
following statements hold:
(1) Let V be an a-cocycle. For the perturbed action b :¼ Ad V 3 a of G on A; we have
Yb ¼ Ad ðid#sfÞðVÞ 3Ya:
(2) Suppose that a is integrable, and that there is a faithful normal semifinite weight
o on Aa with f ¼ o 3 Ta: Then we have ðRsfrAÞYa ¼ RsorAa:
(3) Suppose that a is a dual action, i.e., there exists an action b of #G0 on Aa in such a
way that A is isomorphic to #G0brA
a; and that a is conjugate to the dual action #b
through the isomorphism. Assume further that f corresponds to the dual weight of
some faithful normal semifinite weight o on Aa: Then RsfrA is isomorphic to
#G0YbrðRsorAaÞ; and Ya is conjugate to the dual action #Yb through the
isomorphism.
Proof. (1) Let *ra (resp. *rb) be the modular operator of the dual weight *f associated
to a (resp. b). By the proof of [22, Proposition 4.2], we have *ritb ¼ V *ritaVn: Hence the
Radon–Nikodym derivative ðdf 3 b : dfÞt has the form
ðdf 3 b : dfÞt ¼ *ritbð #rit#ritf Þ ¼ V *ritaVnð #rit#ritf Þ
¼Vðdf 3 a : dfÞtðtt#sft ÞðVnÞ:
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From this, we have
YbðsfðaÞÞ ¼ ðid#sfÞðbðaÞÞ ¼ ðid#sfÞðVÞðid#sfÞðaðaÞÞðid#sfÞðVnÞ
¼Ad ðid#sfÞðVÞ 3YaðsfðaÞÞ
and
YbðlðsÞ#1Þ ¼ ðid#sfÞððdf 3 b : dfÞtÞð #ris#lðsÞ#1Þ
¼ ðid#sfÞðVÞðid#sfÞððdf 3 a : dfÞsÞðid#sfÞ
 ððtt#sft ÞðVnÞÞð #ris#lðsÞ#1Þ
¼ ðid#sfÞðVÞðid#sfÞððdf 3 a : dfÞsÞð #ris#lðsÞ#1Þðid#sfÞðVnÞ
¼Ad ðid#sfÞðVÞ 3YaðlðsÞ#1Þ:
This proves (1).
(2) By Haagerup [8], the restriction of sft to Aa equals sot : Hence RsorA
a is a von
Neumann subalgebra of RsfrA: For any aAAa; we have
YaðsfðaÞÞ ¼ ðid#sfÞðaðaÞÞ ¼ 1#sfðaÞ:
So sfðaÞAðRsfrAÞYa : By [22, Proposition 2.5], f is d1-invariant. So, from (2.1),
we have ðdf 3 a : dfÞt ¼ #rit#1: From this, one has
YaðlðsÞ#1Þ ¼ ðid#sfÞððdf 3 a : dfÞsÞð #ris#lðsÞ#1Þ ¼ 1#lðsÞ#1:
So lðsÞ#1AðRsfrAÞYa : Hence RsorAa is contained in ðRsfrAÞYa :
Conversely, let XAðRsfrAÞYa : As we noted in the preceding paragraph, we have
ðdf 3 a : dfÞt ¼ #rit#1: Hence, by deﬁnition, the canonical implementation U is
given by U ¼ U13: So, the equation Uð1#XÞU ¼ 1#X implies that
Uð1#ðr#idÞðX ÞÞU ¼ 1#ðr#idÞðX Þ
for any rABðL2ðRÞÞ
*
: Namely ðr#idÞðXÞ belongs to Aa for any rABðL2ðRÞÞ
*
: It
follows that X is in BðL2ðRÞÞ#Aa: Since X lies in RsfrA; we have
ðAd lðtÞ#sft ÞðXÞ ¼ X for any tAR: From the fact that the restriction sft to
Aa is sot ; we see that ðAd lðtÞ#sot ÞðXÞ ¼ X for any tAR: Hence
XAðBðL2ðRÞÞ#AaÞAd lðÞ#so ¼ RsorAa:
(3) We may assume that A ¼ #G0brAa; a ¼ #b and f ¼ *o: If we apply Proposition
5.7 to the system ðb; Aa; oÞ; we obtain a surjective *-isomorphism Pb from
RsfrA ¼ Rsfrð #G0brAaÞ onto #G0YbrðRsorAaÞ: It is a matter of calculation to
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check, with the aid of Proposition 5.7, that Pb gives the desired conjugacy between
Ya and #Yb: &
6. Application—the ﬂows of weights of crossed products by discrete Kac
algebra actions
This section is devoted to examining crossed products by discrete Kac algebra
actions. As an application of the results obtained in the previous section, we will
compute the ﬂow of weights of such a crossed product with an additional
assumption (described below) on the action. Our main idea comes from the
arguments in Section 5 of [11]. So several results obtained in this section essentially
overlap those in [11].
Throughout this section, we assume that the locally compact quantum group
G is a compact Kac algebra. So #G and #G0 are discrete Kac algebras. Suppose that A
is the crossed product of a type III factor B by an outer action b [22] of #G0; and that a
is the dual action of b: So a is a minimal action [12] of the compact Kac algebra G:
Also suppose that f is the dual weight of a faithful normal seminﬁnite weight
o on B:
Put A˜ :¼ RsfrA; B˜ :¼ RsorB: By Proposition 5.12. (3), we may assume that
A˜ ¼ #G0YbrB˜:
Let us denote by Irr ¼ Irr ðGÞ a complete set of representatives of the unitary
equivalence classes of irreducible representations of G: For each pAIrr; there is a
ﬁnite-dimensional a-invariant Hilbert space Kp in A in such a way that the
‘‘restriction’’ of a to Kp is unitarily equivalent to p: Hence, with dðpÞ the dimension
of p; there exists a set fWðpÞigdðpÞi¼1 of isometries in A such that (i) WðpÞni WðpÞj ¼
di;j  1;
PdðpÞ
i¼1 WðpÞiWðpÞni ¼ 1 ; (ii) we have
aðWðpÞiÞ ¼
XdðpÞ
j¼1
VðpÞi;j#WðpÞj ði ¼ 1; 2;y; dðpÞÞ;
where VðpÞ :¼ ½VðpÞi;jdðpÞi;j¼1 is the unitary in M#MdðpÞðCÞ that determines p: As
usual, we deﬁne an endomorphism bp of B by the equation
bðbpðbÞÞ ¼
XdðpÞ
i¼1
WðpÞibðbÞWðpÞni ðbABÞ:
We freely use the notation in [11] concerning sector theory. We assume in what
follows that ½bp ¼ ½b %p for any pAIrr: Suppose also that every bp is a modular
endomorphism in the sense of Izumi (see [11]). So, for each canonical extension *bp of
bp to B˜; there exists a set fRðpÞigdðpÞi¼1 of isometries in B˜ such that (i) RðpÞni RðpÞj ¼
di;j  1;
PdðpÞ
i¼1 RðpÞiRðpÞni ¼ 1; (ii) *bpðY Þ ¼
PdðpÞ
i¼1 RðpÞiYRðpÞni ðYAB˜Þ: We take the
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weight o to be a dominant one so that every ðo; bpÞ is an invariant pair (see the
argument in [11, Section 2]). Then *bp leaves lðsÞ#1 invariant for any sAR:
Moreover, the modular automorphism group sf acts on Kp trivially. Therefore, by
the uniqueness of canonical extension of endomorphisms in [11], *bp is characterized
by the identity:
Ybð *bpðYÞÞ ¼
XdðpÞ
i¼1
sfðWðpÞiÞYbðYÞsfðWðpÞni Þ ðYAB˜Þ: ð6:1Þ
For pAIrr and 1pi; jpdðpÞ; put X ðpÞi;j :¼ sfðWðpÞni ÞYbðRðpÞjÞAA˜:
Lemma 6.1. Let b0p be a unital endomorphism of B given by b
0
p ¼ Ad u 3 bp for some
unitary u in B; and X 0ðpÞi;j be the element corresponding to b0p: Then we have XðpÞi;j ¼
X 0ðpÞi;j: Namely, XðpÞi;j depends only on the inner conjugacy class of bp:
Proof. Let W 0ðpÞi and R0ðpÞi be the elements that correspond to b0p: It is easy to
see that W 0ðpÞi ¼ bðuÞWðpÞi and R0ðpÞi ¼ soðuÞRðpÞi: Under the identiﬁcation
A˜D #G0YbrB˜; we have s
fðbðuÞÞ ¼ YbðsoðuÞÞ: So one has XðpÞi;j ¼ X 0ðpÞi;j as
claimed. &
Lemma 6.2. Any XðpÞi;j belongs to A˜-YbðB˜Þ0:
Proof. Take an arbitrary Y in B˜: Then, by (6.1), we have
XðpÞi;jYbðY Þ ¼ sfðWðpÞni ÞYbðRðpÞjYÞ
¼ sfðWðpÞni ÞYbð *bpðY ÞÞYbðRðpÞjÞ
¼YbðYÞsfðWðpÞni ÞYbðRðpÞjÞ ¼ YbðYÞXðpÞi;j :
This proves the lemma. &
Note that, since A˜; B˜ and A˜-YbðB˜Þ0 do not depend on the choice of o; Lemma
6.2 still holds true even if we start with an arbitrary weight o on B:
Let L be a von Neumann subalgebra generated by fXðpÞi;j : pAIrr;
1pi; jpdðpÞg00 and YbðZðB˜ÞÞ; where ZðCÞ in general stands for the center of a
von Neumann algebra C: By Lemma 6.2, L is a von Neumann subalgebra of
A˜-YbðB˜Þ0:
For any TAA˜; pAIrr and i ¼ 1; 2;y; dðpÞ; deﬁne TðpÞiAB˜ by the equation
YbðTðpÞiÞ :¼ dðpÞTYaðsfðWðpÞiÞTÞ
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Lemma 6.3. Let TAA˜: Then the following are equivalent:
(1) T belongs to A˜-YbðB˜Þ0:
(2) TðpÞi is in ðid; *bpÞ for any pAIrr and i ¼ 1; 2;y; dðpÞ:
(3) For any pAIrr and i ¼ 1; 2;y; dðpÞ; there exists a family fzðpÞi;jgdðpÞj¼1 of elements
in ZðB˜Þ such that TðpÞi ¼
PdðpÞ
j¼1 RðpÞjzðpÞi;j:
Proof. ð1Þ ) ð2Þ: Choose the weight o to be a dominant one so that every ðo; bpÞ is
an invariant pair.
Suppose ﬁrst that TAA˜ belongs to A˜-YbðB˜Þ0: Let pAIrr and 1pipdðpÞ: For any
YAB˜; by (6.1), we have
YbðTðpÞiY Þ ¼ dðpÞTYaðsfðWðpÞiÞTYbðYÞÞ ¼ dðpÞTYaðsfðWðpÞiÞYbðYÞTÞ
¼ dðpÞTYaðYbð *bpðYÞÞsfðWðpÞiÞTÞ ¼ Ybð *bpðY ÞTðpÞiÞ:
So TðpÞiAðid; *bpÞ:
ð2Þ ) ð1Þ: If TðpÞi is in ðid; *bpÞ for any pAIrr and i ¼ 1; 2;y; dðpÞ; then the
calculation in the previous paragraph shows that T satisﬁes
TYaðsfðWðpÞiÞTYbðY ÞÞ ¼ TYaðsfðWðpÞiÞYbðYÞTÞ
for any YAB˜: Let r0 be a faithful normal state onYbðB˜Þ and put r :¼ r0 3 TYa : From
Proposition A.1 in Appendix, it follows that LrðTYbðY ÞÞ ¼ LrðYbðY ÞTÞ for any
YAB˜: Hence T belongs to A˜-YbðB˜Þ0:
ð3Þ ) ð2Þ is obvious.
ð2Þ ) ð3Þ: We have only to put zðpÞ :¼ RðpÞnj TðpÞi: &
Lemma 6.4. We have A˜-YbðB˜Þ0 ¼ L:
Proof. Let r0 be a faithful normal state on YbðB˜Þ and put r :¼ r0 3 TYa : Deﬁne
L :¼ fTAA˜ : LrðTÞALrðLÞg: We claim that L contains A˜-YbðB˜Þ0: Indeed, if
TAA˜-YbðB˜Þ0; then, from Proposition A.1 again, we have
LrðTÞ ¼
X
pAIrr
XdðpÞ
i¼1
sfðWðpÞni ÞLrðYbðTðpÞiÞÞ:
By the previous lemma, there exists a family fzðpÞi;jgdðpÞj¼1 of elements in ZðB˜Þ such
that TðpÞi ¼
PdðpÞ
j¼1 RðpÞjzðpÞi;j: In this case, we have
LrðTÞ ¼
X
pAIrr
XdðpÞ
i;j¼1
X ðpÞi;jLrðYbðzðpÞi;jÞÞ:
This shows that T belongs to L; as claimed
T. Yamanouchi / Journal of Functional Analysis 201 (2003) 522–560550
By the preceding paragraph, it sufﬁces to show that L ¼ L: We ﬁrst show that,
with r in the previous paragraph, there exists a r-invariant faithful normal
conditional expectation E from A˜ onto L: For this, by Tapesaki [19], we need
only to prove that sr leaves L globally invariant. Since L is contained in
A˜-YbðB˜Þ0; srt jA˜-YbðB˜Þ0 depends only on the conditional expectation TYa : So, as
before, take a dominant weight o on B so that every ðo; bpÞ is an invariant pair. By
the identities
s *ot 3 *bp ¼ *bp 3 s *ot ;
Ybð *bpðY ÞÞÞ ¼
XdðpÞ
i¼1
YbðRðpÞiÞYbðYÞYbðRðpÞni Þ;
we deduce that RðpÞni s *ot ðRðpÞjÞ belongs to ZðB˜Þ: Hence there are Ri;j in ZðB˜Þ such
that s *ot ðRðpÞjÞ ¼
PdðpÞ
k¼1 RðpÞkRk;j: From this and the fact that s
*f
t ðsfðWðpÞiÞÞ ¼
sfðWðpÞiÞ; it follows that
s
*f
t ðXðpÞi;jÞ ¼ s
*f
t ðsfðWðpÞni ÞÞs
*f
t ðYbðRðpÞjÞÞ
¼
XdðpÞ
k¼1
sfðWðpÞni ÞYbðRðpÞkRk;jÞ
¼
XdðpÞ
k¼1
X ðpÞi;kYbðRk;jÞAL:
This shows that s
*f
t leaves L globally invariant. So there exists a r-invariant faithful
normal conditional expectation E from A˜ onto L: Let eL be the Jones projection
associated to E: Since eL is characterized by eLLrðTÞ ¼ LrðEðTÞÞ and is the
projection onto LrðLÞ; we conclude that L is exactly L: &
Let YAZðB˜Þ: Then, from (6.1) and the fact that *bpðYÞ ¼ Y ; we deduce that
sfðWðpÞiÞ commutes with YbðYÞ; if o is a dominant weight on B as considered
before. Hence sfðWðpÞiÞ belongs to A˜-YbðZðB˜ÞÞ0: Once again, this result is valid
even if o is arbitrary. Hence each XðpÞi;j commutes with elements of YbðZðB˜ÞÞ:
Therefore, it follows from Lemma 6.4 that A˜-YbðB˜Þ0 is generated by two
commuting von Neumann algebras YbðZðB˜ÞÞ and N :¼ fXðpÞi;j : pAIrr; i; j ¼
1; 2;y; dðpÞg00:
Since YbðB˜Þ is ﬁxed pointwise by Ya; it is easy to see that the restriction g of Ya to
L ¼ A˜-YbðB˜Þ0 is again an action of G:
Let Hp be the representation space of p: We ﬁx an ONB fEðpÞigdðpÞi¼1 for Hp;
and denote by feðpÞi;jg the corresponding system of matrix units. Then deﬁne
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UðpÞABðHpÞ#L by
UðpÞ :¼
XdðpÞ
i;j¼1
eðpÞi;j#YbðRðpÞni ÞsfðWðpÞjÞ ¼
XdðpÞ
i;j¼1
eðpÞi;j#X ðpÞnj;i:
It is straightforward to check that UðpÞ is a unitary.
Lemma 6.5. For any pAIrr; the unitary UðpÞ satisfies
%gpðUðpÞÞ ¼ UðpÞ23VðpÞ12; ð6:2Þ
where %g is the action of G on BðHpÞ#L defined by %gp :¼ ðs#idÞ 3 ðid#gÞ; and VðpÞ is
an element of M#BðHpÞ given by
VðpÞ ¼
XdðpÞ
i;j¼1
VðpÞj;i#eðpÞi;j:
Proof. Note that, with UðpÞ ¼PdðpÞi;j¼1 eðpÞi;j#UðpÞi;j; UðpÞ satisﬁes (6.2) if and
only if we have
gðUðpÞi;jÞ ¼
XdðpÞ
k¼1
VðpÞj;k#UðpÞi;k:
In the current setting, UðpÞi;j ¼ YbðRðpÞni ÞsfðWðpÞjÞ: So we have
gðUðpÞi;jÞ ¼ ð1#YbðRðpÞni ÞÞ
XdðpÞ
k¼1
VðpÞj;k#sfðWðpÞkÞ
 !
¼
XdðpÞ
k¼1
VðpÞj;k#UðpÞi;k:
Here the ﬁrst identity is due to Ya 3 sf ¼ ðid#sfÞ 3 a: &
For each pAIrr and 1pi; jpdðpÞ; put Epi;j ¼ dðpÞlopðVðpÞnj;ijÞAMˆ0; where lop is
the left regular representation of Gop: Thanks to [25, Corollary 2.5], fEpi;jg1pi;jpdðpÞ
forms a system of matrix units with
PdðpÞ
i¼1 E
p
i;i ¼ lopðwnpjÞ: According to [25,
Corollary 2.5], we have
Epi;j ¼ dðpÞ
XdðpÞ
k¼1
tLjðVðpÞnk;iÞ;LjðVðpÞnk;jÞ:
With UðpÞ :¼PdðpÞi;j¼1 Epi;j#XðpÞnj;iAMˆ0#L; we set R :¼PpAIrr UðpÞAMˆ 0#L: Since
UðpÞnUðpÞ ¼ UðpÞUðpÞn ¼ lopðwnpjÞ#1;
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fUðpÞgpAIrr is a family of partial isometries with orthogonal initial (ﬁnal) spaces.
Hence the sum deﬁning R makes sense in the strong operator topology. SinceP
p l
opðwnpjÞ ¼ 1; we conclude that R is a unitary. With the notation so far, we have
(cf. [12, p. 55])
Wð #G0Þ ¼
X
pAIrr
XdðpÞ
i;j¼1
Epi;j#VðpÞni;j:
We have gðXðpÞi;jÞ ¼
PdðpÞ
k¼1 VðpÞni;k#X ðpÞk;j: From this and a direct computation,
we obtain
ðidMˆ0#gÞðRnÞ ¼ Wð #G0Þ12Rn13:
It follows from [23, Proposition 1.22] that L can be expressed as a cocycle crossed
product of Lg ¼ YbðZðB˜ÞÞ; or equivalently YbðZðB˜ÞÞDL is a cleft extension. More
precisely, the formulas
GðYÞ :¼ Rð1#Y ÞRn ðYALg ¼ YbðZðB˜ÞÞÞ
w :¼ R23R13ð #D0#idÞðRnÞAMˆ0#Mˆ 0#Lg
deﬁne a cocycle action ðG; wÞ of #G0 on Lg; and the equation
mðX Þ :¼ R gðXÞRn
deﬁnes a *-isomorphism m from L onto the cocycle crossed product
#G0G;wrLg such
that
ðid#mÞðRnÞ ¼ Wð #G0Þ12wn; mðY Þ ¼ GðY Þ ðYALgÞ;
#G 3 m ¼ ðid#mÞ 3 g:
By deﬁnition, #G0G;wrLg is generated by GðLgÞ and fðo#id#idÞðWð #G0Þ12wnÞ :
oAðMˆ 0Þ
*
g: Since R commutes with any 1#Y whenever Y belongs to Lg ¼
YbðZðB˜ÞÞ; we have GðYÞ ¼ 1#Y for any YALg; i.e., G is the trivial action. Hence
GðLgÞ ¼ C#Lg: In the meantime, one has
ðo#id#idÞðWð #G0Þ12wnÞ ¼ ðo#id#idÞððid#pÞðRnÞÞ
¼
X
pAIrr
XdðpÞ
i;j¼1
oðEpi;jÞmðX ðpÞi;jÞ:
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From this, it is easy to see that #G0G;wrLg is generated by C#Lg and fmðXðpÞi;jÞ :
pAIrr; 1pi; jpdðpÞg00; which are mutually commuting subalgebras.
We know from Corollary A.2 that A˜ ¼ YbðB˜Þ3fsfðWðpÞiÞ : pAIrr;
1pipdðpÞg00: Since sfðWðpÞni Þ ¼
PdðpÞ
j¼1 X ðpÞi;jYbðRðpÞnj Þ; it follows that A˜ ¼
YbðB˜Þ3fXðpÞi;j : pAIrr; 1pi; jpdðpÞg00: Hence we have
ZðA˜Þ ¼ A˜-A˜0 ¼ A˜-YbðB˜Þ0-fXðpÞi;j : pAIrr; 1pi; jpdðpÞg0
¼L-fX ðpÞi;j : pAIrr; 1pi; jpdðpÞg0:
From the preceding paragraph, we ﬁnd that ZðA˜Þ is *-isomorphic to
#G0G;wrLg-fmðXðpÞi;jÞ : pAIrr; 1pi; jpdðpÞg0:
We denote the dual action of sf by yt :¼ ðcsfÞt: Note that ytjB˜ ¼ ðcsoÞt: For each
pAIrr; let cðpÞ be the UðdðpÞÞ-valued cocycle of the ﬂow FB of weights of B
determined by the modular endomorphism bp in the sense of [11, Section 3]. Namely,
we have cðp; tÞi;j ¼ RðpÞni ytðRðpÞjÞAZðB˜Þ: With this notation, we have
ytðX ðpÞi;jÞ ¼ sfðWðpÞni ÞYbðytðRðpÞjÞÞ ¼ sfðWðpÞni ÞYbðRðpÞicðp; tÞi;jÞ
¼XðpÞi;iYbðcðp; tÞi;jÞ:
Summarizing the discussion made in the present section, we obtain the following
theorem.
Theorem 6.6. Let G; A; B; a; b; A˜ and B˜ be as above. For each pAIrr; let cðpÞ be
the UðdðpÞÞ-valued cocycle of the flow F B of weights of B determined by the modular
endomorphism bp:
(1) There exists a cocycle action ðG; wÞ of #G0 on ZðB˜Þ; the space of the flow of
weights of B; such that
(a) G is the trivial action;
(b) there exists a *-isomorphism m from A˜-B˜0 onto the cocycle crossed
product #G0G;wrZðB˜Þ;
(c) with X ðpÞi;j and Epi;j as above, if we put XðpÞi;j :¼ dðpÞ1ð #j 0Epj;i#
id#idÞðWð #G0Þ12wnÞ; then we have mðXðpÞi;jÞ ¼ XðpÞi;j for any 1pi;
jpdðpÞ and pAIrr:
(2) We have
mðZðA˜ÞÞ ¼ #G0G;wrZðB˜Þ-fXðpÞi;j : pAIrr; 1pi; jpdðpÞg0:
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(3) There exists a one-parameter automorphism group fFtgtARDAut ð #G0G;wrZðB˜ÞÞ
such that
(a) with yt the dual action as before, we have Ft 3 m ¼ m 3 ytjA˜-B˜0 for any tAR:
In particular, Ftð1#zÞ ¼ 1#FBt ðzÞ for any zAZðB˜Þ;
(b) FtðXðpÞi;jÞ ¼ XðpÞi;ið1#cðp; tÞi;jÞ:
Remark. (1) When the discrete Kac algebra #G0 in Theorem 6.6 is commutative, the
obtained results are a special case of the main theorem in [17]. Namely, it is the case
where the original b is a centrally trivial action. When #G0 is cocommutative, our
Theorem 6.6 is obtained in [11, Theorem 5.5].
(2) According to the proof of [11, Theorem 5.11], A˜-B˜0 has a tensor product
factorization ZðB˜Þ#C for some von Neumann algebra C: This follows from the fact
that ðA˜-B˜0; yÞ is an extension of the ﬂow ðZðB˜Þ; yÞ with relatively discrete spectrum
in the sense of Izumi [11]. At the present stage, we do not know what C looks like in
our setting. Moreover, by [11, Theorem 5.11], there exist a compact group K ; a
faithful ergodic actionC of K on a von Neumann algebra Q; a minimal action Z of K
on a factor P such that ðA+BÞDððP#QÞZ#C+PZ#CÞ: We do not know either
how these data ðP; Q; K ; Z;CÞ can be described in terms of the original ones
ðA; B; a; bÞ:
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Appendix
This appendix contains some auxiliary results used in Section 6.
Assume that G ¼ ðM; D; j; cÞ is a compact Kac algebra. As in the
previous section, ﬁx a complete set Irr ¼ Irr ðGÞ of representatives of the unitary
equivalence classes of irreducible representations of G: Let a be an action of G on
a properly inﬁnite von Neumann algebra A: Suppose that, for each pAIrr; there
exists a set fWðpÞigdðpÞi¼1 of isometries in A such that (i) WðpÞni WðpÞj ¼ di;j  1;PdðpÞ
i¼1 WðpÞiWðpÞni ¼ 1 ; (ii) we have
aðWðpÞiÞ ¼
XdðpÞ
j¼1
VðpÞi;j#WðpÞj ði ¼ 1; 2;y; dðpÞÞ; ðA:1Þ
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where VðpÞ :¼ ½VðpÞi;j dðpÞi;j¼1 is the unitary in M#MdðpÞðCÞ that determines p: For
p; p0AIrr and 1pipdðpÞ; 1pjpdðp0Þ; we have
TaðWðpÞiWðp0Þnj Þ ¼ ðj#idÞðaðWðpÞiWðp0Þnj ÞÞ
¼
XdðpÞ
k¼1
Xdðp0Þ
l¼1
jðVðpÞi;kVðp0Þnj;lÞ WðpÞk Wðp0Þnl
¼
XdðpÞ
k¼1
Xdðp0Þ
l¼1
1
dðpÞ dp;p0di;jdk;lWðpÞk Wðp
0Þnl
¼ 1
dðpÞ di;jdp;p0  1:
Let r0 be a faithful normal state on B :¼ Aa and put r :¼ r0 3 Ta: From the above
computation, it follows that the closed subspaces f½LrðWðpÞni BÞ : pAIrr;
i ¼ 1; 2;y; dðpÞ g are mutually orthogonal. It also follows that, with eB the Jones
projection of B; feðpÞi;j :¼ dðpÞWðpÞni eBWðpÞjg1pi;jpdðpÞ forms a system of matrix
units, and that eðpÞi;i is the projection onto the closed subspace ½LrðWðpÞni BÞ: Let
qp :¼
PdðpÞ
i¼1 eðpÞi;i:
Let wp :¼ dðpÞ
PdðpÞ
i¼1 VðpÞi;i the normalized character associated to p: With this,
deﬁne a normal bounded linear map Ep :A-A by Ep :¼ ðj wp#idÞ 3 a: It is well-
known (see [24, Appendix]) that (i) Ep 3 Ep ¼ Ep; ðid#EpÞ 3 a ¼ a 3 Ep ; (ii) Ap :¼
EpðAÞ; called the spectral subspace of p; is s-weakly closed subspace of A; (iii) the
linear span of Ap’s is s-weakly dense in A:
As before, let r0 be a faithful normal state on B and put r :¼ r0 3 Ta: Since r is
a-invariant, it follows from [3] or [22] that the canonical implementation U of a
associated to f is given by
UðLjðxÞ#LrðaÞÞ ¼ L #j#rðaðaÞðlðxjÞ#1ÞÞ ðxAM; aAAÞ: ðA:2Þ
Since U is a cocycle, i.e., it satisﬁes ðD#idÞðUÞ ¼ U23U13; the equation
mðyÞ :¼ ðy#idÞðUÞ ðyAM
*
Þ
deﬁnes a *-representation m of M* whose involutive Banach algebra structure comes
from Gop: For each pAIrr; put pp :¼ mðj wpÞ; which is a projection. By (A.2), for any
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a; bAA; we have
ðppLrðaÞjLrðbÞÞ ¼ ðUðLjð1Þ#LrðaÞÞjLjðwnpÞ#LrðbÞÞ
¼ ðaðaÞðLjð1Þ#Lrð1ÞÞjLjðwnpÞ#LrðbÞÞ
¼fðbnEpðaÞÞ ¼ ðLrðEpðaÞÞjLrðbÞÞ:
This shows that the projection pp is characterized by ppLrðaÞ ¼ LrðEpðaÞÞ ðaAAÞ: If
bAB; then, for any aAA;
ðppLrðWðpÞni bÞjLrðaÞÞ ¼ ðUðLjð1Þ#LrðWðpÞni bÞÞjLjðwnpÞ#LrðaÞÞ
¼ ðaðWðpÞni bÞðLjð1Þ#Lrð1ÞÞjLjðwnpÞ#LrðaÞÞ
¼
XdðpÞ
j¼1
ðLjðVðpÞni;jÞ#LrðWðpÞnj bÞjLjðwnpÞ#LrðaÞÞ
¼
XdðpÞ
j¼1
jðwpVðpÞni;jÞrðanWðpÞnj bÞ
¼ ðLrðWðpÞnj bÞjLrðaÞÞ:
This yields ppXqp: In the meantime, we have
EðWðpÞiEpðaÞÞ ¼ ðj#idÞðaðWðpÞiÞaðEpðaÞÞÞ
¼
XdðpÞ
j¼1
ðj#idÞððVðpÞi;j#WðpÞjÞ aðEpðaÞÞÞ
¼
XdðpÞ
j¼1
WðpÞjðjVðpÞi;j#idÞ 3 ðid#EpÞðaðaÞÞ
¼
XdðpÞ
j¼1
WðpÞjEpððjVðpÞi;j#idÞðaðaÞÞÞ:
T. Yamanouchi / Journal of Functional Analysis 201 (2003) 522–560 557
From this result, we obtain
qpLrðEpðaÞÞ ¼ dðpÞ
XdðpÞ
i¼1
WðpÞni eBWðpÞiLrðEpðaÞÞ
¼ dðpÞ
XdðpÞ
i¼1
WðpÞni LrðEðWðpÞiEpðaÞÞÞ
¼ dðpÞ
XdðpÞ
i;j¼1
WðpÞni WðpÞjLrðEpððjVðpÞi;j#idÞðaðaÞÞÞÞ
¼ dðpÞ
XdðpÞ
i¼1
LrðEpððjVðpÞi;i#idÞðaðaÞÞÞÞ
¼LrðEp 3 EpðaÞÞ ¼ LrðEpðaÞÞ:
This implies that qpXpp: Therefore we have pp ¼ qp: Since the linear span of Ap’s is
s-weakly dense in A; we ﬁnd that
P
pAIrr pp ¼ 1 in the strong-operator topology.
Thus
P
pAIrr qp ¼ 1:
Proposition A.1. Let a be an action of a compact Kac algebra G on a properly
infinite von Neumann algebra A: Suppose that, for each pAIrr ðGÞ; there exists
a set fWðpÞigdðpÞi¼1 of isometries in A such that WðpÞni WðpÞj ¼ di;j  1;PdðpÞ
i¼1 WðpÞiWðpÞni ¼ 1 ; and
aðWðpÞiÞ ¼
XdðpÞ
j¼1
VðpÞi;j#WðpÞj ði ¼ 1; 2;y; dðpÞÞ;
where VðpÞ :¼ ½VðpÞi;jdðpÞi;j¼1 is the unitary in M#MdðpÞðCÞ that determines p: Let r0 be
a faithful normal state on Aa and put r :¼ r0 3 Ta: For any aAA; put aðpÞi :¼
dðpÞ TaðWðpÞiaÞ ðpAIrr; i ¼ 1; 2;y; dðpÞÞ: Then, for any aAA; we have
LrðaÞ ¼
X
pAIrr
XdðpÞ
i¼1
WðpÞni LrðaðpÞiÞ:
Namely the series in the right-hand side always converges in Hr; and the limit equals
LrðaÞ:
Proof. We retain the notation introduced so far. It is easy to see that eðpÞi;iLrðaÞ ¼
LrðaðpÞiÞ: The assertion now follows from the fact that
P
p qp ¼ 1 in the strong-
operator topology. &
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Corollary A.2. Under the same situation as in Proposition A.1, the algebra A is
generated by Aa and fWðpÞi : pAIrr; 1pipdðpÞg:
Proof. Keep the notation in the argument so far. Let C be the von Neumann algebra
generated by Aa and fWðpÞi : pAIrr; 1pipdðpÞg: Since pp ¼ qp; it follows that, for
any aAA; we have
LrðEpðaÞÞ ¼ qpLrðaÞ ¼
XdðpÞ
i¼1
WðpÞni LrðaðpÞiÞ:
Hence EpðaÞ ¼
PdðpÞ
i¼1 WðpÞni aðpÞiAC: Since the linear span of Ap’s is s-weakly dense
in A; A must be equal to C: &
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