The first effective stability result for perturbations of a completely integrable Hamiltonian was obtained by Nekhoroshev. The Nekhoroshev theorem [22] , [23] , states that the variation of the action of each orbit of an analytic Hamiltonian i^, close to a completely integrable one HQ^ remains stable in a finite but exponentially large time interval (Xt^rexpOr""),
if HQ satisfies certain generic steepness conditions. Since then a number of new results about effective stability have appeared. Sharper estimates on the stability exponent a have been proved recently by Benettin, Gallavotti, Galgani, Giorgilli and others in the convex case (HQ is convex) in order to investigate stability problems in Celestial and Statistical mechanics [2] , [3] , [9] . A new approach to the effective stability of convex Hamiltonians, based on an analysis near the worst resonances of the system, has been recently proposed by Lochak [17] . The best exponent a = l/2n in the quasi-convex case was found by Lochak and Neishtadt [18] and by Poschel [25] who added new geometric ideas to the traditional proof. Exponential stability for time dependent potentials has been proved by Giorgilli and Zehnder [10] Effective stability results for iterates of a symplectic mapping Pg. close to a completely integrable one Po have been proved by Kuksin and Poschel NEKHOROSHEV TYPE ESTIMATES 861 [15] . The main idea there, is to write Pg. as a time-one-shift of the flow of a 1-periodic analytic Hamiltonian He which is e -close to a completely integrable one. Bazzani, Marmi and Tarchetti have obtained Nekhoroshev estimates for isochronous non resonant symplectic maps [1] .
The main difference between this paper and the results cited above is that the billiard ball map is in general far from a completely integrable one for n > 2. Nevertheless, there exists a smooth "approximate" first integral < of B defining K, which means that C € C°°(J), < = 0 and d< ^ 0 on K, and ± by Marvizi and Melrose in [19] (see also [12] ). In our case J is equipped with an analytic two-form o/o given by the pull-back of the canonical two-form in T^R/ where dv is a volume form in J and d{^n(x)} -^ 0 at K since 9fl is strictly convex (see Sect. 2). In particular, for any (f> e C°°(J) satisfying d(j){o) =0, V^ e JC, the Hamiltonian vector field H^ of ^ with respect to 0:0 is well defined by the inner product z(H^)u}o = -c^, and H^ is smooth in J. We will call C, € C°°{J) an approximate interpolating Hamiltonian of B if < = 0 and dC ^ 0 on K, and for any / C C°°(J) the function ( 
1.2) R(g) = f(B(Q)) -f (exp (C(^) (^)) , ge J,
is flat at K. Here t -> e'x.p(tH^2) stands for the one-parameter group of diffeomorphisms of the smooth vector field H^ of ^2 with respect to UJQ. Making use of the normal forms of glancing hypersurfaces obtained by Melrose [20] , one can find an approximate interpolating Hamiltonian ^ of B as in [12] and [19] .
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The main goal in this paper is to prove the existence of an approximate interpolating Hamiltonian ^ of B of Gevrey class G 2^) (for a definition of Gevrey classes see Sect. 2) provided that the boundary 90, is analytic and strictly convex. Then the function R in (1.2), respectively r in (1.1), will be in G 2 as well, and since r is flat at K we will get the estimate 1^,0| <^exp(-^),(.,Q^, with some C, C\ > 0, which leads to effective stability at the boundary. Note that ^(a:, ^) measures the "distance" in J from a given point (a;, $) G J to the glancing manifold K.
For any Q € J and any positive integer fc we denote by Tk(g) the length of the broken geodesic arc issuing from Q and having fc points of reflection at c%2, i.e. 6 and C such that for any 0 < e <: 1, and any Q = (a;,$) e J, 0 < \C,{o)\ < 6, we have
More generally, we prove in Section 2 that Theorem 1 holds for the billiard ball map associated with any pair of analytic glancing hypersurfaces having a compact glancing manifold K. In particular, we obtain effective stability estimates near K for the billiard ball map of any compact realanalytic Riemannian manifold whose boundary is strictly geodesically convex. The main idea in the proof is to find simultaneously a local normal form
J=2
for c^o and an approximate local normal form for the billiard ball map in G 2 (1.4) B(a;,0=(a;i+$i,^,...,^,0+^,0,
where K = {$1 = 0}, the function J? belongs to the Gevrey class G 2 and it is flat at K. When the boundary is strictly convex and C°° smooth, Melrose [20] has found smooth local coordinates (x^ $) such that (1.3) and (1.4) hold with R = 0. In particular, the billiard ball maps of any two strictly convex domains with smooth boundaries are locally equivalent to each other in the C°° category. More generally, Melrose proved that any two pairs of glancing hypersurfaces are locally symplectically equivalent in the C°° case. As it was observed by Oshima [24] , this is not true in the analytic case. In fact, the example of Oshima shows even that there exist pairs of analytic glancing hypersurfaces which are not locally symplectically equivalent in the Gevrey classes G' 5 , 1 < s < 2, (see Remark 2.4). Oshima's example suggests that s = 2 is the best Gevrey regularity for the approximate interpolating Hamiltonian one can hope for.
The existence of the normal forms (1.3) and (1.4) of UJQ and B is influenced by the construction of the normal forms in [11] and [20] . The novelty in this paper is, that we analyse rather precisely the formal power series arising in the traditional proof. These series do not converge in the usual sense but they do converge in suitable "Gevrey" spaces of formal series. Similar idea (to estimate the rate of divergence of formal series arising in normal forms) has been used in [9] to study the effective stability for a hamiltonian system in the vicinity of an elliptic equilibrium point. Our approach is different from those in [9] , it is based on certain techniques which come from the calculus in Gevrey classes (see [5] , [6] , [13] , [26] ). The relationship of the Gevrey classes with this type of problems was pointed out by Lochak [17] as well. We would like to mention that our method could be used to treat Gevrey normal forms for the billiard ball maps of pairs of non analytic Gevrey glancing hypersurfaces as well.
The paper is organized as follows : In Sect. 2 we consider pairs of analytic glancing hypersurfaces F, C?, in an analytic symplectic manifold M and the corresponding analytic involutions Jp and JG in J = F H G having a common fixed point manifold K. The billiard ball map is given by B == JF°JG^ and the analytic two-form UJQ is invariant with respect to both the involutions and it is degenerate at K. Theorem 1 follows from Theorem 2.3 which provides simultaneously a G 2 normal form for the two-form UJQ and the involution Jp and gives at the same time an approximate normal form of JG modulo an error term of Gevrey class G 2 which is flat at K. Theorem 2.3 is proved in two steps. First we obtain an approximate normal form for the pair of involutions in G 2 (see Theorem 3.1) paying no attention to the form 0:0-To put 0:0 in a normal form keeping fixed the normal forms of the pair of involutions given by Theorem 3.1 one could adapt the proof of Theorem 21.4.4 in [11] . Instead, we give a new proof which is based on the deformation argument of Moser-Weinstein, exploring the invariance of the two-form 0:0 under the involutions. Theorem 3.1 is proved in Sect. 4. The Appendix contains technical lemmas concerning some estimates in Gevrey classes.
Using the results of this paper we can show that the billiard ball maps of any two strictly convex domains with analytic boundaries are G 3 equivalent to each other. This represents a loss of Gevrey regularity with respect to the approximate interpolating Hamiltonian of B which has G 2 Gevrey regularity. The corresponding result is a subject of another paper [8] .
Glancing hypersurfaces.
The billiard ball map in a strictly convex bounded domain can be associated to a pair of transversally intersecting glancing hypersurfaces. First we recall certain facts about pairs of glancing hypersurfaces which can be found in [II] , [20] . First we consider a strictly convex domain ^ in R^1 with a real analytic boundary 90,, n >, 1. Denote by Note that J is a manifold of dimension 2n equipped with a twoform 0:0 which is the pull-back of u via the natural inclusion mapping J -^ T^R 71 -^. The two-form 0:0 is symplectic in J\K but it is degenerate on K^ indeed, in view of Lemma 21.4.7 in [11] we have
where v is a volume form in J, m(a:,$) = {f,g}(x^), and the differential of m(o) does not vanish on K according to (2.2) . Moreover, UJQ is invariant with respect to the involutions Jp and Jo-The set of fixed points of both Jp and JG coincides with K and their differentials are linearly independent at any point of K.
More generally, we consider an analytic symplectic manifold (M,Ct;) where M is an analytic manifold of dimension 2n + 2, n >_ 1, and uj is an analytic symplectic two-form on it. Denote by {•, •} the Poisson brackets in M corresponding to a;. We consider a pair of analytic transversal glancing hypersurfaces F, G, in M of the form
where / and g are smooth functions in M and analytic in a neighborhood of J = F n G, such that df ^ 0 on F, dg ^ 0 on G, and the differentials d/ and dg are linearly independent at J. As above we suppose that equality (2.1) implies (2.2) and we denote by UJQ the pull-back of uj via the inclusion map J -> M. Moreover, we assume that the glancing manifold K = {g e J : {/, g}{Q) = 0} is compact. It is easy to see that the involutions Jp and Jo are well-defined and analytic in a neighborhood Jo of K in J, and we define B :
is analytic in Jo m view of the implicit function theorem (see (2.10)), and we have =bt(^) > 0 in
J±={Q^JO: ±{gJ}{g)>0}.
On the other hand, for any positive integer k there is a neighborhood U of K in Jo such that B^J^ n U) C J± for every 0 < j < k. Then we set To{g) = 0, and define
The broken bicharacteristic ^(g) of G issuing from a point g in J±rW and propagating for ±t € [O,TA;+I(^)) in the domain
GO={(^O€G: f{x^)>0}
NEKHOROSHEV TYPE ESTIMATES 867 will be defined as follows :
Let us take for example M = T^B/ 14 -1 equipped with the standard symplect two-form a;. Let / = /(a:) be independent of $, and assume that the domain n = {x C R^1 : /(rr) > 0} has a compact boundary. Suppose that g has the form
in a neighborhood of J where H(x, 0 = ^ g^W^j is the Hamiltonian '=1 corresponding to an analytic Riemannian metric in a neighborhood of 9^1. Then the first inequality in (2.2) is equivalent to
where N(x) = grad/(a;). On the other hand, if V = 0 and E > 0, the second inequality in (2.2) means that f2 is strictly geodesically convex with respect to the geodesic flow associated to the Hamiltonian g.
Before formulating the main results we recall certain basic facts about the Gevrey classes. If X is an open domain in R" and a >_ 1, we denote by G^^X) the space of all Gevrey functions in X of index a, namely / C G^X) iff / G C°°{X) and for every compact subset Y of X there exists C > 0 such that sup \9^f(x)\ < C^\a\Y, a e Z^.
xCY
Evidently G^X) coincides with the space of all real analytic functions in X, while for a > 1 there are nonzero compactly supported G^ functions, namely G a (X)^}C § o (X) ^ {0}. We point out that that for any G^ function, a > 1, which is flat at the hypersurface x-^ == 0, and any compact V, there exist two constants C and c such that for every a C Zl the following estimate holds :
For more details on Gevrey classes we refer to [17] and [26] .
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We formulate now a general result which yields in particular effective stability estimates for the billiard ball map of a real-analytic manifold with a strictly geodesically convex boundary. 6 and C such that for any 0 < e < 1 and any Q € J with 0 < |C(^)| < ^ we have
For any Q € G we define the "distance" to the gliding manifold K by
As a consequence of Theorem 2.1 we obtain THEOREM 2.2. -Suppose that the assumptions of Theorem 2.1 hold. Then there exist positive constants 6 and C, and some 0 < C\ < 1 < Ca such that for any Q C J± with d{o) < 6 we have
The results formulated above are based on an approximate normal form for a pair of symplectic involutions. (7), [24] ), one can show that the Gevrey regularity G 2 in the theorem above is optimal. Indeed, the estimates in [24] , p. 57, can be used to prove that the pair of analytic involutions associated to the glancing hypersurfaces (7) are not locally symplectically equivalent to the pair J^°, ^, in any Gevrey class G 8 , 1 < s < 2.
Proof of Theorem 2. Taking f{x, $) = ^-, 1 < j ^ n, we get /3y « 0. In the same way we obtain ai w 1 and a, « 0 for 2 < j < n. Hence, d<^2 = -1(^2)00 « d^, and we obtain <^ » $1 since 0 and $1 have the same sign. D Patching together in G 2 the local approximate interpolating Hamiltonians obtained above, we get an approximate interpolating Hamiltonian C of B in a neighborhood of K of the Gevrey class G 2 .
We are going to prove the second statement in Theorem 2.1. 
On the other hand, for 0 < 6 < (4(7i)~1 estimate (2.9) implies Proof. -Let 0 < k < j and suppose that Tj satisfies (2.11) and fc^lC^exp^lCQ?)!-1 ).
Clearly Lemma 2.6 and Lemma 2.7 lead to fc k 
T^(Q) = ^ |^(^(^))| > Co E 1<(^(^)
)
Normal forms of pairs of analytic involutions.
We are going to find a G 2 normal form of the pair of analytic involutions J\ and J^ given in Theorem 2. The proof of Theorem 3.1 will be given in Section 4.
Proof of Theorem 2.3. -According to Theorem 3.1 there exist G 2
coordinates (a*, $) in a neighborhood U of (0,0) in R 71 x R 71 such that
Jl(x^)=(x,-^^/), Mx^)=Jo(x^)+R(x^), (x^)eU,
where JQ stands for the involution oM^i^i,^,-^),
R C G 2^)
, and R is flat at K = {(x, $) eU : $1 = 0}. Using the invariance of UJQ with respect to the involutions given above, we are going to show that it has a quite simple form which allows us to use the deformation argument of Moser -Weinstein.
First we introduce the following notations : We set $1 = Q and =$',$= ($i,0 € R 71 . Next, for given r e C°°{U) we say as above that r w 0 if r is flat at K. More generally, for a given fe-form uj in T*(R 71 ) we say that uj w 0 , if all the coefficients of uj are flat functions at K. Now, using the equality J^Q = 0:0 we write the two-form UJQ as follows 
Now, condition (2.4) reads
where dv is a volume form in U and we have taken n times the exterior product ofo;o. We interpolate a\ and ao by the family
We are looking for a time dependent vector field Xf such that in view of (3.4) and (3.6). We can suppose that aj and f3j are G 2 functions. Moreover, taking {J^a + a) /2 instead of a we can arrange J^a = a still keeping (3.9), which implies /?i(^/\T]) = rj^{y^r)) with 7 in G' 2 We are going to show that (/) = (f) 1 is the desired diffeomorphism. We have to prove that (f) commutes with J\. Setting r i=(^^^ rf), and 03 w 0. We are going to explore the two-form (72. Since a is closed and the coefficients of a, do not depend on y^ we have da^ ^ 0. Then ^ = da + a Q/, 77)^1, where the coefficients of the one-form a do not depend on y^ and a does not contain multiples of A/i and d^i In other words, one can consider a as one-form in (y^rf) depending on the parameter ^. Now (3.14) implies dy.^a = 0, hence a = ^ +p(y^rj)drj, where 7,? e G 2^) , and we get (72 = dp A ^771.
Next we write (7 = a? + a^ + (73, where (73 ^ 0,
whik the two-form a°, does not contain multiples ofdy^ and the coefficients of (7i are functions of (z/, 77) only. Our aim is to show that aS w drj 2 A dy, Notice that da^ w 0 which implies n n da°^ A d77, -^db 0^ A dyj + dp/\drj^ w 0.
z=l j=2 Therefore,
where r e ^(L^), and we have (72 = dr A c^/i -prf77i A ch/i -7/1^7/1 A dp.
On the other hand, since (7? is invariant with respect to BQ, we get B^a^ w a^ which gives Consider the real analytic involutions / and g. As in [11] we can suppose after a local analytic change of the variables that f{y) = (y^ -yn) for y e B 71^) , o < 6 < i, where B n (6) = {z e R 71 : \Zj\ < 6, j = 1,..., n}.
Then as g(y)
is analytic in B n (6) we can write g(y) = {g'(y), 9n(y)), y e B^) in the following form :
Moreover, there is (7 > 0 such that
where q 3 stands either for a^., r = 1,..., n -1, or for Aj. The requirement that the differentials of / and g are linearly independent on their fixed set yields a\y')^Q for y' € B 71 -1^) .
Under the assumptions above Theorem C.4.6 in [11] provides a C°°s mooth change of the variables u = u(y\ u(ff) = 0, which preserves / and transforms g into u~1 o g ou = QQ^ where
9Q(y^y"^yn) = (yi -^-yn,y",-yn)'
We are concerned here with the problem whether u can be found in a suitable Gevrey class G^ provided that the involutions are analytic. Fix an integer p > 2. As in the proof of Theorem C.4.6 in [II], making an analytic change of the variables, we can assume from the very beginning that and we obtain 7 2 = .
•. = 7^ = 0 and 7 1 = f3. Now, using (4.3) and (4.7) we prove the assertion. Q
The power series expansions given above yield 00 ) = u(g(y)) = ^(w^),^^/)).
Now, taking into account (4.5), we obtain from (4.4) the equalities
The resolution of (4.4) in the C°° category shows that one has only to solve (4.8) for each fc, since the other sequence of identities involving w 2^ follows from (4.8) taking into account the fact that g is an involution (cf. case (a) in (C.4.3), [11] ).
We write the equations (4.8) explicitly, replacing w^ by the corresponding expressions given above. Using (4.3) we obtain 5:={2/ / eB nl (^):2/l=0}, and consider the system of equations (4.9) with initial conditions (4.14) n°|5=((W,l), ^1^=0,^=1,2,....
They can be solved successively for every k € Z+, and the corresponding solution u k (y / ) is analytic in B n~l (6) .
To estimate sup ^(y')} as k -> oo, we introduce suitable
Banach spaces of formal power series which are adapted for the calculus with the Taylor series of Gevrey functions. Similar spaces have been used in [6] to study the calculus of classical formal pseudo-differential operators in Gevrey classes. where Gi > 1, 0 < T < 1, and C = C(C^,n,T).
We are going to prove (4.17) . To do this, we rewrite the Cauchy problem (4.9) and (4.14) into a system of n integral equations. In this way we obtain an equation The idea is to prove that the linear operator HoP-^-HoKisa, contraction in E(T), provided that 0 < T < 1 and 0 < 6 < 1, and then to use the fixed point theorem in the Banach space E(T). First we show that H is a contraction in E(T). 
M^H(v):T)<6MS(v:T).
The second possibility is ii) (^i > 1-In that case
Hence, setting a = (ai -l.a"), we obtain
M^(H(v) : T) < ^--M^v : T).
The estimates above show that
\\H{v)\\T=^M^(H:T)<{6^T)\\v r, v C E(T),
where the sum is taken over all k € Z+, a € Z^~1. D for any 7,0 e Z^~1, and 0 < j < k -1, 0 < |7| < 2k -2j. On the other hand, we havê where G > 0. Now we can use the Whitney extension theorem in Gevrey classes which has been proved in different cases by many authors e.g. [7] , [13] , [14] . In our case, applying Lemma 1 in [13] , or more generally Theorem 4.5 in [14] , (see also Theorem 3.9 in [7] ) we find a function u'(y',yn) € G^JE?
71 "
) having as a Taylor expansion in powers of yn the next formal sum 00 .
T^f-vl j\ j=0
J '
2^ ,t jÔ ne deals similarly with Un(y) (which must be an odd function with respect to yn) by defining f^(y') = 0, /2j+i(^) = (2.7 + 1)!<(^), J G Z+.
The proof of Theorem 3.1 is complete. D
