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1. INTRODUCTION 
Nowadays Dynamic Programming, because of its wide applicability, has 
evoked much interest among people of various disciplines. The origin of the 
theory of Dynamic Programming lies in the domain of multistage decision 
processes [ 1, Chapter 12, pp. 77-83; 2, Chapter II, p. 3 11. In the multistage 
decision processes, in a natural way, some functional equations arise. In the 
present paper we prove some existence theorems for functional equations 
which arise in certain type of continuous multistage decision processes. We 
describe below the continuous multistage decision process which we shall 
consider here. 
Let S c X be the state space and D c Y be the decision space, where X 
and Y are Banach spaces. We denote a state vector by x and a decision 
vector by 4’. Let T: S x D -+ S, g: S x D -+ R and G: S x D x R -+ R, where 
R is the field of real numbers. The return functionf: S + R of the continuous 
decision process is defined by the functional equation 
f(x) = ;ti [ g(x. Y) + G(-x, 4’1 f(Wv Y)))], x E s. (*) 
In Section 2, we prove the existence of solution of the functional equation 
(*) under certain conditions. In some case we also prove the uniqueness. 
To prove Theorem 2.1 we use Theorem 1.1, which is a slight variation of 
Browder’s fixed point Theorem [3]. To prove Theorem 2.2 we use 
Theorem 1.2, the proof of which is easy and straightforward. 
THEOREM 1.1. Let (E, d) be a complete metric space and let A be a 
mapping of E into itself. Suppose that the following conditions hold. 
(i) Foranyx,yinE 
d(Ax, AY) < rp(d(x, u)), 
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where 50: [0, oo)+ [0, co) is non-decreasing, continuous on the right and 
rp(r) < r for r > 0. 
(ii) For every x in E, there is a positive number AX such that 
d(x, A “x) < II, for all n. 
Then A has a unique fixed point. 
THEOREM 1.2. Let (E, d) be a complete metric space and let A be a 
mapping of E into itself. Suppose that for all x, y in E 
d(Ax, AY) < yl(d(xv Y)), 
where rp: [O, 03) + [0, co) is non-decreasing and for every positive number r, 
the series C p”(r) is convergent. 
Then A has a unique fixed point. 
2. EXISTENCE THEOREMS 
Throughout this section we assume that X and Y are Banach spaces, 
S c X is the state space and D c Y is the decision space. Let T: S x D + S, 
g: S x D + R and G: S x D x R + R, where R is the field of real numbers. 
THEOREM 2.1. Suppose that the following conditions hold: 
(i) g and G are bounded. 
(ii) 1% Y, z,) - G(x, Y, zJ1 <(~(lz, - zzl) 
for all (x, y, z,), (x, y, zJ in S x D x R, where (D: [O, co+ [0, 00) is non- 
decreasing, continuous on the right and p(r) < r for r > 0. 
Then the functional equation 
f(x) = ;z; [ g(x, y) + G(x, Y, f(T(x, Y)))] (XE 9 (1) 
possesses unique bounded solution on S. 
Proof Denote by B(S) the set of all real-valued bounded functions on S. 
For v,, w2 in B(S), let 
d(yl,, ulz)= SUP{ly/,(X) - W*(x)l:.~E SI. 
It is easy to see that d is a metric on B(S) and (B(S), d) is a complete metric 
space. 
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We now define a mapping A on B(S) as follows: For h in B(S) we define 
Ah = ty, where 
w(x) = Sup [ g(x, y) + G(x. y, h(T(x. y),)] 
-“ED 
(x E S). 
Since g and G are bounded it follows that v is bounded and so r// E B(S). 
Thus A maps B(S) into itself. Further, any fixed point of A is a solution of 
the functional equation (1) and conversely, any bounded solution of (1) is a 
fixed point of A. 
Let h,, h, be any two points of B(S) and let w, = Ah,, v/Z = Ah,. Then 
Vi(X) = ffi [ g(Xv Y) + G(x, Y, hi(T(xq Y)))I (x E S). 
Let x E S and let q be any positive number. We can choose points 4’, , y2 
in D such that 
vi(x) < g(x, Yi) + G(xy Yiy hi( + 17 / 
where xi = T(x, v,)\ 
(i = 1, 2). (2) 
Also we have 
w,(x) 2 g(x. ~2) + WY, ~‘2 ,’ h,P,)h (3) 
u12(x) > g(x, Y,) + W-x, ~1, h,(-~,))- (4) 
From (2) and (4) we get 
w,(x) - wz(x) < W, ~1, h,(x,)) - W, Y,, Ux,)) + II 
< 1% ~1, h,(x,)) - % ~‘1 q h,(x,))l + v 
< cp(h,(-x,) - h?CY,)) + II 
< 9(W, 9 4)) + ‘1. 
From (2) and (3) we get 
u/,(x) - v2(x) > G(x, Y,, h,(x,)) - G(x. 4’23 h,(-r,)) - yI 
> - (G(x, 4’2, h,(x,)) - W, “2. h,(x2))1- rl 
> --rp(l~,C~d - h2(-~2N - rl 
> -9(&h, 9 h,)) - Y 
From (5) and (6) we see that 
(5) 
(6) 
(7) 
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Since (7) is true for every x in S, we obtain 
Since q > 0 is arbitrary we get 
or 
d(Ah,,Ah,)~cp(d(h,,h,)). 
Again, let h E B(S) and write h, = A”h (n = 1, 2,...). Then 
h,(x) = Sup [ g(x, y) + G(x, J’. h,- ,( T(x. y))) ] (x E S). 
PED 
Since g and G are bounded, there are positive numbers K,, Kz such that 
for all (x, 4’) E S x D, 
for all (x, J, z) E S x D x R. 
This gives that 
for all ?c E S. 
Now 
where 
IQ) - h&I < /4x)1 + I h,(-~)l 
<K,+K,+K?=&, for .Y E S. 
K,= Sup{lh(~)l: -YES). 
so 
d(h, A”h) < A,, (n = 1, 2, 3 ,... ). 
Therefore by Theorem 1.1, the mapping A has unique fixed point which gives 
that the functional equation (1) possesses unique bounded solution on S. 
THEOREM 2.2. Suppose that the following conditions hold: 
(i) g is bounded, 
(ii) IG(x.~,z,)-G(x,~,~~)l~~(lz,--~l) 
for ail (x, y, z,), (x, y. ZJ in S x D X R, where rp: [0, a~)-+ [0, co) is non- 
decreasing and for every positive number r. the series C q”(r) is convergent. 
409 ‘98 ‘2.4 
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Then the functional equation 
f(x) = Sup (g(x. .v) + G(x, ~1. .f(T(x .r))) ( (9 E S) (8) 
?‘ED 
possesses unique bounded solution on S. 
Proof. Let B(S), d and A be as in Theorem 2.1. Since cp is non- 
decreasing and for every positive number r. C am is convergent, it follows 
that cp(r) < r for all r > 0. 
Let h E B(S) and (x,,, y,,, zO) be a point in S x D x R. If (x. ~1. z) is any 
point in S x D X R, using the condition (ii), we have 
IGk ~5 z)l < IG(x, Y, z) - G(-q,, ~'0, z,,)l + IW,, yo- zo)l 
< cp(lz - 4) + I Wo, ~‘0, zo)l 
,< lz - zol + IG(x,. J’~, z,,)l 
< lzl + lzol + IG(xo. ~03 zo)l. 
So for any (x. ~7) in S x D. 
1 g(x, Y) + Gk Y, W-(x, y)))l 
< I d-y, Y)I + IVP. Y))I + lzol + IWo. ~cl, zo)I. 
Since g and h are bounded it follows that w is bounded, where v = Ah. So 
w E B(S). Thus A maps B(S) into itself. 
Let h, , h, be any two elements in B(S). Proceeding as in Theorem 2.1 we 
can show that 
Therefore by Theorem 1.2, A has a unique fixed point. This gives that the 
functional equation (8) possesses unique bounded solution on S. 
COROLLARY 2.2.1. Let h: S x D -+ R be such that 1 h(x. y)I < a < I for 
all (x, y) in S x D and g be bounded. Then the functional equation 
f(x) = SF; [ s(xt Y) + W, YMT(x~ Y))I (XES) 
possesses unique bounded solution on S. 
Take G(x, y, z) = h(x, y)z. Then for any 
(9) 
lG(x, Y,z,)- G(x,~,z,)l= IW, Y)lIz, -zzl 
~aIz,-~~l=rp(lz,--~I)~ 
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where 9(r) = ar. Clearly 9 is non-decreasing on 10, 00). Further, 9”(r) = a”r, 
which gives that ‘jJ 9”(r) is convergent for every positive number r. Hence bq 
Theorem 2.2, the functional equation (9) possesses unique bounded solution 
on S. 
THEOREM 2.3. Suppose that the following conditions hold: 
6) II T(-G ~111 < 9(ll-VII> f or all (x, y) E S x D, where 9: [ 0. cx, ) -+ 
[0, 00) is non-decreasing and for every positive number u, C 9”(u) is 
convergent. 
(ii) 0 < g(x, J) < I(xIl for all (x J’) E S x D. 
(iii) 0 < G(x, J, z) < 1 z 1 for all (s. J’, L) E S X D X R. 
(iv) For fixed (x, y) in S x D. G(.u. y. .) is non-decreasing and 
continuous on [O, co). 
Then the functional equation 
f(x) = $ [ g(x, 4’) + G(x, Y, f (T(x Y))) 1 (x E S) (10) 
possesses a solution on S. 
Proof: Let us define a sequence (f,} of functions on S as follows: Let 
XE s. 
f,(X) = %$ [ g(x, 4’) + G(-Y, y, f,- ,(T(x. y)))] (n > 1). 
Clearly, f,(x) > 0 for all x E S. Let x E S. We have 
f,(x) > gk 4’) + G(s, y,f,(T(x, Y))) for all .1’ E D, 
> dx-l v) for all J E D. 
This gives that 
f,(x) >f,(x) for all x E S. 
Let n (2 1) be any positive integer. Assume that 
f&x) >f,- I@) for all x E S. 
Let x E S and q be any positive number. Then there is a point y0 in D such 
that 
f,(x) < g(x, ~0) + G(x, y,, f, - ,(T(x, ~0))) + rl. 
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Also. 
f,, ,(x) > g(x. yo) + G(x, ?‘o-f,(W ?‘,J)). 
so. 
f,+,(x) -f,(x) > G(x,y,,f,(T(x,~o))) - G(.u,~,,f,-,(T(-u,~,))) - ‘I 
f,+,(x) >f,(x> - rl+ lG(x, .vo~fn@‘)) - G(x, ~o~fn-,(-~‘))lr 
where x’ = T(x, J’,,). Sincef,(x’) > J; ,(x’) and G(x. yO, . IS non-decreasing 
on [ 0. co ), we have 
G(x, u,,f,,(x’)) - G(x, .v,,f,-,W))> 0: 
This gives that 
Since q > 0 is arbitrary, it follows that 
Hence by the principle of finite induction, we get 
for all x E S. 
We now show that for each x in S, the sequence (f,(x)} is bounded. 
Let x E S and let u be a positive number with llxl/ < u. Since 0 < 
g(x, J’) < 11x/j for all J E D, we get 0 <<fO(x) ,< (/.YII. Again, 
0 < g(x, 4’) + W, Y, f,(W, Y))) 
< II-4 +foW)r where x’ = T(x, y), 
,< II-4 + llx’ll 
G llxll + c4l-w 
(Since Ilx’ll = II W, Y)II < dll~ll)-) SO 
0 <f,(x) < llxll + P(ll.4l)~ 
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Next, 
0 6 g(x, Y) + G(x, Y, f,V(x, Y))) 
< II4 + fi(-v') 
< II-q + b’ll + rp(llx’lI) 
< II-YII + v(llxll) + v2(l141)* 
so. 
0 <f*(x) < II-d + cp(llxll) +~,‘(llXll). 
Proceeding in this way we obtain 
0 <f,(x) < llxll + ul(llxll) + *.. + ~“(IIXII~ < f rp“(U). 
L =o 
Since C q”(u) is convergent, it follows that {f,(x)} is bounded and so 
(f,(x) 1 is convergent. 
Let f(x) = lim n+a f,(x) for x E S. Take any x E S and y E D. Then 
g(x. Y) + W. Y. NW J’))) < fn + ,P) < fW 
Letting n + 03, we get 
g(x, Y) + G(x, Y, fU-(-~, Y))) <f(x). (11) 
For any x E S, let 
M(x) = ;!I [ g(x, Y) + G(-K, Y, $V(x, Y)))L 
From (11) we get 
M(x) <f(x) for all x E S. (12) 
Take any x in S and any positive integer n. For any y in D, we have 
g(x, Y) + G(x, y.fn-,Vk Y)>) 
< g(x, Y) + G(x, Y, f(Wv ~1)) < M(x). 
so. 
f,(x) = ;FE [g(x, Y) + G(x, ~,fn-,(W, Y)))], 
< Wx). 
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Letting rz + 00. we get 
Combining (12) and (13) we obtain 
f(x) = M(x) = S; (g(x, 1,) + G(s, .1.&-(x. ?‘)))I. 
This proves that f is a solution of the functional equation (10). 
Taking G(x, 1’. z) = z in Theorem 2.2. we obtain the following: 
(13) 
COROLLARY 2.3.1. Suppose that the following conditions hold: 
(i) II T(x, Y)II < dl-4) 1 
(ii) 0 < g(X, Jj) < llXll \ for a1f (x’ “) ’ ’ ’ D’ 
where v, satisfies the conditions of Theorem 2.3. Then the functional equation 
f (xl = SF; [ g(x, 1’) + f CT+, Y))I (x E S) 
possesses a solution on S. 
THEOREM 2.4. Suppose that the following conditions hold: 
0) I gk YI G Mllxll for all ( x, ) in S x D, where M is a positive J 1 
constant. 
(ii) II W, Y)II G co(ll4l) f or all (x, y) in S x D, where 9: 10, co) + 
[O, 00) is non-decreasing and for every positive u, c q”(u) is convergent. 
Then the functional equation 
f(x) = ;f; I g(x, Y) + f (Z-(x, Y))I (x E S) (14) 
possesses unique solution f, satisfying the condition (iii). 
(iii) IfxES, {Yn}zz, c D, x, = T(x,_, , y,), (x0 = x; n = 1. 2, 3....), 
then 
lim fO(x,) = 0. 
n-+03 
Proof. Denote by B(S) the set of all real-valued functions on S which 
are bounded on bounded subsets of S. Let h, IJI be any two elements in B(S). 
For each positive integer k, let 
d,(h, w) = Sup{1 h(x) - w(x)l: x E S n B(O, k) 1, 
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where @O, k) = { x: x E X and 1(x1( <k}, and 
kyl Ik 1 + d,(k w)’ 
We can verify that for each k, d, is a pseudo-metric on B(S) and d is a 
metric on B(S) and (B(S), d) is a complete matric space. 
We define the mapping A on B(S) as follows: 
For h E B(S), let Ah = IC/, where 
u/(-v) = SUP I g(x, .Y) + h(W, .v))l 
,“ED 
(x E As). 
We can verify that v is bounded on every bounded subset of S and so 
v/ E B(S). Thus A maps B(S) into itself. 
Clearly, every fixed point of A is a solution of the functional 
equation ( 14 ). 
We complete the proof of the Theorem by the following steps: 
(I) A is non-expansive and so continuous. 
Let h, w be any two elements in B(S). Let k be any positive integer. Then 
proceeding as in Theorem 2.1, we deduce that 
d,(Ah. A w) < d,(k w). 
This gives that 
F- L d,(Ah,Av) < F i d,(h, W) 
k=l 2k ’ 1 + d,(Ah, Aty) k:l 2k ’ 1 + d,(h, w)’ 
that is, d(Ah. Ay/) < d(h, u/). This proves (I). 
(II) Let h be any element of B(S) satisfying the condition 
Ih( GM, llxll for all ?c E S, 
where M, is a positive constant, and let h, = A”h (n = 1, 2, 3,...). Then 
I h,(xl < W, + nW II XII for all x E S. (15) 
The proof follows easily. 
(III) Let k be any positive integer. Then for every n, 
d/&r- h,, 1) G @f + 2M,) 4’(k). (16) 
Let n be any positive integer and let q > 0. 
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Take any point s in S f’ fi(O. k). We choose a point y, in D such that 
h,,, j(S) < g(-u, J-,) i- h,(T(.x. .I’, )) + $1 
< g(-u. .v,) + h&,) + jq. 
where x, = T(x, p,). Next, we choose a point yz in D such that 
where xz = T(s, , yz). Similarly, we can choose points y3, y, ,..., yn in D such 
that 
where x,, = T(x, - , , y,,) (x, = x). Adding, we get 
Proceeding as above we can determine points z, , z? ,..., z, in D such that 
h&l -c 2 g(x:*- 1, ZJ + h(gJ + r] (18) r =z , 
where sb =X and xi. = T(x:.-, . z,) (v = 1,2 ,..., n). Further 
From (17) and (20) we get 
(19) 
w 
k+ l(X) - h”(X) < h,W - wz) + v 
< w + Ml) b,II + M, IIXAI + rl 
<W+2M,)@v)+rl (21) 
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W~,II = II% Y,II < dllxll) < rp@); IM < ~(ll~,ll) < rp2M 4 Again 
from (18) and (19) we have 
h,+ l(X) - h,(x) > h,W - WI) - II 
> -[CM + M,) Ilx:,II + M, IlxA + VI 
> -10-f + 2M,) v”(k) + rl]. (22) 
From (21) and (22) it follows that 
lh+,(-u) - kb)l < W + 2M,) #V) + v. 
Since this is true for any x E S f3 B(O, k), we obtain 
40, + 15 4) G W + 2M,) rp”(k) + rl. 
Since q > 0 is arbitrary, we get 
d,(h,+ 15 4,) < W + 2M,) V(k). 
(IV) {h,} is a Cauchy sequence in (B(S), d) and so it converges to an 
elementf, in B(S). 
Let m and n (m > n) be any two positive integers. We have, for each k, 
d,(h,, 4) < x d,(k, &+,I 
,‘=?I 
m-1 
< (M + 2M,) x v”(k). 
L’ = n 
Since C p”(k) is convergent, it follows that d,(h,, h,) --t 0 as m. n + co. 
Choose any E > 0. Determine a positive integer p such that 
Clearly, 
zk ’ 1 + d,(h,, h,) 
--t o as m,n+ co. 
k=l 
So, we can find a positive integer n, such that, for m, n 2 n,, 
-6-L d,(hm 3 k) 1 
k:L 2k ’ 1 +d,(h,,h,) <TE- 
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This gives that for m, tz > trO. 
k:p+ I 1 + d,(h,,, 7 h,,) 
< fE + j& = E. 
Hence (A,,} is a Cauchy sequence in B(S). Since (B(S), d) is a complete 
metric space, (h,} converges to an element f, (say) in B(S). 
Since A is continuous, 
A&= lim Ah,= lim hn+,=fO. 
n +il n -cG 
Thus f, is a fixed point of A. 
(V) f, satisfies the condition (iii). Let x E S, (y”}F:~, c D and x,, = 
z-(x,-, . y,) (n = 1, 2, 3 ,...; X, =x). Then, Il_x,ll< $‘(llxli) + 0 as n + co. Let 
E > 0. Choose any k > /IxJI. Then x E S f7 B(0, k) and X, E S n B(0, k). 
Since dk(fO, f,) -+ 0 as it--$ co, we can choose n such that dk(fO. f,) < $E. 
Now, since I(xp(l + 0 as p -+ co, we can find p. such that 
CM, + nM) Ilxpll < i& when papa. 
So. &(x,)] < E when p > po. Hence. lim,,, f,(x,) = 0. 
(VI) Let vvo be a real-valued function on S which is a solution of the 
functional equation (14) satisfying condition (iii). 
Let x E S. Choose a positive integer k such that (Ix/I < k. Let E > 0. We 
can choose a point y, in D such that 
Next, we choose a point y2 in D such that 
‘i/o@,) < g(-x, 3 YJ + Vo(“z) + (l/2’)&, where x2 = T(x,, y2). 
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Proceeding in this way we choose points y,, y4,...; y,,..., in D such that 
w&J < g(x*, YJ + %(X3) + (l/2% 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
%k-I) < g(x,-,r Yn) + w,(x,J + (l/2”)& 
. . . . . . . . . . . . . . . . . * . . . . . . . * . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Adding, 
y,(x) < 2 g(x,._ , . I’,.) + V&n) + 6. (23) 
(3 := , 
Similarly, we choose points z,, z2. zJ ,... in D with 
where x;, = 7-(x;-,. z,.) (XI, =x). (24) 
Further. 
fo(x) > 23 ‘o,.- , . Y,.) + f&n). (26) 
,I= I
Using (23), (24), (25) and (26) we deduce that 
Since y0 and!, satisfy condition (iii), letting n --$ 03, we get 
I V/o(“) - f”k)l < &* 
Since E > 0 is arbitrary, we get 
for all x E S. 
This completes the proof of the Theorem. 
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