The lexical identification shift is used as a measure of speech processing in the phoneme identification task (W. F. Ganong, 1980) . Interactive (bottom-up and top-down) models of word recognition account for the shift by claiming that lexical knowledge feeds back to a prelexical level and aids speech processing. Autonomous models (bottom-up only) maintain that the shift arises by other means and at later stages of processing. The locus of the lexical shift was investigated by using detection theory analysis procedures to measure perceptual changes in phoneme processing. Lexical status (word-nonword) of the utterance was varied in Experiments 1 and 3 and was found to influence phoneme processing. In Experiment 2 the effects of a postperceptual manipulation, monetary payoff, did not show up in the detection theory analysis. Implications of the results for both classes of models are discussed.
A central question in the field of auditory word recognition is, What are the processing characteristics of the recognition system? One debate has focused on whether lexical knowledge is fed back to prelexical stages to aid processing of speech input. Autonomous models (Cutler & Norris, 1979; Forster, 1979; Marslen-Wilson, 1987 Massaro, 1989 ) maintain that recognition is solely bottom-up, with speech flowing through the prelexical system in one direction. Interactive models (Cole & Jakimik, 1980; McClelland & Elman, 1986) claim that lexical feedback does occur. Specifically, phonological knowledge stored in the lexical representation of a word is used to facilitate phoneme processing.
The argument for postulating feedback to occur between lexical and prelexical levels is based on one conceptualization of the structure of the recognition system. Multiple levels of processing are thought to work in concert to match an utterance with its representation in the memory (i.e., lexicon). Information in each level is explicitly represented (e.g., acoustic, phonetic feature, phonemic, word), and some levels are thought to share the same representational format. In particular, the phonological representation of a lexical entry is stored as a sequence of units that are also represented individually at a prelexical (e.g., phonemic) level. Two noteworthy characteristics of this design are that the lexical and prelexical levels share a common vocabulary (Connine & Clifton, 1987) and form a part-whole relationship (Tanenhaus & Lucas, 1987) in which words comprise a subset of the prelexical units. These characteristics make this part of the recognition system a likely candidate for exhibiting evidence of the top-down flow of information because a direct link is established between the knowledge source (lexical unit) and the perceptual representation (prelexical unit) , identifying what information to feed and where to feed it. Research efforts have focused on demonstrating lexical feedback, or its absence, to decide between the two model classes.
A variety of tasks have been used to investigate the autonomous-interactive issue. Evidence consistently supporting one model class has not emerged across tasks but rather varies as a function of the task. For example, Samuel (1981 Samuel ( ,1987 , using a phoneme restoration paradigm, has consistently found evidence that favors interactive models. Models of both types can accommodate many of the results from studies using phoneme monitoring (Cutler, Mehler, Norris, & Segui, 1987) and phoneme identification (Burton, Baum, & Blumstein, 1989; McQueen, 1991; Pitt & Samuel, 1993) . In the present study, phoneme identification is used to examine the lexical feedback issue with the aim of providing new evidence that will contribute to its resolution.
Phoneme Identification Literature
In phoneme identification (Ganong, 1980) , listeners categorize a phoneme in an utterance as one of two alternatives (e.g., /g/ or /k/). The stimuli are a word-nonword continuum (e.g., /glft/-/klft/) and a nonword-word continuum (e.g., /gls/-/ kls/) that are constructed along the phonetic contrast of the to-be-identified (target) phoneme (e.g., voicing in the case of Igl and /k/). The continua endpoints contain good exemplars of their respective target phonemes and are perceived as words (e.g., "gift," "kiss") or nonwords (e.g., "giss," "kift"). The target phonemes in the middle (boundary) steps on the continua are perceptually ambiguous, sounding halfway between the endpoints. The question of interest is whether the lexical status of the utterance influences participants' labeling of the phonemes. Ganong (1980) found that it did, but only when the phonemes were ambiguous. Participants were biased in labeling boundary phonemes consistent with the word endpoint. When the labeling functions of the two continua are graphed, the data look like those in Figure 1 (as shown later), with the labeling bias shown as a separation of the functions in the boundary region of the phonetic continuum. Ganong argued that this lexical identification shift (LIS) is evidence of lexical knowledge feeding back and aiding phoneme processing.
Since the introduction of the task, two additional dataanalytic techniques have been developed to provide further insight into the workings of the recognition system. Fox (1984) examined the time course of phoneme processing by requiring participants to make speeded responses to target phonemes and then measuring the size of the LIS in three reaction time (RT) ranges: fast, medium, and slow. He found that the LIS decreases in size as RT decreases. The technique provides a useful window into the operation of the recognition system by revealing how processing changes over time.
The newest analytic procedure was introduced by Connine and Clifton (1987) . They compared word-congruent RTs (responses that formed a word; e.g., responding Igl rather than /k/ when the remainder of the utterance was /Ift/) with nonword-congruent RTs in the boundary and endpoint regions of the continua. They reasoned that lexical effects on phoneme processing will be a function of processing time and phonemic ambiguity. The perceptual ambiguity of boundary phonemes should result in slow RTs overall. However, word-congruent RTs should be faster than nonword-congruent RTs because lexical knowledge will provide an additional source of information to only the representation of the word-congruent phoneme, speeding response times. Endpoint tokens should not show a word RT advantage because the phonetic clarity of the phonemes should yield (fast) response-decisions before lexical information could have a large impact on phoneme processing. The results fell in line with these predictions. The lexical reaction time effect (LRTE) analysis has been used along with the LIS analysis as an additional measure of lexical feedback when testing predictions of the two model classes (McQueen, 1991; Pitt & Samuel, 1993) .
These two analytic techniques were developed to provide new evidence that would help resolve the feedback debate. Although they have increased our understanding of the recognition process, the constraints that these data have imposed on model performance have not been sufficient to eliminate either class of models. Many autonomous and interactive models are flexible enough to accommodate the additional findings. For example, interactive models such as TRACE (McClelland & Elman, 1986) can explain the shrinkage of the LIS at faster RTs by claiming that feedback is a function of processing time. For fast RTs, the amount of information that would feed back is less than that for slow RTs. Some autonomous models (Cutler et al., 1987; McQueen, 1991) explain this same result by claiming that phoneme processing occurs simultaneously at prelexical and lexical levels. The identification response occurs at the level that finishes processing first. When the target phoneme is ambiguous, the lexical route finishes processing first most often, but only at slow, not fast, RTs.
The Present Study
The phoneme identification task and its accompanying analytic procedures are an effective paradigm for exploring the structure of the recognition system. Yet research has failed to provide strong evidence for or against lexical feedback (see Pitt & Samuel, 1993) . The purpose of the present study was to introduce another procedure with which to analyze identification data and to evaluate its effectiveness in furthering our understanding of this issue. The thrust of the approach was to measure phoneme identification using detection theory analysis procedures (Macmillan & Creelman, 1991; Massaro, 1989) with the objective of determining the locus of the LIS. Is it a measure of lexical information feeding down to prelexical processes, as interactive models claim, or is it a measure of lexical influences at some later stage of processing, as autonomous models claim?
Two measures from detection theory were used to tap perceptual processing of phonemes: d' and A g . In the context of phoneme identification experiments, d' measures the perceived distance between adjacent steps on a continuum, with larger values indicating a greater perceived distance between steps. If the LIS is truly a perceptual effect, then perceived distance between adjacent boundary steps should change as a function of continuum (word-nonword vs. nonword-word). Because the lexical endpoints are at opposite ends of the two continua, lexical influences should be opposite in the two cases, yielding shifts in the data that are not unlike the LIS itself. Although A g is not a distance metric like d', it does measure perceptual sensitivity, and therefore should yield similar results. A failure to find differences in d' or A g across continua would suggest that the LIS is not perceptual in origin. Massaro (1989; see also Massaro & Cohen, 1983) used ad' analysis procedure in an identification experiment that examined phonotactic constraints on phoneme processing. The study compared predictions of TRACE with those of the Fuzzy Logical Model of Perception (FLMP; Massaro, 1987) . The predictions and design of the experiment were similar to those of Ganong (1980) , except that the continua consisted of consonant-consonant-vowel (CCV) syllables with one endpoint being phonotactically legal in English (e.g., /sli/), and the other illegal (e.g., /sri/). The question of interest was whether the phonological constraints of the language would affect perceptual processing of the ambiguous liquid phoneme (/I/ or /r/), as TRACE, but not FLMP, predicts. Although the identification functions showed labeling biases in favor of phonotactically legal syllables, the d' analysis yielded no evidence of changes in perceived distance between continuum steps. Massaro (1989) concluded that the phonotactic context effects observed in phoneme identification are not due to a feedback mechanism but to phonological information having an independent influence on decision making at a later (integrative) stage of processing, in accord with the predictions of FLMP (see McClelland, 1988, and McClelland, 1991 , for alternative interpretations). Connine and Clifton (1987) reached a different conclusion in a study that showed a lexical manipulation produces different results than a postlexical manipulation. Their Experiment 1 examined phoneme identification in a lexical context, and performance was measured using the LIS and LRTE procedures. An LIS was obtained (the RT range analysis was not performed), and the LRTE analysis produced a word RT advantage in the boundary region but not in the endpoint regions. In Experiment 2 they used a nonword-nonword continuum and biased participants to respond using one phonetic category (e.g., /d/ or /t/) by varying monetary payoff. The purpose of the experiment was to determine whether the results found in Experiment 1 were due to lexical feedback or to postperceptual response bias. The LIS analysis produced a shift in the identification functions similar to that of Experiment 1, However, the LRTE analysis produced results opposite those of Experiment 1: There was no RT advantage for one response category in the boundary region of the continuum, but one was obtained in the endpoint region. Connine and Clifton argued that the LRTE analysis dissociated the effects of the lexical and payoff manipulations and interpreted the findings to indicate that lexical feedback is responsible for the LIS found in a lexical context (their Experiment 1).
Differences in analytic procedures and stimuli between Massaro's (1989) study and Connine and Clifton's (1987) study make a direct comparison of their data difficult. However, one factor that could be responsible for the discrepant results and that could explain why differences in d' failed to emerge in Massaro's experiment is the context surrounding the target phoneme. Massaro used a phonotactic context whereas Connine and Clifton used a word context. This difference might be important for a couple of reasons. First, lexical status might be a stronger contextual manipulation (producing more feedback) than phonotactic permissibility because words fully activate a lexical representation from which information can feed back over the course of the utterance. Syllables, on the other hand, may only partially activate a lexical representation. Second, contextual information occurs after the target phoneme in Connine and Clifton's experiment, but before it in Massaro's. McQueen (1991) and Pitt and Samuel (1993) have found that identifying phonemes after contextual information (e.g., word-finally) produces RT range and LRTE results that are opposite those found when context follows the target phoneme (e.g., word-initially). In fact, the word-final LRTE results are similar to those found when response bias is manipulated (Connine & Clifton, 1987) , with a word RT advantage obtained in the continuum endpoints but not in the boundary region. Thus, word-final identification results may be a reflection of processing at a later (perhaps postperceptual) stage. If this finding generalizes to other linguistic contexts, the lack of a perceptual effect in Massaro's phonotactic context may not be surprising.
Although there is evidence that the type of contextual information may differentially affect phoneme processing, the question of the existence of feedback still remains. Three experiments were conducted to provide additional insight into the locus of the LIS obtained in a lexical context by measuring phoneme processing using detection theory metrics. In the first, lexical context (word-nonword) was manipulated, as in past identification experiments. In the second, a postlexical variable, response bias, was manipulated by biasing participants to use one of the two response categories more often than the other. In both experiments, d' analyses were performed on the data to measure changes in perceived distance between adjacent continuum steps. Experiments 3a and 3b were replications of Experiment 1 with changes in the experimental procedure and measure of detection (A g instead of d').
TRACE (McClelland & Elman, 1986) and FLMP (Massaro, 1987) predict different outcomes in the detection theory results. FLMP predicts that perceived distance should not change as a result of either manipulation because phoneme processing is strictly feed forward. Thus, null results should be found in all three experiments. TRACE predicts changes in perceived distance under the lexical but not the postlexical manipulation. Top-down connections between the lexicon and prelexical levels make it possible for lexical information to affect phoneme processing. The influence of postlexical processes on prelexical ones has not been well specified in interactive models, so exact predictions may vary. However, even if there were no direct connections between postlexical and prelexical levels, the interactive structure of the system might enable such influences indirectly (e.g., postlexical feedback could extend to an intermediate level, which would have a direct effect on prelexical processing). The strength of these effects will depend on the design of the model.
Although the predictions of the models differ primarily in the lexical manipulation, it is the combined results from the two manipulations that will support one model most strongly. The bottom-up-only design of FLMP requires that phoneme processing be insensitive to both manipulations. The top-down architecture of TRACE requires that phoneme processing be sensitive to the lexical manipulation, but probably not to the postlexical one.
Experiment 1: Effect of Lexical Context on Phoneme Identification
As a first step in determining the locus of the LIS, I conducted a standard phoneme identification experiment and assessed performance using two established measures (LIS and RT range analyses) to ensure that prior findings were replicated. The d' analysis was then performed on the data. A /g/-/k/ phonetic contrast was used in two token-initial continua, /glft/-/klft/ and /gls/-/kls/.
In the d' analysis, lexical effects should manifest themselves in the form of changes in the perceived distance between adjacent steps along the /g/-/k/ continuum. Because lexical effects are assumed to be greatest in the boundary region of a continuum, perceived distance between these steps should change most. For example, boundary steps might be pulled perceptually closer to the word endpoint or be pushed toward the nonword endpoint. Most importantly, perceived distance between boundary steps should differ in the /glft/-/klft/ and /gls/-/kls/ continua because lexical influences should originate from opposite continuum endpoints. A failure to find differences in perceived distance between the two continua would suggest that the LIS is not due to lexical feedback in line with the predictions of FLMP.
If evidence of feedback is found, additional insight into the feedback process might be gained by performing the d' analysis on the data in the three RT ranges. Changes in perceptual processing could be examined over time, providing a method of tracking the time course and extent of top-down processing.
Method Participants
Fourteen Ohio State University undergraduates enrolled in an introductory psychology course participated in exchange for course credit. All were native English speakers.
Stimuli
The utterances /gift/ and /kls/, spoken by a man, were recorded onto audiotape in a sound-attenuated booth and then transferred to magnetic disk at a 10-kHz sampling rate (low-pass filtered at 4.8 kHz) for digital editing and playback.
The stimuli were two eight-step continua. The endpoints of the word-nonword continuum were /gift/ and /klft/ ("gift" and "kift"); the endpoints of the nonword-word continuum were /gls/ and /kls/ ("giss" and "kiss"). These stimuli, used by Pitt and Samuel (1993) , were chosen because they had previously produced clean labeling functions and a robust LIS. The /g/-/k/ continuum was created by varying voice onset time, /gl/ was spliced from /gift/ to serve as the Igl endpoint. The remaining seven steps were created by altering the amount of /k/ aspiration in the syllable /kl/, which was taken from /kls/.
Step 2 on the continuum consisted of /k/ burst release plus 8 ms of aspiration. Steps 3-8 were created by appending successively longer segments of aspiration to burst release onset. The aspirated segments, which increased by 8 ms each step, were measured starting at burst release and moving backward toward aspiration onset. The /gift/-/klft/ continuum was created by appending /ft/ to each step, /s/ was appended to each step to create the /gls/-/kls/ continuum. The fricatives were spliced from their original context at frication onset. Because aspiration increased from the /g/ to /k/ endpoints, word duration also increased. To hold word duration constant, vowel duration was shortened by an amount approximately equal to the aspirated portion. This was accomplished by removing pitch periods from the center of the vowel. Segment durations for each step in the two continua are listed in the Appendix.
Procedure
Stimulus presentation and response collection were controlled by a microcomputer interfaced with input-output boards and amplifiers for speech playback and response timing. Participants were tested in groups of 3 or less, with each participant in a separate soundattenuated cubicle. Stimuli were presented at a comfortable listening level. Responses were made using two adjacent buttons on a fourbutton response board. The left button was labeled /g/ and the right button was labeled /k/. Participants used the left and right index fingers to make the /g/ and /k/ responses, respectively.
Testing took place over 2 days and was identical on each day. Participants were instructed to identify the token-initial phoneme of each utterance as either /g/ or /k/ as quickly as possible. Response timing began at stimulus onset. There was a 2-s timeout after stimulus presentation and a 2-s intertrial interval. Thirty-two practice trials preceded the 640 test trials. The experiment lasted 50 min, and rest breaks were provided every 160 trials. The 16 stimuli were presented equally often and in random order in each 160-trial session. Over both days there was a total of 1,280 trials, yielding 80 trials per step per continuum. The large number of trials was needed for the d' analysis.
Results and Discussion

LIS Analyses
The LIS analysis was performed first, followed by the RT range analysis. For each participant, the proportion of /g/ responses was calculated in each step in the two continua. The data were then averaged over participants in each continuum. Mean proportion /g/ responses in each step in the two continua are shown in Figure 1 . Labeling of the endpoint tokens is quite similar in both continua, with performance near 1 and 0 for the /g/ and /k/ endpoints, respectively. In the Step IVJ boundary region the functions diverge, showing a typical LIS: More /g/ responses were produced when the /g/ endpoint formed a word (/gift/), and more /k/ responses were produced when the /k/ endpoint formed a word (/kls/). The size of the lexical shift was measured with the procedure used by Pitt and Samuel (1993;  see also Kat & Samuel, 1984) rather than estimating 50% /g/ responses in each function and then measuring the separation of the curves with these two points (e.g., Ganong, 1980) . One advantage of this alternative procedure is that the measure more accurately captures the extent of the shift: The boundary is a region on the continuum, not just a single point. The boundary region was defined as extending from Steps 3 through 6. The area between the labeling functions in this region was calculated by computing the difference between the areas underneath the two functions in each step and then averaging the four difference scores. This procedure was carried out separately on each participant's data. In the overall analysis the shift was statistically reliable, r(13) = 7.44, p < .001, with all 14 participants showing the effect in the same direction. The mean area between the functions was .13.
Next, each participant's data were partitioned into thirds as a function of RT (fast, medium, or slow). Mean RT separating the fast and medium partitions was 404 ms; that separating the medium and slow partitions was 495 ms (mean RT in the fast through slow partitions was 345,445, and 633 ms, respectively). The data in each RT partition were analyzed in the same manner as the overall analysis. The labeling functions in each RT partition are graphed separately in Figure 2 . LISs are present in each partition, with labeling functions overlapping in the endpoints and diverging in the boundary region. Examination of the size of the LIS across partitions shows the functions to split apart as RT increases. Measurement of the area between functions confirms this observation, with areas equaling .06, .11, and .15 in the fast, medium, and slow partitions, respectively. The lexical shift in each partition was Step /k/ reliable, fast: /(13) = 4.42, p < .0007, 11 of 14 participants showed the effect; medium: r(13) = 5.50,/? < .0001, 12 of 14 participants; slow: t(13) = 7.70, p < .0001, 14 of 14 participants. The size of the shifts across partitions changed reliably, F(2,26) = 14.24,/> < .0001, and all shifts differed significantly from one another (p < .01 in all cases). Both the overall and RT range results replicate previous findings in showing a LIS in only the boundary region and an increase in the size of the shift as RT increases. With the exception of Pitt and Samuel (1993) , prior studies (Burton et al., 1989; Miller & Dexter, 1988) have not obtained reliable LISs in the fast, and sometimes medium, partition. A likely explanation for the discrepant findings is the different method used to calculate the size of the shift (i.e., area between curves vs. difference between curves at 50% categorization). TRACE claims that the present results are due to lexical feedback, whereas FLMP claims that they are not. The d' analysis was performed next to determine the origin of the lexical shift.
Analyses Using d'
The d' analyses were carried out in stages that paralleled the LIS analyses. The identification data were transformed into d' values in the following way. Each participant's proportion /g/ responses in each step in the two continua were transformed into z scores. The perceived distance (d') between adjacent continuum steps was then calculated by subtracting adjacent z scores. For example, if proportion /g/ responses in 1 Of primary importance to the question of interest is the degree to which the two d' functions overlap. If lexical context does not influence phoneme processing, then the two functions should overlap one another completely, particularly in the boundary region where feedback is thought to be greatest. Functions that shift away from one another in the boundary region indicate that perceived distance between steps changed as a function of lexical context.
In the endpoint regions d's are small (<0.6) and the two functions are close together, indicating that adjacent tokens were perceived as being equally distant on both continua. In the boundary region d's are comparatively larger, indicating that perceived distance between steps was greater. In addition, the two functions diverge, with the peak of the /glft/-/klft/ function occurring in Step Pair 5-6 and that of the /gls/-/kls/ function in Step Pair 4-5.
Like in the LIS analysis, the separation of the functions in the boundary region suggests lexical context influenced perceptual processing. The extent of this influence can be seen by comparing d 's across the two functions in Step Pairs 4-5 and 5-6. The perceived distance between Steps 5 and 6 was larger in the /glft/-/klft/ continuum than in the /gls/-/kls/ continuum (10 of 14 participants showed this effect). Just the reverse occurred in Step Pair 4-5: d' was smaller for /gift/-/klft/ than for /gls/-/kls/ (all 14 participants showed this effect). The statistical reliability of these differences was assessed by comparing d 's across functions in each step pair. To the extent that lexical context differentially affected processing of the ambiguous phonemes, the means of the two functions should differ reliably. Both boundary analyses were reliable, Step Pair 5-6: f(13) = 3.59,p < .003; Step Pair 4-5: /(13) = -5M,p < .0001 (asterisks denote reliable differences between continua), supporting the claim that lexical information feeds back to prelexical levels. Two comparisons of step pairs near the endpoints reached significance, Step Pair 3-4: t(13) = -2.55, p < .02;
Step Pair 6-7:^(13) = 2.98,p < .01. The low mean d's in these step pairs indicate that the tokens were difficult to distinguish, so these differences may not be meaningful.
Does perceptual sensitivity change during the course of phoneme processing? To address this question, the d' analysis was performed on the data in each RT partition (the same ones used in the LIS RT range analysis), just as in the overall analysis. Mean d' across the two continua is shown in Figure 4 as a function of RT partition. Looking first at the fast partition, d 's in the endpoints are virtually identical in the two continua. Only in the boundary region do the functions diverge, showing a shift similar to that found overall. Statistical comparisons between continua yielded one reliable difference, Step Pair 5-6: t(13) = 3.00,/? < .01,12 of 14 participants. The difference in Step Pair 4-5 was marginally significant, t{\3) = 1.97, p < .07, 9 of 14 participants. That the functions diverge reliably suggests that lexical knowledge begins to affect phoneme processing early.
A similar pattern of results is present in the medium partition, with endpoint d 's similar across continua and boundary d's differing considerably. Compared with the fast partition, the functions appear to shift more. Statistical comparisons support this observation, yielding two reliable differences in the boundary region, Step Pair 4-5: t(13) = -4.60, p < .001,13 of 14 participants;
Step Pair 5-6: t(13) = 3.36,p < .005,12 of 14 participants. None of the endpoint analyses was significant.
The data in the slow RT partition differ somewhat from those in the other two partitions. In the endpoints, the functions diverge from one another, resulting in significant differences in Step Pairs 3-4 and 6-7: t(13) = -4.37, p < .001; t(l3) = 6.20,p < .0001, respectively. However, as stated earlier, the relatively small d 's in these locations indicate poor discriminability so these differences may be unimportant. More interesting results were obtained in the boundary region. Although a reliable difference between continua was found in Step Pair 4-5, i(13) = -5A5,p < .0001,13 of 14 participants, none was found in
Step Pair 5-6, r(13) = 1.49,p = .16. This latter result is surprising given that this comparison reached significance in the fast and medium partitions. Although the RT range analysis suggests top-down effects emerge early in processing, it also suggests that these effects may change over time.
1 A negative d ' (e.g., at Step Pair 7-8) indicates that the step closer to the boundary (e.g., Step 7) was perceived as being closer to the endpoint than the other step (e.g., Step 8). In most cases these differences are negligible and are of little theoretical importance for the question under study. The results of Experiment 1 suggest that the LIS is a measure of prelexical processing and that lexical knowledge facilitates prelexical processing. The replication of prior findings in the LIS and RT range analyses warranted proceeding with the d' analysis to determine the locus of the lexical shift. The results were quite orderly. The overall d' data suggest that lexical context influenced prelexical processing when the target phoneme was ambiguous but not when it was unambiguous. The RT range analysis reinforced these findings. These results support an interactive architecture such as that found in TRACE.
Experiment 2: Effect of Monetary Payoff on
Phoneme Identification
The purpose of Experiment 2 was to show that the d' results of Experiment 1 were selective to a lexical manipulation and would not arise from the manipulation of nonlexical variables. Such an outcome, when combined with the results of Experiment 1, would provide support for the claim that the LIS is due to lexical feedback. The design of the experiment was similar to that of Connine and Clifton (1987, Experiment 2) , who used a nonword-nonword continuum and manipulated participants' response strategies by varying monetary payoff. The two continua used in Experiment 1 were replaced by a single nonword-nonword continuum (e.g., /gl/-/kl/), and participants were tested in two biasing conditions. In the /g/-bias condition, subjects were biased to respond /g/; in the /k/-bias condition, they were biased to respond /k/.
If d' measures only prelexical processes, then the use of nonwords should yield no changes in phoneme processing because nonwords do not have a lexical representation from which to feed back information. This result should hold even when monetary payoff, a postperceptual factor, varies. In quantitative terms, the /g/-bias and /k/-bias d' functions should overlap across the entire /g/-/k/ continuum. In the LIS analysis, on the other hand, the payoff manipulation should yield a shift in the labeling functions in the boundary region, as Connine and Clifton (1987) found.
Unlike Experiment 1, Experiment 2 does not pit the predictions of TRACE against those of FLMP. Both predict that the perceived distance between adjacent steps will not change as a function of monetary payoff, but for different reasons. In TRACE, perceptual processing should not change because top-down effects will be greatly reduced when using such short stimuli (CVs) that do not have a lexical representation. FLMP predicts no changes in perceptual processing because prelexical processes are assumed to be solely bottom up.
Method Participants
Twelve participants from the same population as Experiment 1 were used. None of these participants had been involved in the previous experiment.
Stimuli
A nonword-nonword continuum was created by removing the word-final /s/ from each token in the /gls/-/kls/ continuum from Experiment 1. The /g/-/k/ continuum was identical in the two continua in Experiment 1, so which of the two continua was selected to create the /gl/-/kl/ test series was unimportant. 
Procedure
Testing took place over 2 days with a different bias condition presented on each day. Bias order (/g/ -* /k/ or /k/ -> /g/) was counterbalanced across participants. Stimulus presentation and the experimental setup were the same as that in Experiment 1.
Day 1. Participants were instructed to identify the first phoneme in each utterance as either /g/ or /k/ as quickly as possible. Testing began with a 32-trial practice session to familiarize participants with the stimuli. Following Connine and Clifton (1987) , a no-bias identification session (320 trials) then occurred, with each step being presented equally often. The purpose of the session was to determine a phonetic boundary for each participant to score the bias-correct and biasincorrect responses. A labeling function was computed using these data, and the step closest to 50% /g/ responses was selected as the boundary step. All tokens on the /g/ side of the boundary step were assumed to be perceived as Igl and scored as a Igl stimulus. Tokens on the /k/ side were assumed to be perceived as /k/ and scored as such. The same boundary step was used in the two biasing conditions. Note that this procedure was used only to bias participants' response strategy.
In the final session on Day 1, subjects were tested in a 320-trial bias condition. The payoff matrix and the contingencies associated with each stimulus-response combination were explained to participants. They were informed that the objective of the experiment was to accumulate as many points as possible and that the 3 participants who accumulated the most points would receive a bonus of $10. A running total of the number of points earned in each session was printed at the bottom of the computer screen, which was located in front of each participant.
Day 2. Testing on Day 2 was identical to that on Day 1, except that there was no no-bias identification session and participants were tested in the other bias condition.
Bias Manipulation
Responses on each trial were rewarded or penalized on the basis of a contingency table that in one condition biased Igl responses and in the other biased /k/ responses. The points awarded for each stimulusresponse combination are shown in Table 1 for the two bias conditions. For the /g/-bias condition, Igl responses were rewarded when the token was indeed Igl and penalized moderately when it was /k/. /k/ responses were rewarded minimally and penalized minimally. The payoff matrix in the /k/-bias condition was arranged similarly. The payoff contingencies were similar to those used by Connine and Clifton (1987) except that incorrect bias-inconsistent responses (i.e., responding /k/ when the stimulus was Igl in the /g/-bias condition) were not penalized as heavily. 25
Results and Discussion
The data were analyzed in the same way as those in Experiment 1. The LIS analysis was performed first, followed by the d' analysis.
LIS Analyses
The mean proportion of Igl responses in each continuum step was calculated for each participant in the two bias conditions (/g/ and /k/) and the no-bias condition. The data within each condition were then collapsed over participants. The averaged data are shown in Figure 5 .
The no-bias condition provides a baseline measure of identification from which the efficacy of the bias manipulation can be evaluated. The no-bias labeling function lies between the two bias conditions, indicating that the manipulation of monetary payoff had the intended effect. In the boundary region (Steps 3-6), more /g/ responses were made in the /g/-bias condition than in the no-bias condition; just the opposite occurred in the /k/-bias condition. The bias manipulation affected labeling in the two endpoints differently. Whereas the labeling functions converge in the /g/ endpoint, the functions fail to do so in the /k/ endpoint. Although the lack of convergence suggests that the stimuli in the /k/ endpoint may have been somewhat ambiguous, the consistency with which the endpoints were labeled /k/ (.90 or better) indicates that the tokens were good exemplars of /k/. The separation of the bias functions in the boundary region indicates that the monetary payoff manipulation can yield identification data that resemble those obtained when lexical status is varied. Not only is the size of the shift (.15) similar to that obtained with a lexical context (.13), but the shift itself was statistically reliable, t(ll) = 4.76, p < .001, 11 of 12 participants showed the effect. These data replicate the results of Connine and Clifton (1987) using a different stimulus continuum and a slightly different contingency table.
Next the identification data were partitioned into response time ranges using the same method described in Experiment 1. The mean RT separating the fast and medium partitions was 390 ms; that separating the medium and slow partitions was 490 ms (mean RT in the fast through slow partitions was 339, 437, and 617 ms, respectively). The mean /g/-bias and /k/-bias functions are displayed in Figure 6 by RT partition.
The labeling functions in the medium and slow partitions resemble those in the overall analysis. Endpoint identification was very similar in the two conditions, and the functions spread apart in the boundary region. Both shifts were reliable, slow: '(11) = 6.04,p < .0001,12 of 12 participants; medium:/(11) = 2.54, p < .03, 7 of 12 participants. The shift in the slow partition is larger, but not significantly, than that in the medium partition (proportion difference between curves equaled .12 and .08, respectively). These data are similar to those in Experiment 1 (Figure 2) , in which the shift decreased in size as RT decreased.
The similarities to the data of Experiment 1 do not extend to the fast RT partition. Instead of the labeling shift being the smallest in the three partitions, it is the largest: area = .26; t{ll) = 3.33, p < .007, 9 of 12 participants. In addition, the shift extends across the entire continuum. These results make sense when the effects of bias on responding are considered. Response bias effects should be largest under conditions in which stimulus uncertainty is highest, so that participants are forced to rely on nonsensory information to make a response decision. This condition will be met most fully in the boundary region in the fast partition, where the stimuli were ambiguous and participants took the shortest amount of time to process the stimuli before responding. This same reasoning can explain the separation of the functions in the endpoints. At such an early period during phoneme processing, even an endpoint token might yield a representation ambiguous enough to cause participants to respond in a biased manner. These RT range data cannot be compared with those of Connine and Clifton (1987) because they did not analyze their data by RT range.
Analyses Using d'
The aim of Experiment 2 was to assess the selectivity of the d' measure in tapping prelexical processing. The tack taken here differs from that in Experiment 1 in that the goal was to demonstrate the measure's insensitivity to a postperceptual manipulation (i.e., monetary payoff), which was shown by the LIS analysis to have had an influence on identification. If d' measures phoneme processing independently of postperceptual influences, then the effects of the bias manipulation should not be found in the data. The /g/-bias and /k/-bias d' functions should overlap across the continuum.
The overall analysis was performed on the data first. Each participant's identification data were transformed into d' scores following the procedure described in Experiment 1. Recall that the procedure yields a measure of the perceived distance between adjacent steps in the /g/-/k/ continuum. Step IYJ 12 3 4 5 6 7 8
Step IYJ Step Pair 3-4 in the fast partition, ((11) = -2.77,p < .02, and in Step Pairs 3-4 and 5-6 in the slow partition, t(ll) = 3.12,p < .01; r(ll) = 3.83, p < .002, respectively. As mentioned earlier, in most cases discriminability between steps is poor in these locations (d' < .60), so differences between continua may not be meaningful.
Like the overall analysis, the RT range analysis did not produce results that suggest the d' measure is sensitive to the bias manipulation. Monetary payoff, a postperceptual variable, had no effect on d'. These findings strengthen the claim that d' measures perceptual processes in phoneme identification. They stand in stark contrast to those of Experiment 1, in which lexical context was shown to influence d'. The findings from both experiments are in line with the predictions of interactive activation models, such as TRACE.
The d' data of Experiment 2 are null results and as such may be viewed skeptically for a variety of reasons. However, the null results cannot be attributed to a weak bias manipulation. Monetary payoff clearly had a large effect on phoneme identification, as shown by the shifts in the labeling functions in Figures 5 and 6 . Payoff effects failed to emerge only in the d ' analysis. In addition, statistical comparisons across Experiments 1 and 2 showed that changes in the perceived distance between boundary steps produced by the lexical context were reliably different from those produced by monetary payoff. This analysis was performed by comparing the difference in d' between continua (/gift/-/klft/ and /gls/-/kls/) in the boundary step pairs in Experiment 1 with the difference in d' between conditions (/g/ bias and /k/ bias) in the corresponding step pairs in Experiment 2. The comparison in Step Pair 4-5 was significant, F(l, 24) = 14.88,p < .001; that in
Step Pair 5-6 was not.
Experiments 3a and 3b
The purpose of Experiments 3a and 3b was to address concerns about the validity of the d' data in Experiment l.d'is a parametric measure of perceptual sensitivity and as such assumes response distributions are normally distributed and are of equal variance. Measurement of perceived distance between step pairs can become distorted if these conditions are not met. When the response set consists of only two choices (e.g., /g/ or /k/), as in Experiment 1, it is difficult to determine whether these two conditions are indeed satisfied. An equally serious problem, which can also be due to a small response set, is that identification of the boundary steps (with the exception of Step 5) is close to perfect (see Figure 1 ). At such extreme values, differences in proportion are small, but when transformed into z scores (d' units), they can be quite large. Thus, d' differences between continua in the boundary region (see Figure 3 ) might be artifacts of the transformation process and might not reflect changes in perceptual processing.
These issues were addressed by rerunning Experiment 1 twice, with two changes: A s , a nonparametric measure of perceptual sensitivity, was substituted for d', and the response set was enlarged to obtain a more accurate measure of changes in perceptual sensitivity in the boundary region. The aforementioned distributional assumptions are avoided with the use of A g , and a larger response set should increase discrimination scores, moving identification responses away from the ceiling of the measurement scale. In Experiment 3a, participants provided a confidence rating along with the phonetic categorization response. In Experiment 3b, an absolute identification task was used in which each of the middle four continuum steps was paired with a different response button. If lexical knowledge influences phoneme processing, then the^4 g data in both experiments should mirror the d' data of Experiment 1.
Experiment 3a: Replication of Experiment 1 Using a Confidence Rating Task
Method
The experimental setup and procedure were the same as that in Experiment 1 except for the following changes.
Participants
Twelve Ohio State University undergraduates participated in exchange for pay. None of these participants had been involved in the previous experiments.
Stimuli
The middle six steps (2-7) on the two eight-step continua served as stimuli. Steps 1 and 8 were omitted because identification was almost identical to that in the immediately adjacent step (2 and 7, respectively) in the preceding experiments.
Procedure
Each of the six steps on the two continua was presented 52 times in each of 2 days of testing. All 12 steps were presented equally often in random order in blocks of 156 trials. On each trial, participants made two responses after hearing the stimulus. The first was the same two-choice classification response (/g/ or /k/) that was used in Experiment 1. Next participants rated the confidence of their response on a 3-point scale by pressing a button on the response panel that corresponded to one of the following labels: very sure, moderately sure, not sure.
Results
Only the results of the overall analyses are presented. The RT range analysis was not performed on the identification or A g data because the experimental setup of requiring two responses per stimulus did not lend itself to measuring the time course of phoneme processing. RTs in the classification response alone were 386 ms longer than those in Experiment 1 (474 ms vs. 860 ms).
LIS Analysis
Only the two-choice (/g/ or /k/) classification responses, not the confidence ratings, were used in this analysis. The analysis followed the procedure described in Experiment 1. The overall LIS data are shown in the top panel of Figure 9 . As was found in Experiment 1, the curves shifted reliably in the boundary region, /(ll) = 2.47, p < .03, with 10 of 12 participants showing the effect. The shift (.09) was somewhat smaller than that obtained in Experiment 1 (.13).
A g Analysis
For each step on each continuum, participant responses were transformed into a six-step response scale ranging from very sure Igl to very sure Ikl, with the frequency of each response determined for each step. A g , a measure of the area under the relative operating characteristic, was computed for pairs of adjacent steps. For each step, cumulative response proportions were tallied over the six response categories. The six proportions for one step served as the hit probabilities for calculating A g ; those for the adjacent step served as the corresponding false-alarm probabilities. A g , which ranges from 0.5 (chance) to 1.0 (perfect discrimination), was calculated for each step pair for each participant using an algorithm described in Davison and Jagacinski (1977) . Mean A g scores for each step pair on the two continua are displayed in the bottom panel of Figure 9 in a manner similar to the d' data. The data bear a striking resemblance to those in Figure 3 (Experiment 1). Discrimination was at or near chance at the continuum endpoints and comparatively better in the boundary region. The discrimination functions split apart in the boundary region and stay fairly close together in the endpoints. As in Experiment 1, the /gls/-/kls/ function peaked in Step Pair 4-5, and the /gift/-/klft/ function peaked in Step Pair 5-6. Statistical analyses showed that only the boundary shifts were reliable. For Step Pair 4-5, the magnitude oftheshiftwas.il units, r(ll) = 3.60,p < .004,withllof 12 participants perceiving the distance between steps to be largest in the /gls/-/kls/ continuum. For Step Pair 5-6, the shift was .08 units, ((11) = 3.16, p < .009, with 10 of 12 participants perceiving the distance between steps to be largest in the /gift/-/klft/ continuum. 
Method Participants
Three Ohio State University students were paid for participation. None of these participants had been involved in the previous experiments.
Stimuli
Steps 3-6 from the /gl/-/kl/ continuum used in Experiment 2 served as stimuli in the practice phase. Steps 3-6 from the two eight-step continua used in Experiment 1 were used in the test phase.
Procedure
An absolute identification task was used in which each of the four continuum steps was paired with a different response button. The experiment was divided into a practice phase, in which participants learned to identify uniquely each of the four /gl/-/kl/ steps, and a test phase, in which participants performed the same identification task, but with the middle four steps of the /glft/-/klft/ and /gls/-/kls/ continua. Participants took part in two practice sessions (1 hr each) and two test sessions (1.5 hr each) at a rate of one session per day.
The first day of testing began with a 5-min self-paced familiarization session, in which participants could press a response button and hear the continuum step associated with that button. In each practice session, there were four blocks of 128 trials, with each step presented equally often and in a random order. A rest break was provided after every block. On each trial, participants had 6 s in which to respond after stimulus presentation. There was a 2.2-s pause between response execution and presentation of the next stimulus. Feedback was provided in trials in which an incorrect response was made; the numeral corresponding to the button that should have been pressed (all buttons were numbered) appeared for 1.5 s on the computer screen in front of participants.
In each test session, each of the four steps from the two continua was presented 100 times. Trials were grouped in blocks of 200 (randomly ordered), with an equal number of presentations of each step. No feedback was given. The pause between trials was 2.5 s. Rest breaks were provided between blocks.
Results
LIS Analysis
To maintain continuity with the preceding experiments, the data were analyzed as though they were derived from a two-choice phonetic identification experiment. This required assigning phonetic labels to the four response categories (response buttons), something that subjects were never explicitly asked to do. The assignment of labels was carried out by using identification performance in the preceding experiments as a guide. Steps 3 and 4 in Figures 1 and 9 were labeled as /g/ greater than 90% of the time. Thus, in the present experiment, stimuli that were responded to using the buttons assigned to Steps 3 and 4 were considered to have been perceived as /g/.
Step 6 was labeled as /g/ less than 16% of the time in Experiments 1 and 3a, so stimuli responded to using the button assigned to it were considered to have been perceived as /k/.
Step 5 was the least clear-cut case. Because it was the first step at which a large drop in /g/ labeling occurred, stimuli responded to using its assigned button were considered to have been heard as /k/.
For each participant, the proportion of /g/ responses (the sum of responses using buttons 3 and 4 divided by the total number of responses) was calculated for each step on each continuum. Identification curves (averaged over participants) are shown in the top panel of Figure 10 . As can be seen, a lexical shift was found. The magnitude of the shift (.11) and the shapes of the functions resemble those in Figures 1 and 9 , providing a further replication of Experiment 1. The similarity of these data to those in Experiments 1 and 3a suggest that the method of collapsing the data into /g/ and /k/ categories was a good approximation of participants' perception of the stimuli.
A g Analysis
The A g analysis followed the procedure described in Experiment 3a. The averaged^ data are shown in the bottom half of Figure 10 . The data show the by-now familiar pattern that was found in Experiments 1 and 3a. Discrimination was best in the boundary region, and the discrimination functions separate only in the boundary region, with the /gls/-/kls/ function Step Pair 5-6. The size of the shift was .11 units for the former step pair and .15 units for the latter step pair. All 3 participants' data exhibited the shifts.
Discussion
The A g findings replicate the overall d' results of Experiment 1 and attest to the validity of those data. Lexical shifts were quite large, with discrimination functions shifting an average of 22.5% across Experiments 3a and 3b (A g differences between functions must be doubled to obtain proportions because the measurement scale ranges from 0.5 to 1.0), and boundary values were well below ceiling. The large magnitude of the shift indicates that perceptual sensitivity in the boundary region changed markedly as a function of lexical context. These data reinforce the conclusions of Experiment 1 that lexical knowledge can facilitate prelexical processing.
General Discussion
This study sought to shed light on the processing characteristics of the word recognition system by exploring the locus of the LIS. The detection data of Experiments 1, 3a, and 3b indicate that lexical information directly influences the processing of ambiguous phonemes, suggesting that the effect is prelexical. Perceived distance between boundary steps in the continuum changed as a function of lexical context. Step 5 on the /g/-/k/ continuum was perceptually farther away from
Step 6 than Step 4 when the lexical context was /Ift/. This arrangement reversed itself when the context was /Is/ ( Figures  3,9, and 10) .
The results of Experiment 2 build on those of Experiments 1 and 3 by demonstrating that the d' measure is not sensitive to the postperceptual manipulation of monetary payoff. The bias manipulation affected phoneme identification, yielding labeling functions that resemble those obtained with a lexical context. However, the effect of this manipulation failed to emerge in the d' analyses.
A glimpse into the time course of prelexical processing was obtained by performing the d' analysis on the data partitioned by RT. Lexical effects were found to occur early in processing, with reliable differences between the two continua emerging in the fast RT partition (Figure 4) . The shift was also found to change in magnitude across Step Pairs 4-5 and 5-6 over the three partitions.
One question that follows from the results of the lexical and payoff manipulations is, How can similar LISs produce different d' functions? The answer to this question reveals another useful feature of the detection theory metrics. Close inspection of the overall LISs in Experiments 1 and 2 shows that they differ in an important way in the boundary region. The lexical manipulation produced graded changes in identification that are opposite in the two continua, whereas monetary payoff did not. In Figure 1 , the difference in proportion /g/ between Steps 4 and 5 on the /gift/-/klft/ continuum is smaller than that on the /gls/-/kls/ continuum; just the reverse occurred between Steps 5 and 6. In Figure 5 (Experiment 2), monetary payoff produced a uniform shift of the two functions between adjacent steps. The difference in proportion /g/ between Steps 4 and 5, and between other step pairs, is similar in the two curves.
The differences in proportion between points along the curves in each experiment are the result of the lexical and postlexical manipulations, and they are exactly what d' measures. The d' analysis provides a view of identification data that is not immediately apparent in the LIS analyses. As such, it identifies another aspect of perceptual processing that is useful to examine when testing theoretical predictions. The present findings show that it is not just the shift of the functions that can be informative, but the spacing between points along these functions as well. One implication of these proportion differences is that they require theoretical predictions to be fairly precise. To capture the effects of the lexical and postlexical manipulations in a LIS accurately, a theory must be able to model the interpoint distances along an identification curve. That is, it must be able to capture how the spacing of the points changes under the two manipulations. This requirement may place strong constraints on model performance because the level of specificity needed to simulate such a result is greater than that required to simply produce a generic lexical shift. It remains to be seen whether current instantiations of interactive and autonomous models are capable of doing so.
The findings of this study can be accommodated more easily by a model such as TRACE, in which processing interactions occur between lexical and phonemic information, than by FLMP, in which such interaction does not occur. Both models correctly predict that the two manipulations should produce an LIS. Where FLMP has difficulty is in accounting for the changes in sensitivity found when lexical context is manipulated. TRACE, on the other hand, with its limited feedback architecture, can readily explain why a lexical manipulation affects phoneme processing and a postlexical one does not. In this respect, it is the combined results of both experiments that make the strongest case for an interactive model.
The data might be better accounted for by an interactive activation model such as the original version of TRACE (McClelland & Elman, 1986) than by the stochastic version of TRACE recently proposed by McClelland (1991) . On the basis of Massaro's (1989) analysis showing that the original version of TRACE could not correctly simulate the independent effects of contextual (phonotactic) and stimulus (phonemic) information in phoneme identification (i.e., no changes in perceived distance between steps), McClelland modified TRACE so that it would produce Massaro's results. The interactive architecture of TRACE was not abandoned. Rather, all that was needed to produce results showing the independence of contextual and stimulus information was to include a small amount of random noise into the calculation of the activation levels of the network's units.
However, the data of Experiments 1 and 3 are opposite those of Massaro's (1989) and argue for a system that will exhibit processing dependencies (i.e., changes in perceived distance). The original version of TRACE does just this. Unless different forms of contextual information (e.g., lexical and phonotactic) are treated differently by the stochastic model, it may not be able to simulate the results of Experiments 1 and 3 without modification. As mentioned in the introduction, methodological differences between Massaro's study and the present experiments could explain the discrepancies between the two sets of data. For example, Massaro used a phonotactic (legal vs. illegal syllable) context and I used a lexical (word vs. nonword) context. The latter might produce stronger contextual effects than the former.
The current findings, however, are at odds with how lexical influences affect phoneme processing in TRACE. In the model, feedback effects manifest themselves as changes in bias. Lexical and phonetic feature information are simply combined to increase phoneme activation. Sensitivity (d') to the phoneme is not altered by feedback (Elman & McClelland, 1988) . The current results suggest that sensitivity is altered. Using a d' analysis on data obtained with the phonemic restoration paradigm, Samuel (1981) has produced data that lead to the same conclusion. Participants discriminated whether a phoneme-sized segment in an utterance had been replaced with noise or whether noise had been added to the segment. Discrimination was worse when the utterance was a word compared with a pseudoword, suggesting that lexical knowledge restored the missing phoneme when the item was a word, thus hurting discrimination. The convergence of the findings from these two studies suggests that perceptual sensitivity is in fact altered. An interesting question for simulation research would be to examine the behavior of TRACE when a mechanism designed to mimic changes in sensitivity is instantiated at the phoneme level.
Although the present findings may pose problems for FLMP, other autonomous models can explain the results through other means. For example, the Race model of phoneme monitoring (Cutler et al., 1987; Cutler & Norris, 1979) proposes that lexical effects arise from identifying phonemes in the lexical level of representation, not the prelexical (e.g., phonemic) level. In the model, phoneme processing proceeds concurrently at these two levels, and recognition occurs in whichever level of processing finishes first. The Race model explains the LIS by claiming that the lexical route wins the recognition race more than the prelexical route when the target phoneme is ambiguous but not when it is unambiguous. The Race model may be able to account for the detection theory results by using the same reasoning that is used to explain the LIS data. The d' andA g data from different parts of the continuum reflect processing at different outlets. Endpoint values reflect prelexical processing and thus show no differences as a function of lexical context. Boundary values reflect lexical processing and therefore do show lexical effects.
The ability of the Race model's two-outlet structure to account for the detection theory data raises important questions concerning the use and application of detection theory analyses. Signal-detection theory is a one-stage model of decision making. When applying it to the word recognition system, which many researchers believe to be a multilevel system, the problem arises of determining in which level the theory should be applied (Norris, 1986; Sawusch, 1986) . A reasonable solution is to assume that listeners can attend to many levels of representation (Pisoni & Luce, 1987) , and detection theory is therefore applied to the level in which participants are attending in the experimental task. However, changes in perception might occur in a level of processing below that being attended (e.g., acoustic or phonetic-feature). Such effects might not show up with a detection theory measure (Sawusch, 1986) . The application of detection theory analyses to multiple outlet models such as Race may be inappropriate, however, because there is no method for handling simultaneous decision making (i.e., races) at multiple levels. Thus, the present findings may speak to the behavior of some models more than others. Like any measure, detectiontheoretic ones have limitations, and these should be taken into account when interpreting their meaning. 
