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ABSTRAK 
Kebangkrutan suatu perusahaan dan bank dapat mempengaruhi sistem perekonomian. Karena itulah,  
pihak-pihak seperti: kreditor, auditor, pemegang saham dan pihak manajemen perusahaan itu sendiri memiliki 
kepentingan untuk mengetahui kondisi suatu perusahaan yang berhubungan dengan kebangkrutan. Dalam 
penelitian ini dikembangkan beberapa model klasifikasi untuk memprediksi kebangkrutan suatu perusahaan. 
Model dikembangkan berdasarkan metode yang berbasis ANN (Voted Perceptron, Stochastic Gradient Descent 
dan Multilayer Perceptron) dengan metode PSO.  Metode-metode yang berbasis ANN bertugas sebagai klasifier 
dan PSO bertugas sebagai pemilih fitur dan penentu parameter-parameter (learning rate dan epoch) optimal 
model. Dari hasil ujicoba dapat disimpulkan bahwa model yang menggabungkan ANN dengan PSO terbukti 
memiliki performa yang cukup baik, yaitu sekitar 72-75%. Performa terbaik dicapai oleh model Stochastic 
Gradient Descent+PSO, yaitu sebesar 75% dengan jumlah fitur sebanyak 7 fitur. Dengan adanya model 
prediksi dengan performa yang baik, diharapkan pihak memiliki gambaran yang lebih baik tentang perusahaan 
yang sedang ditangani. Gambaran tersebut akan membantu pihak-pihak yang berkepentingan dalam mengambil 
keputusan.  
 
Kata Kunci: Voted Perceptron, Stochastic Gradient Descent, Multilayer Perceptron, Particle Swarm 
Optimization, Prediksi Kebangkrutan 
 
 
1. PENDAHULUAN 
 
Kebangkrutan suatu perusahaan dan bank 
dapat mempengaruhi sistem perekonomian. Karena 
itulah, banyak pihak yang memiliki kepentingan 
untuk mengetahui kondisi suatu perusahaan yang 
berhubungan dengan kebangkrutan. Pihak-pihak 
tersebut diantara adalah kreditor, auditor, pemegang 
saham dan pihakmanajemen perusahaan sendiri [1]. 
Akan tetapi, teori tentang kebangkrutan masih belum 
banyak dibahas, sehingga prediksi kebangkrutan 
menjadi salah satu alat yang penting untuk membantu 
pihak manajemen, auditor dan kreditor dalam 
mengevaluasi potensi kebangkrutan dari suatu 
perusahaan.  
Riset untuk prediksi kebangkrutan ini  telah 
dilakukan secara intensif sejak tahun 1960-an [2]. 
Prediksi kebangkrutan dapat diformulasikan sebagai 
sebuah model klasifikasi. Model-model klasifikasi ini 
melibatkan pendekatan metode statistik dan metode 
machine learning.  Model klasifikasi yang 
menggunakan pendekatan statistik meliputi 
Univariate Analysis [3], Multivariate Discriminant 
Analisys [4], Logistic Regression [5] dan Factor 
Analysis technique [6]. Selain itu, model klasifikasi 
untuk memprediksi kebangkrutan juga banyak 
dibangun dengan menggunakan metode machine 
learning. Metode-metode tersebut antara lain: 
Artificial Neural Network [7-9], Support Vector 
Machines [10-12] dan k-Nearest Neighbour [13-14]. 
Salah satu metode yang terkenal handal 
adalah metode Artificial Neural Network (ANN). 
Akan tetapi, dalam pengembangan model klasifikasi 
menggunakan metode ANN ini ada hal-halyang harus 
ditangani secara hati-hati. Sebagai model parametrik, 
performa ANN tergantung pada beberapa parameter. 
Parameter-parameter yang penting dalam ANN 
adalah learning rate dan epoch. Pemilihan learning 
rate yang terlalu besar akan menyebabkan solusi 
yang dipilih berada di luar solution space yang 
optimal. Sebaliknya, jika terlalu kecil, makaakan 
mengakibatkan waktu latih yang terlalu lama. 
Demikian juga dengan pemilihan parameter epoch. 
Jika nilai epoch terlalu besar, maka akan dihasilkan 
model yang overfitting. Sebaliknya, jika terlalu kecil 
maka model yang dihasilkan adalah model yang 
underfitting. Karena itulah, untuk menghasilkan 
model klasifikasi ANN yang optimal, diperlukan 
optimisasi dalam pemilihan parameter learning rate 
dan epoch. Selain parameter, performa suatu model 
juga dipengaruhi oleh fitur-fitur yang terlibat. 
Sehingga, pemilihan fitur untuk model klasifikasi 
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yang akan memprediksi kebangkrutan ini menjadi hal 
yang penting. 
Dengan mempertimbangkan pentingnya 
pemilihan parameter dan fitur yang akan digunakan 
dalam  pengembangan model prediksi kebangkrutan, 
maka pada penelitian ini dikembangkan sebuah 
model baru yang menggabungkan antara ANN dan 
Particle Swarm Optimization (PSO). Metode ANN 
digunakan untuk mengklasifikasikan apakah suatu 
perusahaan berpotensi sebagai perusahaan yang akan 
bangkrut atau tidak. Metode ANN yang akan 
dikembangkan terdiri dari 3 varian, antara lain Voted 
Perceptron, Stochastic Gradient Descent dan 
Multilayer Perceptron. Sedangkan metode PSO 
berperan sebagai metode optimasi yang menentukan 
nilai learning rate, epoch dan fitur-fitur yang akan 
digunakan dalam model klasifikasi. Performa dari 
metode gabungan ini akan dibandingkan dengan 
performa model klasifikasi yang berbasis ANN saja. 
 
2. DATA DAN METODE  
 
Pada bagian ini akan dijelaskan tentang data 
dan metode yang digunakan untuk membangun 
model prediksi kebangkrutan. Pada bagian 
selanjutnya akan dideskripsikan tentang dataset yang 
digunakan sebagai data latih dan data testing dalam 
pengembangan model prediksi kebangkrutan ini. 
Kemudian akan dijelaskan metode ANN yang terdiri 
dari Voted Perceptron, Stochastic Gradient Descent, 
Multilayer Perceptron dan Particel Swarm 
Optimization.    
 
2.1 Dataset 
Dataset yang digunakan adalah dataset dari 
Wieslaw dan rekan [15]. Dataset ini terdiri dari 240 
data. Dimana 240 data itu terbagi menjadi 112 data 
positif dan 128 data negatif. Data positif disini 
merepresentasikan data dari perusahaan yang 
bangkrut dan data negatif merepresentasikan data 
dari perusahaan yang sehat. Masing-masing data 
memiliki 30 dimensi/fitur. Masing-masing fitur 
merupakan nilai rasio finansial dari perusahaan 
tersebut. 
 
2.2 Voted Perceptron 
Algoritma ini merupakan sebuah algoritma 
perceptron untuk melakukan klasifikasi linier dengan  
memaksimalkan margin antara dua kelas data. Dalam 
model  ini, setiap data direpresentasikan sebagai 
(x,y), dimana x1,...,xn ∈  X adalah vektor fitur yang 
merepresentasikan data-data perusahaan dan y1,...,yn 
ϵ{+1,-1} adalah label dari masing-masing data 
(perusahaan yang berpotensi bangkrut atau tidak).  
Pada saat proses latih, model dilatih untuk 
mendefinisikan beberapa perceptron terbobot. 
Beberapa perceptron terbobot itu didefinisikan 
berdasarkan beberapa vektor prediktor v1, ..., vk. 
Setiap vektor prediktor memiliki dimensi yang sama 
dengan vektor fitur. Di awal proses latih, dilakukan 
inisialisasi sebuah vektor prediktor v1=0. Selanjutnya 
vektor tersebut di gunakan dalam sebuah perceptron 
untuk memprediksi label data perusahan, dengan 
persamaan 1 [16].   
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Jika nilai y sama dengan label data x1 maka 
perhitungan perceptron untuk sample berikutnya 
tetap memanfaatkan vektor prediktor v1. Selain itu, 
bobot v1 (c1) ditingkatkan berdasarkan banyaknya 
jumlah iterasi saat v1 selalu benar dalam memprediksi 
label sample berikutnya. Tetapi, jika hasil persamaan 
(1) berbeda dengan label data xn, maka didefinisikan 
vektor prediktor baru dengan persamaan (2) [16]. 
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Dalam proses training ini, algoritma terus 
diiterasi menggunakan semua sample, sampai 
didapatkan vektor prediktor yang selalu benar dalam 
memprediksi label data kebangkrutan perusahaan. 
Vektor prediktor beserta bobotnya yang dihasilkan 
dalam proses training ini disimpan untuk digunakan 
dalam proses prediksi atau klasifikasi. 
Dalam proses prediksi, sebuah data 
perusahaan x akan diberi label positif (berpotensi 
untuk bangkrut) atau negatif (perusahaan yang sehat) 
berdasarkan voting perceptron. Proses voting 
perceptron memanfaatkan vektor prediktor dan 
bobotnya (v1,c1), ..., (vk,ck) yang tersimpan dari 
proses latih. Dimana ci adalah jumlah voting yang 
dimiliki oleh setiap vektor prediktor dan nilai k 
adalah banyaknya vektor prediktor yang dihasilkan 
pada saat latih. Perhitungan prediksinya seperti yang 
didefinisikan oleh persamaan (3) [16]. 
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2.3 Stochastic Gradient Descent 
Metode Stochastic Gradient Descent adalah 
suatu metode yang memanfaatkan gradient descent 
secara incremental untuk mencari bobot vektor yang 
paling fit dengan data training. Proses update bobot 
secara incremental dilakukan berdasarkan 
penghitungan error dari setiap data latih. Arsitektur 
jaringannya menggunakan 2 layer yaitu layer input 
dan layer output [17].  
Dalam proses prediksi, sebuah data 
perusahaan x akan diberi label positif (berpotensi 
untuk bangkrut) atau negatif (perusahaan yang sehat) 
berdasarkan persamaan (4). Pada persamaan (4) wi 
adalah vektor bobot yang dihasilkan dari proses latih, 
w0 adalah bias dan n adalah dimensi fitur data. Fungsi 
aktivasi yang digunakan adalah fungsi sigmoid. 
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Pada saat proses latih, vektor bobot pada 
awalnya diinisialisasi dengan nilai antara [0,1] secara 
random. Selanjutnya vektor bobot diupdate untuk 
setiap data latih dengan persamaan (5). Pada 
persamaan (5) η merupakan simbol learning rate, o 
adalah nilai yang dihitung berdasarkan Neural 
Network Stochastic Gradient Descent dan t adalah 
label data latih yang sebenarnya [17]. Proses update 
vektor bobot dilakukan secara berulang sesuai 
dengan nilai epoch yang ditentukan.  
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2.4 Multilayer Perceptron 
Metode Multilayer Perceptron adalah metode ANN 
yang memiliki arsitektur jaringan yang terdiri 
sekurang-kurang 3 layer. Ketiga layer tersebut antara 
lain layer input, layer hidden dan layer output. Sama 
seperti metode-metode ANN yang lain, metode ini 
bertujuan untuk mendapatkan vektor bobot yang 
paling fit dengan data latih. Dalam melakukan update   
vektor bobot, metode ini menggunakan algoritma 
backpropagation. Sama seperti metode Stochastic 
Gradient Descent, pada metode ini output dari 
masing-masing layer menggunakan fungsi aktivasi 
Sigmoid. 
Dalam proses prediksi, sebuah data 
perusahaan x akan diberi label positif (berpotensi 
untuk bangkrut) atau negatif (perusahaan yang sehat) 
berdasarkan persamaan (6). Pada persamaan (6) wi 
adalah vektor bobot yang dihasilkan dari proses latih, 
w0 adalah bias dan n adalah dimensi fitur data. 
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Pada saat proses latih, bobot vektor diupdate 
dalam dua tahap. Tahap awal pada proses latih sama 
dengan yang dilakukan pada algoritma Gradient 
Descent, yaitu inisialisasi nilai awal untuk vektor 
bobot, baik vektor bobot di layer input maupun 
vektor bobot di layer hidden. Selanjutnya dilakukan 
forward propagation untuk menghitung output dari 
network. Perhitungan dimulai dari layer input, layer 
hidden dan layer output. Setelah didapatkan nilai 
output di layer output ok dan nilai output di layer 
hidden oh, selanjutnya dilakukan backward 
propagation untuk menghitung error di layer output 
δk (persamaan 7) dan layer hidden δh (persamaan 8). 
Pada persamaan (8), wkh adalah nilai bobot yang 
menghubungkan unit hidden dan unit output yang 
sesuai [17]. 
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Berdasarkan error yang diperoleh, 
dilakukan update vektor bobot di layer input 
(persamaan 9) dan vektor bobot di layer hidden 
(persamaan 10). Proses ini dilakukan secara iteratif. 
Banyaknya iterasi ditentukan berdasarkan jumlah 
epoch yang ditetapkan [17].  
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2.5 Particle Swarm Optimization (PSO) 
Metode PSO merupakan metode optimasi 
yang diinspirasi oleh perilaku ikan dan burung yang 
bergerak secara berkelompok. Dalam PSO, setiap 
individu diperlakukan sebagai partikel dalam space 
d-dimensi dan partikel-partikel tersebut memiliki 
posisi dan kecepatan. Sebuah partikel 
diimplementasikan sebagai sebuah vektor. Posisi 
sebuah partikel ke-i direpresentasikan sebagai 
Xi=(xi1,xi2,...,xid) dan kecepatan partikel ke-i 
direpresentasikan sebagai Vi=(vi1,vi2,...,vid). Proses 
update kecepatan setiap partikel diformulasikan 
seperti pada persamaan (11) dan update posisi 
masing-masin partikel diformulasikan seperti pada 
persamaan (12) [18].  
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Pada persamaan (11), vektor 
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merupakan posisi terbaik dari semua partikel (dalam 
populasi). Simbol lain yang digunakanpada 
persamaan (11) adalah w, c1, r1, c2 dan r2. Nilai w, r1, 
r2, c1 dan c2 secara berturut-turut adalah nilai inersia 
bobot, random dalam rentang [0,1] dan nilai 
konstanta. Penentuan posisi terbaik setiap partikel 
dan posisi terbaik partikel dalam populasi ditentukan 
berdasarkan nilai fitness function [18]. 
Dalam model prediksi yang dikembangkan 
pada penelitian ini, dimensi partikel adalah 32. 
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Dimensi ke-1 sampai ke-30 adalah fitur yang akan 
dioptimasi. Jumlah ini sesuai dengan jumlah fitur 
dataset kebangkrutan. Sedangkan 2 dimensi terakhir 
adalah nilai epoch dan nilai learning rate metode 
ANN (Voted Perceptron, Stochastic Gradient 
Descent dan Multilayer Perceptron). Nilai fitness 
function merupakan nilai akurasi dari masing-masing 
metode. 
   
3. SKENARIO UJI COBA 
Uji coba model dalam penelitian ini 
dilakukan dalam tiga skenario. Skenario pertama, 
model dibangun dengan menggunakan gabungan 
Voted Perceptron sebagai klasifier dan PSO sebagai 
metode optimasi yang menentukan fitur dan 
parameter epoch. Parameter epoch dicari dalam 
rentang [1, 100]. Performa dari model ini 
dibandingkan dengan performa Voted Perceptron 
yang menggunakan semua fitur (30 fitur).  
Skenario kedua dilakukan dengan 
membangun model gabungan antara Stochastic 
Gradient Descent dengan PSO. Parameter learning 
rate dicari pada rentang [0.001, 1] dan parameter 
epoch dicari pada rentang [1, 5000]. Sama seperti 
pada skenario sebelumnya, performa dari model ini 
akan dibandingkan dengan model Stochastic 
Gradient Descent yang menggunakan semua fitur. 
Skenario terakhir dilakukan dengan 
membangun model gabungan antara Multilayer 
Perceptron dengan PSO. Parameter learning rate 
dicari pada rentang [0.001, 1] dan parameter epoch 
dicari pada rentang [1, 1000]. Sama seperti pada 
skenario yang lainnya, performa dari model ini akan 
dibandingkan dengan model Multilayer Perceptron 
yang menggunakan semua fitur. 
Performa semua model diukur berdasarkan 
nilai accuracy dari 10-fold cross-validation. Hal ini 
dapat direpresentasikan bahwa nilai akurasinya 
merupakan nilai rata-rata akurasi dari 10 fold. 
Definisi accuracy seperti pada persamaan (13) 
berikut: 
 
dataseluruhjumlah
TNTP
accuracy

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(13)  
Dimana TP dan TN adalah jumlah data 
positif dan data negatif yang diprediksi secara tepat 
oleh klasifier. Pengembangan model dilakukan 
dengan menggunakan bahasa pemrograman Java. 
 
4. HASIL DAN ANALISA UJI COBA 
Hasil uji coba dari masing-masing skenario 
ditampilkan pada tabel 1. Dari tabel terlihat bahwa 
semua model  yang menggunakan gabungan metode 
ANN yang dioptimasi dengan menggunakan PSO, 
memiliki nilai akurasi yang lebih tinggi jika 
dibandingkan dengan nilai akurasi model yang tidak 
menggunakan seleksi fitur. 
Perbedaan akurasi antara model yang 
melakukan seleksi fitur dengan model yang tanpa 
melakukan seleksi fitur sekitar 11-19%.  
Perbandingan akurasi untuk skenario pertama, 
akurasi model Voted Perceptron + PSO berbeda 
signifikan secara statistik dengan akurasi model 
Voted Perceptron. Uji statistik menggunakan t-test 
dengan level signifikansi α=0.05. Uji statistik 
menunjukkan  hasil yang sama pula untuk skenario 
Stochastic Gradient Descent + PSO dibandingkan 
dengan Stochastic Gradient Descent dan  Multilayer 
Perceptron + PSO dibandingkan dengan Multilayer 
Perceptron saja. 
Jika perbandingan akurasi dilakukan untuk 
semua model, terlihat model Stochastic Gradient 
Descent + PSO mencapai tingkat akurasi yang paling 
tinggi, sebesar 75%. Sedangkan model dengan nilai 
akurasi terendah adalah model Voted Perceptron 
sebesar 53%. Nilai akurasi ini mendekati nilai 
prediksi random. Lebih jauh lagi,jika dibandingkan 
dengan metode yang berbasis Stochastic Gradient 
Descent dan  Multilayer Perceptron, metode  Voted 
Perceptron selalu mencapai nilai yang lebih rendah. 
Hal ini mungkin terjadi karena metode  Voted 
Perceptron tidak menggunakan learning rate. 
Dimana dengan adanya learning rate, model mampu 
mengeksplorasi solution space secara lebih baik. 
Akan tetapi, jika data bersifat linearly separable ada 
kemungkinan bagi  metode  Voted Perceptron untuk 
mencapai performa yang sebanding dengan varian 
ANN yang lain. Terlebih lagi, salah satu kelebihan 
dari metode  Voted Perceptron adalah kesederhanaan 
algoritma sehingga mudah untuk diimplementasikan. 
Jika dilihat dari sisi jumlah fitur, model-
model yang menggabungkan varian-varian ANN 
dengan PSO mampu mencapai akurasi yang lebih 
tinggi dengan menggunakan jumlah fitur yang jauh 
lebih sedikit. Jumlah fitur yang digunakan hampir 
20% saja dari keseluruhan jumlah fitur. Hubungan 
antara pengurangan jumlah fitur dengan peningkatan 
akurasi adalah sebagai berikut. Fitur-fitur yang 
terpilih oleh metode PSO merupakan fitur penting 
dan bersifat diskriminatif. Sedangkan fitur yang 
direduksibisa jadi merupakan fitur yang memiliki 
nilai sama antara data positif dan data negatif, 
sehingga cenderung bersifat noise. 
Pengurangan jumlah fitur ini tentunya akan 
menguntungkan dari sisi waktu komputasi. Karena 
model yang menggunakan fitur lebih sedikit secara 
otomatis akan menggunakan waktu komputasi yang 
lebih cepat. Memang dibutuhkan waktu lebih untuk 
menemukan fitur-fitur dan parameter-parameter yang 
lebih optimal, akan tetapi jika model sudah 
terbangun, proses untuk memprediksi apakah suatu 
perusahaan berpotensi bangkrut atau tidak dapat 
dilakukan secara lebih cepat. 
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Tabel 1. Perbandingan Akurasi dari beberapa 
model yang dikembangkan 
Model 
Rata-rata 
Akurasi 
Jumlah Fitur 
Voted Perceptron + PSO; 
epoch=3 
72.1% 6 
Voted Perceptron 
epoch=3 
53% 30 
Stochastic Gradient 
Descent + PSO; η=1, 
epoch=199 
75% 7 
Stochastic GradientDescent 
; η=1, epoch=199 
60% 30 
Multilayer Perceptron + 
PSO;  η=0.4, epoch=304 
73% 7 
Multilayer Perceptron 
η=0.4, epoch=304 
62% 30 
 
  
 
5. KESIMPULAN 
 
Dalam penelitian ini dikembangkan 
beberapa model klasifikasi untuk memprediksi 
kebangkrutan suatu perusahaan. Dengan adanya 
model prediksi dengan performa yang baik, 
diharapkan pihak kreditor, auditor, pemegang saham 
dan pihak manajemen perusahaan itu sendiri 
memiliki gambaran yang lebih baik tentang 
perusahaan yang sedang ditangani. Gambaran 
tersebut akan membantu pihak-pihak yang 
berkepentingan dalam mengambil keputusan. Untuk 
membangun model prediksi dengan performa yang 
baik itulah, maka pada penelitian ini dirancang 
beberapa model klasifikasi yang menggabungkan 
metode berbasis ANN (Voted Perceptron, Stochastic 
Gradient Descent dan Multilayer Perceptron) dengan 
metode PSO.  Metode-metode yang berbasis ANN 
bertugas sebagai klasifier dan PSO bertugas sebagai 
pemilih fitur dan penentu parameter-parameter 
(learning rate dan epoch) optimal model. 
Dari hasil ujicoba dapat dilihat bahwa model 
yang menggabungkan ANN dengan PSO terbukti 
memiliki performa yang cukup baik, yaitu sekitar 72-
75%. Performa terbaik dicapai oleh model Stochastic 
Gradient Descent+PSO, yaitu sebesar 75% dengan 
jumlah fitur sebanyak 7 fitur. Sehingga sapat 
disimpulkan bahwa untuk membangun sebuah model 
klasifikasi yang mampu memprediksi apakah sebuah 
perusahaan kemungkinan akan bangkrut atau tidak, 
diperlukan gabungan metode klasifikasi yang handal 
dan juga metode optimasi yang bertugas untuk 
memeilih fitur dan menentukan nilai parameter 
model. Kesimpulan yang lain adalah fitu-fitur yang 
dipilih oleh PSO dapat meningkatkan akurasi karena 
fitur tersebut merupakan fitur yang bersifat 
diskriminatif. 
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