We construct a family of weight functions on finite abelian groups that yield invertible MacWilliams identities for additive codes. The weights are obtained composing a suitable support map with the rank function of a graded lattice that satisfies certain regularity properties. We express the Krawtchouk coefficients of the corresponding MacWilliams transformation in terms of the combinatorial invariants of the underlying lattice, and show that the most relevant weight functions studied in coding theory belong, up to equivalence, to the class that we introduce. In particular, we compute some classical Krawtchouk coefficients employing a simple combinatorial method. Our approach also allows to systematically construct weight functions that endow the underlying group with a metric space structure. We establish a Singleton-like bound for additive codes, and call optimal the codes that attain the bound. Then we prove that the dual of an optimal code is optimal, and that the weight distribution of an optimal code is completely determined by three fundamental parameters. Finally, we apply MacWilliams identities for the rank weight to enumerative combinatorics problems, computing the number of matrices of given rank over a finite field that satisfy certain linear conditions.
Introduction
In coding theory, a MacWilliams identity expresses a linear transformation between the weight distribution of a code and the weight distribution of the dual code. MacWilliams identities are named after Jessie MacWilliams, who first discovered relations of this type for linear codes with the Hamming weight (see [22] ). Analogous identities were later established for several classes of codes by many authors.
Following e.g. [30] , [3] and [10] , an additive code C ⊆ G is a subgroup of a finite abelian group G, and the dual code C * ⊆Ĝ is its character-theoretic annihilator. Code and dual code are subsets of different ambient spaces, and therefore their weight distributions refer in general to different weight functions, say ω and τ , on G andĜ, respectively. Invertible MacWilliams identities hold when ω and τ are mutually compatible. In this case the ω-distribution of a code C and the τ -distribution of the dual code C * determine each other. The linear relations between the weight distributions are expressed by certain complex numbers called Krawtchouk coefficients. Their existence is guaranteed by the compatibility of the weight functions, but providing an explicit formula for them is difficult in general.
From the discussion above it apperas that two main problems in the area of MacWilliams identities for additive codes over groups are the following:
1. construct families of weight functions that are mutually compatible, 2. explicitly compute the associated Krawtchouk coefficients.
In the language of group partitions (see [10] and the references within), the two problems read as follows: construct families of Fourier-reflexive partitions on groups, and explicitey compute the associated Krawtchouk matrices. Several weight functions that are classically studied in coding theory provide examples of mutually compatible weights, and the various Krawtchouk coefficients have been computed by different authors employing ad hoc techniques.
Employing lattice theory, in this paper we introduce a class of mutually compatible weight functions on finite abelian groups, and study it employing combinatorial techniques.
A regular support is a function defined over a finite abelian group G that takes values in a graded lattice L with certain regularity properties. A regular support induces a weight on G via the rank function of L. We show that a regular support σ on G with values in L induces a regular support σ * on the character groupĜ with values in the dual lattice L * . This yields in particular a weight function onĜ via the rank function of L * . In this framework we prove that the weight functions on G andĜ induced by σ and σ * , respectively, are mutually compatible. Moreover, we express the corresponding Krawtchouk coefficients in terms of certain combinatorial invariants of the lattice L. In many interesting examples such combinatorial invariants are very easy to compute.
The most relevant weight functions studied in coding theory (such as the Hamming weight, the rank weight, the Lee weight on Z 4 , the exact weight on F n 2 and the homogeneous weight on certain Frobenius rings) belong, up to equivalence, to the family of weights that we introduce. This will allow us to compute the associated Krawtchouk coefficients with a simple combinatorial technique.
Using a specific example of support function (which we call chain support) we show how one can systematically construct Fourier-reflexive partitions and weight functions that endow the underlying finite abelian group with a metric space structure. This is particularly interesting for applications in coding theory.
We then consider groups G equipped with the weight function ω induced by a regular support, and establish a Singleton-like bound for additive code C ⊆ G. A code is optimal if it attains the bound. We prove that the dual of an optimal code is optimal, and show that the ω-distribution of an optimal code is determined by three fundamental parameters.
Finally, we study applications of MacWilliams identities for the rank weight to enumerative problems of matrices. We provide closed formulas for the number of k × m matrices over F q with given rank and satisfying one of the following conditions: a prescribed set of their diagonal entries are zero, a prescribed set of their entries sum to zero, their entries are zero in a rectangular region, they are symmetric, they are skew-symmetric. This generalizes some known results obtained with different methods by other authors.
The structure of the paper is as follows. In Section 1 we introduce codes, weight functions and partitions of groups. In Section 2 we briefly recall some results on finite posets, and introduce regular lattices. We define and study regular supports in Section 3. In Section 4 we show that regular supports produce compatible pairs of weights, and express the corresponding Krawtchouk coefficients in terms of certain combinatorial invariants of a lattice. In Section 5 we apply our approach to several weight functions that are studied in coding theory. Optimal codes are studied in Section 6, and enumerative problems of matrices are discussed in Section 7.
1 Groups, codes, and compatible weights Let (G, +) be a group. The character group of G, denoted by (Ĝ, ·), is the set of group homomorphisms χ : G → C * endowed with pointwise multiplication, i.e., for χ 1 , χ 2 ∈Ĝ,
The neutral element of (Ĝ, ·) is the trivial character ε ≡ 1 of G. The groups G andĜ are canonically isomorphic via the map ψ : G →Ĝ defined, for g ∈ G, by ψ(g)(χ) := χ(g) for all χ ∈Ĝ. It is well-known that when (G, +) is finite and abelian the groups (G, +) and (Ĝ, ·) are isomorphic, not canonically in general. In particular, |G| = |Ĝ|. Notice that for all n ≥ 1 we have G n =Ĝ n , where (χ 1 , ..., χ n ) ∈ G n is defined, for all (g 1 , ..., g n ) ∈ G n , by
Definition 1. Let G be a finite abelian group. A code in G is a subgroup C ⊆ G. The dual of C is the code C * := {χ ∈Ĝ : χ(g) = 1 for all g ∈ C} ⊆Ĝ. We say that C is trivial if C = {0} or C = G. The code generated by codes C, D ⊆ G is the code
The following remark summarizes some properties of duality. The proof is left to the reader.
Remark 2. Let C ⊆ G be a code. Then |C| · |C * | = |G| = |Ĝ|. Moreover, identifying G andĜ we have C * * = C. Finally, duality and sum of codes relate as follows.
1. Let C, D ⊆ G be codes. Then |C + D| = |C| · |D|/|C ∩ D|.
Definition 3. Let G be a finite abelian group. A weight on G is a function ω : G → X, where X is a finite set. The ω-distribution of a code C ⊆ G is the collection {W a (C, ω) : a ∈ X}, where W a (C, ω) := |{g ∈ C : ω(g) = a}| for all a ∈ X. Let ω : G → X and τ :Ĝ → Y be weights. We say that (ω, τ ) is a compatible pair if for every g ∈ G and b ∈ τ (Ĝ) the complex number
only depends on ω(g). If this is the case, then the Krawtchouk coefficients associated to (ω, τ ) are defined, for every a ∈ ω(G) and b ∈ τ (Ĝ), by
where g ∈ G is any element with ω(g) = a. When a / ∈ ω(G) or b / ∈ τ (Ĝ) we put K(ω, τ )(a, b) := 0.
Remark 4. Let ω : G → X, τ :Ĝ → Y be weights. Identifying G andĜ one has g(χ) = χ(g) for all g ∈ G and χ ∈Ĝ. Thus when (τ, ω) is a compatible pair the Krawtchouk coefficients associated to (τ, ω) are defined, for every a ∈ τ (Ĝ) and b ∈ ω(G), by
where χ ∈Ĝ is any character with
is the partition of G induced by ω. We say that weight functions ω : G → X and ω ′ : G → X ′ are equivalent if P(ω) = P(ω ′ ), and in this case we write ω ∼ ω ′ .
Moreover, it is easy to see that if (ω, τ ) is a compatible pair, then (ω ′ , τ ′ ) is also a compatible pair, and for all a ∈ ω ′ (G) and b ∈ τ ′ (Ĝ) one has
Thus the Krawtchouk coefficients associated to (ω ′ , τ ′ ) are essentially the same as the Krawtchouk coefficients associated to (ω, τ ), up to a suitable permutation. Thus some authors prefer to directly concentrate on group partitions when studying Krawtchouk coefficients (see e.g. [10] ). In coding theory however, given a "numerical" weight function ω : G → X ⊆ N, one naturally attemps to define a distance
It is easy to construct groups G and weights ω, ω ′ :
This is the reason why we prefer to work with weighs. From the point of view of the study of Krawtchouk coefficients, the partition approach and the weight approach are equivalent.
Compatible pairs of weights produce MacWilliams-type identities as follows.
Theorem 7 (MacWilliams Identities). Let G be a finite abelian group, and let ω : G → X and τ :Ĝ → Y be weights. Assume that (ω, τ ) is compatible. Then for all codes C ⊆ G we have
for all b ∈ Y . In particular, the ω-distribution of C determines the τ -distribution of C * .
Proof. In the language of [10] , we have that P(ω) is finer than P(τ ), the dual of the partition induced by τ onĜ (see [10] , Definition 2.1). Thus the result is implied by [10] , Theorem 2.7, along with the observation that follows its proof.
Remark 8. The fact that a pair (ω, τ ) is compatible does not imply in general that (τ, ω) is also compatible. This corresponds to the fact that the MacWilliams transformation is not always invertible. The most interesting scenario is when both (ω, τ ) and (τ, ω) are compatible, i.e., when ω and τ are mutually compatible. In this case the MacWilliams identities are invertible, and the ω-distribution of a code and the τ -distribution of the dual code determine each other.
Remark 6 and Remark 8 inspire the following problems in the area of MacWilliams identities over groups. The first two problems have already been mentioned in the introduction of this paper.
(P1) Construct weights ω : G → X and τ :Ĝ → Y such that both (ω, τ ) and (τ, ω) are compatible.
(P2) Compute the associated Krawtchouk coefficients.
(P3) Construct weights ω, τ such that both (ω, τ ) and (τ, ω) are compatible, and both d ω and d τ are distance functions.
In this paper we introduce a family of weight functions ω, τ such that both (ω, τ ) and (τ, ω) are compatible pairs. Moreover, for such weight functions we provide a combinatorial description of the corresponding Krawtchouk coefficients in terms of the invariants of a certain lattice (see Theorem 27) . It turns out that the most relevant weight functions studied in coding theory belong to the family that we introduce up to equivalence (see Section 5) . We also construct, for any finite abelian group G, weight functions ω : G → X ⊆ N and τ :Ĝ → Y ⊆ N such that (ω, τ ) and (τ, ω) are both compatible, and such that d ω and d τ are both distance functions (see Example 32). The main tool that we employ is lattice theory.
We conclude this section mentioning the product weight and the symmetrized weight induced by a weight function. See also Definition 3.1 and 3.2 of [10] .
Definition 9. Let ω : G → X be a weight, and let n ≥ 1 be an integer.
1. The product weight on G n associated to ω is the function ω n :
2. Choose an enumeration X = {x 0 , ..., x r } and for all (c 1 , ..., c n ) ∈ X n let cmp(c) := (e 0 , ..., e r ), where e i := |{1 ≤ j ≤ n : c j = i}| for all 0 ≤ i ≤ r. The symmetrized weight on G n associated to ω is the function ω n sym :
Compatibility of pairs is preserved by products and symmetrization, as we now show. The first formula of the following proposition also appears in the proof of [10] , Theorem 3.3(a).
Proposition 10. Let ω : G → X and τ :Ĝ → Y be weights, and let n ≥ 1 be an integer. Set r := |X| and s := |Y |. Assume that (ω, τ ) is a compatible pair. Then (ω n , τ n ) and (ω n sym , τ n sym ) are compatible pairs. Moreover, for all a = (a 1 , ..., a n ) ∈ X n and b = (b 1 , ..., b n ) ∈ Y n , and for all d = (d 0 , ..., d r ) ∈ {1, ..., n} r+1 and e ∈ {1, ..., n} s+1 we have:
Proof. Let (a 1 , ..., a n ) ∈ ω n (G n ) and (b 1 , ..., b n ) ∈ τ n (Ĝ n ). For any element (g 1 , ..., g n ) ∈ G n with ω n (g 1 , ..., g n ) = (a 1 , ..., a n ) one has
This shows that (ω n , τ n ) is a compatible pair, and proves the first formula in the statement. Now we study the symmetrized weight. Let (d 0 , ..., d r ) ∈ ω n sym (G n ) and (e 0 , ..., e s ) ∈ τ n sym (Ĝ n ), and let (g 1 , ..., g n ) ∈ G n with ω n sym (g 1 , ..., g n ) = (d 0 , ..., d r ). Using (1) we compute
where (a 1 , ..., a n ) := ω n (g 1 , ..., g n ). Up to a permutation of the entries of (a 1 , ..., a n ), without loss of generality we may assume a i ≤ a i+1 for all 1 ≤ i ≤ n − 1. Therefore (2) becomes
The expression above only depends on (d 0 , ..., d r ) and (e 0 , ..., e s ). This shows that (ω n sym , τ n sym ) is compatible, and proves the second formula in the statement.
Proposition 10 shows that the computation of the Krawtchouk coefficients of the pairs (ω n , τ n ) and (ω n sym , τ n sym ) reduces to the computation of the Krawtchouk coefficients of (ω, τ ).
Regular lattices
In this section we briefly recall some basic notions on posets and lattices, and propose a definition of regular lattice. See Chapter 3 of [28] for a general introduction to posets. Throughout this paper we only treat finite lattices. Given a poset (L, ≤) and S, T ∈ L, we write S < T for S ≤ T and S = T . We write S ⋖ T if S < T and there is no U ∈ L with S < U < T . In this case we say that T covers S.
Definition 11.
A lattice is a poset (L, ≤) where every S, T ∈ L have a unique meet and a unique join, denoted by S ∧ T and S ∨ T , respectively.
Meet and join of a lattice L = (L, ≤, ∧, ∨) define two binary, commutative and associative operations ∧, ∨ : L × L → L. In particular, for any non-empty finite subset M ⊆ L, the lattice elements {S : S ∈ M } and {S : S ∈ M } are well-defined. When L is finite (i.e., L is finite), we set 0 L := {S : S ∈ L} and 1 L := {S : S ∈ L}.
A finite lattice L is graded of rank r if all maximal chains (with respect to inclusion) in L have length r. We denote the rank of a graded lattice L by rk(L).
.., r}, and 0 L and 1 L are the only elements of rank 0 and r, respectively.
Using the fact that a lattice L and its dual lattice L * are anti-isomorphic, one can show that µ L * (S, T ) = µ L (T, S) for all S, T ∈ L (see e.g. [27] , Proposition 2.1.10). Now we introduce regular lattices.
Definition 14.
A finite graded lattice L = (L, ≤, ∧, ∨) of rank r is regular if the following hold.
(a) For all T ∈ L and for all integers 0 ≤ s ≤ r,
• the number of S ∈ L with ρ L (S) = s and S ≤ T only depends on s and ρ L (T ),
• the number of S ∈ L with ρ L (S) = s and T ≤ S only depends on s and ρ L (T ).
The main combinatorial invariants of a regular lattice are defined as follows.
be a regular lattice of rank r. Then for all integers 0 ≤ s, t ≤ r we set
where T ∈ L is any element with ρ L (T ) = t. For given integers 0 ≤ s ≤ t ≤ r we also define
where S, T ∈ L are any lattice elements with
A different notion of lattice regularity was proposed by Delsarte in [8] . The definition of Delsarte is motivated by coding theory applications via association schemes. Our approach is different from the approach of [8] .
The following result easily follows from the definitions and from the properties of the Möbius function. It expresses the parameters of the dual of a regular lattice L in terms of the parameters of L.
is regular of rank r, and for all 0 ≤ s, t ≤ r we have
We conclude the section with a convenient criterion to test regularity of a lattice without employing the Möbius function.
Proof. Property (a) of Definition 14 is immediate, and property (b) can be proved by induction on ρ L (T ) − ρ L (S) using the definition of the Möbius function.
Regular supports and duality
In this section we propose a definition of regular support on a finite abelian group, and establish some properties that we need in the sequel. In particular, we show that a regular support on a finite abelian group G induces a regular support on the character groupĜ. (
where S ∈ L is any element with ρ L (S) = s. Given a lattice element S ∈ L and a code C ⊆ G, we define
Now we show that the definition of regular lattice behaves well under dualization.
This shows that σ * (χ) is well-defined. We regard σ * as a function onĜ with values in L * . In particular, according to Notation 18, for S ∈ L we havê
Proof. Let χ ∈Ĝ be any character. As already shown, {S ∈ L : χ ∈ G(S) * } = ∅. Choose an enumeration {S ∈ L : χ ∈ G(S) * } = {S 1 , S 2 , ..., S t }. By property (D) of Definition 19 and the associativity of the join we have G(
The following crucial theorem summarizes the main properties of a regular support. In particular, it shows that a support on a group G with values in a lattice L induces a regular support on the character groupĜ with values in the dual lattice L * .
4. IdentifyingĜ and G we have σ * * = σ. Proof of Theorem 23.
1. Take any S ∈ L. If χ ∈ G σ (S) * then, by definition, S ≤ σ * (χ), i.e., σ * (χ) S. This shows G σ (S) * ⊆Ĝ σ * (S). Now assume that χ ∈Ĝ σ * (S), and let g ∈ G σ (S). We have σ(g) ≤ S ≤ σ * (χ), and so g ∈ G σ (σ * (χ)). Lemma 22 implies χ(g) = 1, and sô
2. The lattice L * is regular by Proposition 16, and the group (Ĝ, ·) is finite and abelian. Let ε be the trivial character of G. 
where the last equality directly follows from the definition of meet. As a consequence we have
. Taking the duals, by Remark 2 we obtain
. This is property (D). Let S ∈ L. By part 1 and Remark 2 we have
. This is property (E).
4. As before, part 1 and Remark 2 giveĜ σ * (S) * = G σ (S) for all S ∈ L. Hence, for all g ∈ G,
This concludes the proof.
We close this section with an example that shows that every finite abelian group admits regular supports.
Example 25 (Chain support). Let (L, ≤) be a finite chain, and let S 0 < S 1 < · · · < S r be the elements of L. For all i, j ∈ {0, ..., r} define S i ∧ S j := S min{i,j} and S i ∨ S j := S max{i,j} . Then L = (L, ≤, ∧, ∨) is regular lattice of rank r with:
for all 0 ≤ s, t ≤ r. Now let (G, +) be a finite abelian group, and let L = (L, ⊆, ∧, ∨) be a chain of subgroups of G, i.e., {0} = G 0 G 1 · · · G r = G, endowed with the structure of regular lattice described above. The chain support σ : G L is the function σ : G → L defined, for all g ∈ G, by σ(g) := G i , where i = min{0 ≤ j ≤ r : g ∈ G j }. It is easy to check that σ is a regular support. By definition, G σ (G s ) = G s for all 0 ≤ s ≤ r, and therefore γ σ (s) = |G s | for all s. Moreover, for any χ ∈Ĝ we have σ * (χ) = G i , where i = max{0 ≤ j ≤ r : χ ∈ G * j }.
Compatible weights from regular supports
A regular support σ : G L induces a weight function on G via the rank function of the regular lattice L.
Definition 26. Let σ : (G, +)
L be a regular support. The σ-weight on C induced by σ is the function ω σ : G → {0, ..., rk(L)} defined by ω σ (g) := ρ L (σ(g)) for all g ∈ G.
Now we state our main result.
L be a regular support, r = rk(L). The following hold.
1. The pair (ω σ * , ω σ ) is compatible. Moreover, for all i ∈ ω σ * (Ĝ) and j ∈ ω σ (G) we have
2. The pair (ω σ , ω σ * ) is compatible. Moreover, for all i ∈ ω σ (G) and j ∈ ω σ * (Ĝ) we have
Remark 28. Theorem 27 shows that a regular support σ : G L automatically yields compatible pairs of weights (ω σ , ω σ * ) and (ω σ * , ω σ ) on G andĜ. Moreover, it expresses the associated Krawtchouk coefficients in terms of the combinatorial invariants of the lattice L. This provides an answer to problems (P1) and (P2) on page 4. As we will see, in many relevant examples such combinatorial invariants are very easy to determine. In those cases Theorem 27 gives an effective method to compute the Krawtchouk coefficients.
Proof of Theorem 27. Throughout this proof, a sum over an empty set of indices is zero by definition. Let us first show part 1. Part 2 will follow easily. Fix any character χ ∈Ĝ, and let f, g : L → C be the complex-valued functions defined by
By the orthogonality relations of characters (see e.g. [21] , Lemma 1.1.32), for all T ∈ L we have
Therefore applying the Möbius inversion formula ( [28] , Proposition 3.7.1) to f and g we obtain
where the last equality follows from part 1 of Theorem 23. Thus for any integer 0 ≤ j ≤ r one has
Now we derive a convenient expression for α(s, j, χ). By definition,
By the properties of the rank function of the dual lattice (see Section 2) and the definition of
, and therefore α(s, j, χ) = µ ≤ (s, r − ω σ * (χ)) µ ≥ (j, s). Substituting this expression for α(s, j, χ) into equation (3) yields
By Remark 4, this shows part 1.
By Theorem 23, σ * is a regular support, and σ * * = σ when identifying G andĜ. Thus part 2 follows from part 1 applied to σ * :Ĝ L * , along with Proposition 16.
Remark 29. Let σ : G L be a regular support. In the language of [10] one can show that the partitions P(ω σ ) and P(ω σ * ) are both Fourier-reflexive and mutually dual. We do not go into the details of the proof.
Combining Example 25, Theorem 27 and Remark 29 we obtain the following simple result.
Corollary 30 (Fourier-reflexive partitions via subgroups). Let (G, +) be a finite abelian group, and let {0} = G 0 G 1 · · · G r = G be a chain of subgroups of G. Then
is a Fourier-reflexive partition of G of cardinality r + 1.
Under certain assumptions on the lattice L, the weight function ω σ associated to a regular support σ : G L induces a distance d ωσ on G. Recall that a finite lattice L = (L, ≤, ∧, ∨) is modular if for all S, T, U ∈ L with S ≤ U one has S ∨ (T ∧ U ) = (S ∨ T ) ∧ U . Clearly, the dual of a modular lattice is modular.
Proposition 31. Let σ : (G, +)
L be a regular support. If L is modular, then the function [28] , page 287). Thus by property (C) of Definition 19 we have
Example 32 (Chain support, continued). Let (G, +) be a finite abelian group, and let L be a chain We conclude the example giving a more explicit description of ω σ * . Let ν be the chain support on the character groupĜ associated to the chain {1} = G * r G * r−1 · · · Ĝ , which we denote by U . We have ω ν = ω σ * . Indeed, as already mentioned in Example 25, for a fixed χ ∈Ĝ we have σ * (χ) = G i , where i = max{0 ≤ j ≤ r : χ ∈ G * j }. Thus, by definition, ω σ * (χ) = ρ L * (σ * (χ)) = r − i. On the other hand,
MacWilliams identities in coding theory
In this section we show that many weight functions traditionally studied in coding theory are induced by suitable regular supports up to equivalence. We also employ Theorem 27 to easily compute the corresponding Krawtchouk coefficients with a combinatorial method. Most of them have been computed by other authors employing ad hoc techniques in the past. Theorem 27 provides a general method that applies to different contexts. The case of the rank weight (Example 36) is particularly interesting, as the standard method to compute the associated Krawtchouk coefficients is quite sophisticated (see [9] ). Theorem 27 allows to compute them in a simple way.
Example 33 (Additive codes with the Hamming weight). Let n ≥ 1 be a positive integer, and let [n] := {1, ..., n}. Then L = (2 [n] , ⊆, ∩, ∪) is a regular lattice of rank n. The rank function of L is the cardinality of sets. The parameters of L are given by 
.., g n ) ∈ G n . The weight induced on G n by the Hamming support is the Hamming weight ω H . For S ⊆ [n] and (χ 1 , ..., χ n ) ∈Ĝ n we have (χ 1 , ..., χ n ) ∈ G n σ (S) * if and only if χ s is the trivial character of G for all s ∈ S. Therefore σ * H (χ 1 , ..., χ n ) = {i ∈ [n] : χ i is trivial}. It follows
Thus in the following we write ω σ * H = ω H . Let G ⊆ G n be a code. Then Theorem 27 allows to compute the Krawtchouk coefficients for the Hamming weight as
for all 0 ≤ i, j ≤ n. By Theorem 7, for every code C ⊆ G n and for all 0 ≤ j ≤ n we have
These are the MacWilliams identities for the Hamming weight over a group.
Example 34 (Linear codes with the Hamming weight). Take G = F q in Example 33. Define the orthogonal of a linear code C ⊆ F n q by C ⊥ := {v ∈ F n q : w, v = 0 for all w ∈ C}, where ·, · is the standard inner product of F n q . One can show that W j (C ⊥ , ω H ) = W j (C * , ω H ) for all linear codes C ⊆ F n q . By Example 33, for all 0 ≤ j ≤ n we have
These are the MacWilliams identities for linear codes with the Hamming weight. See for instance Chapter 5 of [24] or Chapter 7 of [16] for equivalent formulations.
Example 35 (Modified exact weight). Let (G, +) be a non-trivial finite abelian group. Let σ denote the chain support on G associated to the chain {0} G. See Example 25. Let ω σ : G → {0, 1} be the induced weight. By the second part of Example 32, ω σ * is the weight onĜ induced by the chain support associated to the chain {1} Ĝ . If n ≥ 2 and G = F 2 , then the product weight ω n σ is the exact weight on F n 2 (see [24] , page 147). For a general G we obtain a weight that partitions the elements of the group G n according to the positions of their non-zero entries. With the aid of Theorem 27 and Example 25 one easily computes the Krawtchouk coefficients for (ω σ , ω σ * ) and (ω σ * , ω σ ) as
for all i, j ∈ {0, 1}. Proposition 10 also allows to compute the coefficients for the product and the symmetrized weight.
Example 36 (Linear codes with the rank weight). Let 1 ≤ k ≤ m be integers, and let G := Mat be the vector space of k × m matrices over F q . Denote by L the set of all subspaces of F k q . Then L = (L, ⊆, ∩, +) is a regular lattice of rank k. Notice that the join is the sum of subspaces. The rank function of L is given by ρ L (V ) = dim(V ) for all V ⊆ F k q (see [28] , page 281). The parameters of L are, for all 0 ≤ s, t ≤ k,
where the symbols in squared brackets are the q-ary binomial coefficients (see e.g. [1] ). The formula for µ L (s, t) can be easily proved by induction on t−s with the aid of the Gaussian Binomial Theorem ( [28] , equation (1.87) at page 74). An elegant argument that uses the fact that L is a geometric lattice can be found in [28] , Example 3.10.2. Denote by colsp(M ) ⊆ F k q the space generated by the columns of a matrix M ∈ Mat. Then σ rk : M → colsp(M ) is a regular support σ rk : Mat L with γ σ (s) = q ms for all 0 ≤ s ≤ k (see [25] , Lemma 26) . It is called the rank support. Let ω rk := ω σ rk be the rank weight, and set ω * rk := ω σ * rk for ease of notation. Employing Theorem 27, the Krawtchouk coefficients for (ω rk , ω * rk ) and (ω * rk , ω rk ) can be easily computed as
for all 0 ≤ i, j ≤ k.
Recall that the trace-product of matrices M, N ∈ Mat is M, N := Tr(M N t ), where Tr is the trace of matrices, and the superscript t denotes transposition. The orthogonal of a code C ⊆ Mat is C ⊥ := {M ∈ Mat : N, M = 0 for all N ∈ C}. One can show that if C ⊆ Mat is a linear code, then W j (C ⊥ , ω rk ) = W j (C * , ω * rk ) for all 0 ≤ j ≤ k. Thus combining Theorem 7 and equation (4) we obtain
for all 0 ≤ j ≤ k. These are the MacWilliams identities for linear codes with the rank weight, first established by Delsarte in [9] . Rank-metric codes were recently re-discovered for applications in linear network coding (see e.g. [26] ).
Example 37 (Lee weight on Z 4 ). The Lee weight on Z 4 is the function ω Lee : Z 4 → {0, 1, 2} ⊆ N defined by ω Lee (0) := 0, ω Lee (1) = ω Lee (3) := 1 and ω Lee (2) := 2. See [19] and [14] or Chapter 12 of [16] and the references within. Denote by σ be the chain support on Z 4 associated to the chain {0} Z 2 Z 4 . Then ω Lee ∼ ω σ . Let ζ ∈ C be a primitive fourth root of unity. Define the map ψ : Z 4 →Ẑ 4 by ψ(a)(b) := ζ ab for all a, b ∈ Z 4 . Then ψ is a group isomorphism, and it is natural to define the Lee weight onẐ 4 by ω * Lee :
Thus the Krawtchouk coefficients associated to (ω Lee , ω * Lee ) are the same as the Krawtchouk coefficients associated to (ω σ , ω σ * ), up to a permutation. They can be explicitely computed combining Example 25 and Theorem 27 as follows. We write K Lee for K(ω Lee , ω * Lee ).
Example 38 (Homogeneous weight on certain Frobenius rings). We denote the socle and the Jacobson radical of a finite (possibly non-commutative) Frobenius ring R by soc(R) and rad(R), respectively. See Chapter 6 of [18] for the main properties of Frobenius rings, or [12] and [11] for a coding theory approach. It is known that rad(R) is a two-sided ideal, and that soc(R) ∼ = R/rad(R) as rings. Moreover, if R is local, i.e., rad(R) is the unique maximal left and right ideal of R, then R/rad(R) is a field, called the residue field.
where each R i is a finite local Frobenius ring with residue field R/rad(R i ) ∼ = soc(R i ) of order q. Then R is Frobenius with soc(R) = t i=1 soc(R i ). The values of the homogeneous weight ω hom : R → R (see [7] , [12] , and [15] ) on R were explicitely computed in [11] , Proposition 3.8, as
where wt(a) := |{1 ≤ i ≤ n : a i = 0}| is the weight of a = (a 1 , ..., a n ).
From now on we assume q ≥ 3. In particular, we have ω hom (a) = 0 if and only if a = 0. Let [n + 1] := {1, ..., n + 1}, and
is a regular lattice of rank n + 1, where the rank function is given by the cardinality of sets. It is easy to see that the parameters of L are, for all 0 ≤ s, t ≤ n + 1,
The formula for µ L (s, t) can be proved by induction on t − s using the Binomial Theorem, as in Example 33. Define σ : R → L by σ(a) := [n + 1] if a / ∈ soc(R), and σ(a) := {1 ≤ i ≤ n : a i = 0} if a ∈ soc(R). One can check that σ : R L is a regular support with
for all 0 ≤ s ≤ n + 1. Moreover, ω σ ∼ ω hom . By Definition 5 and Remark 29, in the language of [10] we have P(ω hom ) = P(ω σ ), P(ω hom ) = P(ω σ * ).
Thus the Krawtchouk matrix K associated to the homogeneous weight partition (see Section 4 of [11] ) is given by
for all 0 ≤ i, j ≤ 2. Notice that K is defined up to a permutation of rows and columns. With the aid of Theorem 27, for n = 1 one obtains
The same matrix appears in [11] , and in [4] for R = Z 8 . To the extent of our knowledge the general formula that one obtains combining equation (5) and Theorem 27 is new. Notice moreover that L is modular, and therefore ω σ automatically induces a distance function on R by Proposition 31. For simpler Frobenius rings we can express the homogenous weight via a suitable chain support on the ring. For example, the homogeneous weight on a finite local Frobenius ring R is equivalent to the chain support associated to the chain 0 soc(R) R (see [2] or [11] for the values of the homogeneous weight on such rings).
Optimality
In this section we establish a Singleton-like bound for additive codes endowed with the weight function induced by regular supports. A code is optimal when its parameters attain the bound. We show that the dual of an optimal code is optimal, and that the distribution of an optimal code is determined by its parameters. This extends classical and well-known results for linear codes with the Hamming and the rank weight.
Throughout this section,
is a regular support, and r denotes the rank of L.
Definition 39. Let C ⊆ G be a non zero code. The minimum weight of C ⊆ G is the integer d ω (C) := min{ω(g) : g ∈ C, g = 0}.
We start with the Singleton-like bound. A non-zero code C ⊆ G is optimal if it attains the bound of Proposition 40. We need the following preliminary result.
Lemma 41. Let C ⊆ G be a code. Take any S ∈ L, and let s := ρ L (S). Then
Proof. By definition, C σ (S) = G σ (S) ∩ C, and Remark 2 implies
Again by Remark 2 we have |(G σ (S) + C) * | = |G σ (S) * ∩ C * | = |Ĝ σ * (S) ∩ C * |, where the last equality follows from Theorem 23. SinceĜ σ * (S) ∩ C * = C * σ * (S) by definition, equation (6) can be written as
The result now follows from |G|/|G σ (S)| = |G|/γ σ (s) = γ σ * (r − s), again by Theorem 23.
Theorem 42. Let C ⊆ G be a non-trivial optimal code. Then d ω σ * (C * ) ≥ r − d ωσ (C) + 2, and the code C * is optimal.
Proof.
Since C is an optimal code, we have |C| = |G|/γ σ (d − 1). Remark 2 and Theorem 23 imply
Let S ∈ L be any element with ρ L * (S) = r − d + 1. Then ρ L (S) = r − (r − d + 1) = d − 1, and so C σ (S) = {0}. Lemma 41 gives
where the last equality easily follows from equation (7) and Remark 2. Thus C * σ * (S) = {0}, and so the minimum weight of C * satisfies d
Therefore combining Proposition 40 applied to C * and σ * with equation (7) we obtain
.
We conclude this section showing that the distribution of an optimal code is completely determined by its parameters. Our proof uses MacWilliams identities written in a form that is less explicit than Theorem 7, but more convenient in this case. We start with a preliminary lemma.
Lemma 43. Let C ⊆ G be a code. Then for all integers 0 ≤ s ≤ r we have
Proof. We will count the elements of the set A := {(c, S) ∈ C × L : σ(c) ≤ S, ρ L (S) = s} in two different ways. On the one hand,
On the other hand,
and the formula follows.
Theorem 44 (Implicit MacWilliams Identities). Let C ⊆ G be a code. For all integers 0 ≤ s ≤ r we have
Proof. Fix an integer 0 ≤ s ≤ r. We have
where the two equalities follow from Lemma 43 and 41, respectively. For any S ∈ L we have ρ L (S) = s if and only if ρ L * (S) = r − s. Moreover, since σ * is a regular support by Theorem 23, Lemma 43 applied to C * and σ * gives
where the last equality follows from Proposition 16. Combining (8) and (9) we obtain
For i > s and j > r − s we have µ ≥ (s, i) = µ ≤ (s, r − j) = 0, and the theorem follows.
Now we can show that the ω σ -distribution of an optimal code is determined by its parameters.
Corollary 45. Let C ⊆ G a non-trivial optimal code. The ω σ -distribution of C is determined by |G|, r and d ωσ (C). 
In particular, Theorem 44 implies
for all d ≤ s ≤ r. This corresponds to a linear system of r − d + 1 equations in the
, and one can see that the matrix of the system is lower triangular with all ones on the diagonal.
Enumerative problems of matrices
In this section we show how one can employ the MacWilliams identities for the rank weight to answer some enumerative combinatorics questions on matrices over a finite field. Following the notation of Example 36, in the sequel k and m are integers with 1 ≤ k ≤ m, and F q is the finite field with q elements. We denote by Mat the km-dimensional vector space of k × m matrices over F q . Given an integer s ≥ 0 we set [s] := {1, ..., s}. The rank support on Mat is denoted by σ rk , and ω rk is the rank weight. We write "rank-distribution" for "ω rk -distribution". Up to a transposition, k ≤ m is not restrictive. All dimensions are computed over F q .
The trace-product of matrices M, N ∈ Mat is defined by M, N := Tr(M N t ), where Tr denotes the trace of matrices and t denotes transposition. The orthogonal of a linear code C ⊆ Mat is the linear code C ⊥ = {M ∈ Mat : M, N = 0 for all N ∈ C}. Let us first recall the MacWilliams identities (see [9] or Example 36).
Theorem 46. Let C ⊆ Mat be a linear code. The rank-distributions of C and C ⊥ satisfy
In particular, they determine each other.
The first enumerative technique that we employ is very simple. If f : Mat → F q is a non-zero F q -linear function, then ker(f ) ⊥ is a linear code generated by one matrix. Any two generating matrices have the same rank, say R f . Thus the rank distribution of the linear code C := ker(f ) ⊥ is
Therefore applying Theorem 46 to C := ker(f ) ⊥ one can explicitly compute the number of matrices of rank j in ker(f ) = C ⊥ for all 0 ≤ j ≤ k. More precisely, the following hold.
Corollary 47. Let f : Mat → F q be a non-zero linear map, and let R f be the rank of any matrix that generates ker(f ) ⊥ . For all 0 ≤ j ≤ k the number of rank j matrices in ker(f ) is
Example 48. Let f : Mat → F q be the linear map that sends a matrix to the sum of its entries. The orthogonal of ker(f ) is generated by the matrix whose entries are all ones. The rank of such matrix is clearly one. Therefore for all 0 ≤ j ≤ k the number of rank j matrices over F q of size k × m whose entries sum to zero is
It is now easy to extend Example 48 and obtain the following result.
where
and M (I) st := 0 otherwise.
The computation of the number of matrices over F q with given size, rank and zero entries in a prescribed region is an active research area in combinatorics and combinatorial statistics (see e.g. [13] , [17] , [20] , [29] and the references within). Such matrices can be regarded as q-analogues of permutations with restricted positions. It turns out that some instances of this problem can be investigated using MacWilliams identities for the rank support, as we now show.
Let us fix a convenient notation. The complement of a set For min{k ′ , m ′ } < i ≤ k ′ we have W i (C, ω rk ) = 0, and the result follows from Remark 50 and Theorem 46.
Up to a permutation of rows and columns, the matrices of Corollary 51 have all their non-zero entries contained into a Ferrers board. Matrices with this property have been widely studied in the literature (see [13] among the others).
Again concerning matrices with prescribed zero entries, a question of Stanley asks for the number of invertible matrices over F q having zero diagonal entries (see the Introduction of [20] ). The question was answered in [20] , Proposition 2.2, where the authors provide a formula for the number of k × m full-rank matrices over F q with zero diagonal entries. Notice that for diagonal entries of a rectangular matrix M we mean the entries of the form M ss for 1 ≤ s ≤ k. The following corollary extends Proposition 2.2 of [20] . Proof. Define C := Mat[I]. For |I| < i ≤ k we have W i (C, ω rk ) = 0, and for 0 ≤ i ≤ |I| we have
Thus the formula follows from Remark 50 and Theorem 46.
We conclude this section mentioning a concise method to compute the number of symmetric and skew-symmetric k × k matrices of given rank over F q . These numbers were computed by Carliz in [5] and [6] and by MacWilliams in [23] using ad-hoc recursive arguments. Our technique employs the Möbius inversion formula and the regularity of the lattice of subspaces of F k q , which we denote by L in the following (see Example 36).
Recall that a k × k matrix M is symmetric if M ij = M ji for all 1 ≤ i, j ≤ k and skewsymmetric if M ii = 0 and M ij = −M ji for all 1 ≤ i, j ≤ k. We denote by Sym and s-Sym the spaces of k × k symmetric and skew-symmetric matrices over F q , respectively. Lemma 53. Let S ⊆ F k q be any s-dimensional subspace. Then {M ∈ Sym : σ rk (M ) ⊆ (S)} has dimension s(s + 1)/2 over F q .
Proof. Define V := {x ∈ F k q : x i = 0 for i > s} ⊆ F k q . There exists an F q -isomorphism g : F k q → F k q such that g(S) = V . Let G ∈ GL k (F q ) be the matrix associated to g with respect to the canonical basis {e 1 , ..., e k } of F k q . Since G is invertible, M → GM G t is an F q -linear automorphism of Sym that preserves the rank support of matrices. As a consequence, dim({M ∈ Sym : σ rk (M ) ⊆ (S)}) = dim({M ∈ Sym : σ rk (M ) ⊆ (V )}) = s(s + 1)/2, as claimed.
We can now compute the number of symmetric k × k matrices over F q of rank i as follows. For any subspace T ⊆ F k q define f (T ) := |{M ∈ Sym : σ rk (M ) = T }| and g(T ) := S⊆T f (S). By Lemma 53, for all S ⊆ F k q we have g(S) = q s(s+1) , where s := dim(S). Therefore applying the Möbius inversion formula ( [28] , Proposition 3.7.1) to the functions f and g we obtain, for any given i-dimensional subspace T ⊆ F k q ,
The expected result is now obtained summing over all the i-dimensional subspaces T ⊆ F k q . A similar argument applies to skew-symmetric matrices. The final result is the following.
Proposition 54. The number of symmetric and skew-symmetric k × k matrices over F q of rank i is, respectively, One can also observe that the spaces of k × k symmetric and skew-symmetric matrices over F q are orthogonal to each other. Therefore the rank distributions of symmetric and skew-symmetric matrices are related by a MacWilliams transformation. More precisely, the following hold.
Corollary 55. For all integers 0 ≤ j ≤ k we have
