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linear structure with the dynamics. Kalrnan accomplishes this by defining a new 
operation-convolution  the state space which is compatible with the R-module 
structure. We, on the other hand, work with the monoid of transformations induced 
on the state space by the dynamical action of the inputs. As has been observed by 
Kalman [5, 6], the dynamical action is not compatible, in a classical sense, with the 
structure of the state space as an R module. We find, however, a new compatibility 
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We will assume that the reader is familiar with linear algebra and the basics of 
category theory (MacLane and Birkhoff [4, Chapter 15], Freyd [3]). A knowledge of 
the algebraic theory of linear systems (Kalman, Falb, and Arbib [8, Chapter 10]) 
and algebraic automata theory (Krohn and Rhodes [2], Arbib [10, Section 3.4 and 
Chapter 8]) will help the appreciation ofthe results, but is not essential. 
1. R-AFFINE MAPS AND R-LINEAR TRANSITION SYSTEMS 
Throughout his paper, R will denote a fixed commutative ring with identity and 
~'R the category of R modules. Function arguments are written on the left or on the 
right as in convenient and when there is no danger of confusion we write composition 
of functions as juxtaposition. 
(1.1) In automata theory one studies next-state functions 3 : X • U-+ X, where 
U, X are sets (of inputs and states, respectively), and 3 is a set-theoretic function. 
Intuitively, if at time t the state of the system is x ~ X and the input is u ~ U, then 
at time t + 1 the state of the system is (x, u) 3. 
Let endo(X) be the set of all maps of X into itself. Then one passes from 3 to a 
function ~ : U --~ endo(X) : u ~ 3 u, where (x) 3 u ~- (x, u) 3 for all x ~ X. Hence 
automata theory studies the category 5 P of sets and ~ is an 5 p morphism 
U-+ hom ~(X,  X) ~-- endo(X). 
(1.2) A discrete-time, time-invariant linear dynamical system over R is a six-tuple 
(U, X, Y, F, G, H), where U, X, Y are R modules (of inputs, states, and ouputs, 
respectively) and F : X -+ X, G : U --* X, and H : X ~ Y are R-linear maps. 
Intuitively, if at time t the state of the system is x t ~ X and the input is u t ~ U, then 
at time t + 1 the state of the system is 
Xt+l = Fxt .3f_ Gut, 
and the output at time t is 
y~ ~ Fx~ . 
(See Ref. [8, Chapter 10] for a thorough discussion.) 
For the purposes of the present discussion we may ignore the output map H and 
define the analog of the map 3 of (1.1) by 
3 :X•  U--+X:(x ,u)~--~Fx +Gu.  
Since F and G are R-linear, it follows that 3 is R-linear as a function of two variables. 
We are thus led to the following 
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(1.3) DElUNITION. An R-linear transition system is a triple (U, X, 3), where U 
and X are R modules (of inputs and states, respectively) and 3 (the next-state function) 
is an R-linear map (i.e., and de' R morphism), 
3 :X  • U---~X. 
One is tempted to imitate the automata-theoretic construction of ~ in the linear 
case, replacing the category 5 r by s/g R . However, this approach breaks down since 
for an R-linear next-state function 3, ~ is not R-linear and thus not a morphism in 
J/d R . A little reflection shows (this was first pointed out by Arbib and Zeiger [9]) that 
3" is R-affine as in the following definition: 
(1.4) DEFINITION. Let X1, X 2 be R modules. A map a : X 1 --> X 2 is R-affine 
if and only if there exists an R-linear map a* : X 1 -+ X 2 and element b~ of X 2 such 
that for all x I ~ X1, 
(xl) ~ = (xa) ~e + b~. 
Note that b~ = (0) ~ and that ~e is uniquely determined by a and is called the trace 
of ~. 
(1.5) Let ~ : U --~ 3(U) : u --~ 3 u. We would like to define addkion and scalar 
multiplication in ~(U) so that ~ will be R-linear. Some reflection shows that the proper 
definitions are 
(x)(3-1 + 3-2) = (x) 3 ~ + (x) 3-2 _ (x) 3 ~ (1) 
(x)(r "3 u) = r "(x) 3" --  r "(x) 3 0 -[- (x) 3 ~ (2) 
The "correction terms" on the right sides of (1) and (2) are necessary because 3 is not 
bilinear, but linear in both arguments. 
The definitions above may seen unnatural, but they are an instance of a very simple 
lemma which we state next: 
(1.6) LEMMA. Let X1,  X 2 be R modules and 7:X  1 --~ Xz an R-linear map. 
Let A~(X1, X~) be the set of all R-affine maps X 1 --,- X 2 with trace 7. Then A~(X1, X2) 
is an R module and is, in fact, isomorphic to X 2 . 
Proof. Consider the map 
A : ~/~(X~, X , )  ~ X ,  : ~, ~ b~ = (0)~. 
Since a* = 7 for all a e A~(X1, X2) , A is bijective. We may thus carry the R-module 
57~]4/6-3 
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structure of X 2 back through A -1 and make A~(X1, X~) an R module. In terms of the 
pointwise operations, the addition and scalar multiplication in A~'(X1, Xz) are 
(x)(fl +fz)  = (x) f  1 + (x)f~ -- (x) 9/, 
(x)(r . f )  = r .  (x ) f - -  r .  (x) 9 /+ (x) 9/ 
for all f, f l  ,f~ e A~(X1, X~), r ~ R, and x e X x . 
Since for all u E U, 6 u is R-affine with trace 6 ~ we see that the correct analog of 
Endo(X) in the linear case is Ag~ X).  Thus 
(1.7) FACT. For any R-linear transition system (U, X,  6), the map 
: U--* A*~ X)  : u ~ 6 ~ 
~R-linear. 
(1.8) Let R[z] be the ring of polynomials in the variable z over R (this notation 
originates in the 'z transform' and is entrenched in the literature on linear systems 
theory). An R[z] module X is determined by an "underlying" R module X (viz., the 
set X considered as an R module) and the action 9/: X --~ X : x ~-~ z 9 x which is 
R-linear by the module axioms. The next result, which is a trivial extension of (1.6), 
gives a new representation for R[z] modules using affine maps: 
(1.9) FACT. Let X be an R[z] module and let 9/ : X- -~ X be the map defined by 
(x) 9/ = z 9 x. Then Av(X, X) is an R[z] module isomorphic to X. Conversely, i f  X is an 
R module and 9/: X -* X is an R-linear map, X can be made into an R[z] module by 
defining the action z 9 x = (x) 9/, and then X is isomorphic to the R[z] module A~( X,  X).  
Proof. Carry the R[z]-module structure of X through the bijection A to A~(X, X), 
where A is defined in the proof of (1.6). 
2. R MONOIDS 
(2.1) The basic algebraic construct in automata theory is the transition monoid 
T(3) (sometimes called the semigroup) of a transition system. To define it, extend 6 
to a map 6" : X • U* --~ X : (x, 7/) ~ x 9 ~ where U* is the set of all finite sequences 
of elements of U, including the null sequence 1, by 
x ,1  =x ,  
x 9 (~u) = (x '  n, u) 3 for all x ~ X, 
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and where for ~ ~ U*, u ~ U, ~Tu is the concatenation of ~7 by u to the right. T(8) is 
the monoid of maps induced on the state space by the action of input sequences. 
Precisely, U* is a monoid under concatenation which acts as a monoid of trans- 
formations on X via 8*. T(8) is the abstract monoid obtained by making the action 
of U* on X faithful, i.e., T (8 )= U*/R  where ~1R~2<=> (x, ~1)8" = (x, ~)8*  
for all x ~ X. 
One can mimic the same construction in the linear case. However, as has been 
observed by Kalman (see Ref. [5, Section 3]), the monoid operation is not compatible 
with linearity in the sense that the triple (U*, q-, -), where 9 is concatenation, is not a 
ring,and consequently T(8) is not a ring either. 
Kalman resolves the conflict by abandoning concatenation althogether. He makes 
the observation that the R module X becomes an R[z] module if one defines 
z 9 x = (x, 0) 8 =- (x) 8 ~ for x e X. Kalman uses the module machinery to provide a 
unified framework for linear systems theory, giving simplified proofs for many classical 
results (see Refs. [8, Chapter 10] and [6]). The disadvantage of the module approach 
is the fact that it works only for linear (and possibly, in a generalized form, multi- 
linear) systems and does not fit into a more general theory of systems. 
We would like to retain the dynamical action (i.e., the action of U* on X via 8*) as 
basic and obtain a structure as close to the transition monoid as possible. The key 
observation is that there is a compatibility relation between concatenation and the 
linear operations as follows. If U is an R module, U* is not an R module, since there 
is no way to define addition of sequences of different lengths so as to form an additive 
group. However, for each n >/0,  U *, the set of sequences of elements of U of length 
n (with U ~ = {1}, where 1 is the null sequence), is an R module under the obvious 
componentwise operations. (That is, U n is isomorphic to the Cartesian product 
U • U • ." • U (n times).) Thus we can view U* as a sequence (U ~ U1,..., Un,...) 
of R modules. Furthermore, for all m, n >~ 0, the surjective (in fact bijective) map 
("multiplication") 
lr . . . .  :Um • Un ~ U~+n : (~:, ~7) ~ ~'1 (concatenation) 
is R-linear (as a function of two variables). Furthermore, the multiplication is 
associative in the following sense: For all m, n, p ~ O, the diagram 
U~ • U, ~ • Uv ~,,,• Um+n Uv 9 > X 
im x rrn.~ 1 ~ #ra+n., 
U m • U n+~ ~ Um+'~+~ 
(*) 
(where im: U TM ~ U ~ and i~ : U r ~ U ~ are the identity .Zr R morphisms) commutes 
in dr' R . Thus we are led to the following definition. 
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(2.2) DEFINITION. An R-linear bundle monoid (in short, an R monoid) is a sequence 
(M0, M 1 ,..., Mn ,...) of R modules (a so-called "graded module") and a double 
sequence of maps ("multiplication") 
rr,.,. : Mm X M.  --~ M,,,+. : (u, v) ~-* uv, m, n >/0  
satisfying 
(1) *r.n.n is R-linear and surjective; 
(2) M o is the trivial R module and for all n ~ 0 and v E M~,  Av  = vA  = v, 
where A is the zero element of M o ; 
(3) For all m, n, p >~ O, u ~ Mm , v ~ Mn , w ~ M~ , (uv) w = u(vw) (or equiv- 
alently, a diagram corresponding to (*) commutes in ~t'R). 
Let M and M'  be R monoids with multiplications zr, rr', respectively. Then a 
morpkism cp : M --~ M'  is a sequence 
%~ : M~--~ M, /  , n >~ O, 
of JCg'R morphisms uch that for all m, n ~ 0 the diagram 
commutes in dr' R . 
Mmx Mn ~"'",  M,,+n 
M,,' X Mn' , M~+ n 
t 
qrm .n  
The composition rule for morphisms of R monoids is given by the obvious formula 
(~0~')n ---- rpn~%'. 
We call a morphism q~ of R monoids injective (surjective) iff ~,~ is injective (surjective) 
for all n >~ 0. 
Let M be an R monoid. A sub-R-monoid of M is an R monoid N such that there exists 
an injective morphismj : N -+ M. 
It is easy to see that the R monoids together with their morphisms form a category 
which we denote by M R. 
(2.3) Remark. The definition of an R monoid resembles the classical definition of a 
graded algebra. A graded algebra (see, e.g., MacLane and Birkhoff, Ref. [4, 
Chapter 16)] is a graded module with a double sequence of maps 7rm.n satisfying (3) 
above and also (2) without the requirement that M 0 is the trivial module but where (1) 
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is replaced by the requirement that ~r~.n is bilinear. As far as we know, the notion of R 
monoid is new. 
(2.4) Our strategy will be to construct he analog of (2.1) in the category M a of R 
monoids. In the automata case, the construction of the quotient monoid U*/R amounts 
to defining a monoid homomorphism ~* : U* --* endo(X) : 7/-~ 8 *n, where 8*n(x) = 
(x, .1) 3", and where endo(X) is considered a monoid under composition of functions. 
Then U*/R = ~*(U*). 
To obtain the analog of the above for linear systems, we have to replace the monoid 
homomorphism ~* by a morphism (30, gl ,..., ~- ,...) of R monoids. To do this, we 
first replace the map 3" of (2.1) by a sequence 8" = (80 , 81 .... ,8,  .... ) where 
8n :X  • U" -+X:  (x , *1)~x. ,1  
for all n ~ 0. By definition, 8 0 : X • U ~ -+ X : (x, 1) ~-+ x for all x ~ X, 31 = 8, and 
(x, *1u) 8.+1 = ((x, .1) 8 . ,  u) 8 
for all x ~ X, .1 ~ U", and u ~ U. Since 8 is R-linear, it follows inductively that 3 n 
is R-linear for all n ~ 0. Next, we define for each 7/e U" 
3n" :X - -+ X :  x~--~ x " *1 , n >/1 ,  
and a straightforward computation shows that 3~" is R-affine with trace 
(3o)n = ~o o 3o . . . . .  8o (n times). 
Let E~n(X) = A(~~ X) n /> 1 and let Es(X) be the graded module ({1}, E~I(X), 
E~2(X),..., Efl~(X),...), where 1 is the identity dgg R morphism on X. We need the 
following lemma: 
(2.5) LEMMA. Let X i  , i = 1, 2, 3, be R modules; ~'1 : X1 ~ X2 and 72 : X2 --~ X3,  
did R morphisms. Then for all f l  ~ A~,(X1, X2) and f~ E A~*(X2 , Xa), f l  ~ is n-affine with 
trace 71 ~ 72 9 
Furthermore, the function 
~ : A~(X~ ,X~) • A~(X2 ,Xa)--~ A~'~(X1,Xa) : (fl ,f2) ~--~fl o A 
is R-linear and surjective. 
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Proof. Let x e X 1 ; then 
(x) f to  f2 -- (0) fxo f2 -- [(x) fx] f2 -- [(0) fx] f~ 
= [[(x)f~]f2e + (0)f21 -- [[(0)f~]f2 #+ (0)f23 
= [(x) fd  f** - [(o) fd A ~ 
= (x)fl*f2~. 
To prove the R-linearity and surjectivity of rr, we carry it back through A and observe 
that the resulting map is R-linear and surjective. Precisely, define 
~ : x~ • &-~ x~: ((A) ~, (f~) z) ~ (Af2) ~. 
Since (f~f2) A = ((O)f~)f~ = ((0)fl))'2 + (0)f2 = ((fx) A) rz + (f2) A, 7r z is R- 
linear, and since for all x a z X 8 , (0, x3) 7r z = xa, it follows that zr z is surjective. 
Q.E.D. 
(2.6) By the preceding Lemma, for all m, n /> 0, the map 
~. .  : E~(X) • E?(X)~ ET+"(X); (A ,f~)-~Af2 
is R-linear and surjective. Furthermore, associativity (in the sense of (*)) is clear by the 
associativity of composition of functions. Since, furthermore, 1 is the identity map, it 
follows that E~(X) is an R monoid. 
Let 3n : Un --+ E,n(X)  : '7 ~-+ 8,~', n >/O. 
(2.7) PROPOSITION. U* and Ea(X) are R monoids and ~* = (~o, ~1 ..... ~, .... ): 
U* ~ Ea(X) is a morphism in M R. 
Proof. That U* and Ea(X) are R monoids was proved in (2.1) and (2.6). We prove 
the R-linearity of ~n by induction on n. ~o is trivially R-linear and ~x = ~ is R-linear 
by (1.5). Assume ~,~ is R-linear and let 7 h = ~h'U, ~ = ~lz'v be elements of U~+I; then 
(x) ~',+"~.+~ = (x, (,h' + ~;)(u + v)) ~.+~ = ((x, ~ '  + ,7() ~. ,  u + v) 
= ((x) sU  ~ , u + ~) 
= ((x, ~/() ~,~ + (x, ~/~') 3~ -- (x)(3~ ~, u + v) 3 (linearity of 3~) 
= ((x, *h') 3~, u) 3 + ((x, ~/2') 3~, v) ~ -- @)(80) "+1 (linearity of 3) 
= (x)(8~1 + 8~1). 
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Homogeneity of~ is proved by a similar argument. Finally, the commutativity of the 
diagram 
U ~'~ • U ~ ~,..,, ~ Urn+ ~ 
E;"(X) • , 87 +" (X) 
t 
~ ,a jn  
follows easily by induction. 
(2.8) FACT. For any morphism 9~ : M---~ N of R monoids there exists a factorization 
rp 
M ,N  
Im(~o) 
in M R such that e. is surjective, j . is injective, and for any other factorization 
qo 
M >N 
</  
M'  
in M R, where either q)' is surjective or q~" is injective, there exists a unique surjective 
morphism e : M '  ~ Im(~o) of R monoids for which 
Mp 
\ /  
Im(~o) 
commutes in M R. 
The proof is standard and will be omitted. 
(2.9) DEFINITION. Let ~ be an R-linear next-state function. The R monoid 
Im(~*) is called the transition R-monoid of 3 and will be denoted by T(3). 
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(2.10) Remark. Cayley's theorem states that any monoid is isomorphic to a 
monoid of maps and the isomorphism is given by the right regular representation 
S --+ Endo(S) : s --+ Rs,  where S denotes the set of elements underlying S and where 
R8 is right translation by s, i.e., (s ' )R s = s's for all s '~ S. We have observed in 
Section 1 that the correct analog of Endo(X) for R-linear transition systems is 
A~~ X).  Thus the analog of Cayley's theorem should be that any R monoid is 
isomorphic to an R monoid of affine maps. We can construct he analog of the right 
regular representation as follows: 
Let M = (M0, M 1 ,..., M n ,...) be an R monoid and let On be the zero element of 
Mn,  n ~ 0. Then for all m ~> 0, On induces an R-linear map Ro,  : M,~ --+ M,,+n : 
9 /--~ ~On. Furthermore, Ro,  ~- (Rol)n. Let us denote R o by ~. For ~ ~ Mn, let 
R e : Mm --+ M,~+n be the map defined by ~ --~ ~;  then R e ~ ~"(Mm,  Mm+n). Further- 
more, it is easy to check that the map R : Mn --+ A~"(Mm, M~+n) : ~ --~ Re is R-linear 
but it is not necessarily injective. Hence the analog of Cayley's theorem does not hold 
for R monoids. 
However, by definition, T(3) is a submonoid of E~(X) and thus is isomorphic to an 
R-monoid of affine maps. 
(2.11) Remark. We have constructed, given an R-linear transition system (U, X, 
3), a triple (U*, X, 3*) where 3* = (30,8~ ..... 3 . . . . .  ) is a sequence of R-linear maps 
3n : X • U"-+ X.  
This can be generalized, replacing U* by an arbitrary R monoid. Such a generalization 
has proved useful in ordinary automata theory (see, e.g., Ref. [11], where the set U* 
is endowed with a different multiplication). Formally, we introduce the following 
definition: 
AgeneralizedR-linear transition system is a triple (W, X, A), where Wis an R monoid 
called the input R monoid, X is an R module called the state space, and A is a sequence 
A = (A0, A 1 ,..., A ,  ,...) of R-linear maps 
satisfying 
(1) 
(2) 
A,  : X • W,--+ X : (x, ~)-+ x '~ 
x" A = x for all x r X, where {A} = W 0 ; 
X"  (TIl'q2) = (X"  71) " "q2 for all x r X, ~h, ~/2 ~ W. 
Let (W, X, A) be a generalized R-linear transition system. For each n ~ 0 and 
~/~ W~, let 
An" : X ' -~ X : x-'~ x " ~q. 
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It follows easily that An ~ is R-affine with trace A ~ where O n is the zero of W n . Since 
by definition A~ o A~ = --~,+nAnl'~, we have 
A ~ (A~O". 
Let BAn(X) AAOn[ ~" . . . .  t. , X); then BA(X) = (BA~ EAx(X),..., EAn(X),...) is an 
R monoid and the sequence 
An: W,--~ EA'(X) : ~I-~ Ac ,  n >~ O, 
of R-linear maps determines an MR-morphism 
.,~* : W--+ EA(X ). 
The image of ~i* will be called the transition R monoid of A. 
The special case of proposition (2.7) is obtained by taking W = U*. Thus we are 
faced with the task of characterizing U* in the category M R. 
3. THE FREE R MONOIDS 
In the automata case, U* is characterized as the free monoid over U. In the linear 
case, U* is also "free." To state this property formally we need the following 
definition: 
(3.1) DEFINITION. Let g be a category. A category ~ is g-concrete if and only if 
there is a faithful functor S : ~ --~ g (the forgetful functor). (A functor S is faithful 
iff for any two morphisms f, g with a common domain and a common co-domain, 
S( f )  = S(g) implies f = g.) 
I f  d is g-concrete and X is an object of g,  a free d object on X is a pair (F(X), fx), 
whereF(X) is an object o fd  andfx : X--+ S(F(X)) is a g morphism such that for any 
d object A and any g morphism g : X -+ S(A), there exists a unique d morphism 
g* : F(X) ~ A such that 
x Ix, S(F(X)) 
s(A) 
commutes in g .  
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It follows easily that F(X) is unique up to ismorphism. By abuse of language we will 
call every d object of the form F(X) a free object. 
This definition seems overelaborated and we demonstrate its usefulness by the 
following two examples: 
a. The free monoids. Here cg is the category of 5f of sets and d is the category of 
monoids. Given a monoid M, S(M) is the underlying set and given a morphism 
f :  M 1 - - -*  M S of monoids, S( f )  is the set-theoretic function S ( f ) :  S(M1)--~ S(M2) 
underlyingf. S is faithful s incef is clearly determined by S( f ) .  
Given a set X, the free monoid F(X) = X* is the monoid of all finite sequences of 
elements of X (including the empty sequence which we denote by 1) under concatena- 
tion. Every map g : X ~ S(M) from X into a carrier S(M) of a monoid M can be 
"extended" in a unique manner into a morphism of monoidsg* : X* --+ M byg*01x ) = 
gt01 ) g(x) for ~ c X*, x ~ X where the operations are concatenation in X* and multipli- 
cation in M. Let fx :X- -+ S(X*):x~--~(x), where (x) is the sequence of length 1 
consisting of x alone. Then the fact that gt is an extension of g is equivalent to the 
commutativity of the diagram 
x Sx, s(x*) 
~+s(e)  
S(M) 
in the category of sets. In other words, any morphism of monoids from X* into M is 
determined by its values on the sequences of length 1. This property characterizes X* 
up to isomorphism. In the case of monoids, an equivalent and more traditional defini- 
tion of a free object is that there are no relationships between its elements (i.e., that a 
certain product of some elements i  equal to another product of others) besides those 
following from the monoid axioms. The latter definition depends on particular 
properties of the category of monoids and does not generalize. 
b. Let d be the category of R[z] modules and c~ the category Jr '  R of R modules. 
For an R[z] module M, S(M) is the set M considered as an R module and for a 
morphism f : M a ~-~ M S of R[z] modules, S(f)  is the underlying morphism of R 
modules S(f)  : S(M1) --~ S(M2). As in example (a), S is faithful sincef is determined 
by S(f). 
Given an R module X, F(X) = ~ is the set of all sequences of elements of X (i.e., 
functions from the nonnegative integers into X) which are nonzero for a finite number 
of indices where addition and scalar multiplication by elements of R are pointwise and 
where for w = (w0, w t ,..., wn ,...) ~ 2, z -  w = (0, w 0 , gO 1 ,...), Let fx : X ~ S(g2): 
x ~-~ (x), where (x) = (x, 0, 0,..., 0,...) ~ g2. Given a morphism g : X ~ S(A) of R 
modules, where A is an R[z] module, g*(wo, w I ,..., w n .... ) = g(wo) + zg(wl) + 
9 ". +zng(w,), where n is the largest index for which w, ~/z 0. It is easy to see that gt 
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is uniquely determined by the requirement that it be a morphism of R[z] modules and 
that the diagram commute. 
The above notion of a free R[z] module over an R module and the dual notion of 
co-free object are the starting point of the investigation in Ref. [12]. 
(3.2) Define a functor (the forgetful functor) S : MR--+ ~'R as follows: For any 
R monoid M, S(M)  = 2141, and for any M R morphism % S(~) = ~o 1. Clearly, S is a 
functor and to show that it is faithful we need the following lemma: 
(3.3) LEMMA. Let 9, q~' : M-+ M'  be M R morphisms; then ~1 = q~l' implies q~ =- q/. 
Proof. By hypothesis ~0~ = ~n' for n = 0, 1. We proceed by induction. Assume 
(pn = %,' and let zr, 7r' be the multiplications of M, M' ,  respectively. Since both 9 and 
~o' are M R morphisms, the diagram 
Mn • M1 ~n,1 > Mn+l 
M~' • M i' , M~+ 1 
~Tn,1 
commutes in-///R, so 7rn.19n+ 1 ----zrmlg~+ 1 . But 7rml is surjective and thus epic, 
t t hence 9~+1 = 9~+1 9 Thus 9 ---- 9 .  Q.E.D. 
(3.4) PROPOSITION. Let U be an R module; then U*, or more precisely, the pair 
(F(U),fv), where F(U) ---- U* and fv  is the isomorphism U ~'~ U 1, is the free R monoid 
over U. In particular,for any R monoid M such that S( M)  = U, there is an 1~ R morphism 
: U* -~ M for which 91 is the identity, and therefore ~ is surjective. 
Proof. We define h*: U* -+ M inductively, hot: U~ M o is the trivial d///R 
morphism and hi* = h. Let zr be the multiplication of U* and ,r' that of M. Consider 
the diagram 
U n N U 1 %.1 ~ Un+l 
M. • M~ , M.§ 
r 
Since ~rn. 1is bijective, h~+ 1can be defined as (zrn.1)-I (h~* • h) ~z~. 1  Thus h * is defined 
and since S(h*) = h, the diagram 
U Iv , S(U*) 
~h l S(h*) 
S(M) 
commutes. Q.E.D. 
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(3.5) Remark. The proof of (3.4) shows that an R monoid M with multiplication 
rr is free on M1 if and only if for all n >~ 0, ~.1 is bijective. We exploit his observation 
to derive a pleasant property of free R monoids not shared by free monoids. 
(3.6) FACT. Every sub-R-monoid of a free R monoid is free. 
Proof. Let j  : M--+ U* be an injective M e morphism, and let rr, rr' be the multi- 
plications of M and U*, respectively. Then for all n >/0, the diagram 
U *z X U 1 " :~ U n+l 
commutes. Nowjn is injective and rr~. 1is bijective since U* is free. Thus %.t must be 
injective and thus bijective and consequently M is free. Q.E.D. 
(3.7) DEFINITION. Let ~r be a W-concrete category. An d object P is called 
W-projective if and only if for any ~r objects A 1 , A~, any d morphism f : P -+ A~, 
and any d morphism g : A 1 ~ A 2 such that S(g) is epic in W, there exists an d 
morphism h : P --+ A 1 such that the diagram 
P 
A 1 ' A~ 
g 
commutes. 
The motivation for the definition of W-projectivity is that it is the property needed 
for the validity of the "division lemma" (see Ref. [7, Proposition 5] for the automata 
theory version) proving the essential equivalence of the notions of "division" for 
generalized R-linear transition systems and for R monoids. Proposition (3.9) below 
states that W-projectivity is not weaker than freeness and thus that the input R monoid 
(see (2.11)) of a generalized R-linear transition system must be free in order to have 
a useful algebraic theory. Division will be treated exhaustively in a forthcoming 
paper. 
(3.8) Remark. In d///R a morphism f is epic iff (the underlying function of) f is 
surjective. Furthermore, it follows easily from Lemma (3.3) that an M R morphism ~o 
is epic iff 91 is epic. Thus ~0 is epic iff it is surjective. (This property is not shared by 
many other categories uch as the category of monoids, see Ref. [7].) Hence, an 
R monoid is otlR-projective iff it is a projective object of M R. 
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(3.9) PROPOSITION. Every projective R monoid is free. 
Proof. Let P be a projective R monoid. By Proposition (3.4), there is a surjective 
(and thus epic) M R morphism 
q~ : Px*--~ P. 
Since P is projective, there is an M R morphism j : P--~ PI* such that the diagram 
P 
PI*  ~ 'P  
commutes, where ie is the identity M R morphism. Since j has a left inverse, it is 
injective and so P is a sub-R-monoid of a free R monoid. Thus, by (3.6), P is free. 
We caution the reader that the converse of Proposition (3.9) is not true without some 
restriction. In the classical situation (categories concrete over the category of sets), the 
converse is true since every set is projective. The correct converse of Proposition (3.9) 
is: If U is a projective R module, then U* is a projective R monoid. It can be proved 
using standard techniques. 
4. SYSTEMS WITH OUTPUT 
(4.1) Recall the traditional definition of a discrete-time, time-invariant R-linear 
dynamical system in (1.2). The definition can be restated in our framework, extending 
Definition (1.3), as follows: A discrete-time, time-invariant R-linear dynamical system 
(in short, a linear system) is a 5-tuple 27 = (U, X, Y, 3, h), where (U, X, 3) is an 
R-linear transition system, Y is an R module (called the output space), and h : X --+ Y 
is an R-linear map called the output map. 
A zero-state R-linear input-output map (in short, an input-output map) is a map 
f : U* --~ }7, where U and Y are R modules, satisfying 
(1) f l Un is R-linear for all n ~ 0; 
(2) f(0-q) = f(~) for all ~ E U*, where 0 is the zero element of U. 
Given Z, the zero-state input-output map f r  of S is defined by 
fz'(~/) = (0)(3~';~) for all ~/c U ~. 
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A realization of an input-output map f is a linear system 27 such that f = f r .  A 
realization is completely reachable if and only if the map 
U*---~X:7]~-~-(0)8 n" for 7 ]eU n 
is surjective. A realization is completely observable if and only if distinct states x E X 
induce distinct functions U* ~ X : 7] ~ (x) 3~" for 7] ~ U n. A realization is canonical 
if and only if it is completely reachable and completely observable. 
For V ~ U*, let [ 7] ] be the length of 7] so that 7] ~ UI~I. 
(4.2) A basic theorem of Kalman [8,Section 10.6] states that any two canonical 
realizations are isomorphic and the (essentially unique) canonical realization of f is 
obtained via the"Nerode quivalence" ~ s on U*: 
711 ~17]~'*~'f(7117]) =f(7]~7]) forall 7]e U*. 
Let X ---- U*/~I ,  3 : X • U--~ X : ([@ u) -~ [7]@ and ;~ : X--~ Y : [7]] -+f(7]). 
Observe that for any 7] ~ U n, 7] ~ I  07] and thus there is a natural R-module structure 
on X by [711] -~ [7]2] = [711 + 7]2] and r[7]] = [rT]] for r ~ R, 7], Vl, 7]2 ~ U* where, if 711 
and 7]~ do not have the same length we can prefix enough zeros to the shorter sequence 
before the addition. 
(4.3) DEFINITION. Let f :  U* --~ Y be an input-output map. Define the equivalence 
relation ~-I on U* by 
7]x -----f 7]2 ~ I 711 I = [ 7]2 I and f(7]V17]') = f(~7712~') for all 7], 7]' ~ U*. 
Observe that here, unlike the automata case, strings of different lengths have to be 
made formally different in order that the natural map U* ~ U*/~ I : 7] ~ [7]] be an 
M R morphism. 
We call the R monoid U*/~ s the transition R monoid o f f  and denote it by T( f ) .  
(4.4) PROPOSITION. Let 3 be the next state function of a canonical realization off. 
Then T(f)  ~-- T(3). 
Proof. ~*(7]1) = ~*(712) iff l  711 ] = I 7]2 [ and, for all 7] ~ U*, 71711 ~I  7]7]2 iff 7]1 ~-17]2. 
(4.5) In conclusion, let us point out the connections and the differences between our 
approach and Kalman's. Given an R-linear transition system (U, X, 3), Kalman 
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considers the R[z]-module structure on X defined by z .  x = (x) 8 o (see (1.9)), and the 
map a : U* -+ X defined by ~ --~ (0, ~)8~ = (0) 8~ e, for ~ ~ U" (observe that a is an 
input-output map as defined in (4.1)). If, furthermore, U is a finitely generated free 
R module, then a is determined by its values on the generators e I . . . . .  e n of U. Kalman 
calls (X, 8 ~ {~(el),..., ~(e~)}) the module of the transition system (Kalman's notation is 
slightly different and he also includes the output map, which is immaterial at 
this stage). 
Given the module (X, 8o, {a(el),... ' c~(e~)}), we can construct an R monoid isomorphic 
to T(8) as follows. Let M = (M0, M 1 ,..., M~ .... ) be defined by M 0 = {0} _C X and, 
for n ~ 1, M~ = ~(Un). Define a multiplication i  Mby  c~(~) a(~7) = a(~)  for ~ ~ U m, 
~ U n. It is easy to check that the multiplication is well-defined, and by Lemma (2.5), 
M is an R monoid. Define an M R morphism ~o: T(~)-* M by 8e__~ (0)8e for 
~ U ~. It follows by Lemma (1.6) that ~o is an isomorphism. 
For systems with output, the situation is more complicated. Since U* is not an 
R module, Kalman works instead with ~2 (see (3.1), Example (b)). ~2 is an R module 
under the pointwise operations (i.e., s is the co-product of countably many copies of 
U). An input-output map is defined as an R-linear map 12 ~ Y. Concatenation of 
elements of I2 is defined in the obvious way and is associative. Furthermore, the 
sequence that is identically 0 is an identity element, and thus ~2 is an (ordinary) monoid. 
Note, however, that ~ is not an R monoid. We can define the Nerode equivalence 
relation as above and it is easy to see that ~2/~ I = U*/~ I . Furthermore, ~ acts as a 
transformation semigroup on X = sc2/~I by [~o'] co = [o)'~o]. An adequate discussion 
of dynamics requires the treatment of U* rather than 2,  since ~2 is essentially U* with 
all finite sequences of zeros of all lengths identified. This problem is avoided in 
Kalman's treatment since the action of an input string consisting of n zeros on a state 
x is the module action z~x.However, if one wants to consider the dynamical action, the 
input space must be U*. This has some undesirable consequences such as the necessity 
to make functions formally different in Definition (4.4), but it seems unavoidable if one 
wants to treat dynamics in a rigorous fashion. Arbib and Zeiger [9] present a heuristic 
discussion of dynamics which cannot be made rigorous, and for the very reason that 
U* is not an R module. 
Note added in proof. Joe Goguen has pointed out that research now in progress by him seems 
to indicate that cartesian closed categories are the natural setting for developing ageneral theory 
of discrete-time systems. For an element X of a cartesian closed category, Goguen defines 
a monoid over X as the co-product H~=o X~ with a suitable multiplication. At the expense of 
more abstraction one can probably take this as an alternative to our definition of R-monoid and 
re-derive our results. 
The category .A' R is not cartesian. However, it becomes almost cartesian if we take as 
morphisms R affine instead of R-linear maps. This explains why affine maps enter the theory in 
an essential way. (Y.Z.) 
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