In anticipation of the availability of next-generation sequencing data, there has been increasing interest in association analysis of rare variants (RVs). Due to the extremely low frequency of a RV, single variant based analysis and many existing tests developed for common variants (CVs) may not be suitable. Hence, it is of interest to develop powerful statistical tests to assess association between complex traits and RVs with sequence data. Recently a pooled association test based on variable thresholds (VT) was proposed and shown to be more powerful than some existing tests (Price et al 2010). Here we generalize the VT test of Price et al in several aspects. We propose a general class of adaptive tests that covers the VT test of Price et al as a special case.
INTRODUCTION
The current wave of genome-wide association studies (GWASs) has successfully identified hundreds of common variants (CVs) associated with complex traits. However, these identified CVs can explain only a small proportion of heritable variability (Maher 2008) . One possible explanation for the "dark matter" of missing heritability is the existence of undiscovered rare variants (RVs) associated with complex traits (Pritchard and Cox 2002; Bodmer and Bonilla 2008; Gorlov et al 2008; Schork et al 2009) . The recent advance of next-generation sequencing has made it both technically and financially feasible to sequence large parts of or whole genomes. The availability of sequencing data offers an exciting opportunity for the first time to conduct large scale studies to discover complex trait-RV associations. However, due to the extremely low frequencies of RVs, typically lower than 1%, there is only a limited amount of information contained within each RV, rendering the most popular analysis strategy adopted in GWASs, single variant-based analysis, powerless; see Basu and Pan (2011) for some numerical examples. Equally, many other statistical tests developed for CVs in GWASs may not be applicable with low power for RVs. Hence, there is a compelling need to develop novel and powerful statistical tests meeting the challenge with RVs; see two recent reviews (Asimit and Zeggini 2010; Bansal et al 2010) .
A class of new statistical tests, called pooled association tests, have been developed specifically to analyze RVs (Morgenthaler and Thilly 2007; Li and Leal 2009; Madsen and Browning 2009) . They all share a common feature of pooling or collapsing multiple RVs into a "super" single nucleotide variant (SNV) and then analyze the association between the trait and the super SNV. In this way, they utilize the information in each of the multiple RVs while avoiding the low power approach to analyzing each individual RV separately. However, as pointed out by several authors (Han and Pan 2010; Bansal et al 2010; Li et al 2010) , a common weakness of the pooled asso-ciation tests caused by the pooling or collapsing strategy is that the tests will lose power if there are opposite association directions among the pooled/collapsed RVs.
More importantly, Basu and Pan (2011) discovered that the performance of pooled association tests deteriorated quickly as the number of neutral or non-functional RVs to be pooled increased. Note that it is in general inevitable to have non-functional RVs to be pooled in any candidate gene or region of the genome. Han and Pan (2010) proposed a test to adaptively determine the coding of the RVs to overcome the shortcoming of pooled association tests; a similar idea was used in the test of Li et al (2010) . However, the power of their adaptive test largely depends on the difficult choice of a parameter value that controls the adaptiveness of the test, and the resulting test may have low power if an inappropriate parameter value is used.
More recently, Price et al (2010) proposed an improved pooled association test based on variable thresholds (VT). They observed that the minor allele frequencies (MAFs) of causal RVs might be different from those of non-functional ones, and hence proposed to use the MAFs as multiple thresholds to form various collapsing groups of RVs, to each of which a standard pooled association test is applied, and then their results are summarized. In addition, they also proposed incorporating various weights, e.g. based on computational prediction of the likelihood of each RV's being functional, to further improve the power. However, the VT test still shares the common weakness of pooled association tests: if there are causal RVs with opposite association directions, and/or if there are many non-functional RVs to be pooled, the test will have dramatic power loss, as to be confirmed in this paper. Our main contribution is that, by recognizing the adaptiveness of the VT test, we generalize the idea in two aspects. First, we propose a class of adaptive tests, some of which can overcome the weakness of the pooled association tests; that is, some proposed new tests maintain higher power than that of the VT test of Price et al or other standard pooled association tests when there are a large number of neutral RVs, and/or when some causal RVs are associated with the trait with opposite association directions.
In addition, the VT test of Price et al is a special case of this new class of adaptive tests. Second, rather than using the MAF as variable thresholds, we propose using some other criteria as variable thresholds, which can largely boost the power in some situations. Our proposed tests can also accommodate various weights for RVs as does the VT test. We use simulated data to show much improved performance of our proposed tests over existing ones.
METHODS
We focus on the case with a binary trait, say a disease indicator, such as arising in a case-control design, though all the methods discussed here are based on logistic regression and thus can be easily extended to generalized linear models (GLMs) for other types of traits. Equally the methods discussed can also take account of covariates, though we do not pursue it here. The analysis goal is to detect whether there is any association between the binary trait and a group of rare SNVs, which, for example, are SNVs in a sliding window or in a functional unit such as gene. We denote the binary trait Y i = 0 for n 0 controls, and Y i = 1 for n 1 = n − n 0 cases. The k variants are coded by an additive genetic model: X ij = 0, 1 or 2 for the number of the rare variant (minor allele) for SNV j, j = 1, ..., k, though other codings can be also used.
Logistic regression
Since we are to modify several existing tests originally proposed for CVs to fit in the case with RVs, we briefly review these tests. For the binary trait and a group of SNVs, it is natural to build various tests based on a logistic regression model:
The null hypothesis to be tested is H 0 : β = (β 1 , ..., β k ) ′ = 0, for which one of the asymptotically equivalent score test, Wald's test and likelihood ratio test (LRT) can be applied. Since the score test is computationally fastest without the need to iteratively obtain the maximum likelihood estimate (MLE) of β, we will exclusively focus on the score test. For model (1), the score vector and its covariance matrix are The multivariate score test is
which has an asymptotic chi-squared distribution with degrees of freedom (DF) k = rank(V ) under H 0 . As shown by Clayton et al (2004) , the score test is closely related to Hotelling's T 2 test used for CVs (Xiong et al 2002; Fan and Knapp 2003) . While accounting for the correlation structure of the score vector, the score test may lose power for high dimensional data with a larger DF k.
To overcome the possible shortcoming of the score test, Pan (2009) proposed two tests, called sum of squared score (SSU) and weighted sum of squared score (SSUw) tests:
where V d = Diag(V ) is a diagonal matrix with the same diagonal elements of V .
Under H 0 , each of the two test statistics has an asymptotic distribution of a mixture of χ 2 1 's, which can be approximated by a scaled and shifted chi-squared distribution (Pan 2009 ). Each of the two tests can be regarded as a modified score test by ignoring the non-diagonal elements of V , i.e. correlations among the components of U, which is known to be advantageous for high-dimensional data (Chen and Qin 2010) . More importantly, as shown by Pan (2009) , the SSU test is equivalent to the permutationbased version of Goeman's (2008) test, which is derived as a variance component score test for a random-effects logistic regression model. Specifically, in model (1), if we assume β j 's as random effects drawn from a distribution with E(β) = 0 and Cov(β) = τ I, then Goeman's permutation-based score test on H 0 : τ = 0 is equivalent to the SSU test. Interestingly, Goeman's test and the SSU test also performed well with high power for relatively lower-dimensional CV data, as empirically confirmed by Chapman and Whittaker (2008) and Pan (2009) .
Another test with high power under certain situations for CVs is the so-called Sum test, as noted by Chapman and Whittaker (2008) and Pan (2009) . The Sum test aims to utilize multiple SNVs with a minimum DF, for which it imposes a generally incorrect working assumption that the SNVs are all associated with the trait with a common association strength:
where β c reflects the common odds ratio (OR) between the trait and each SNV under the working assumption. It only requires to test on a single parameter with H 0 : 
which has an asymptotic null distribution of N(0, 1).
Pooled association tests
The best-known tests specifically designed for RVs with sequence data belong to the family of pooled association tests, including the cohort allelic sums test (CAST) (Morgenthaler and Thilly 2007) , Combined Multivariate and Collapsing (CMC) test (Li and Leal 2009) , which modifies the CAST to improve its performance when both RVs and CVs are present, and a weighted sum test of Madsen and Browning (2009) .
The basic idea of the pooled association tests is to combine or pool multiple RVs together to form a "super SNV" and then test its association with the trait. The rationale is that, due to the low frequency of any RV, there is only a weak association between each RV and the trait; pooling may boost the signal while reducing the DF.
In this sense, the Sum test also belongs to pooled association tests. For example, the CAST creates a super SNV that equals to 1 or 0 depending on whether there is any minor allele in any RVs; that is, the super SNV is coded as
Plugging-in the super SNV as the predictor in a logistic regression model (e.g. equation 2), one tests its association with the trait. Basu and Pan (2011) showed similar performance between the Sum test and other pooled association tests for RVs, hence we will use the Sum test as a representative for the pooled association tests. Price et al (2010) proposed a variable threshold (VT) test based on the assumption that the MAFs of the causal RVs may be different from those of non-functional RVs, which, if true, can be utilized to improve the power of the corresponding pooled association tests. Suppose that H is the set of all observed MAFs across all RVs. For a given MAF threshold h ∈ H, suppose ξ h j = I(h > MAF of RV j) is the indicator of whether the MAF of RV j is no bigger than h. Then the test statistic is
Note that, the numerator of z(h) is the same as that of the Sum test if ξ h j = 1 for all j; the denominator of z(h) is presumably to estimate the standard error of the numerator since V ar[
The above test can easily accommodate any weighting scheme on RVs: if we assign a weight w j to RV j, we can simply replace
The main advantage of the above pooled association tests is their minimum DF at 1, hence no loss of power due to large DF or multiple testing adjustment. However, as pointed out by Han and Pan (2010) , they all share a common weakness: they suffer from significant power loss if the association directions of the functional variants are opposite. Perhaps even more importantly and less obviously, the pooled association tests are not robust to pooling over non-functional RVs, as shown by Basu and Pan (2011) with a large k: the power of the tests at θ = θ 0 = 0 is approximately
Hence the power of the tests tends to the nominal Type I error rate
is the cumulative distribution function of the standard normal N(0, 1).
As an alternative, Neyman (1937) proposed testing the first few dimensions with a test statistic m j=1 Z 2 j with m ≤ k with its power approximately equal to
To maximize the power, Fan (1996) proposed an adaptive Neyman's test with test 
New adaptive tests
The adaptive Neyman's test is based on the assumption that we have a test statistic Z ∼ N(θ, I). Although many test statistics have a normal distribution, many others do not. We extend the idea of the adaptive Neyman's test in two aspects. First, we use both normal and non-normal test statistics that are based on the score vector. Second, since it may be difficult to obtain a closed form of the power function for a test, we use its p-value as a surrogate for its power. Specifically, suppose that U = (U 1 , ..., U k ) ′ is the score vector, and denote U (m) = (U 1 , ..., U m ) ′ is the score subvector containing the first m components with m ≤ k. For any test statistic T = T (U), we can equally apply it to only the first few components of U, say
, and obtain its p-value as P T (U (m) ) , Then we construct an adaptive version of the test T as
Note that the aT test depends on the order of the components of the score vector U, as the adaptive Neyman's test depends on the ordering of Z j 's. Generally, the distribution of aT is complex; we recourse to permutation to obtain its p-value. We repeat the process for b = 1, ..., B. The final p-value is
If we substitute the score, SSU, SSUw and Sum test statistics as T respectively, then we have the corresponding adaptive tests called the aScore, aSSU, aSSUw and aSum tests.
In the logistic regression model, each component of U, say U j , corresponds to a RV j. In the default aT test, denoted as aT-Loc, the ordering of the components of U is determined by the chromosome locations of their corresponding RVs; other ordering schemes are possible, leading to other versions of the aT tests. The first is to order the components of U based on the minor allele counts of the corresponding RVs, leading to the adaptive test denoted as aT-MAF. Another is to order the components of U based on their (standardized) magnitudes, denoted as aT-Ord. For the score test, we first take a transformation: T s = V −1/2 U. Since T s ∼ N(θ 0 , I), we can order the components of U based on |T s j | in a descending order. For the other three tests, it is not clear how to optimally order the components of the score vector U; for the aSSU-Ord, aSSUw-Ord and aSum-Ord tests, we simply order the components of U based on the magnitudes of |U j |, |U j |/ √ v j and U j / √ v j respectively.
We can also accommodate any weighting scheme as in the VT test of Price et al (2010) . If there is any prior, say w j , on the likelihood of RV j to be functional, e.g., based on computational predictions, we can incorporate such weights in the above tests: we can simply replace X ij by X w,ij = w j X ij . Specifically, denote W = Diag(w 1 , ..., w k ) be a diagonal matrix with the weights w j > 0 as diagonal elements.
It is easy to verify that the corresponding score vector and its covariance matrix are
Consequently, we have
Hence, the score and SSUw tests are invariant to weighting while the other two tests are not. We also note that, by the correspondence between the Sum test and z(h), the aSum-MAF test is similar to the VT test of Price et al (2010) .
Simulated data
We conducted simulation studies to evaluate and compare the performance of various tests. The simulated data were generated as in Wang and Elston (2008) .
Specifically, we simulated k SNVs with the sample size of 500 cases and 500 controls.
Each SNV had a mutation rate or MAF uniformly distributed in a small interval, e.g. between 0.001 and 0.01. First, we generated a latent vector Z = (Z 1 , ..., Z k ) ′ from a multivariate normal distribution with a first-order auto-regressive (AR1) covariance structure: there was an correlation Corr(Z i , Z j ) = ρ |i−j| between any two latent components. We used ρ = 0 and ρ = 0.9 to generate (neighboring) SNVs in linkage equilibrium and in linkage disequilibrium (LD) respectively. Second, the latent vector was dichotomized to yield a haplotype with MAFs each randomly selected between 0.001 and 0.01, or between 0.001 and 0.005 (see below for more details). Third, we combined two independent haplotypes and obtained genotype data
Fourth, the disease status Y i of subject i was generated from the logistic regression model (1). For the null case, we used β = 0; for non-null cases, we randomly selected 8 non-zero components of β while the remaining ones were all 0. Fifth, as in any case-control design we sampled 500 cases and 500 controls in each dataset.
We considered two simulation set-ups. In Case I, all SNVs were independent (i.e.
in linkage equilibrium) with ρ = 0, and we used a common association strength OR=3
for each of the eight causal RVs. To mimic the situation that the MAFs of causal RVs differ from those of non-functional ones, the MAFs of the causal RVs were randomly drawn from a uniform distribution between 0.001 and 0.005, U(0.001, 0.005), while the MAFs for non-functional RVs were from U(0.001, 0.01). We also generated a predicted score for the likelihood of each RV's being functional or causal. To reflect the practical performance of existing computational algorithms , the score for a causal RV was randomly generated from U(0.4, 0.8) while that for a nonfunctional RV was from U(0.2, 0.6). Although such scores were informative in the sense that the score for a functional RV tended to be higher than that of a neutral RV, there was a non-ignorable probability that the score of a neutral RV could be higher than that of a causal one.
The simulation set-up for Case II was similar to a set-up in Basu and Pan (2011) .
It differed from Case I in three aspects. First, there was no distributional difference of MAFs between causal and non-causal RVs: the MAF of any RV was randomly generated from U(0.001, 0.01). Second, within each of the two groups of the 8 causal RVs and other non-functional RVs, there was LD with ρ = 0.9, though there was no LD between the two groups. Third, we also used varying ORs with OR = (3, 1/3, 2, 2, 2, 1/2, 1/2, 1/2) ′ for the eight causal SNVs to reflect possibly different association directions and association strengths.
Throughout the simulations, we fixed the test significance level at α = 0.05, and used B = 200 permutations for each permutation-based method. The results were based on 1000 independent replicates for each set-up.
RESULTS

Simulation Case I
We first consider the case with no LD between any two RVs, mimicking the situation where mutations are all completely random and independent of each other. We applied the tests with or without weighting with predicted functional scores. Table 1 shows that in general all the tests had satisfactory Type I error rates. Although some tests had slightly inflated Type I error rates, it was likely due to relatively larger variations caused by the small number of permutations, B = 200; there is no theoretical reason that permutation tests would not work here. In practice, we can always use a larger B to improve the accuracy.
For the non-null case that the eight causal RVs shared a common OR (Table 2) , which is ideal for the pooled association tests, the Sum test or adaptive Sum (aSum) test was most powerful if there were no or few non-functional RVs. As the number of non-functional RVs increased, the SSU or its adaptive versions (aSSU) gradually caught up and became the most powerful.
For the simulated data, since the chromosome locations of the causal RVs were random, using the location information in the adaptive tests (e.g. the aSSU-Loc test)
did not lead to improved power as compared to the original (unadaptive) tests (e.g.
the SSU test). On the other hand, since the causal RVs had slightly lower MAFs, an adaptive test with the MAF as VT improved over the original test as the number of non-functional RVs increased. It is confirmed that the aSum-MAF and Price's tests gave almost equal power.
It is noted that ordering the components of the score vector by their standardized magnitudes might improve the power of the adaptive tests, more so as the number of non-functional RVs increased. For example, without weighting and with 64 neutral RVs, the power of the aSSU-Ord was 0.330, compared to 0.265 of the SSU test. Most strikingly, the power of the aSum-Ord test was dramatically boosted, which however depended on the assumption that the causal RVs were all associated with the trait in the same direction.
It is interesting to see that, with partially informative weights, weighting could dramatically improve the power of the SSU and Sum tests and their adaptive versions, while the Score and SSUw tests and their adaptive versions were invariant to weighting as shown theoretically.
Simulation Case II
Now we consider the case where causal RVs were correlated, non-functional RVs were also correlated, but there was no LD between causal and non-functional RVs;
the simulation set-up is similar to that of Basu and Pan (2011) . For the null case (Table 3) , again all the tests had satisfactory Type I error rates.
For the power comparison, due to the presence of the causal RVs with opposite association directions, even with no or few non-functional RVs, the pooled association tests, including the Sum, aSum and Price's test, did not perform well with low power.
In particular, differing from that in Case I, here even the aSum-Ord test was not the winner, though it had much improved power over the Price et al's test, the Sum test and other versions of the aSum test; similarly, even though the chromosome locations of causal RVs were random, the aSum-Loc test was more powerful than the Sum test since the former adaptively determined which RVs to be pooled to maximize the use of signals. In general, the SSU test or an aSSU test was the most powerful, more so with larger numbers of non-functional RVs. Since for the simulated data there was no difference of MAFs between causal and non-causal RVs, the adaptive tests based on MAF did not improve over the original tests. Impressively, the power of the aSum-Ord was much closer to that of the winners, and in particular, much higher than the Sum test and the VT test of Price et al.
Similar results (not shown) were obtained for two other simulation set-ups as used in Basu and Pan (2011) .
DISCUSSION
We have proposed and studied a class of adaptive tests, which generalize the idea of the VT test of Price et al (2010) . In particular, our proposed aSSU test, as the SSU test, is robust to the large number of neutral RVs and to causal RVs with opposite association directions, while the aSum-Ord test maintains high power if there are a large number of neutral RVs, and it substantially improves over other pooled association tests when there are causal RVs with opposite association directions, thus largely overcoming the common weakness of existing pooled association tests, including the VT test of Price et al (2010) . In addition, rather than using the MAF as the variable thresholds as in the VT test of Price et al, we propose using some other criteria as variable thresholds. In particular, a version of our proposed adaptive Sum test using a standardized magnitude of the components of the score vector as variable thresholds, the aSum-Ord test, can largely boost the power to be much higher than that of other pooled association tests, including the VT test, in the case with multiple neutral RVs and/or with causal RVs with opposite association directions. We have also demonstrated the improved performance of the proposed tests with imperfect weighting schemes. Due to their superior performance in differing situations, we recommend the use of the SSU, aSSU and aSum tests.
It is noted that our proposed methods can incorporate the use of computational predictions for functional RVs (Adzhubei et al 2010; Tavtigian et al 2008) . As illustrated in Price et al (2010) , some predicted scores representing the likelihoods of RVs' being functional, either deleterious or protective, can be used as the weights in a pooled or adaptive pooled association test. Since current algorithms cannot give perfect predictions , it is both informative and robust to use such scores as weights. In our simulations, we have demonstrated substantial power gains of our proposed adaptive tests when such informative but not-perfect weights are used in the presence of neutral RVs. As discussed by Madsen and Browning (2009) for other pooled association tests, our proposed adaptive tests can be applied to both candidate regions or genome scans; in the latter case, the analysis unit can be based on genes, other functional units or simply some sliding windows. The performance of any test may depend on the choice of weights and analysis units; practical guidelines are needed and may be gained through future applications to real sequence data.
Recently some new tests have been proposed that overcome the weakness of pooled association tests, including a test of Neale et al (2010) and variable selection-based approaches (Hoffmann et al 2010; Basu and Pan 2011) . In a numerical comparison, Basu and Pan (2011) (Bhatia et al 2010; Han and Pan 2010; Hoffmann et al 2010; Yi and Zhi 2011) . In addition, we emphasize that our proposed adaptive tests are for the case with sequence data, though it seems straightforward to extend them to the case with GWAS data to infer association with relatively more frequent RVs in the MAF range of 0.1%-5% (Zhu et al 2010; Li et al 2010) . Finally, we point out that the proposed adaptive tests can be easily extended to the case with covariates since the tests are based on logistic regression for binary traits, or generalized linear models for other types of traits.
R code will be posted on our web site at http://www.biostat.umn.edu/∼weip/prog.html. 
