The tangent bundle T k M of order k of a smooth Banach manifold M consists of all equivalence classes of curves that agree up to their accelerations of order k. In previous work the author proved that T k M, 1 ≤ k ≤ ∞, admits a vector bundle structure on M if and only if M is endowed with a linear connection, or equivalently if a connection map on T k M is defined. This bundle structure depends heavily on the choice of the connection. In this paper we ask about the extent to which this vector bundle structure remains isomorphic. To this end we define the k-th order differential T k g : T k M → T k N for a given differentiable map g between manifolds M and N. As we shall see, T k g becomes a vector bundle morphism if the base manifolds are endowed with g-related connections. In particular, replacing a connection with a g-related one, where g : M → M is a diffeomorphism, one obtains invariant vector bundle structures. Finally, using immersions on Hilbert manifolds, convex combinations of connection maps and manifolds of C r maps we offer three examples for our theory, showing its interaction with known problems such as the Sasaki lift of metrics.
Introduction
The tangent bundle of order k, T k M, of a smooth manifold M consists of all equivalence classes of curves that agree up to their accelerations of order k. This bundle is a natural extension of the usual tangent bundle (see e.g. [6; 20; 21; 30] ). For example in classical mechanics, T k M describes the Generalized Particle Mechanics in the autonomous sense [5] .
A vector bundle structure for T k M, 2 ≤ k ≤ ∞, even for k = 2 is not as evident as in the case of the tangent bundle TM. In fact it is not always possible to consider T k M as a vector bundle over M; see [6; 24; 26] . The author proved in [26] that the presence of a linear connection on M (or equivalently a connection map on T k M) implies that T k M, 2 ≤ k ≤ ∞, admits a vector bundle structure on M. Moreover it is shown that every linear connection (or equivalently every Riemannian metric) on M induces a connection map on T k M.
As an immediate consequence, our suggested vector bundle structure allows us to solve an old problem of differential geometry formulated by Bianchi and Bompiani [20] , namely the problem of prolongation of a Riemannian metric defined on the base manifold M to T k M, even for infinite-dimensional Hilbert manifolds [26] . However, as one may have expected, these vector bundle structures depend crucially on the particular connection chosen; see [6; 7; 24; 26] .
In this paper we ask about the extent of this vector bundle dependence. We show that this dependence is closely related to the notion of related connection maps (or conjugate connections) which will be used for a classification of these vector bundle structures. More precisely we introduce the higher order differential T k g of a smooth map g : M → N between two manifolds M and N and we investigate when T k g is linear on fibres. Linearity of T k x g, x ∈ M, allows us to build a vector bundle morphism T k g : T k M → T k N; see [24] and [7] for the special case k = 2. As a consequence, we show that the vector bundle structure on T k M, defined by the aim of a connection map, remains invariant (isomorphic) if it is replaced by a g-related connection map, for some diffeomorphism g : M → M. If we take one step further by considering T ∞ M and T ∞ N as generalized Fréchet vector bundles over M and N respectively (see [26] ), then proving T ∞ g to be a generalized vector bundle morphism becomes much more complicated. More precisely the set of linear maps between Fréchet spaces (the fibre types of (T ∞ M, π ∞ M , M) and (T ∞ N, π ∞ N , N)) does not remain in the category of Fréchet spaces; see [12; 22] . To get around this difficulty, we employ the projective limit methodology, as in [1; 11; 26; 25] etc., to show that (T ∞ g, g) becomes a generalized vector bundle morphism at the presence of g-related connections on M and N.
As an application, we restrict our results to the special case of f : M → N, where f is an immersion and N is a Riemannian Hilbert manifold. As a result, this special case tells us that the higher order differential of an isometry is again an isometry with respect to the induced Sasaki-type metrics. Then we check the vector bundle dependence on convex combinations of connection maps. Finally we consider the manifold of C r maps between manifolds M and N denoted by C r (N, M).
Through this paper all the maps and manifolds are assumed to be smooth, except in Section 4 where a lesser degree of differentiability can be assumed. Readers who are not familiar with infinite-dimensional manifolds and spaces can easily replace the model spaces with Euclidean spaces. Most of the results of this paper are novel even for the case of finite-dimensional manifolds.
Preliminaries
In this section we summarize some required results and fix our notation. At various points in this article, we wish to have an explicit formula for higher order differentials of compositions of smooth functions. Hence we recall the higher order chain rule. Let f : ⊆ ℝ → U and g : U → V be k-times Fréchet differentiable where U and V are open subsets of the Banach spaces and respectively. Then it is known that g ∘ f is k-times Fréchet differentiable and
where the sum is over all ordered i-tuples (l 1 , . . . , l i ) of integers l 1 , . . . , l i such that l 1 + ⋅ ⋅ ⋅ + l i = k and 1 ≤ l 1 ≤ ⋅ ⋅ ⋅ ≤ l i ≤ k with i varying form 1 to k, and for j ∈ {1, . . . k}, m j is the number of l 1 , . . . , l i equal to j; see [2, p. 234] , [19, p. 359] or [23, p. 262 ]. We denote the coefficient k! l 1 !...l i !m 1 !...m k ! by a k (l 1 ,...,l i ) . We give a short description of infinite-dimensional manifolds and their tangent bundles. Let M be a manifold modeled on the Banach space . For x 0 ∈ M define
As a natural extension of the tangent bundle TM we define the following equivalence relation. For γ ∈ C x 0 set γ (1) 
and the tangent bundle of order k or k-osculating bundle of M to be T k M := ⋃ x∈M T k x M. We denote by [γ, x 0 ] k the representative of the equivalence class containing γ and define the canonical projection π k M : (U α )), is given by α (u; y, η 1 , . . . , η k ) = (u; 0, y, η 1 , . . . , η k−1 ). for every u := (x, ξ 1 , . . . , ξ k ) ∈ T k M and every (u; y, η 1 , . . . , η k ) ∈ T u T k M. [4; 26] .
In order to describe the local structure of a connection map, we recall the following lemma from [26] .
On the common area of the charts (π k M −1 Let M and N be two smooth manifolds modeled on the Banach spaces and . Motivated by [28] , [7] and [24] we state the following two definitions. Definition 2.4. Let g : M → N be a smooth map. For k ∈ ℕ define the kth order differential of g by
To show that this is well defined consider another representative [δ, x] k of the class [γ, x] k ∈ T k x M. Using (1) we obtain for 1 ≤ i ≤ k the equation
hence T k g is well defined. Definition 2.5. Let K M and K N be two connection maps on M and N respectively, and let g : M → N be a smooth map. K M and K N are called g-related if they commute with the differentials of g in the following manner:
Remark 2.6. If k = 1 then, the above definition agrees with that of [28] , [7] and [24] .
From now on we fix the atlas B = {(V β , ψ β )} β∈J for N and construct the proposed atlas discussed in
For suitably chosen charts (π k M −1
where g βα := ψ β ∘ g ∘ φ −1 α and K M,α and K N,β stand for the local representations of the connection maps pointed out by Lemma 2.3.
In order to reveal the local compatibility condition for g-related connections, for every (x, ξ 1 , . . . , ξ k , y,
On the other hand
∂s∂t i (g βα ∘c )(0, 0) and i Nβ are the local components of K N for 1 ≤ i ≤ k. With the notation as above, we have the following important compatibility condition which locally declares g-related connection maps
Remark 2.7. If k = 1, then the last equation coincides with the local compatibility condition for g-related connections K M and K N on M and N as it is stated in [28, p. 299 ].
Remark 2.8. For M = N, K M = K N := K and g = id M , the Equation (4) reduces to the compatibility condition which locally the connection maps on common charts must satisfy; see [26] .
Below we determine a canonical connection map on T k M depending only on a given linear connection (Riemannian metric) on the base manifold M. Keeping the formalisms of [27; 28; 29] we state the following proposition according to [26] .
Proposition 2.9. Let ∇ be a linear connection on M with the local components (or Christoffel symbols) {Γ} α∈I . There exists an induced connection map on T k M with the following local components:
1 Mα (x, ξ 1 )y = Γ α (x, ξ 1 )y 2 Mα (x, ξ 1 , ξ 2 )y = 1 2 ( 2 ∑ i=1 ∂ i 1 Mα (x, ξ 1 )(y, iξ i )+ 1 Mα (x, ξ 1 )[ 1 Mα (x, ξ 1 )y]), . . . k Mα (x, ξ 1 , . . . , ξ k )y = 1 k ( k ∑ i=1 ∂ i k−1 M α (x, ξ 1 , . . . , ξ k−1 )(y, iξ i )+ 1 Mα (x, ξ 1 )[ k−1 M α (x, ξ 1 , . . . , ξ k−1 )y]).
Lifting of related linear connections to higher order tangent bundles
Here we show that lifts of g-related linear connections remain g-related. More precisely let g : M → N be a smooth map between differentiable manifolds M and N and let ∇ M and ∇ N be two linear connections on M and N respectively. Moreover suppose that K M and K N are the lifted connection maps (as in Proposition 2.9) generated by ∇ M and ∇ N on T k M and T k N respectively. Proposition 2.10. If ∇ M and ∇ N are g-related, then K M and K N are g-related connection maps too.
Proof. We prove that for
..,k from Proposition 2.9 satisfy the Condition (4). The proof is by induction on i.
For the base step of induction consider the Christoffel symbols {Γ M α } α∈I and {Γ N β } β∈J of the g-related connections ∇ M and ∇ N . The compatibility condition for Γ M α and Γ N β is given by
for more details see [7; 24; 28] . Moreover, we have (4) 
It is perhaps worth remarking that
By the induction hypothesis we have
To simplify the above terms, again we use the induction hypothesis for the last line and we get
Now, using Lemma 6.2, it follows that kdg βα (x) k Mα (u k )y is equal to
whereξ j = Proj j+1 (ū k ) and Proj j+1 , 0 ≤ j ≤ k − 1, is the projection map to the (j + 1)th factor. As a consequence we obtain
However, as we are about to see, the desired compatibility condition is finally handled. More precisely we have shown that for the vector bundle morphisms K M and K N locally
Tg βα (x)K M,α (u; y, 0, . . . , 0) = K N,β ∘ TT k g βα (u; y, 0, . . . , 0).
Moreover, by the induction hypothesis we have
Tg βα (x)K M,α (u; 0, η 1 , η 2 , . . . , η k ) = K N,β ∘ TT k g βα (u; 0, η 1 , η 2 , . . . , η k ).
Since K M and K N are vector bundle morphisms (and linear on fibres) we can add the last two equations. As a consequence we have
This means that K M and K N are g-related connection maps on the kth order tangent bundles of M and N respectively, constructed only with the help of the connections ∇ M and ∇ N . 
T k M as a vector bundle
For k ≥ 2 the bundle structure defined in Theorem 2.1 is quite far from being a vector bundle due to the complicated nonlinear transition functions. However, according to [26] we have the following main theorem. Theorem 2.11. Let ∇ be a linear connection on M and let K be the induced connection map introduced in Proposition 2.9. The following trivializations define a vector bundle structure on π k M : T k M → M with the structure group GL( k ):
where γ α = φ α ∘ γ and
is given by Φ k βα (x)(ξ 1 , ξ 2 , . . . , ξ k ) = (φ βα (x), dφ βα (x)ξ 1 , . . . , dφ βα (x)ξ k ); thus T k M, as a vector bundle, is isomorphic to ⨁ k i=1 TM.
The converse of the above theorem is also true, i.e. if π k M : T k M → M, for some k ≥ 2, admits a vector bundle structure isomorphic to ⨁ k i=1 TM, then a linear connection on M can be defined; see [26] .
Remark 2.12. One can replace the induced connection map in Theorem 2.11 with a general connection map (in the sense of Definition 2.2) and prove the theorem in a similar fashion. One reason for using this rather elaborate model (induced connection maps) is that it permits a concrete way of constructing.
x] i also admits a vector bundle structure; see [26] . Remark 2.14. If the base manifold M is C k -partitionable, then the existence of a connection on M and equivalently a vector bundle structure on π k M : T k M → M is guaranteed (see [24, p. 94] ). However, the existence of a C k partition of unity on the discussed manifolds puts some restrictions on the model spaces. According to [15] , if M is a paracompact C k manifold modeled on a separable SC p Banach space with p ≥ max{2, k}, then M admits a C k partition of unity. As a corollary, every paracompact C k manifold modeled on a separable Hilbert space admits a C k partition of unity; see [14; 15; 16] .
As we have shown, the vector bundle structure on T k M depends heavily on the chosen linear connection (see e.g. Example 5.2). In the next section we ask about the extent to which this vector bundle structure remains isomorphic.
T k g as a vector bundle morphism
For a differentiable map g : M → N, in contrast to T 1 g = Tg : TM → TN, the tangent map T k g, even for k = 2, is not necessarily a vector bundle morphism; see [7; 24] . In this section, we first investigate under what conditions T k g becomes a vector bundle morphism.
Let K M and K N be two connection maps on T k M and T k N respectively, possibly induced by linear con-
aretwo vector bundle trivializations (given by Theorem 2.11) around x ∈ M and g(x) ∈ N, respectively. For (x, ξ 1 , . . . , ξ k ) ∈ U α × k define the curveμ k inductively as follows;μ 1 (t) = x + tξ 1 ,μ 2 (t) =μ 1 
i−1 (0), . . . ,
In order to reduce the intricate computations as much as possible, we use the following lemma. 
Proof. See Appendix.
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Now suppose that μ := φ −1 α ∘μ . Then the local representation of T k g is
With the fact that ψ β ∘ g ∘ μ = ψ β ∘ g ∘ φ −1 α ∘ φ α ∘ μ := g βα ∘μ in mind, we apply the vector bundle trivialization of Theorem 2.11 to [g ∘ μ, g(x)] k and we get
However, for 2 ≤ i ≤ k we have
As we can see now, due to the presence of higher order derivatives, as k increases, (generally) it becomes increasingly difficult for T k g to be a vector bundle morphism. To get around this difficulty, let K M and K N be connection maps which are induced by linear connections ∇ M and ∇ N respectively. 
, as introduced in Theorem 2.11, around x and g(x) respectively. Our main task is to show that Ψ k β ∘ T k g ∘ Φ k α −1 is linear on fibres.
Step 1. Setting η i := 1 (i−1)!μ (i) (0), y :=μ (1) (0) and ξ i := 1 i!μ (i) (0) in compatibility Condition (4), and using Lemma 3.1 with g βα = f we get
As a consequence we obtain
Step 2. We now apply the previous observation to (8) and we get
As a consequence we have
This last equation means that T k g is fibre linear and T k g βα :
is a smooth morphism, which completes the proof. 
as it was noted by Theorem 3.3 of [26] .
The next corollary is a direct consequence of Theorems 3.2 and 2.10. 
T ∞ g as a vector bundle morphism
As we have seen in the previous sections, at the presence of g-related connections on M and N for any k ∈ ℕ, (T k g, g) becomes a vector bundle morphism. If we take one step further by considering T ∞ M and T ∞ N as generalized Fréchet vector bundles over M and N respectively (see [26] ), then proving that T ∞ g is a generalized vector bundle morphism becomes much more complicated. More precisely the set of linear maps between := lim ← k and := lim ← k (the fibre types of (T ∞ M, π ∞ M , M) and (T ∞ N, π ∞ N , N) respectively) does not remain in the category of Fréchet spaces [12; 22] .
In this section, employing the projective limit methodology as in [1; 11; 26; 25] etc., we show that the presence of g-related connections on M and N implies that (T ∞ g, g) is a vector bundle morphism. Of course one can consider a projective system of g-related connection maps on T k M and T k N, k ∈ ℕ, and prove the same results.
Let the notation be as in the preceding sections and for the natural numbers j ≥ i consider the projections π j,i M : T j M → T i M and π j,i N : T j N → T i N mapping [γ, x] j onto [γ, x] i as connecting morphisms of the projective families {T k M} k∈ℕ and {T k N} k∈ℕ ; for more details see [26] , [25] . The family {T k g} k∈ℕ is a projective system of maps since π j,i
] i . As a consequence the limit map T ∞ g := lim ← T k g exists and maps the thread respectively; see also [11] . But T ∞ g seems to be far from being a vector bundle morphism, due to the difficulties emerged in L( , ) and due to the problematic map
To overcome this obstacle we define
where ρ ji : j → i and ρ ji : j → i are the projection maps to the first i factors. H( , ) is a Fréchet space ([11]) isomorphic to the projective limit of the projective system of Banach spaces
However, for any ξ 1 , . . . , ξ j ∈ and j ≥ i we have 
As a result, T ∞ g is a generalized smooth map.
Remark 4.1. It is known that differential calculus in normed spaces does not have a unique canonical extension to general topological spaces (for a list of definitions see e.g. [3; 13] ). In our case, the problem is due to L( , ) which is not normable. In fact L( , ) drops out of the category of Fréchet spaces and consequently it cannot be considered as a projective limit of Banach spaces.
Considering the Fréchet space H( , ) allows us to consider Finally, following the argument of Section 3 we obtain: N) is a generalized vector bundle morphism. Moreover, the bundle morphism (T ∞ g, g) is a vector bundle isomorphism if g is a diffeomorphism. 
Applications and examples
In this section, we first restrict our results to the special case of f : M → N, where f is an immersion and N is a Riemannian Hilbert manifold. Then we study the vector bundle dependence on convex combinations of connection maps; finally the manifold of C r maps between manifolds M and N is considered. 
Appendix
In this section, using the chain rule (1) we prove Lemma 3.1. For (x, ξ 1 , . . . , ξ k ) ∈ U α × k define the curveμ k inductively as in Section 3 byμ 1 (t) = x + tξ 1 ,μ 2 (t) =μ 1 (t) + t 2 2 {2ξ 2 − 1 Mα (x, ξ 1 )ξ 1 } and for i ≥ 2
i−1 (0))ξ 1 }. Lemma 6.1. Letμ :=μ k be the map defined above, let O ⊆ be open and let f : O → be a smooth map. Then ∂ k ∂s∂t k−1 (f ∘d k )(t, s)| t=s=0 = (f ∘μ ) (k) (t)| t=0 (11) whered k : (−ϵ, ϵ) 2 → ;
Proof. Using the chain rule (1) we observe that as we claimed.
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Finally, we leave it to the reader to verify the following result. 
