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This paper presents ome algebraic properties of some certain sets 
of stochastic matrices of probabilistic automata from the standpoint 
of their characteristic values. At first, a definite set and a quasidefi- 
nite set introduced by Paz (1965), are algebraically investigated. 
Then we introduce new concepts, a periodic set and a quasiperiodic 
set, which are defined among stochastic matrices with a period t. 
The results obtained from a periodic set and a quasiperiodic set 
have a remarkable correspondence to those from a definite set and a
quasidefinite set, respectively, and the formers in the case of the 
period t --- 1 coincide with the latters. 
It is known that a definite set and a quasidefinite s t are the special 
case and the extended concept of actual automata, respectively, and a 
definite set can be associated with a definite automaton. On the other 
hand, it is shown that a periodic set can be associated with a bounded 
transient automation which is constructed from autonomous and 
definite machines. 
I. INTRODUCTION 
The concept of probabil ist ie automata,  presented by Rabin  (1963) 
with one aim of their  possible appl icat ion to reliubil ity theory and the 
other to be an at tempt  to generalize finite determinist ic automata  
mathemat ica l ly  is as follows: when a probabil ist ie automaton is in a 
state 8 and an input symbol ~ occurs, it will move into any next state 
* From September, 1968, T. Yasui is with Dept. of Computer Science,-Uni- 
versity of Illinois, Ilrbana, Illinois. 
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sl with a probability p~(s, ~) and these transition probabilities are 
assumed to be fixed and are independent of time and previous inputs. 
Then we express these transition probabilities pi(s, z)'s by the set of 
stochastic matrices A(~)'s of input symbol z's. In case of a determi- 
nistic automaton, its state transition diagram or state transition tree 
can be easily drawn and some intuitive investigations to the automaton 
becomes possible. On the other hand, the main structure of probabilistie 
automata is determined by the set of stochastic matrices A (z)'s. More- 
over, their stochastic behavior when the input tape x = ~1~2 "'" ~ is 
applied, and associated events realized by them are determined by the 
matrix A(x)  = A(z l )A(z2)  . . .  A(~m) of the input tape x. 
The authors were led to the study (1968) from the standpoint of 
algebraic treatments of a set of stochastic matrices of two-state prob- 
abilistic automata with the concept of "completely isolated automata". 
Here we propose four classes of sets of stochastic matrices, a definite 
set, a periodic set, a quasidefinite set and a quasiperiodic set, which are 
closely related to deterministic automata, in a similar way to the pre- 
vious work. 
So far, several classes of sets of stochastic matrices were proposed 
and investigated; "actual automata" in Rabin (1963), "m-adic dense or 
nondense probabilistic automata" in Paz (1966) and Salomaa (1967) 
and "definite set and quasidefinite set" in Paz (1965, 1966, 1967). These 
sets are more or less related to determinstic definite automata, while a 
periodic set and a quasiperiodie set, which are newly defined among 
stochastic matrices with a period t, are the extension of a definite set 
and quasidefinite s t, respectively, and can be associated with a bounded 
transient automaton which is constructed by a definite automaton and 
an autonomous machine with a period t. 
As far as the algebraic treatments by which matrix products made 
from a set of stochastic matrices could be calculated, are concerned, 
the results of Marker chains (for example, Feller (1960) and Kitagawa 
(1967)), by which powers of only a single stochastic matrix are easily 
calculated cannot immediately be applied. However, it will be shown that 
it is also possible to describe the above matrix products by the use of 
their characteristic values and so on. 
Another attempt to describe the stochastic behavior of machines by 
the use of the characteristic value in connection with z-transformation, 
can be seen in Booth (1967). 
In Section II, we summarize algebraic treatments of a set of stochastic 
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matrices, especially, the characteristic expansion form of the matrix of 
the input tape. As an application of these fundamental properties, a
definite set and a periodic set are investigated in Section I I I  and IV, 
respectively. In these arguments we shall show the effective usage of 
the characteristic expansion form and some theorems for these sets are 
derived. The Section V is devoted to the consideration of a quasidefinite 
set and a quasiperiodic set. 
Before stepping to the next section, we give the basic notations as 
follows. We consider ~ to be a nonempty set of n by n stochastic matrices. 1 
The set of all finite products of stochastic matrices of ~ will be denoted 
by ~* (also the unit matrix E is contained in ~*) and the elements of 
~* will be called words. The notation C ~i) will usually denote an element 
of x and the letter D will always denote a word. For any word D = 
C(1)C ~2) . . .  C ('), the length l (D ) of D is m. Then the word Ctl)C c~) . . .  
C ("), (s _-_ m) is said to be an s-prefix of D and the word CC'~-r+~)C (~-T+2) 
• -. C C~) (r _-< m) is said to be an r-suffix of D. Let Z k be the set of all 
words of the length k. For our convenience, ~ and ~k, however, are also 
used as any word of the length 1 and the length ]~, respectively. For 
example, when the length of tile word D is m, the notation ZkD designates 
any word of the length k + m which has the word D as an m-suffix. 
In this paper, for simplicity, the set ~ is assumed to consist of two 
n by n stochastic matrices A and B, but results obtained in the sequel 
can be extended to the general case, in which the set contains a finite 
number of stochastic matrices. 
II. ALGEBRAIC TREATMENTS OF SET OF STOCHASTIC MATRICES 
The object of this section is to introduce the algebraic treatments of 
a set ~ = {A, B} of n by n stochastic matrices A and B from the stand- 
point of their characteristic values and especially the characteristic 
expansion form of a word D (Yasui and Yajima (1968)), which are ap- 
plied to investigate the proposed sets throughout this paper. 
There are four types of the characteristic expansion forms in ac- 
cordance with the algebraic properties of member matrices A and B. 
That is, considering the irreducibility and the periodicity of A and B 
An n by n stochastic matrix is defined to be any n by n real matrix A = [a~jl 
which satisfies the two properties 
0 _~ a~" =< 1, 
~. a i i= 1 for i = 1,2, . - .  ,n.  
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the characteristic polynomial and the minimal polynomial of A and B 
are classified into four types, and these four types are associated with a 
definite set, a periodic set, a quasidefinite set and a quasiperiodic set, 
respectively. But, in any case, the essential procedure of treatments 
considered here is that, at first, A and B are rewritten by the char- 
acteristic expansion form, respectively, which is a sum of fundamental 
and subfundamental matrices, as will be described later, and we calculate 
a word D produced from the set ~ = {A, B}, using the properties held 
among these fundamental nd subfundamental matrices. 
At first, some fundamental theorems of matrix theory are cited and 
summarized. We will also require some additional mathematical terms 
such as the characteristic polynomial, the characteristic value and the 
minimal polynomial: in linear algebra (for example, Finkbeiner (1960) 
and Satake (1957)). At the second part of this section, the algebraic 
properties of a stochastic matrix from a viewpoint of its characteristic 
values and vectors are presented. On these foundations, the rest of this 
section are consumed to present arguments on algebraic treatments of
sets of stochastic matrices. 
In general, an n by n square matrix A over the complex field is similar 
to such Jordan Canonical Form Z as, 
'~,l pi 0 
h~ p~ 
X~ 
, (1 )  
thus, for a matrix A, there exists a non-singular matrix P, such that 
PAP -1 = Z, (2) 
where X~ is the characteristic value of A and p~ is either 1 or 0 in accord- 
ance with the multiplicity of the roots of the minimal polynomial of A. 
Then, the i-th row of P and the i-th column of p-1 are called the i-th 
The minimal polynomial of the matrix A is the monic scalar polynomial 
x "~ Jr a lx  "~-i ~- ... ~ a. ,  
of least degree such that 
A '~ Jc a lA  " - I  4J- "'" -b  a,~E = [0]. 
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characteristic row vector ~i and the i-th characteristic column vector ~.~, 
respectively, that is, 
Because PP-~ = E (the unit matrix), we obtain, 
0~J  = ~ ' ,  (4) 
where ~. = 1 (i = j )  or 0 (i ~ j )  (Kronecker delta). After rewriting (2) 
in the following expression, 
A = P- IzP (5) 
and substituting (1) and (3) to (5), we obtain 
n--1 
i=1 i=I 
If we let A i and Si be ~ i  and ~) i+1,  respectively, then (6) is re- 
written as follows, 
A = + Ep ,s , .  (7) 
i=1 i=l 
The expression (6) is said the characteristic expansion form of a matrix A, 
and A~ and S~ are called the i-thfundamental and the i-th subfundamental 
matrix of A. 
PROPOSITION 1. 
(1) ~-~,~=~ A, = E 
(2) Ad j  = ~iA~ 
Proof. ( 1 ) We consider the relation P-~EP = E. This means P-~P = 
(2) AiA~ = EiO¢~jO3", then the scalar ~..~. = &~ from (4), so we 
obtain A~Aj = 6~¢E¢Oj. If i = j then A~Aj = ~ -~ A~ otherwise 
AA~-= [0]. 
(3) Since S~Ss = ~O¢+~sO~.+~, nd the scalar ~i+~.  = 6¢+v 
from (4), so we obt~dn S~Ss = 6i -~l i~¢Oj+l .  I f j  = i + 1 then S~Ss --- 
.~iO~.~ otherwise S~Sj = [0]. (Q.E.D.) 
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PROPOSITION 2. I f  the minimal polynomial of a matrix A has distinct 
roots, then the m-th power of A is 
A~n ~ m = Xl A~. 
Proof. I t  is known that a matrix A is similar to a diagonal matrix 
(this means p~ = 0 for all o~ in (1)) if and only if the minimal poly- 
nomial of A has distinct roots. Therefore, the characteristic expansion 
form of A is written as 
A = ~) t iA~.  
i=1 
Using Propositions 1and 2, we obtain A ~ = ZX~mA~. (Q.E.D.) 
In the preceding paragraph, we assumed a matrix A to be an n by n 
square matrix. Now we restrict A to be a stochastic matrix. Algebraic 
properties of a stochastic matrix from the standpoint of the character- 
istic values are shown in the theory of Markov Chain (for example, 
Feller (1960) and Kitagawa ( 1967 ) ). 
PROPOSITION 3. Let A be a stochastic matrix, then for each i, 
Ix,[-<_ 1, 
and at least one of the characteristic values of A is 1. Therefore, in the 
following discussions, we assume Xl to be value 1. 
If, for a matrix A, there exists a permutation matrix ~ W such that 
WAW -1 = 
Grt 
then A is said reducible. Otherwise A is said irreducible. As far as the 
irreducibility of A is concerned, the following properties hold. 
8 A permutation matrix W is a square matrix with all elements 0or 1, the latter 
in such positions that there is just one of them in each row and one in each column. 
Then WW t -~ E, (W ~ means a transpose of W) i.e., W -I -- W ~. It is shown that, 
for a stochastic matrix A associated with state transition probabilities WAW -1 
means the stochastic matrix after reordering (relabeling) states. 
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PROPOSITION 4. I f  A is #reducible, then only one characteristic value 
Xl is 1, and the first characteristic vector ~.1, corresponding to Xl , can be 
the unit vector, thus, 
~1 ~ 
Then, using ~)~t~1 = &~, we obtain that the sum of elements of ~ equals 1 
if i = 1 and 0 otherwise. 
Remark 1. With no regard to the irreducibility of A, the characteristic 
vectors corresponding to the characteristic value l's, can generally be 
unit vectors. The restricted condition of A being irreducible in Proposi- 
tion 4 comes from the definition of the characteristic vector in this 
paper which is modified from the usual sense. Because, for example, in 
the case of a matrix having Xl = 12 = 1, P-~ becomes a singular matrix 
if we choose unit vectors as both ~1 and ~ which are the first and second 
column of P-~, respectively. 
PROPOSITION 5. If S characteristic values of A are 1, then for a matrix 
A, there exists a permutation matrix W such that WAW --~ is rewritten 
in the following form 
G, io  io  _o 
. . . .  F - - - ]  . . . . . . . . . . .  T- - -  
0 ~G~ , O~ 0 
. . . . .  v - - - -~-  . . . . . .  "T . . . .  r -  . . . .  
]"  I 1 
WAW- '  : I " ' I , where  G"~,  [ '0 ]  (9) 
. . . .  ~ . . . .  ~- . . . . . .  r- . . . .  I . . . . .  
o ~o~ I e~ l  o 
. . . .  1____~ . . . . . . . . . . .  I . . . . .  
G" J G '  
\ 
(s) 
Now we proceed with the similar arguments to an irreducible stochastic 
matrix with a period t, properties of which are required in Section IV. 
An irreducible matrix A is said to have a period t if and only if, for 
A, there exists a permutation matrix W such that WAW -~ is rewritten 
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in the following reordered form of A, 
o21 ~"' b j ' - I  
[P - l i ( , " -  I) 
o,I ° 
O, :v - I )  ( f - I I  
W,4W q = 
%.  
R! 
n I n 2 n 3 n t 
o G~' ,o  I o 
i l i 
. . . .  'I---~---~ . . . . . . . . . .  I 1 i 0 0 iG^ , + 0 
I i ~ i i 
i . 
l i 
[ i 
I J i , ,  
J J 
. . . .  4 . . . .  r - - - -~  . . . . . . . . . . .  
o to  o l !a,., 
I I i #lo lo l  o 
l t i 
(9) 
where the n~ by ni+i matrix G+ has the property that the sum of elements 
t of each row of G+ is 1 and ~'~+=i n~ -- n. 
This definition of periodicity comes from the fact that the (i, j)-ele- 
ment of A k is positive only i lk ~ l (mod t) for some l < t. As for an 
irreducible stochastic matrix with a period t, the next proposition is 
fundamental from the standpoint of its characteristic values. 
PRoPosrrmN 6. If an irreducible matrix A has a period t, then A 
has ~-1 (v = 1, 2, . . .  , t) as the v-th characteristic value X,, where 
= exp (j~?t). Also, the v-th characteristic olumn vector X~, cor- 
responding to X,, is 
/71 /72 /73 t~ t
I 
/31 O GL I 0 0 
. . . . . . . . .  t.. . . . . . . . . . .  
T . . . .  
n 2 o o 16"2 o 
. . . . . . . .  i . . . . . . . . . . . . . .  
WA W 4 = i " " • ' 
i [ • 
[ i _. 
L I G+ 
l i t .  0 0 0 I I r / . f  
. . . . . . . .  ,r___L . . . . .  u . . . .  
%{ G, O [0  0 
We shall use the above property that the characteristic olumn 
vectors of an irreducible stochastic matrix A which has a period t do 
not depend on elements of A. 
Developing these properties, algebraic treatments of a set of two 
stochastic matrices are introduced in the rest of this section. The re- 
sults, obtained mainly as to the characteristic expansion form of a word 
D = C(1)C m).. .  C u~), are often referred to in the later discussions. 
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The following four Proposition 8, 9, 11 and 12 correspond to the cases 
that the set of stochastic matrices are definite, quasidefinite, periodic 
and quasiperiodic, respectively. Precisely, these characteristic ex- 
pansion forms of D are classified into the four cases that in the set 
= {A, B} 
(1) both A and B have the characteristic polynomial x~-l(x - 1 ), 
(2) A and B have the characteristic polynomial (x -- 1)(x - M) 
• .. (x -- M) (M's are distinct and [ M [ < 1) and (x - 1)@ - ~2) " "  
(x - ~n) (t~4's are distinct and ]m] < 1), 
(3) both A and B have the characteristic polynomial x~-:(x - 1 ), 
and 
(4) A and B have the characteristic polynomial (x t - 1 ) (x -- Xt+l) 
• .. (x -- M) (M's are distinct and [ M [ < 1 ) and (x t - 1)(x - t~+l) " "  
(x -- /*~) (~4's are distinct and [m] < 1). 
As in the case of a matrix A,  let m,  Hi, 934, B4 and T4 be the i-th 
characteristic value, characteristic olumn vector, characteristic row 
vector, fundamental matrix and subfundamentM matrix of B, respec- 
tively. Then referring to (7), the characteristic expansion forms of A 
and B are presented as follows, 
n--1 
A = + (re.a)  
4=1 4=1 
n--I 
B = ~,,4B4+ E~,T4. (10.b) 
4=1 i=1 
PROPOSITION 7. Let A and B be irreducible stochastic matrices, re- 
spectively. Then 
(1) BiA1 = &IA1 and A4B1 = &IB1, 
(2) &A~ = $4B1 = T4A1 = T~B~ = [0]. 
(3) BA1 = A1 and AB1 = B1. 
Proof. Because A and B are irreducible, we may choose 
therefore, ~i~1 = &1 and ~3~1 = &l hold from Proposition 4. Then, we 
also obtain ~;lI~ = ~3~111 = &l. 
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(1 )  B iA  1 = ~i~i~1~)1 ~--- ~il~,~i~t. If i = 1 then B1A ~ = UlO~ = 
~1~ = A1 and otherwise B/A1 -- [0]. 
(2) S/B1 = Xi~+11I~1 = ~/+1 ~31 = [0], because i must not be 
0. The other relations are proved in a similar manner. 
(3) It  is obvious from (1) and (2), taking (10.a) and (10.b) into 
consideration. (Q.E.D.) 
PROPOSITION 8. Let A and B have the characteristic polynomial 
x~-~(x - 1) then (10.a) and (10.b) are rewritten as follows, 
A A1 -4- ~ ' -~ piS/ and B B~ -t- ~ ~-1 
I f  we let C~ j), v~ j) and C~ j) for i = 2, . . .  , n - 1 represent A i  , pl and S~ , 
or B~, ~ and T~ according as C u) is A or B, then the characteristic ex- 
pansion form of D = Ca)C (2) . . .  C <") is 
D = C(~)C (2) . . .  C (") 
n--1 n--1 n--1 
= c~ ~ + cp- i )(E v~c~ ) + c~ ~-~ (E  ~-i~c~-i)) (~  4~'c~ )) 
i= I  i= l  ~=1 
m n--1 m n--I 
• .. v~ v/ j 4- (~-~'.,),~u)~ II Yi (a i  ]~ 
l=2 i= l  l= l  i=1  
where the notation II7=1 means the matrix multiplication from the right 
side in the order 1, 2, . . .  , m. 
Proof. We can write C ¢~) as follows, 
C u) = C~ i) -F (~-~ v~J)C~)). (11) 
i=2  
Since t~o~,~(k) ,  1 = 6ilC~ k) from Proposition 7 (1) and (2), we obtain a 
product CU)C (k) in the following form from (11), 
n--1 n--1 n--1 
c'~)c `~) = c~ ~> + c~' (E  4~'c? ,) + (X: v?'C~ ,) (X: v?'c?'). 
/=2  i~2 i~2 
The required characteristic expansion form is derived by applying this 
process iteratively. (Q.E.D.) 
PROPOSITION 9. Let A and B have the characteristic polynomial 
(x - 1)(x - k2) . . .  (x -- X~) and (x -- 1)(x -- g2) " .  (x -- ~,),  
respectively, where { M {, [ g~ l < l for i = 2, . . . ,  n and all the char- 
acteristic values X/(~/) of A (B)  are distinct. Then (10.a) and (10.b) 
are rewritten as follows, 
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A = A I+ 2_,k~A, and B= BI--F ~_~ttiBi. 
i=2  i=2  
x~) be A~ and h i ,  or B i  and t~i according as C u) is A I f  we let C~ j) and vi 
or B. Then the characteristic expansion form of D = C(1)C (2) • • • C (m) is 
D = C(1)C (2) . . .  C ~'~) 
n n 
m 
+ + cPn fi (± 
Proof. I t  can be shown in a similar manner to Proof of Proposition 8. 
Before we present he characteristic expansion form to the ease that 
the set ~ = {A, B} consists of irreducible stochastic matrices A and B 
with a period t, more detail properties among their fundamental and 
subfundamental matrices A~, B~, S~ and T~, are summarized in the 
next Proposition 10. 
PROPOSITION 10. Let A and B be irreducible matrices with a period t. 
Consider the case that the reordered forms of both A and B are 
°'l 
y- I  
nt  " [~'-I} (/-[} 
where W is a permutation matrix, then for v = 1, 2, • . .  , t 
nl ~ 5 n~ 
I t r 0 , , n~ o ,~  I I ° 
/ . . . .  4 - - -~  . . . .  ÷ . . . . . .  j . . . . .  
nz  / , i , , 
, 0 i0  iH21  I 0 
1/  ~ ~ ~ 
I I I • 
I 1 I . I 
WBW't  = ' ~ l • 
I I . i 
i i I i 
. . . .  ~ . . . .  r - - - t  . . . . .  r . . . .  
nt. ~ 0 o Io  l~- t  
. . . . . . . .  - r - - - -1  . . . . .  i -  . . . .  
I i i 
~t H~IO lO i 0 
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from Proposition 6. For i = 1, 2, • • • , n, j  = 1, 2, • • • , t and k = (t + 1 ), 
• ..  , (n - 1), the following relations hold: 
(1) A.~B~ = ~iB~ and B~As = ~i~Ai, 
(2) S~Bj = TkA~ = [0], 
(3) let X ~2}=, J -1A = ] and B = ~'~}=1 coi-IB3, then A[~ = 
~ [~ = ]~2 and B.4 = [~A = ~2, 
(4) and f i  t+l = ~.  
Proof. (1) Since ~. = U¢, A~B¢ = ~O~Uj~¢ = ~i !~ i  = $~iE,~i. 
If i = j then A~Bj = Ej~¢ = l l¢~j = B j  , otherwise A~B¢ = [0]. 
(2) SkBj = ~k~)k~lllj~' = ~k~)~+l~j!~3' = ~+~¢~!~¢ = [0] because 
j#]~+ ~. 
(3) Taking the above (1) and (2) into consideration, A/~ = 
rt ~ n--1 t ~--1 
n n--X t 
( E i~t.~l  XiAi + Ek~t+l  PkSk)( E~I  593'-IB~ ') "~- AB .  Moreover ,  A/~ = 
~-1 t ~--1 " (~}=~ ~ Ai)(~-'.~.=~w B~)= (~-~}=~( ' - I )B¢)= (~}=~j-1B~.)  ~ 
~"~ t 3"--1~ \ t+ l  (~) ~i '+1 = ( ~=1 ~ ~ = (~:L1  ( J - ' ) '+~&')  = 
( ~'~}=~ J-~A~) = ~:. (Q.E.D.) 
PnOVOSlTIO~ 11. Let A and B have the characteristic polynomial 
x ~-t ( x * - 1) then (10.a) and (10.b) are rewritten as follows, 
n--1 n--1 
A = f i  + ~ p~S~ and B = /}+ ~ a~T~. 
k=t+l  k=/+l  
I f  we let C(~), C(~ ¢) and v(~ 9 be A ,  S~ and ok, or [~, T~ and z~ , respectively, 
according as C (~) is A or B,  then the characteristic expansion form of 
D = C(~)C ~) • • • C (m) can be written, 
D = C(1)C (2) * ' "  C (m) 
= [0(~)F + [d~-~)F-~ ( ~2 v (~)'~(~)'~ -  
k=t+l 
n--i n--I 
+ [c(m-2)] m-2 (E'-vk(m-1)/'c(m-1) ~, ,~k  ) ( E Vk" (m)/'~(m)'~t~k ) 
k=t+l  k=t+l 
n --I n --I 
+ . . .  ,+  f l  ( X-"'""" Vk ~k J. 
l=2 k=t+l  /=I k~t+l 
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PROI~OSITION 12. Let A and B have the characteristic polynomial 
(X  t - -  I ) (X  - -  •tZrl)  " ' "  (X  - -  ~n) and (x t -- 1)(x -- p~l)  " "  (x - - /~) ,  
respectively, where ] Xi 1, ] ~ti ] < 1 and all the characteristic values M(~t~) 
of A (B)  are distinct, then (10.a) and (10.b) are rewritten as follows, 
= + ( and B = D + ( 
k~t-~l k=t-4-1 
If we let 0 ~j), C~ D and v~ ~ be A, Ak and M,  or J~, Bk and g~, respectively, 
according as C (D is A or B, %hen the characteristic expansion form o~ 
D = C(I~C (~) . . .  C ('~) is written, 
D = C°)C (~) . . .  C ¢~) 
= [Cc~)] ~ + [C(~-1)] m-~ ( ~ u,~'c~)~(~)~ J 
k=t~-I 
+ [C~)] ~-~ ( ~ v ~- '~ ' ' - '~  
k t,k 2( z~ uk ~.'k J 
• ""  Vk O~ ] "4- kwk J ,  
Proof. Using Proposition 10, Proposition 11 and 12 can be proven in 
parallel to proof of Proposition 8 and 9, respectively. 0 (j) in Proposition 
11 and 12 plays a similar role of C1 °') in Proposition 8 and 9. 
llI. DEF IN ITE  SET 
In this section, using the results, especially Proposition 8, obtained 
in the previous section, a definite set of stochastic matrices which was 
originally introduced by Paz (1965) is algebraically investigated. First, 
introducing the definition of a definite set, which is different from Paz's 
definition of a definite set (1965) and also differs from a definite table 
in Paz (1966), we shall explain this concept by illustrating some ex- 
amples. After some theorems and corollaries which are necessary con- 
ditions that a set ~ = {A, B} is definite, especially from the standpoint 
of the minimal polynomial and the characteristic polynomial of A and 
B, we obtain Theorem 5 which is a necessary and sufficient condition 
under a certain assumption. 
DEFINITION 1. Let Z = {A, B} be a set of two n by n stochastic 
matrices A and B. If, for Z, there exists a positive integer g such that, 
for any word D of the length no less than g, ~*D = D holds, then the 
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set ~ is said to be weakly g-definite. If the set E is weakly gldefinite 
but not weakly (g - 1)-definite, then the set ~ is said to be g-definite. 
The set Z is said a definite set if the set ~ is g-definite for someg. 
This concept will remind us of a definite automaton. In practice, as 
easily understood, a probabilistic automaton with a suitable cut point 
and a definite set of stochastic matrices which correspond to each input 
symbol, realizes a definite event. 
EXAMPLE 1. We present an example of a definite set Z = {A, B} 
as follows. 
F1/IO 1/5 7/10] F1/5 3/10 1/2 1 
_-r,,o / :,: ] 
L7/30 3/15 3/10j L4/15 13/30 0 
V~o ~/~ ~/~o 1 p/,~ 1~/~o ~/~o 7 
~_-V~o ~/~ ~/~o / ~--/~/~ 1~/~o ~/1o / 
L7/30 7/15 3/lOJ L4/15 13/30 3/10_] 
(17/75 34/75 8/25] [79/300 32/75 31/I00- 
BA =i17/75 34/7z s/~5| BB =/79/300 32/75 31/100 
/17/75 34:/75 8/25/ L79/3oo 32/75 31/lOO 
Because any word D of the length 2 has same rows, we can show Z*D = 
D, therefore, the set Z = {A, B} is 2-definite. 
Now we introduce the transition diagram of matrices (Fig. 1) in 
order to explain the definite set in this Example 1. In this diagram, 
A A 
A A 
B B 
Fio. 1. Transit ion diagram of matr ices A and B in Example 1 
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there exists a directed edge ~ from a node D corresponding to a word D 
to a node D' corresponding to a word D t if and only if D' = DZ. If 
the set is g-definite, then the transition diagram of matrices of the set 
has at most (2 o -t- 2 ° -- 2) nodes, that is, a sum of 2 u words of the length 
no less than g and (2 ° - 2) words of the length less than g. 
Remark 2. Definition 1 differs from the definition of a definite set by 
Paz (1965). The latter says that the set I~ is weakly g-definite if, for 
any word D of length g, ~(D) = 0. (The notation ~(A ) = 0 means the 
matrix A has the same rows.) I t  can be easily shown that if the set Z 
satisfies this Paz's definition, then it is also weakly g-definite in Defini- 
tion 1. But the following example makes clear the difference between 
both definitions. 
A = Ei !1 I °6 il .3 0.7 B -- 0.6 0.4 
0 0 0 
This set ~ = {A, B} is 1-definite because ~*A = A and ~*B = B, 
however, for any word D, ~(D)~ 0, thus it is not a definite set in Paz's 
definition. Moreover, we know the definition of a definite table in Paz 
(1966) which is the same as that of a definite set by Paz (1965) does 
not coincide with this Definition 1. 
PROPOSITIO~ 13. Let the set ~ = {A, B} be weakly g-definite, where 
matrices A and B are irreducible, then, for any word D of the length no 
less than g, ~(D ) = O. In other words, both definitions are identical i f  and 
only if the set contains only irreducible matrices. 
Proof. From Definition 1, for any word D of the length no less than 
g, Z*D = D. If we choose A ° us Z*, then AgD =- D. When a matrix A 
is irreducible, it is shown that 5(A °) = 0 in Corollary 6. Therefore, 
5(A°D) = ~(D) = O. The reverse proof is obvious. (Q.E.D.) 
THEOREM 1. Let Z = {A, B} a set of n by n stochastic matrices A and B 
be g-definite, then g <= n - 1. 
Proof. Let V be an n-dimensional vector space and we consider Z = 
{A, B} as linear transformations from V into V. We define the image 4
An image VA of a matr ix  A from a vector space V is also a vector space 
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of Z by VE and represent the dimension of V by dim V. Because the 
rank of ~* (Z* means any word) ~ 1, namely, dim (V~*) >= 1, we 
obtain dim (the kernel ~ of ~*) ~ n - 1. Now we present he subspace 
W = V(~* - E )  of V, which is the image of the transformation (~* - 
E) .  I f  the subspace W = V(Z* -- E )  is transformed by D of length 
no less than g, then the image of (Z* -- E)D becomes WD = V(Z* - 
E)D = V~ = {9}. Thus W _ the kernel of D. Therefore dim W =< dim 
(the kernel of D)  =< n -- 1. We know that W~ ~ ~ W~ TM and W~ ~ = 
W~! +1 means W~ ~ = W~ i+~ for s => 0. When 
n -  1 = d imW > dim (WZ)  > dim (W~ 2) > dim (WZ 3) > -- .  
> dim (WE a) = dim (WZ a+~) . . . . .  0, 
n - 1 is obtained as a maximum of g. (Q.E.D.) 
Remark 3. Theorem 1 says that the set of n by n stochastic matrices 
is at most weakly (n - i)idefinite even in the case that  the set ~ con- 
rains reducible matrices. As seen in the context of this proof, when 
g = n -- 1, then dim W = n - 1 is required. That  is, dim (the kernel 
of D)  _>- n - 1. This means the rank of D = 1 or 0. Taking D being 
a stochastic matrix into consideration, we obtain ~(D) = 0 if and only 
if the rank of D = 1 and there is no case that the rank of D = 0. Then 
we are lead to the next Corollary 2. 
COROLLAaX 2. I f  the set Z is (n -- 1)-definite then the set contains 
only irreduc~7)le matrices, thus, ~( D ) = O. 
T~EOI~E~ 3. I f  the set ~ = {A, B} is weakly g-definite, then both A 
and B have minimal polynomial xg' (x - 1), respectively, where g' <= g. 
Proof. From Definition 1, we know ~*A g ~- A g. When we choose A 
as E* then A g+l = At  Therefore the minimal polynomial of A must 
devide xg(x - 1). (Q.E.D.) 
COROLLARY 4. I f  the set ~ = {A, B} is definite, then both A and B have 
the characteristic polynomial x"-~(x -- 1) ~, where s < n. 
EXAMPLE 2. Both A and B in Example 1 have the characteristic 
polynomial x2(x - 1) and the minimal polynomial x2(x -- 1), respec- 
tively. Both A and B in Remark 1 also have the characteristic poly- 
nomial x(x - 1) ~ and the minimal polynomial x(x -- 1), respectively. 
5 A kernal of a matrix A is a vector space{~ I ~A = ~}. 
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In the following discussions, we present he set N = {A, B} which 
consists of irreducible matrices for convenience. Then from Proposition 
7, we may have either ~(D) = 0 or 2*D = D as definition of weakly 
g-definite. Moreover, we can conclude by Proposition 5 that a matrix 
A which is an element of a definite set has the characteristic polynomial 
x(~-l)(x -- 1) and the minimal polynomial x ' (x  - 1), where s < n. 
So far, we present some necessary conditions that the set ~ = {A, B} 
is weakly g-definite, but in the ease of both A and B having the minimal 
polynomial x~-l(x -- 1), one necessary and sufficient condition is 
obtained in the following Theorem 5. Before going to Theorem 5, we 
~dll give Lemma 1 that is used in the proof of that Theorem. 
LE=~a 1. Let ~ , ~2 , ". .  , ~k be linearly independent row vectors and 
~, ,  ?~2, "." , ~k be any column vectors of the same dimension as Ods. 
I f  there exists an row vector !5 and a nonzero column vector 1I such that 
the following relation holds, 
~(~1~ + ~ + "'" + ~O~) = [0] 
then 
~ = 0 
for i = 1, 2, . . .  , ta. 
Proof. Since the ~¢ is a scalar, we can rewrite the equation as 
follows, 
(~)U~h + (~;~)U~ + - - -+  (~)U~ = [0]. 
If  we take the assumption that ~ 's  are linearly independent and 11 is a 
nonzero vector, then the scalar ~¢ must be zero for i = 1, 2, . . .  , k. 
(Q.E.D.) 
THEOREM 5. Assume that both A and B have the minimal polynomials 
x( ' - l ) (x  - 1), respectively. Then the set Z = {A, B} is (n - 1)-definite 
i f  and only i f  the following relations hold, 
[° i L 
,~  0 * ,~, I 0 
pQ-* = , OP -I = 
_0  0 0 
0 ** ol (12) 
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where 
~ q_~ 
P = , P - '  ~ IX2" .  ~-~], 0 = , = [112... lI~_d 
are submatrices of P,  p - l ,  Q and Q-l, respectively. 
Remark 4. It  can be shown that if the assumption in Theorem 5 
that both A and B have the minimal polynomials x~-l(x - 1) is satis- 
fied, then any two words of the length less than n are different. In other 
words, it means the necessity that all the words of the length less than 
n are different. 
Remark 5. Conditions (12) can be easily rewritten as follows using 
the subfundamental matrices S~, T~ of A and B, 
S, Ts -- T iS i  = [0] (i _-__ j ) ,  (13) 
wherei ,  j=  2, 3 , . . . , (n -  1). 
Proof. At first, we prove the necessity. When the assumption holds, 
then both A and B are similar to Z, where 
Z = 
Therefore, by referring to 
-1 0 
0 1 
0 
_ 
1 
. 0 0~ 
1) and (6), we give the characteristic ex- 
pansion form of A and B as follows, 
A = A I+ &+ . . .  + S~_1, 
B = B, q- T2 + - . .  -b T~_I. 
From Proposition 1 (3), A" and B ~ for s = 2' 3, . - . .  n - 1 can be pre- 
sented below. 
A ~ = A1 + $2S~ + S~$4 + . . .  + S,_~.S,_I 
i A a = A1 + S2S~N + S~S4S~ + . . .  + S,_3S~_2S~_1 
: (14.a) 
A ~-~ = A1 + $2S~$4.. .  S~_1 
A ~-~ = A1 
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"B 2 = B1 q- T2Ta + T~T4 + "'" q- T,~-2T,,-1 
B 3 = B1 + T2TaT~ + T~T4T~ + ""  + T~-3T~-2T~-t 
: (14.b) 
B "-2 = B1 q- T2TaT4. . .  T,,_I 
B '~-1 = B1 
If the set ~ is a definite set, then ~(A"-2B) = 0 because of the product 
A ~-2B of the length n -- 1. By considering that A is stochastic, we ob- 
tain A(A'~-2B) = A'*-2B, thus, A'~-IB = A"-2B. This equality is re- 
written from (14.a), 
&B = (81 + &&& .. • &- I )B ,  
thus, 
(&&& . . .  &_ , )B = [0l. 
This relation is rewritten by using (14.b) and Proposition 7 2) as 
(S2Sa&""  S,,-t)(T2 + Ta q- " "  + T~_~) = [0]. (15) 
The fact &$3S4. . .  S,,-1 = Y.=~,~ and the matrix relation (15), which is con- 
sidered as a vector relation and to which Lemma 1 is applied, lead 
to the relation 
{0~-2II~ = 0, 
therefore, 
S~-IT~ = [0], for i=  2 , . . . ,n - -  1. (16) 
Now we assume the induction hypothesis as follows: 
&_~T2 = &_~T~ . . . . .  &_~T~_k = [0], (17)  
for/¢ = 1, 2 , . . . ,m -- 1. Relation (16) satisfies the case o fk  = 1, 
that is, the initial step of (17). Then we choose the relation as follows: 
A(A" - ' - *B  '~) = A" - "B  '~= A" - ' -~B m, (18) 
and by substituting A "-~ and A . . . .  ~ in (14.a) for the both sides of 
the second equality of (18) we obtain, 
(A1 -]- S2Sa - - .  Sn--m+l -J- SaS4 ' ' '  Sn--.~-2 
--]- . . .  + S,~S,,,+, . . .  S,,_~)B '~ = (At  --}- S2Sa . . .  S,~_,,, (19) 
"3[- $3S4 . . "  Sn-md-1 -J- " ' "  .it_ Sm+lSm+2 . . .  Sn_I)B m. 
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After replaeingB~in (19) byB1 -~- T2T3 . . .  T ,~ I  -~ T3T4 . . .  T,,+2 -~ 
• ". -~ T,_, ,T,_, ,+I . . .  T,_ I  in (14.b), we apply Proposition 7 (2) and 
the induction hypothesis to (19), then 
$2S~'"  S~_,~( T~T~. . .  T,~+I + T3T4""  T~_~ 
+""  + T , _mT~_m~l . . .  T,_I) = [0] (20) 
is obtained. Again we adopt Lemma 1 to (20), so 
S,_ ,~T i= [0] for i=  2 ,3 , . . . ,n -  m, 
must hold. Therefore we can advance the induction step from (m - 1) 
to m, and conclude 
S iT j -~  [0] for i> j .  
Moreover a similar argument leads to 
T iS i= [0] for j>  i. 
Second, we prove the sufficiency. From Proposition 8, we can give the 
following characteristic expansion form of word D = C(I) C C2) . . .  C ( ' -~ 
of the length n - 1, 
n--1 
C(~-1) D = Ca)C C2) • " C C"-1) = C ~("-1)1 C(~-2~(}"~1 ~ ) 
i~2 
n--1 ~--I n--I n--i 
+ + ... + el" I I  '>) 
i=2  i~2  /=2 i~2 
n--1 n--1 
+ (E ~=~ (21) 
(Note that v~ ¢) -- 1 for i = 2, 3, . . .  , n - 1 in this case.) 
Here we mention the last term of (21). This term, that is ~ produe~ 
of the length n -- I made from S~ and T~, must be the null matrix when 
the condition that i => j implies S~T~ = T~S~ = [0] for i = 2, 3, . . .  , 
n -- 1, is satisfied. 
In (21), rows of each term except he last one, are the same because of 
the fact that C~ ~'~ appears at the head of each term and that ~(C~ (j)) = 0 
from Proposition 4. Thus for any word D of the length n - 1, ~(D ) = 0. 
(Q.E.D.) 
COROLLARY 6. Let A be an irreducible matrix, which is an element of a 
definite set. Then for g >- n - 1, A ~ satisfies A~ -~ = A g and ~(A ~) -= O. 
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Proof. As seen in (3.3a), we can show A ~-~ = A ~ = . . . .  A ~ . . . .  
= A2 -1. WhenA is irreducible, ~(AI) = 0 from Proposition 4. (Q.E.D.) 
EXAMPLE 3. We shall show that the set ~ = {A, B} in Example 1 is 
2-definite by using the above theorem. As described in Example 2, 
both A and B the minimal polynomial x2(x - 1), respectively, thus 
they are similar to Z, where 
Z - -  0 . 
0 
We can find P and P-~ such that PAP -1 = Z, as follows, 
[~1;  7/30 7/30 3/10-] 
P = ~2 -2 /15  7/30 - -1 /10 | ,  
03 1/30 1/15 -1 / lO j  
p - l=  [~1~2~3] -- [! _4 7 i2 1 . 
0 --7 
Similarly, as to B we obtain Q and Q-1 such that QBQ -~ 
lows, 
I~11 I 79/300 128/300 93/300"~ 
~2 = --3/10 2/5 --1/10 ], 
~3 1/30 1/15 -1/10 A 
Q-1 = [UlH2~3] = 
= Z as fol- 
In this example, submatrices P, p- l ,  ~ and Q-1 are made from P, P-l ,  
Q and Q-1 as follows, 
P = [~,1 = [1 /30  1 /15  -1 /10] ,  P -1  = [~21 = , 
F-19/lo7 
0 = [~33] = [1/30 1/15 --1/10], Q-1 = [112] = | 11 /10 | .  
[_ 1/10_] 
It is shown that PQ-1 = 0 and (~P-~ = 0, so we can conclude by 
Theorem 5 the set 2 = {A, B} is 2-definite. 
Q = 
11/10 . 
1/lO - 
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IV. PERIODIC SET 
In the previous section, a definite set of stochastic matrices is alge- 
braically presented. Especially, some conditions that the set of irre- 
ducible and aperiodic matrices is definite are discussed. Here, we in- 
troduce another concept of a periodic set, which is newly defined among 
stochastic matrices with a period t. As we know, a definite set can be 
associated with a definite automaton. On the other hand, a periodic set 
can be associated with a bounded t rans ient  automaton  6 which can be 
constructed from the autonomous and definite machines. In detail, a 
probabilistic automaton with a suitable cutpoint and a periodic set of 
matrices corresponding to input symbols, defines an event that is real- 
ized by a bounded transient automaton. 
Before presenting the arguments on periodic set, we illustrate a 
periodic set in the next example. 
Ex_~.~PLE 4. Consider the set ~ = {A, B}, where A and B are given as, 
A= O0 1 , B= O0 1 , 
q 0 s 0 
01 01  
wherep~-q- - -  r~-s= 1, and0< p,q , r , s  < 1. 
We can show by simple calculations that A ~ = A, B 4 = B, AB = B 2 
and BA = A ~. Therefore, the transition diagram of matrices A and B 
is drawn as in Fig. 2. In this figure, if we associate nodes and directed 
edges with states and transition arrows, respectively, and we consider 
it as a state diagram of a deterministic automaton, then, it can be con- 
sidered as a state transition diagram of a bounded transient automaton 
which is constructed by 1-definite automaton and autonomous machine 
with the period 3. (Hartmanis and Stearns (1966)) The decomposed 
construction of this bounded transient automaton is sketched in Fig. 3. 
In practice, if we assign C t~ to A or B, then a word D = 
C~I)C (~) . . .  C ('~) = [C(m)] ~ where k ~ m (mod. 3). This fact shows that 
the word D can be represented only by its 1-suffix C (m) and the length 
m of the word D. 
Now we give the definition of a periodic set. 
6 A bounded transient automaton, which is capable of limiting the effect of 
input errors on its behavior, can be constructed from autonomous and definite 
machines. 
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A 
A A 
A • A , 
B 
FzG. 2. Transition diagram of matrices A and B in Example 4 
Aufonomous ] 
Machine 
wilh Period 5 
~.  1-  Definite 
Aufomoton 
Input [ 
FIG. 3. Realization of bounded transient automaton related to (3,1)-periodic 
set. 
DEFINITION 2. Let Z = {A, B} be a set of two n by n stochastic 
matrices A and B. If, for Z, there exist two positive integers t, g such 
that for any word D of the length no less than g, (~t)*D = D, then 
the set Z is said weakly (t, g)-periodic. I f  the set ~ is weakly (t, g)- 
periodic but not weakly (t', g')-periodic, where t' < t, and g' < g, 
then the set X is said (t, g)-periodic. The set Z is said periodic if the set 
is (4 g)-periodic set for some t and g. 
From the above definition, the following proposition is derived. 
PROPOSITION 14. / f  the set X = {A, B} is weakly (t, g)-periodic then 
it is weakly ( kt, g + m )-periodic, where both k and m are positive integers, 
respectively. 
342 vAsuz i~-D Y.~JI~ 
Proof. According to (Z~*)* c (~)* ,  it is easily shown that (Zt)*D1 = 
Di implies (Zk*)*DiD~ = DID2, where Di and D, are any words of 
length g and m, respectively. (Q.E.D.) 
When we compare Definition 1 with Definition 2, a periodic set can 
be said ¢o be an extended concept of a definite set, because a (t, g)- 
definite set degenerates to a g-definite set when t = 1. A common 
property of these two sets lies in the fact that we can write the transi- 
tion diagram of matrices corresponding to the set, where there exists a 
finite (not infinite) number of nodes. (Nodes, as mentioned before, 
correspond to words generated from the set Z -- {A, B}. ) As illustrated 
in Fig: 2, in the case of (3, 1)-periodic set there are 6 words that are 
generated from this set. In general, a (t, g)-periodie set has at most 
(t2 g -t- 2 g -- 2) words which correspond to words of the length no less 
than g and words of the length less than g. In a way similar to a definite 
set, we present a discussion on the algebraic properties of a periodic set. 
THEOREm 7. Let ~ = {A, B}, a set of n by n stochastic matrices A and 
B, be weakly ( t, g )-periodic, then A and B have the minimal  polynomial 
x g' (x ~' -- 1 ), where g' <- g and t' is a divisor of t. 
Proof. If we choose A t and A g as (~*)* and D in Definition 2, respec- 
tively, then we obtain A *~g = A a. Therefore the minimal polynomial 
of A must divide x t+g - xg. Hence it must  be xa' ( x t' - 1). (Q.E.D.) 
In the following discussion, we treat the se~ z= {A, B}, where both 
A and B are irreducible for simplicity. This simple and essential case 
can be investigated as follows. 
COROLI, ARY 8. Consider irreducible stochastic matrices with a period 
t, A and B, where t is a prime. I f  the set ~ = {A, B} is weakly (t, g)- 
definite, A and B have the minimal  polynomial xg" ( x ~ - 1 ) and xg" ( x * -- 1 ), 
respectively, and have the same characteristic polynomial x~-*(x t - 1). 
Proof. From Theorem 1, as for the minimal polynomial of A and B, 
it is obvious. Since both A and B are n by n matrices, and roots of the 
minimal polynomial of the matrix coincide with its characteristic values 
without multiplicity, we obtain that both A and B have the characteristic 
polynomial x~-~(x ~-- 1). (Q.E.D.) 
T~Eo~M 9. Let Z = {A, B} a set of irreducible matrices with a period 
t (not necessarily a pr ime).  I f  the set is (t, g)-periodic, then there exists 
a permutation matrix W such that WAW -~ = G and WBW -~ = H, where 
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6"= 
n I 
n n n s ?t 
0 ,G , ,0  = 0 
i ' i i i 
. . . .  ~- - -4  . . . .  r "  . . . .  ~ . . . .  
I I { 
O ~ O i 6"~ ~ 0 
r I I l 
. . . .  T - - -7  . . . .  T . . . . . . . . . .  r 
i l i . l 
i I l 
I • i 
I • I 
i I / • I 
i i I i 
0 ,0  0 1 ,6~. 
I I i I ' 
. . . .  T -~ ' -~ . . . . .  7 . . . . .  6". 0 ~0 0 
I I 
n I n.  n 3 n t 
1 o1-,  o o n l  . . . .  i ' - - - -1  . . . .  i . . . . . .  I . . . .  0 ~ 0 IHo  0 172 I [ ~ ' . . . . . . . . . .  -t  . . . .  ÷ . . . . . . . . . . .  
I 
o lo  o l  ~ ,  
I - - - - - ' I  . . . . . . . .  i . . . . . . . . . . .  
., Ht!O 0 0 
(22) 
and G¢ and B¢ are n~ by n~÷l stochastic matrices, respectively. Thus, A 
and B have the same type in the reordered form G and H by W, respec- 
tively. 
Proof. At first, we choose a positive integer s such that st >= g, and 
A 8'+I is considered as D in Definition 2. As the set Z = {A, B} is (t, g)- 
periodic, (Z')*D = D. Therefore, after substituting A t and BA ~-~ in 
(~t). ,  respectively, we know 
A~A 8t+l = BAt - IA  "t+l = A ~t+l (23) 
According to (9), we can assume WAW --~ = G without loss of generality, 
then (23) is rewritten by using W, W -~, 
WA tA'~+Iw-1 = WBA~+tW -1, 
and since WA W -~ = G, we obtain 
WA(S+i} ~+IW-~ = G(s*l)t*i 
nl 'q2 173 lit 
'~L 0 I(6, G2..~) G, i 0 . . . .  i o 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -4 . . . . . . . . . . .  
,,~ o o (G~... 6,f*' . . . .  I o 
=. 
. . . . . . . . . . . . .  L . . . . . .  " -  . . . . .  
nt-~ 0 ; 0 
i 
s+l  
n t (G~ • .o~.p  GI 0 
= WBW-IWA(S411tW-I=HG (s*l)t 
• • I : 
°°  I 
. . . . . .  - . . . . .  .~  . . . .  - ,  . . . . . .  - . . . . . .  
1 $+ 
o . . . . .  I (G,. , . .¢.~I z,., 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
0 I ' ' ' "  i 0 
I 
=H 
r t  I n 2 n !  
(G , - .  G,) j I 0 ', ', 0 
_- . . . . . . . . .  ,. . . . . . . . . .  - . . . . . .  
/ / 
t ~t~t i i 
| 0 . , (62  " "GP  ~ i 0 
. . . . . . . . . . .  L . . . . . . . . . .  , . . . . . . .  L . . . . . . . . . . . .  
i ] • I 
i i i 
t " i 
i 4 , I 
! 
o [ o i i cG , "¢ -  f~ '  
(24) 
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If WBW -1 = H is not the same type as the reordered form G and we 
assume, for example, the (1, 1 )-element of H is positive, then the right 
side of the last equality of (24) is the matrix such that at least one of 
(1, k)-elements of the matrix for k _-< n~, is positive and (24) is not 
satisfied. After taking (i, j)-element into this situation and relying on 
the fact that the submatriees on the diagonal of G °+~) are stochastic, 
we obtain that H must be in the form (22) and the same type as G. 
(Q.E.D.) 
By the above theorem, we will assume that A and B have the same 
type in the reordered form G and H, respectively, in the rest of section. 
For convenience, we treat only matrices A and B, rows and columns of 
which have been reordered by W, and which are written by the same 
type in the reordered form. 
As for a periodic set, similar arguments as in Theorem 1 can be done 
as follows. 
T~EORE~ 10. I f  ~ = {A, B}, a set of n by n irreducible stochastic 
matrices with a period t, is ( t, g )-periodic, then g <= n - t. 
Proof. I t  can be proved parallel to Theorem 1, but in this case, the 
fact that the rank o lD  > t and dim (the kernel of D)  ~ n - t should 
be mentioned. After these considerations, we know W = V((%t) ,  _ E) ,  
a subspace of V, implies the kernel of D, where D is any word of the 
length g. Therefore, dim W =< dim (the kernel of D)  _-< n -- t, thus, 
when the following equality and inequality chains are satisfied, 
n -- t = dim W > dim (W~) > dim (WE 2) > . . .  > dim (WE a) 
= dim (WE g+l) . . . . .  O, 
g takes n -- t as the maximum value. (Q.E.D.) 
COROI~L,t~r 11. I f  ~ = {A, B}, a set of n by n irreducible stochastic 
matrices with a period t, is ( t, g )-periodic, then the rank D of any word D 
of the length no less than g, is n -- t. In  other words, t stochastic submatrices 
D~ of D, satisfy ~(D~) = O, that is, the rows of the matrix corresponding 
to the word of the length no less than g consist of t different ones. 
Proof. According to Theorem 10, (t, n -- t)-periodic set is obtained 
in the ease of dim W = dim (the kernel of D)  = n -- t. This means 
the rank of D = t, and each stochastic submatrix D~ of D must be 
~(D,) = 0. (Q.E.D.) 
EXA~tpLE 5 As we shall show in Example 6, the following set ~ = 
{A, B} is (3, 2)-periodic, 
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i P 1 -- p 0 0 
A= 0 0 
0 0 
0 0 
t t where 0 < p', q, r ,  
two words AA and [ oo 
0 0 
AA= 0 0 
p 1 - -  
p l - -p  
I 
O 0 0 
1 0 0 
AB= i 0 0 
Op l - -p  
Op l -p  
°°1 E!llp° l q 1 - -q  0 0 q' 1--  r 1 - - r  , B= 0 0 r' 1 0 0 0 0 0 0 0 0 0 0 0 0 
s' < 1. To explain Theorem 10, we take, for example, 
AB of the length 2, 
-p ) (1  - r )  pq+ (1- -  p)r p(1- -  q) + (1 
0 O 
0 0 
p 0 0 
0 0 
pq '+(1- -p ) r '  p(1 -- q) +(1  
0 0 
0 0 
0 
0 
-p)(1 - r )  
0 
0 
rows and its rank We see that each stochastic submatrix has the same 
is 1, and also AA aad AB has 3 differeat rows. 
T•EOREM 12. Let both A and B be n by n irreducible stochastic matrices 
with a period t, where both A and B have the minimal polynomial 
xn-t(x t - 1). Then the set Z = {A, B} is (t, n - t)-periodic if and only 
if the following relations hold, [0 ] [0 1 0 * 0 ** 
pQ-1 = .. , OP-I = •. (25) 
°o  
0 0 0 0 
where 
p = : , p -1  = [~t+i. - . .  , ~-1] ,  
o . .  
are submatrices of P, P-~, Q-I and Q, respectively. 
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Remark 6. In Theorem 12, we assume A and B are given in the re- 
ordered forms as we mentioned. 
Proof. I t  can be shown in a way similar to Theorem 5. But a brief 
sketch of proof is given, presenting the main part  of the induction step. 
In this case, by referring to Proposition 11, A and B can be presented as 
t--I 
A = A1-5¢0A2-5" ' "  -5~ At -5 S t+1-5" ' "  -5 S~-I 
= A -5 S,+1 -5 "." -5 S,-1 
t-1 
B = B1 -5 B~ -5 . . .  -5 o~ Bt  -5 Tt+l -5 "'" -5 T,~-I 
= B + Tt+1 + "'" + T,~-I 
and we take the induction hypothesis TiS~ = S iTs  = [0] for i => j and 
i , j  = t -5 1, t -5 2, . . .  , m - 1. Then, replacing (Zt) * and D in (Z~)*D 
= D by B 't and Bm-tA  ~- ' ,  respectively, where st > n -- 1, we obtain 
B'tB'~-tA ~-'~ = B'~-tA"-m. (26) 
By a similar way in (n - 1 )-definite set, we can show the character- 
istic expansion forms of A ' -~ ,  B m-t and B ~+m-t, 
A ~-" = A n-m -5 St+l  " ' "  St+n--ra -5 " ' "  -5 Sm " ' "  Sn--1 
B "~-t = B'~-~ -5 Tt+l "'" T, ,  -5 . ' .  -5 T,~-2m+t-1 "'" T,~_,, 
B,t+,,-t = /~m. 
I f  these relations are considered in (26), then 
B'~-tA "-'~ = A ~-~ + Bm-~( St+l "'" St+~-~ + "'" + S~ " " S,~-1) 
+ (Tt+1 "'" T,~ + ... + T~-2,~+t-1 "'" T,~_~) 
• (S t+ l  " ' "  St+n-m -5 ' ' '  -t- Sm ' ' '  Sn--1) 
= B"'B'~-~A'~-m 
= Bm(A ~-~ + St+~ . . .  St+~-,, + . - -  +Sm . . .  S,-1) (271 
= ~n -5 Bm(St+l  . . .  St+n-m -5 . ' '  -']- Sm . . .  Sn_ l )  
f , t+m-- t  / ~ . . . + ,-, ~,-,~+1 St+, -~ + "'" + S , , " .  S , -1)  
--m--t 
= z{ '~-t + B (St+l " • S~+,-,~ -5 "'" -5 S ,~. "  S~_~) 
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Comparing the second expression of (27) with the last expression, we 
obtain 
(T,+I . . .  T,~ + .-- T~-2m+l . . .  T~_~) 
• (&+l . - -S ,+~_~ + -.. + s~... &_~) = [0]. (28) 
If the induction hypothesis i applied to (28), the relation 
(T ,+~. . .  Tm)(&+~. . .  &+~_m + .. -  + S~. - .  S=_~) = [0] 
must hold. By using Lemma 1, we can make the step of induction hy- 
pothesis go from m - 1 to m, that is, &T]  = T~Sj = [0] for i > j and 
i, j = t + 1, t + 2, • • • , m. The sufficient condition can be proved more 
easily and omitted. (Q.E.D.) 
COROLLARY 13. Consider n by n #reducible stochastic matices A and B, 
the minimal polynomial of which is x(x* - 1). Then the set Z = {A, B} 
is (t, 1 )-periodic. 
Proof. In this case, A = 22 and B = /~ as shown in Proposition 11. 
By Proposition 11(3)(4), we can show (~')*A = A and (~t)*B = B. 
COROLLARY 14. The set of n by n irreducible stochastic matrices with a 
period n -- 1, is (n -- 1, 1 )-periodic i f  and only i f  both A and B have 
the minimal polynomial x(  x ~-1 -- 1 ) (also the characteristic polynomial). 
EXt~MPLE 6. We reconsider the set ~ = {A, B} presented in Example 
5. Using the above theorem we try to show this set is (3, 2)-periodic. 
Both A and B have the minimal polynomial x~(x 3 - 1) and the char- 
acteristic polynomial 
PAP -1 = Z where 
-1 ~i ] 
co I 0 
Z = co21 
. . . . . .  I-o--- T ' 
0 J 
!O 0 
X2(X 3 - -  1), respectively. Then as we know, 
P g)a , P-~= [:~176~:X376~], 
and ~ = exp (j2~/3). We obtain the following two vector relations, 
A[~I, ~2,763, X~, ~5] = [El, ~o762, ~Ea, 94,765], 
I911 91 
(29) 
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from AP -1 = ZP  -1 and PA : ZP,  respectively. (29) Call be calculated 
and solved as follows, 
p 
"1 p 
3 3 
1 P 
0 --I 
0 0 
"I 
i 
1 
1 
i 
1- -p  pq+r(1 - -p )  (1 - -q )p+(1- - r ) (1 - -p )  
3 3 3 
21- -p  03pq+r(1  - -p )  (1 - -q )p+(1- - r ) (1 - -p )  
CO - -  CO 
3 3 3 
col -- p 03~pq+r(1 -- p) ~o~(1- -q )p+(1- - r ) (1 - -p )  
3 3 3 
1 --(q -- r) q -- r 
0 q -- r - - (q -- r) 
I I 0 0 
2 03 03 --(1 - -p )  1 -- p 
2 03 03 p --p 
2 (1 - -  p) (1 - -  r) +p(1  -- q) 
03 03 0 - -  
2 
03 CO " U 
When we take the above theorem, 
Op-1 Ll5~4 - [0, 0, 0, ( ' - = q r ' )  - (q'  r ' ) ]  
(1 -- p)r  + pq 
q -p  
I -(l°- p)] = o. 0 
N 
Similarly, PQ -1 = O. After all this set ~ = {A, B} is (3, 2)-periodic. 
In practice, when we express the characteristic expansion form of A 
and B as follows, 
A = A I+A2- -bA3+S~=.A + $4 
B = B1 +B2 +B3+ T4 = B + T4 
by using the notation C (i), C u), C, (.~, as defined in Proposition 11, the 
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Autonomous 
Machine 
with Period 5 
-~ 2-Definite 
)I Aulomolon I Input 
Fie. 4. Realization of bounded transient automaton related to (3,2)-periodic 
set. 
characteristic expansion form of D of the length m is given by 
• ~ ~(m- l )~- - I r~  (m)  D = 0(1)0  (2) "" C ('~) = [C(~)] ~ +t~ j ~4 , 
where k -~ m (rood. t). This form shows that any word of the length 
m ~ 2 can be expressed by only a 2-suffix of D and the length m of D. 
Therefore, similar system in the theory of fmite automata corresponds 
to a bounded transient automaton as illustrated in Fig. 4. 
So far, we presented a new concept of a periodic set and showed some 
algebraic properties imilar to a definite set. As described before, a 
(t, g)-periodic set coincides with a g-definite set when t = 1. Now we 
discuss (t, g)-periodic set from the standpoint of comparing a prob- 
abilistie automaton with a deterministic automaton. Rabin (1963) 
showed that a class of probabilistic automata has a close connection 
with definite events, and also that there exists a nonregular event de- 
fined by a probabilistic automaton. 
Consider the probabilistic automaton with a suitable cutpoint and a 
(t, n - t)-periodic set. This probabilistic automaton with n states de- 
fines the event realized by a finite deterministic automaton with at 
most t2 ~-~ + 2 ~-t -- 2 states, because t2 "-t + 2 ~-t - 2 indices of the 
congruent relation are required. But in physical construction, since it is 
shown that a bounded transient automaton can be decomposed into 
an autonomous machine and a definite machine, we require only t + 2 ~-t 
states for its machine realization. 
V. QUASIDEFINITE SET AND QUASIPERIODIC SET 
So far we have presented algebraic treatments of sets of stochastic 
matrices and derived some properties of a definite set and its extended 
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concept, a periodic set. We have also shown a definite set and a periodic 
set are closely related to a definite automaton and a bounded transient 
automaton, respectively, by using the fact that in each set there exists 
only finite number of matrix products produced from the set. 
Here we consider other two related sets of stochastic matrices, that is, 
a quasidefinite set and a quasiperiodic set, which are extended concepts 
of a definite set and a periodic set, respectively. Both a definite set and 
a quasidefinite set are already introduced by Paz (1965, 1966), and 
moreover in his recent work (1967), developing the concept of e-approx- 
imable, some interesting and important relations between deterministic 
and nondeterministic automata re derived. As will be understood from 
the context of the section, a quaiperiodic set is also another example of 
~-approximable. 
In this section, we try to apply algebraic treatments described in 
previous section to quasidefinite and quasiperiodie sets. However, it is 
rather difficult to obtain algebraic properties of these sets, and only 
some sufficient conditions under a suitable assumption are presented. 
At first, some definitions are given. 
DEFrNITIOX 3. The notation ~,(A ) to a matrix A = [a~.j] is defined as 
7(A)  = max [a~. I. 
DEFINITION 4. Let ~ = {A, B} be a set of n by n stochastic matrices 
A and B. Then Z = {A, B} is said a quasidefinite set if, for any e > 0 
there exists an integer g(e) such that the relation ~,(Z*D - D)  < 
holds for any word D of the length no less than g(e). 
In a way similar to the extension from a definite set to a periodic 
set, a quasiperiodic set can be introduced from a quasidefinite set. 
DEFINITION 5. Let ~ = {A, B} be a set of n by n stochastic matrices 
A and B. Then ~ --- IA, B} is said a quasiperiodic set if, for any e > 0 
there exists integers g(e) and t such that the relation ~, ( (~)*D - D ) < 
holds for any word D of the length no less than g(e). 
We know from the above definitions that a quasidefinite set and a 
quasiperiodic set are an approximated concept of a definite set and a 
periodic set, respectively. A definite set and a periodic set can be said 
t5 be special cases of a quasidefinite set and a quasiperiodic set, re- 
spectively, by the fact that Z*D = D and (Z~)*D = D in Definition 
1 and 2 imply ~,(Z*D -- D)  = 0 andT( (~)*D - D) = 0, respectively. 
Paz (1965) obtained several important results on a quasidefinite set, 
ALGEBRAIC PROPEFTIES OF SETS OF STOCHASTIC MATRICES ~51 
graphically. Here we give the algebraic considerations on these two 
sets. 
T~EogE~ 14. Let ~ = {A, B} be a set of n by n stochastic matrices A 
and B, which are similar to X and Y, respectively, where 
X2 #2 
X 0 y= 0 
0 0j lo 
and O < I h~ [, I g~ < I. Moreover, let c~ and ~ be defined by a = ~2U2 
and ~ = ~2t2,  respectively. Then ~ is quasidefinite i f  l aflXz#~l < 1. 
Remark 7. The first assumption in the above theorem says that the 
characteristic polynomial of the matrix contained in the set 2; is in the 
form x~-S(x -- k)(x -- 1) arid the minlmal polynomial is i~ the form 
x(x  - k ) (x  - 1), where 0 < IX I < 1. When we refer to the results 
obtained by Paz (1966), namely, a set of 2 by 2 stochastic matrices 
except he following two matrices I and J, 
is quasidefinite, the above theorem can be said to give the extension 
from a set of 2 by 2 matrices to a set of n by n matrices, since the Paz's 
result can be derived by algebraic statements (Yasui and Yajima 
(1968)), that is, the set of 2 by 2 stochastic matrices, the minimal 
polynomial of which is in the form (x - 1)(x - h), where ] hi < 1, 
is quasidefinite. 
Proo]. By l~roposition 9, A and B can be rewritten by the character- 
istie expansion form, 
A = A I+X~4~,  B = B I+~2B~.  
Then the characteristic expansion form of D = C(~)C (2) . . .  C (~) is 
given as follows, 
D = C(~)C (2) . . .  C (m) 
f-i(m--1) /v (m) f t (m)  \ ~(m--2) / (m- -1 )~( ln - -1 )  \ z  (m),.~(m) C~ ~) + -~ ~ ~ ,~ ; + =- wl {,vz w2 ) ¢,v~ t,'2 ) 
+ ""  + C i ' ] - I  ~'v (~)'~(~-2 j+~ ~/v <~)'~(~)'~ j. 
k=2 }~i 
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On the other hand, 
X*D = Y,*C(~)C (2) . . .  C ('~) 
C(m-1)  / (m)..-t(m) wt(m--2) dv(m--1)l'?(m--1) "~/~ (rn)y~(m) ,~ 
= C~ '~) + 1 ~v~ ~~ ) + ,~  ~2 -~ Jw2 ,~  j 
f i  o +. . .  + C~" " (~)'~(~) 
k=2 k=2 
because ~*C~ j) = C~ ~) from Proposition 7(3). Then we shall mention 
° ~)~ ~ I I  c~ ~. ~2 ,~o = (30) 
k~l  k=l  k~l  
When considering A2A2 = A~ and B2B2 = B2, in general, (30) csn be 
in the form 
~1 ~2 B $ e x'~'~,';'(A2B2)°'A; or X~ p~ (2A2)B2 
where e ~ 1 or 0, ml + m2 - m and ral, n~ > s. Since the characteristic 
B " expansion form of A2B2 and (A2 2) can be given by 
~2~ = aft ~2~2 and ( A2B2) ~ = ( o~fl )" ,~2~2 A2B2 = X~)~Lt~:~2 = (c~/~) ~2~2 ~ ' 
then ~1 ~ * X  t 2 (A2B2) A2 goes to null matrix as the length m of D goes to 
infinity, under the assumption I X2#2c~ I < 1. As for (B2A2)'B2, similar 
arguments hold, therefore ~(~*D -D)  --- "y{(Z* - E ) I I  (V~k)C~k))} 
k=l  
can become arbitrary smM1 due to the length m of D. (Q.E.D.) 
Remark 8. From the context of Theorem 1, it is obvious that the 
larger the length of D is, the much closer to D, ~*D goes, and both D 
and z*D approach to the matrix, all the rows of which are same be- 
cause all the terms except he last one, in the characteristic expansion 
forms of ~*D and D have the C~ a~, which is the same row matrix. 
EXAMPI~ 7. Consider the following matrices A and B, 
A=½ ½ , B= ½ . 
~ 0 
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Then X and Y are as follows, 
x =  ½ , y= 1 , 
0 0 
and the characteristic expansion form of A and B are presented 
o o) Fo-](-i 
A= [_lJ 
[-1-](0 0 1) F4"](O ½ 
1 0)  
-~) 
Therefore ~ --- ~)2112 = -½ and f~ -- ~2~ = -½ then I Xu~;~ [ = ~v < 1, 
so the set Z = {A, B} is quasidefinite. 
[[MEOI~EM 15. Let A be an n by n stochastic matrix, the minimal poly- 
nomial of which has all distinct roots. Then the set ~ = {A, B = A t} 
is quasidefinite. 
Proof. Referr ing to Proposit ion 9, we can give the characteristic ex- 
pansion form of A and B = A k as follows, 
A = A1 + X2A2 + - . .  + XnA~ 
k k B = At+X2A2+""  +X~A~ 
Therefore D = CCt)C ¢~) • • • C ¢m) cart be expressed by 
D -- At + X2gA~ + ""  + X~aA~, 
where g -- h + k (m -- k) and h is the number  of A 's  in D. Then 
Z*D = A1 + X~gZ*A2 + . . .  + X~gZ*A~, 
hence~/(Z*D -- D) = 7{(Z* -- E)(X2gA~ +. . .  + X~gA~)} becomes 0 
if the length m of D goes to infinity. (Q.E .D. )  
The above two theorem as to a quasidefinite set is extended to the 
case of a quasiperiodic set as follows. The proofs of these theorems can 
be done parallel to Theorem 14 and 15, respectively, and are omitted. 
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Tm~oaE~ 16. Let ~ = {A, B} be a set of n by n irreducible stochastic 
matrices A and B with a period t, the reordered form of which are G and H, 
respectively, and which are similar to X and Y, respectively, where 
n 2 , 
WAW " l= G = 
5. ,  
fl t 
n I n 2 n 3 n t 
i 
0 ,,G~ I 0 ~ 0 
. . . .  ~ ' - - -7 - - - -H  . . . . .  - r  . . . .  | I l 
0 ~ 0 ,G2~ 0 
I I I • 
I I 
I I t " 
___ J  . . . .  L__  ' ___2_1 . . . .  
I I ~ I -t~7" [ 
I 
- - - - l - - -~- - - - i  . . . . .  I,. . . . .  
0, o ,o i "  o 
I 
n I n 2 n 5 nt 
• I I "I 
. .  o !/,,, o i , o  / 
. . . .  T - - - - -+  . . . . . . . .  - r - - - - - -  | 
Q. o ', o , ,H2 ,  :o  / 
. . . .  L_ - _~-__~-  . . . .  -~ . . . . .  l 
I l -  
waw"  = H = ', ] " .  
I 
__ - r . - - -  F . . . . . . . . .  ~ . . . . .  
~_, o ] o Io  o ] G-~ 
I I ] I 
- - - ~ - - - ' n - - - -  i . . . . .  " - i  . . . .  ~, H,I o o ,  o I o 
x= 
~)t - I  
~t÷l  
o 
o 
y :  
I 
~£t+l  
o 
and 0 < IXe+l I, I~t~ll < 1. Moreover lets and# be defined by c~ = ~t+llI,+~ 
andfl = ~,+ii£t+l, respectively. Then Zis quasiperiodic f I a#ht+~e+i [ < 1. 
T~'E.OnEM 17. Let A be an n by n in'educible ~tochastic matrix with a 
period t, the minimal polynomial of which has all distinct roots. Then the 
set ~ = {A, B = A k'} is quasiperiodic. 
¥I.  CONCLUDING REMARKS 
From the standpoint of the characteristic values and especially the 
characteristic expansion form, we have discussed the algebraic treat- 
ments of some important sets of stochastic matrices, which have close 
relations to deterministic automata. In detail, a definite set and a peri- 
odic set, which have relatively remarkable algebraic properties, can be 
associated with a definite automaton and a bounded transient autom- 
aton, respectively. On the other hand, the algebraic properties of a 
quasidefinite set and a quasiperiodie set which are e-approximable and 
larger classes containing a definite set and a periodic set, are not quite 
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known yet. While probabilistic automata having a definite set or a 
periodic set, can be equivalently realized by deterministic automata, 
ones with a quasidefinite set or a quasiperiodic set can be simulated by 
deterministic automata in a sense of e-approximuble. 
The domain of the classes of these sets are briefly sketched in Fig. 5. 
A periodic set and a definite set are a special case of a quasidefinite set 
and a quasiperiodic set, respectively, and moreover, a definite set and a 
quasidefinite set are also the special case (t = 1) of a periodic set and a 
quasiperiodie set, respectively. In this figure, DS, PS, QDS and QPS 
mean the classes of definite sets, periodic sets, quasidefinite sets and 
quasiperiodic sets, respectively. Also, A and I mean the classes of actual 
automata, and completely isolated sets introduced in Yasui and Yajima 
(1968), respectively. 
Moreover, we present he argument on the closure properties of these 
sets under the operations among two matrices, namely, direct sum and 
Kronecker product. Direct sum A ~ A" and Kroneeker product A ® A' 
of A and A" are defined as 
A ® .4' -- [a~j A'] 
where A -- [a~i]. 
We show in Table I to what class the following respective sets 
~: -~ :~' = /A + B, A' -t- B'} and I~ ® 2' = IA ® B, A' ® B'I belong 
FIG. 5. Il lustration of relations among definite, periodic, quasidefinite, quasi- 
periodic, and completely isolated sets and actual automata. 
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TABLE  1 
CLOSC~E PROPERTIES OF SETS 
DS 
PS PS PS 
QDS QDS QPS QDS 
QPS QPS QPS QPS QPS 
DS PS QDS QPS 
under the assumption Y, = {A, B} and ~' = {A', B'} are one of the four 
sets, where A and B are of same order n and A' and B' are of same order 
m. For example, when ~ ~- {A, B} is periodic and Z' = {A', B'} is 
quasidefinite, both the set ~ 4- ~' = {A -i- A', B -~ B'} and Z ® ~' = 
{A ® A', B ® B'} are quasiperiodie. 
Finally we will add the comment on the stability problem for the 
case of a quasiperiodic set. Rabin (1963) presented the stability problem 
and solved this for actual automata, and the case of a probabilistic 
automaton with a quasidefinite able is discussed by Paz (1966). Some 
remarkable contributions to the stability problem can be found in Flash 
(1967). 
In order to discuss the stability problem of a probabilistic automaton 
with a quasiperiodic set briefly, we consider the quasiperiodic set 
= {A, B} satisfying such a condition as given in Theorem 16. Instead 
of A and B, their reordered forms G and H can be considered as stochastic 
matrices corresponding to input symbols. It is seen that submatrices 
of G and H, G~ and H~, behave themselves as if they are composing a 
quasidefinite s t. On the other hand, the rest of elements of G and H, 
that is, the set of null matrices, plays such an important role that G 
and H hold their period t. Therefore, by applying Paz's Theorem 33 to 
submatrices G~ and H~, we are led to the conclusion that the prob- 
abilistic automaton with this quasiperiodic set is stable unless G and 
H change their null matrices' parts. 
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