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Localized Standard Versus Reduced Formula and Genus One
Gromov-Witten Invariants of Local Calabi-Yau Manifolds
Xiaowen Hu
Abstract
For local Calabi-Yau manifolds which are total spaces of vector bundle over algebraic GKM
manifolds, we propose a formal definition of reduced Genus one Gromov-Witten invariants, by
assigning contributions from the refined decorated rooted trees. We show that this definition
satisfies a localized version of the standard versus reduced formula, whose global version in the
compact cases is due to A. Zinger. As an application we prove the conjecture in a previous
article on the genus one Gromov-Witten invariants of local Calabi-Yau manifolds which are
total spaces of concave splitting vector bundles over projective spaces. In particular, we prove
the mirror formulae for genus one Gromov-Witten invariants of KP2 and KP3 , conjectured by
Klemm, Zaslow and Pandharipande. In the appendix we derive the modularity of genus one
Gromov-Witten invariants for the local P2 as a consequence of the results on Ramanujan’s cubic
transformation. Inspired by the localized standard versus reduced formula, we show that the
ordinary genus one Gromov-Witten invariants of Calabi-Yau hypersurfaces in projective spaces
can be computed by virtual localization and quantum hyperplane property after the contribution
of a genus one vertex is replaced by a modified one.
1 Introduction
The computations of the Gromov-Witten invariants of Calabi-Yau manifolds play an important role
in enumerative geometry and mirror symmetry. In genus zero, for Calabi-Yau complete intersections
in projective spaces, we can use the quantum hyperplane property to write the integration of the
virtual fundamental class as a twisted Gromov-Witten invariants of the ambient projective spaces,
see [11], [13], [22] and the references therein.
In genus one, this approach does not work in a straightforward way, since the quantum hyper-
plane property does not hold. In [35], [34], A. Zinger defined the reduced genus one Gromov-Witten
invariants for symplectic manifolds and found a relation between the reduced and the ordinary
Gromov-Witten invariants (standard versus reduced formulae, see [34, theorem 1A, theorem 1B]).
Furthermore, J. Li and A. Zinger showed that the reduced genus one Gromov-Witten invariants sat-
isfy the hyperplane property for complete intersections in projective spaces ([23]). So by the standard
versus reduced formula, we can reduced the computation of the genus one Gromov-Witten invariants
of a complete intersection X in Pn−1 to the computation of genus zero Gromov-Witten invariants
of X , and integrations of some classes on M01,k(Pn−1, d), the main component of M1,k(Pn−1, d).
The latter integrations can be computed by equivariant localizations on a natural desingularization
of M01,k(Pn−1, d) ([29]). Zinger completed the computations for the genus one Gromov-Witten in-
variants of Calabi-Yau hypersurfaces in Pn−1 by a clever use of properties of symmetric functions
and the residue theorem on S2 ([36]). Following this approach, A. Popa computed the genus one
Gromov-Witten invariants of Calabi-Yau complete intersections in Pn−1 ([28]). To generalize this
method to complete intersections in more general spaces (such as toric varieties, flag varieties, ...),
there are at least two difficulties:
1. The desingularizations in [29] or [17] can be extended to products of projective spaces in
a straightforward way, and may also be extended to toric varieties with some efforts. For
Grassmannians and more general flag varieties we need some new ideas.
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2. The combinatorial computations in [36] and [28] rely heavily on the Sn-symmetry of the toric
geometry of Pn−1. For more general spaces we have less symmetries so we can not directly
make use of the properties of the symmetric rational functions.
The above discussions concern the so called compact cases. For a local Calabi-Yau manifold X ,
which (in a narrow sense) means the total space of an equivariant concave vector bundle E over
a compact algebraic GKM (Goresky-Kottwitz-MacPherson) manifold Y with c1(X) = 0, one can
use virtual localization to compute the genus one Gromov-Witten invariants to any degree; the
computations reduce to a purely combinatorial issue. However it is not easy to obtain a closed
formula (even via the mirror map). A natural idea is to follow Zinger’s approach in the compact
cases. For example, for E = KPn−1, one can try to prove a result similar to [23], to extend the
standard versus reduced formula (SvR for short) to the local case, and to make the localization
computations over the desigularization ofM01,0(Pn−1, d). This is just the approach proposed in [18].
For example, we compute ∫
[M
0
1,0(P
1,d)]vir
e
(
R1π∗f
∗(O(−1)⊕O(−1)))
by linearize O(−1)⊕O(−1) as in [18, section 3.1]. Only the one-edge graphs
Γij = ◦ •d
i j
,
have nonzero contributions, where (i, j) = (1, 2) or (2, 1). The contribution of Γ12 is
∫
M˜1,1
∏2
k=1
(
(−λ+ αk − α1)
∏d−1
a=1(αk − α2 + a · α2−α1d )
)
α1−α2
d − ψ˜
·
α2−α1
d (
α2−α1
d + α1 − α2)
d · ( d!dd )2(α1 − α2)d(α2 − α1)d
=
d− 1
24d2
,
where for the notations we refer the reader to [33]. So we have∫
[M
0
1,0(P
1,d)]vir
e
(
R1π∗f
∗(O(−1)⊕O(−1))) = d− 1
12d2
, (1)
which is [26, (2.50)]. It is well known (see e.g., [16]) that the genus zero and genus one Gromov-
Witten invariants of the resolved conifold X = O(−1)⊕O(−1)→ P1 are
NX0,d =
1
d3
, NX1,d =
1
12d .
So the reduced genus one Gromov-Witten invariants of X defined and computed as above do not
satisfy the SvR for compact Calabi-Yau threefold
N1,d = N
0
1,d +
1
12
N0,d, (2)
as proved in [35]. But we expect (2) and more generally the SvR of Zinger to be valid for a suitable
defined reduced genus one Gromov-Witten invariants for the local Calabi-Yau manifolds, and when
it holds the combinatorial computations might goes as in [36] to give a mirror formula.
The novel point in this paper is to define the reduced genus one Gromov-Witten invariants for
the algebraic GKM manifolds via the localization data. More precisely, let X be a local Calabi-Yau
manifold, for every decorated one loop graph and every decorated rooted tree Γ, we associate formally
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a contribution ContΓ(N
0;X
1,d ), and define the formal reduced genus one Gromov-Witten invariants of
X by
N0;X1,d :=
∑
Γ∈DOLd
∅
ContΓ(N
0;X
1,d ) +
∑
Γ˜∈RDRTd
∅
/∼
ContΓ˜(N
0;X
1,d ), (3)
where DOLd∅ and RDRT
d
∅ represent the set of decorated one loop graphs and the set of decorated
rooted trees respectively. The precise definition is given in section 2.3, definition 2.2.
The key in this definition is a formal definition (47) of the localization contribution of the ob-
struction bundel e(U ′1), as a substitution for the localization data of e
(
R1π∗f
∗(·)). This can be
viewed as a formal analog for the exact sequence in [29, theorem 1.2(2)]. By this definition, for the
resolved conifold, the contribution of Γij is∫
M˜1,1
∏2
k=1
(
(α2−α1d + αk − α1)
∏d−1
a=1(αk − α2 + a · α2−α1d )
)
α1−α2
d − ψ˜
·
α2−α1
d (
α2−α1
d + α1 − α2)
d · ( d!
dd
)2
(α1 − α2)d(α2 − α1)d
=
d2 − 1
24d3
.
Then
NX;01,d =
d2 − 1
12d3
and (2) holds.
More generally, one can define formal reduced genus one Gromov-Witten invariants with inser-
tions, and for more general X , not necessarily Calabi-Yau ones. The first main theorem of this
article is
Theorem 1.1. Let X be the total space of an equivariant concave vector bundle E over a compact
algebraic GKM manifold Y , and µ1, · · · , µ|J| ∈ H∗T(Y ). For every decorated rooted tree Γ ∈ DRTdJ ,
we have
ContΓ(〈µ1, · · · , µ|J|〉X1,J,d)
= ContΓ(〈µ1, · · · , µ|J|〉0;X1,J,d) +
∑
m≥1
∑
J′⊂J
[ (−1)m+|J′|m|J′|(m− 1)!
24
n+l−1−|J′|−2m∑
p=0
ContΓ
(
〈ηpcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)
)]
, (4)
where ck denotes the equivariant Chern class.
We refer the reader to section 3 for the precise meaning of this theorem. We call (4) the localized
standard versus reduced formula (LSvR for short). As a corollary of (3) and (4), we have
Corollary 1.1. In the set-up of theorem 1.1,
〈µ1, · · · , µ|J|〉X1,J,d
= 〈µ1, · · · , µ|J|〉0;X1,J,d +
∑
m≥1
∑
J′⊂J
[ (−1)m+|J′|m|J′|(m− 1)!
24
n+l−1−|J′|−2m∑
p=0
〈ηpcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)
]
. (5)
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Let γ1, · · · , γ|J| ∈ H∗(Y ), and suppose they have equivariant liftings µ1, · · · , µ|J| ∈ H∗T(Y )
(equivariant liftings always exist when Y is equivariantly formal [15]). If the degrees of γ1, · · · , γ|J|
satisfy the dimension constraint of the non-equivariant genus one Gromov-Witten invariants, 〈µ1, · · · , µ|J|〉0;X1,J,d
is a complex number, i.e., involving no equivariant parameters, so we can define the reduced genus
one Gromov-Witten invariant of X by
〈γ1, · · · , γ|J|〉0;X1,J,d := 〈µ1, · · · , µ|J|〉0;X1,J,d. (6)
Then we have a non-equivariant version of (5)
〈γ1, · · · , γ|J|〉X1,J,d
= 〈γ1, · · · , γ|J|〉0;X1,J,d +
∑
m≥1
∑
J′⊂J
[ (−1)m+|J′|m|J′|(m− 1)!
24
n+l−1−|J′|−2m∑
p=0
〈ηpcn+l−1−|J′|−2m−p(TX); γ1, · · · , γ|J|〉X(m,J−J′,d)
]
. (7)
Consequently, the definition (6) is independent of the choices of the equivariant liftings and the
T-actions on Y and E. Needless to say, it is very desirable to seek a geometric way to define the
reduced genus one Gromov-Witten invariants which coincide with our formal one, and prove (7)
geometrically.
Note that Zinger’s SvR has two (equivalent) versions, one involves the ηp-classes, the other the
η˜p-classes. Zinger’s computation for the genus one GW invariants of CY hypersurfaces does not
involve the η˜p-classes. But our computation for local invariants does need the LSvR for η˜p-classes,
because our definition of reduced genus one local Gromov-Witten invariants is formal, from which
we cannot prove the divisor equation in the usual way; but we can deduce the divisor equation for
reduced invariants from corollary 1.1 and the divisor equation for the ordinary local Gromov-Witten
invariants and for the invariants involve η˜p-classes (lemma 3.4 and 3.5).
We prove the LSvR for arbitrary equivariant concave vector bundles over algebraic GKM mani-
folds. This combinatorial approach has an advantage that for local Calabi-Yau manifolds it bypass
the first difficulty discussed above on the desingularization of the moduli spaces of stable maps of
genus one.
The corollary 1.1 enables us to compute genus one Gromov-Witten invariants of
X = Tot
(
E =
l⊕
k=1
OPn−1(−ai)→ Pn−1
)
, (8)
with ak > 0 for 1 ≤ k ≤ l and
∑l
k=1 ak = n; the crucial point is that while the computation of
the lefthand side of (5) via the virtual localization does not directly lead to a mirror formula, we
can compute the righthand side of (5) to obtain a mirror formula of the lefthand side, via Zinger’s
method in [36]. The genus one mirror formulae for KP2 and KP3 have been conjectured in [20] (see
also [1]) and [19] respectively. In [18], based on some observations on Zinger’s formulae in compact
cases, we made a conjecture (generalizing the conjecture for KP2 and KP3) on the genus one mirror
formulae for X of the form (8), which is now the second main theorem of this article. Let
R(w, t) = ewt
∑
d≥0
edt
∏l
k=1
∏akd−1
s=0 (−akw − s)∏d
s=1(w + s)
n
, (9)
and for q ≥ p ≥ 0, let
Ip,q(t) =
d
dt
( Ip−1,q(t)
Ip−1,p−1(t)
)
. (10)
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Denote Ip(t) = Ip,p(t) for p ≥ 0. Let
T = I0,1(t). (11)
Theorem 1.2. (=Theorem 4.1)
∞∑
d=1
edTNX1,d =
n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
T − t)
−
 n+l48 log(1 −
∏l
k=1(−ak)aket) +
∑n+l−2
2
p=l
(n+l−2p)2
8 log Ip(e
t), if 2 | (n+ l);
n+l−3
48 log(1 −
∏l
k=1(−ak)aket) +
∑n+l−3
2
p=l
(n+l−2p)2−1
8 log Ip(e
t), if 2 ∤ (n+ l).
(12)
Since Ip(e
t) = 0 for 0 ≤ p ≤ l − 1, this theorem is equivalent to [18, conjecture 1].
For general concave equivariant vector bundles over algebraic GKM manifolds, the corollary 1.1
enables us to obtain analogs to proposition 5.2 and proposition 5.4. To obtain a mirror formula,
however, one needs additional techniques to overcome the second difficulty discussed above.
For X = KP2, the genus one Gromov-Witten potential can be written as a modular form in
suitable modular coordinate on the the modular curve for Γ(3). The derivation of this result in [1]
is a mixture of rigorous mathematics and mirror-symmetry-arguments. To make things clear, we
derive this fact from the results on the Ramanujan’s cubic transformation, which should have been
well-known to experts.
It is interesting to note the interplay between the computations of Gromov-Witten invariants
of global (=compact) and of local Calabi-Yau manifolds. In principle, the latter should be easier,
and the compuation for the local CYs helps us to understand the global CYs. For example, in [19,
section 6], they made use of the localization computation for KP3 to fix the universal behavior at
the conifold and thus obtain the genus one Gromov-Witten potential for the CY hypersurface in P5
via the B-model. Conversely, we used the result on the genus one Gromov-Witten potential for the
compact CY complete intersections of [36] and [28] to fix the universal behavior at the conifolds, and
further observed that formulation of the group of terms such as
∑n+l−2
2
p=l
(n+l−2p)2
8 log Ip(e
t) in (161)
should be ubiquitous, thus made the conjecture in [18]. Now we have known that the standard versus
reduced formula in the local case holds in a refined way, what does it feedback to the global theory?
We investigate this topic in section 3.6 and make some interesting observations and a conjecture
(see conjecture 1 and the remark following it). Briefly speaking, the term in the second row of (122)
gives the defect of the naive quantum hyperplane theorem in genus one after virtual localization.
This gives a hint to answer the question of Givental at the end of [14].
This article is organized as follows. In section 2 we first fix the terminology for localization com-
putations. We recall the ordinary virtual localization in genus one, and give the localization data
for equivariant integrations over M(m,J)(Y, d). Then we define the formal reduced genus one local
Gromov-Witten invariants. In section 3 we prove the LSvR, from simple cases to the general cases.
In section 3.6 we discuss the modified virtual localization for compact Calabi-Yau manifolds. In
section 4 we use Givental’s result on genus zero mirror symmetry to compute the difference between
the standard and the formal reduced Gromov-Witten invariants of (8). In section 5 we compute the
formal reduced Gromov-Witten invariants of (8), following Zinger’s method and using results from
[28] and [27]. In the appendix we see how to deduce the modularity of F1 for KP2 from Ramanujan’s
cubic transformation theory.
Notations:
1. We use [xk]
(
f(x, y1, y2, · · · )
)
to represent the coefficient of xk in the Laurent expansion of
f(x) at x = 0.
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2. For a vector bundle E, let e(E) be its Euler class, and for an equivariant vector bundle E, let
e(E) be its equivariant Euler class. Similarly, we denote by cp(E) the p-th Chern class of E,
and cp(E) the p-th equivariant Chern class of E.
3. Denote the set of positive integers (resp., non-negative integers ) by Z>0 (resp., Z≥0).
4. In section 4 and section 5, we frequently feel convienient to write eT = Q, and et = q. This q
should not be confused with the q appeared in the subscript of Ip,q(e
t).
5. When we discuss the refined decorated rooted trees, we try our best to follow the terminology
in [29], [36]. However, because we need the Greek letters µ and η at other places, we instead
denote the maps µ and η in [36] by their English analogs m and e.
6. Our notation for the invariant 〈ηpµ0;µ1, · · · , µ|J|〉(m,J−J′,d) is slightly different from [34], see
(35).
Acknoledgement The author thanks Prof. Jian Zhou for his interest in this work. He thanks
Huazhong Ke for a lot of discussions on this topic, and thanks him and Xiaobo Zhuang for reading
a rough draft of this article and giving suggestions before they started to the USA. He thanks Prof.
Aleksey Zinger for his comments on an earlier version of this article. He also thanks Huijun Fan,
Xiaobo Liu, Yunfeng Jiang, Zhilan Wang and Jie Zhou for helpful discussions.
2 Fixed Loci and localization contributions
Let X be the total space of a vector bundle π : E → Y where Y is a smooth projective variety over
C. We assume that the vector bundle E is concave, which means that for every non-constant map
from a curve1 f : C → Y we have H0(C, f∗E) = 0. The total Chern class of X is understood as
c(TX) = π∗
(
c(E)c(TY )
)
. (13)
When c1(E) + c1(TY ) = 0, we call X a local Calabi-Yau manifold. Since E is concave, every non-
constant map from a curve to X actually map the curve into Y , and when we compute various
Gromov-Witten-type invariants of X , we are actually working on the moduli spaces related to Y , so
it is convenient to take c(TX) as a cohomology class (or equivariant cohomology class when we are
in an equivariant world) over Y , by an abuse of notation. In the explicit computations in section 4
and section 5, we consider the cases X of the form (8).
Now suppose Y is an algebraic GKM manifold 2 of dimension n− 1, which means the following
data (see [15],[22]):
• There is a T = (C∗)k-action on Y such that there are N isolated fixed points, named
P1, · · · , PN .
• There are finitely many invariant line (∼= P1) connecting the fixed points. For each fixed point
Pi, where 1 ≤ i ≤ N , there are n − 1 invariant lines (∼= P1) connecting Pi to other fixed
points. We assume that the weights of these n invariant lines at Pi are pairwise independent.
For every pair of distinct fixed points there is at most one invariant line connecting them3;
if there exists one for Pi and Pj , we denote it by PiPj(= PjPi), and say that Pi and Pj are
neighboring to each other. Let Nb(Pi) be the set of fixed points that are neighboring to Pi,
and for Pj ∈ Nb(Pi), we denote the weights of PiPj at Pi by αi,j ; we have αi,j = −αj,i.
1For the purpose of this article we can slightly weaken this condition by restricting the arithmetic genus of C to 0
and 1.
2Algebraic GKM manifolds are called balloon manifolds in [22].
3This assumption is not necessary, but will make the presentations less complicated.
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Denote the equivariant cohomology ring with rational coefficients of Y by H∗
T
(Y ). The equivariant
cohomology ring of a point is denoted by Q[α1, · · · , αk], and its quotient field by Qα. Thus αi,j are
linear combinations of α1, · · · , αk for 1 ≤ i ≤ N , 1 ≤ j ≤ n. For every Pi, there is an associated
restriction map
|Pi : H∗T(Y )→ Q[α1, · · · , αk]. (14)
Suppose E is a equivariant concave vector bundle of rank l over Y , with a T-linearization such that
the weights of E at Pi are εi,1, · · · , εi,l.
Following [5], let
H+2 (Y ) = {β ∈ Hom(Pic(Y ),Z) : β(L) ≥ 0 for ∀ ample L}. (15)
For d ∈ H+2 (Y ) , on the moduli stack of stable mapsMg,k(Y, d), let evi be the i-th evaluation map,
π : Mg,k+1(Y, d) → Mg,k(Y, d) be the universal curve and f : Mg,k+1(Y, d) → Y the universal
stable map. Let
Ug = R1π∗f∗E, (16)
and for k ≥ 1 let
U ′g = ev∗1(E)⊕R1π∗f∗E, (17)
which are both vector bundles over Mg,k(Y, d). The genus g Gromov-Witten invariants for X of
the form (8) with (primary) insertions µ1, · · · , µk ∈ H∗(Y ) are given by
〈µ1, · · · , µk〉Xg,k,d =
( k∧
j=1
ev∗jµj
)
∧ e(Ug) ∩ [Mg,k(Y, d)]vir. (18)
In particular, when g = 1 and k = 0, the genus one Gromov-Witten invariants of X are given by
NX1,d = e(U1) ∩ [M1,0(Y, d)]vir. (19)
The T-action on Y naturally induces a T-action on the moduli stack of stable maps Mg,k(Y, d)
and some other related moduli spaces. The linearization of E naturally induces linearizations of Ug
and U ′g. The equivariant genus g Gromov-Witten invariants of X = Tot(E → Y ) with (primary)
insertions µ1, · · · , µk ∈ H∗T(Y ) are given by
〈µ1, · · · , µk〉Xg,k,d =
( k∧
j=1
ev∗jµj
)
∧ e(Ug) ∩ [Mg,k(Y, d)]virT , (20)
where [Mg,k(Y, d)]virT is the equivariant virtual fundamental class.
The T-action on Y also induces a T-action on some other related moduli spaces as we will see.
By [2] and [16], the equivariant integration (against the fundamental cycle when the moduli space
is smooth or the virtual moduli cycle when we have a perfect obstruction theory) of the equivariant
cohomologogy classes on these spaces can be computed by (virtual) localization, i.e., every fixed locus
contributes to the integration, and summing the contributions we obtain the integration. When the
integration we are computing is understood, we call the contribution coming from a fixed locus the
localization contribution of this fixed locus (or of the graph which indexes this fixed locus).
In the following part of this section, we describe the fixed loci of three types of moduli spaces
M1,k(Y, d), M(m,J)(Y, d), the formal fixed loci as an analog to the truly existing fixed loci of
M˜1,k(Pn−1, d), and the corresponding (formal in section 2.3) localization contributions of several
Gromov-Witten-type invariants. For convenience, we prefer to use J to represent the set of marked
points.
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2.1 Fixed loci on M1,J(Y, d) and localization contributions
The fixed loci onMg,J(Y, d) and their localization contributions to the equivariant Gromov-Witten
invariants of X are well-known, and the reader may refer to, e.g., [16], [21]. In this subsection we
recall the results which are necessary for us and fix the notations.
The fixed loci on Mg,J(Y, d) are indexed by decorated graphs. We recall the terminology for
decorated graphs in [36]. A decorated graph (for Y ) is a tuple Γ = (Ver,Edg; g,m, d, e), where
• (Ver,Edg) is a graph. More precisely, Ver is a finite set, Edg is a finite set of maps, from
a finite set Dom(Edg) to the set of two-element subsets of Ver. For a vertex v ∈ Ver and
an edge e ∈ Edg, if v lies in the image of e, we call v ∈ e by an abuse of notation. Also,
if the image of an edge e ∈ Edg is {v1, v2}, we call e = {v1, v2} by an abuse of notation;
we should keep in mind that in general there may be more than one edges with the same
image. However in this article we mainly discuss the trees, so no confusions arises. The
edges containing the vertex v is denoted by Edg(v), i.e., Edg(v) = {e ∈ Edg : v ∈ e}. In
addition, we assume that the graph (Ver,Edg) is connected in the usual sense. Thus the genus
of (Ver,Edg) is g(Ver,Edg) = 1 − |Ver| + |Edg|. We use EdgΓ(v) instead of Edg(v) when we
want to emphasize the underlying graph Γ.
• The map
g : Ver→ Z≥0
indicates the genus of the contracted component of the domain curve that a vertex represents.
• The map
m : Ver→ [N ]
indicates the fixed point which the contracted component maps to. We demand that if
{v1, v2} ∈ Edg, then
m(v1) 6= m(v2).
• Denote the free semigroup ∑(Z≥0 · PiPj) by B(Y ), where the sum runns over the invariant
lines of Y . The map
d : Edg→ B(Y )
for an edge e = {v1, v2} ∈ Edg takes values in Z>0 · Pm(v1)Pm(v2), indicating the degree of the
invariant line that an edge represents. For convenience in later use, let d(e) ∈ Z>0 such that
d(e) = d(e) · Pm(v1)Pm(v2) when e = {v1, v2}.
• The label map
e : J → Ver
indicates on which contracted component a marked point lie.
• The genus of a decorated graph Γ is
g(Γ) = g(Ver,Edg) +
∑
v∈Ver
g(v) = 1− |Ver|+ |Edg|+
∑
v∈Ver
g(v).
• Let
d(Γ) =
∑
e∈Edg
d(e) ∈ B(Y ).
There is a canonical map d : B(Y )→ H+2 (Y ). For Γ to represent a fixed locus on M1,J(Y, d),
we need d ◦ d(Γ) = d; we call d ◦ d(Γ) the degree of Γ.
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• The valence of a vertex v ∈ Ver is
val(v) = |Edg(v)| + |e−1(v)|. (21)
• There is a natural projection map π from the set of decorated graphs to the set of graphs,
mapping Γ to (Ver,Edg). The automorphism group of (Ver,Edg) acts naturally on the set
π−1
(
(Ver,Edg)
)
, and the stable subgroup associated to Γ is called the automorphism group
of Γ, denoted by Aut(Γ).
For M1,J(Y, d) there are two types of decorated graphs, the decorated one-loop graphs and the
decorated rooted trees. On a decorated one-loop graph every vertex has genus zero. On a decorated
rooted tree every vertex except the root has genus zero, and the root has genus one. So we drop
the map g in the presentations of decorated one-loop graphs and decorated rooted trees. We denote
the set of decorated one-loop graphs (resp., decorated rooted trees ) of degree d and with the set of
marked points J by DOLdJ(Y ) (resp., DRT
d
J (Y )). In the proper context we always have a fixed Y ,
so we drop the notation for Y and simply write DOLdJ (resp., DRT
d
J).
Let us first consider the contributions from decorated one-loop graphs. For µ1, · · · , µ|J| ∈ H∗T(Y ),
the localization contribution of a decorated one-loop graph Γ to
〈µ1, · · · , µ|J|〉X1,J,d (22)
can be written as a product of contributions from edges and from vertices together with a factor
coming from the automorphism group Aut(Γ), i.e.,
ContΓ
(〈µ1, · · · , µ|J|〉X1,J,d) = 1|Aut(Γ)|
·
∏
v∈Ver
ContΓ;v
(〈µ1, · · · , µ|J|〉X1,J,d) ∏
e∈Edg
ContΓ;e
(〈µ1, · · · , µ|J|〉X1,J,d). (23)
where the contribution of an vertex v ∈ Ver with m(v) = i is
ContΓ;v
(〈µ1, · · · , µ|J|〉X1,J,d) = ∏
j∈e−1(v)
µj
∣∣
Pi
·
( l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
)|Edg(v)|−1 ∫
M0,val(v)
1∏
e∈Edg(v)
(
αv,e
d(e) − ψ(v,e)
) , (24)
where α(v,e) = αi,j if e = {v, v′} with m(v′) = j, and ψ(v,e) is the ψ-class associated to the marked
point on M0,val(v) corresponding to the edge e. The explicit form of ContΓ;e
(〈µ1, · · · , µ|J|〉X1,J,d)
can be computed by the holomorphic Lefschetz formula ([3]), see e.g., [31]; we will not spell out
the general formula for this since we don’t need it. For X of the form (8), the explicit form for
ContΓ;e
(〈µ1, · · · , µ|J|〉X1,J,d) is (134).
Note that we always adopt the convention that, the formal integrals over M0,1 and M0,2 are
understood as extending the range of n in the following identity to r ≥ 1:∫
M0,r
1∏r
i=1(wi − ψi)
=
1∏r
i=1 wi
( r∑
i=1
1
wi
)r−3
. (25)
Next we consider the contributions from decorated rooted trees. For a decorated rooted tree
Γ ∈ DRTdJ the root v0 represents a genus one subcurve which is contracted by the stable map. The
localization contribution of Γ to (22) can also be written as a product
ContΓ
(〈µ1, · · · , µ|J|〉X1,J,d) = 1|Aut(Γ)|
·
∏
v∈Ver
ContΓ;v
(〈µ1, · · · , µ|J|〉X1,J,d) ∏
e∈Edg
ContΓ;e
(〈µ1, · · · , µ|J|〉X1,J,d), (26)
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where for an edge e and a vertex v ∈ Ver\{v0}, the contribution is the same as those in (23)
respectively, while the contribution of v0 with m(v0) = i is
ContΓ;v0
(〈µ1, · · · , µ|J|〉X1,J,d) = ∏
j∈e−1(v)
µj
∣∣
Pi
·
( l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
)|Edg(v0)|−1 ∫
M1,val(v0)
∏
Pj∈Nb(Pi)
Λ∨1 (αi,j)
∏l
k=1 Λ
∨
1 (εi,k)∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e)
) .
(27)
Summing the contributions, we have
〈µ1, · · · , µ|J|〉X1,J,d =
∑
Γ∈DOLd
J
ContΓ
(〈µ1, · · · , µ|J|〉X1,J,d)+ ∑
Γ∈DRTd
J
ContΓ
(〈µ1, · · · , µ|J|〉X1,J,d).
(28)
2.2 Fixed loci on M(m,J)(Y, d) and localization contributions
In this subsection, we recall the definition of [34] for M(m,J)(Y, d) and some natural cohomology
classes on it. Then we describe the fixed loci on M(m,J)(Y, d) and their localization contributions.
Let Y be a smooth projective variety. For d = (d1, · · · , dm) ∈ (H+2 (Y ) − {0})m and finite sets
J1, · · · , Jm, define M(m;J1,··· ,Jm)
(
Y,d
)
by the cartesian diagram
M(m;J1,··· ,Jm)(Y,d)
ev0

//
∏m
s=1M0,{0s}⊔Js(Y, ds)
ev01×···×ev0m

Y
△Y
// Y m
. (29)
Define
[M(m;J1,··· ,Jm)(Y,d)]vir = △!Y
(
m∏
s=1
[M0,{0s}⊔Js(Y, ds)]vir
)
, (30)
where △!Y is the Gysin map.
Remark 2.1. For flag varieties Y = G/P , since ev0s : M0,{0s}⊔Js(Y, ds) → Y is a smooth mor-
phism and M0,1(Y, ds) is smooth for every 1 ≤ s ≤ m, M(m,J)(Y,d) is smooth as well. Thus
[M(m;J1,··· ,Jm)(Y,d)]vir = [M(m;J1,··· ,Jm)(Y,d)].
For d ∈ H+2 (Y )− {0}, let
M(m,J)(Y, d) =
∐
J1⊔···⊔Jm=J
∐
d1+···+dm=d
d1,··· ,dm>0
M(m;J1,··· ,Jm)(Y,d), (31)
and
[M(m,J)(Y, d)]vir =
∐
J1⊔···⊔Jm=J
∐
d1+···+dm=d
d1,··· ,dm>0
[M(m;J1,··· ,Jm)(Y,d)]vir. (32)
There are natural projection maps
πs :M(m;J1,··· ,Jm)(Y,d)→M0,{0s}⊔Js(Y, ds) (33)
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for 1 ≤ s ≤ m. Let ψ0s be the Euler class of the cotangent line bundle onM0,0s⊔Js(Y, ds) associated
to the marked point 0s. We define ηp ∈ H2p
(M(m;J1,··· ,Jm)(Y,d)) by the generating function
∞∑
p=0
zpηp =
m∏
s=1
1
1− zπ∗sψ0s
. (34)
Varying d1 + · · ·+ dm = d and J1 ⊔ · · · ⊔ Jm = J , we obtain the class ηp overM(m,J)(Pn−1, d).
For every j ∈ J there is an evaluation map evj :M(m,J)(Y, d)→ Y in an obvious way. There is
also an evaluation map ev0 : M(m,J)(Y, d) → Y associated to the common 0-th marked point. For
J ′ ⊂ J , let
〈ηpµ0;µ1, · · · , µ|J|〉Y(m,J−J′,d) :=
1
m!
ηpev
∗
0
(
µ0
∏
j∈J′
µj
) ∏
j∈J−J′
ev∗j (µj) ∩ [M(m,J−J′)(Y, d)]vir. (35)
For X = Tot(E → Y ) where E is a concave vector bundle over Y , to define invariants for X
similar to (35), we need only to replace Y by X in the above definitions, and note thatMg,J (X, d) =
Mg,J(Y, d) and [Mg,J(X, d)]vir = Ug ∩ [Mg,J(Y, d)]vir. More concretely, we define
〈ηpµ0;µ1, · · · , µ|J|〉X(m,J−J′,d) :=
1
m!
((
ev∗0e(E)
)m−1 m∏
i=1
π∗i (U0) · ηpev∗0
(
µ0
∏
j∈J′
µj
)
·
∏
j∈J−J′
ev∗j (µj)
)
∩ [M(m,J−J′)(Y, d)]vir. (36)
Now let Y be an algebraic GKM manifold and X = Tot(E → Y ) is the total space of a concave
equivariant vector bundle E. To describe the fixed loci on M(m,J)(Y, d), we need to introduce some
notions. For a set S, let P(S) be its power set. The set of m-colored partitions of a finite set S is
defined to be
Am(S) = {I ∈ P(S)m : I = (I(1), · · · , I(m)), I(1) ⊔ · · · I(m) = S, |I(i)| > 0, for 1 ≤ i ≤ m},
the set of nonnegative m-colored partitions of a finite set S is defined to be
A0m(S) = {I ∈ P(S)m : I = (I(1), · · · , I(m)), I(1) ⊔ · · · I(m) = S, |I(i)| ≥ 0, for 1 ≤ i ≤ m},
and the set of m-colored partitions of a pair of finite sets (S, J) is defined to be
Am(S, J) = Am(S)×A0m(J).
A m-colored decorated rooted tree is a pair Γc = (Γ, I,K), where Γ is a decorated rooted tree with
a root v0, and (I,K) ∈ Am(Edg(v0), e−1(v0)). The notions of the degree of Γc and the valence of
a vertex is inherited from those of Γ. The set of m-colored decorated rooted trees of degree d and
with the set of marked points J is denoted by mCDRTdJ .
There is a canonical projection map πCDRT : mCDRT
d
J → DRTdJ with πCDRT(Γ, I,K) = Γ.
The automorphism group Aut(Γ) acts on π−1
CDRT
(Γ) in a natural way, the stable subgroup of Γc is
called the automorphism group of Γc. The fixed loci onM(m,J)(Y, d) are indexed by Γc ∈ mCDRTdJ
in an obvious way. Two m-colored decorated rooted trees Γc1 and Γ
c
2 index the same fixed locus if
and only if πCDRT(Γ
c
1) = πCDRT(Γ
c
2) = Γ for some Γ and Γ
c
1 = g.Γ
c
2 for some g ∈ Aut(Γ).
Let µ0, µ1, · · · , µ|J| ∈ H∗T(Y ). We denote equivariant version of ψ-classes overM0,J(Y, d) and η˜-
classes overM(m,J)(Y, d) by the same symbols in the equivariant integration; by the context, no con-
fusion should arise. Now we use virtual localization to compute (36) as a summing over graphs. For
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Γc = (Γ, I,K) ∈ mCDRTdJ′ , the localization contribution of Γc to 〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)
can be written as
ContΓc(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)) =
1
m!
1
|Aut(Γc)|
·
∏
v∈Ver
ContΓc;v
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d))
·
∏
e∈Edg
ContΓc;e
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)). (37)
For an edge e and a vertex v ∈ Ver\{v0}, the contribution is still the same as (23) respectively.
Suppose m(v0) = i, then the contribution of v0 is
ContΓc;v0
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)) = ∏
j∈e−1(v0)
µj
∣∣
Pi
( l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
)|Edg(v0)|−1 · [xq]( l∏
k=1
(1 + εi,kx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)
)
·
∫
M0,I(1)⊔K(1)⊔{01}×···×M0,I(m)⊔K(m)⊔{0m}
[xp]
(
1∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e))
∏m
s=1(1− xψ0s)
)
.
(38)
We briefly explain (38).
• The marked point 0s for 1 ≤ s ≤ m comes from the common node represented by the root v0,
which becomes a marked point when we split the domain curve with respect to the m colors.
• The operator [xq] extracts the equivariant q-th Chern class of X restricted to the fixed point
Pi. The operator [x
p] extracts all the p-th monomials of ψ0s for 1 ≤ s ≤ m, and the sum is ηp
restricted to this fixed locus, by the definition of ηp.
• By the argument parallel to the proof of the cutting edge axiom in [4], it is easy to show that
there is a natural perfect obstruction theory on M(m,J′)(Y, d), and the corresponding virtual
fundamental cycle is the same as (32). The localization contribution is easily read out from
this perfect obstruction theory. In particular, when Y is a flag variety, by remark 2.1 it is
straightforward to obtain (38). Note that the deformation of the domain curves should be
color-preserved, so the node-smoothing contribution in the usual virtual localization∫
M0,val(v)
· · ·(
αv,e
d(e) − ψ(v,e)
)
· · ·
should be replaced by a color-preserved version, which is of the form in (38).
For later use, we need to write the invariant 〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d) as summing over
the DRTdJ . First note that for evary Γ1 ∈ DRTdJ1 and J2 ⊃ J1, we can attach additional |J2| − |J1|
marked points to the root v0 of Γ1, thus obtain Γ2 ∈ DRTdJ2 . In this way, we get an injective map
ρJ1,J2 : DRT
d
J1 → DRTdJ2 ,
such that ρJ1,J2(Γ1) = Γ2.
Then we have
〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)
=
∑
Γ∈DRTdJ
ContΓ
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)), (39)
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where
ContΓ
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d))
=
1
m!
1
|Aut(Γ)|
∑
Γc∈π−1
CDRT
◦ρ−1
J′,J
(Γ)
∏
v∈Ver
ContΓc;v
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d))
·
∏
e∈Edg
ContΓc;e
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)). (40)
So if Γ is not in the image of ρJ′,J , then ContΓ
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)) = 0.
Note that the automorphism factor in (40) is 1/|Aut(Γ)| (we have Aut(Γ) ∼= Aut(ρ−1J′,JΓ) when Γ
is in the image of ρJ′,J), not 1/|Aut(Γc)|, because g1.Γc and g2.Γc index the same fixed locus when
g1 and g2 are in the same coset of Aut(Γc) in Aut(Γ).
2.3 Formal fixed loci, formal localization contributions and reduced genus
one Gromov-Witten invariants
For Pn−1, the fixed loci on M˜1,J(Pn−1, d) are described in [29]. There are two types of fixed loci.
The first type is indexed by the decorated one-loop graphs. The fixed locus indexed by a one-loop
graph is exactly the same as that in section 2.1, and for a hypersurface X in Pn−1, its localization
contribution to 〈µ1, · · · , µ|J|〉0;X1,J,d is the same as the localization contributions to the usual genus
one Gromov-Witten invariants. The other type of fixed loci and their localization contributions are
described in [29] (see also [36] in the cases |J | = 0 or 1).
For an algebraic GKM manifold Y , a finite set J and d ∈ H+2 (Y ), as an analog to Pn−1, we
assign two types of fixed loci . The formal fixed loci of the first type for (Y, J, d) are indexed by
DOLdJ(Y ), and their formal localization contributions to the reduced genus one Gromov-Witten
invariants 〈µ1, · · · , µ|J|〉0;X1,J,d are the same as (23).
To define the formal fixed loci of the second type, we need to recall the definition of refined
decorated rooted trees ([29], [36]) 4. A refined decorated rooted tree is a tuple
Γ˜ = (Ver,Edg, v0; Ver+,Ver0;m, d, e), (41)
where (Ver,Edg, v0) is a rooted tree and
5
(i) Ver+,Ver0 ⊂ Ver − {v0}, Ver+ 6= ∅, Ver+ ∩ Ver0 = ∅, {v0, v} ∈ Edg for ∀v ∈ Ver+ ∪ Ver0.
(ii) Edg+ := {{v0, v} : v ∈ Ver+}, Edg0 := {{v0, v} : v ∈ Ver0}.
(iii) There are three maps
m : Ver→ [N ], d : Edg − Edg0 → B(Y ), e : J → Ver.
The map
d : Edg− Edg0 → B(Y )
for an edge e = {v1, v2} ∈ Edg−Edg0 takes values in Z>0 · Pm(v1)Pm(v2). Let d(e) ∈ Z>0 such
that d(e) = d(e) · Pm(v1)Pm(v2) when e = {v1, v2}. Let
d(Γ˜) =
∑
e∈Edg−Edg0
d(e) ∈ B(Y ).
4We highly recommend the reader who is not familiar with the definition of refined decorated rooted trees and
some other related notions to refer to [29, section 1.4] for the case Y = Pn−1.
5In [36] the domain of the map m is Ver−Ver0. In this article we think it is more convenient to extend m to Ver.
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For Γ˜ to represent a formal fixed locus for (Y, J, d), we need d ◦ d(Γ˜) = d; we call d ◦ d(Γ˜) the
degree of Γ˜.
(iv) If v1 ∈ Ver+, v2 ∈ Ver−Ver0 and {v0, v2} ∈ Edg, then
d({v0, v1}) = d({v0, v2})⇔ v2 ∈ Ver+. (42)
Note that d({v0, v1}) = d({v0, v2}) if and only if d({v0, v1}) = d({v0, v2}) and m(v1) = m(v2).
(v) If {v1, v2} ∈ Edg, then m(v1) = m(v2) if and only if v1 = v0 and v2 ∈ Ver0, or v2 = v0 and
v1 ∈ Ver0.
(vi) If v1 ∈ Ver0 then |Edg(v1)| ≥ 2 and |val(v1)| = |Edg(v1)|+ |e−1(v1)| ≥ 3.
Remark 2.2. In the definition of the refined decorated rooted trees in this article we do not include the
condition
∑
e∈Edg+
d(e) ≥ 2. However, as the proof of lemma 3.2 shows, the localization contribution
of a refined decorated rooted tree which does not satisfies this condition is zero. So one can make
the choice to include this condition or not; without this condition the summing over graphs becomes
slightly easier.
We denote the set of refined decorated rooted trees for (Y, J, d) by RDRTdJ (Y ). As before, when
we are discussing a fixed Y which is clear from the context, we drop the notation Y .
Let Γ˜ ∈ RDRTdJ(Y ). For every e ∈ Edg(v0), there is an associated strand ZΓ˜e , which is a
decorated tree; we refer the reader to [36, section 1.4] for the definition. We need also the stacks
M˜1,(I,J) for finite sets I and J , which are blow-ups of M1,I⊔J ; we refer the reader to [34] for the
definition of these spaces, the line bundle L, the cohomology classes ψ˜ = c1(L) and ψj , j ∈ J , and
their integrations over M˜1,(I,J). The integration that we need is∫
M˜1,(I,J)
ψ˜|I|+|J| =
|I||J| · (|I| − 1)!
24
. (43)
The formal fixed locus associated to Γ˜ is defined to be
ZΓ˜ = M˜1,(Edg(v0),e−1(v0)) × P|Ver+|−1 ×
∏
e∈Edg(v0)
ZΓ˜e . (44)
For a refined decorated rooted tree Γ˜ = (Ver,Edg, v0; Ver+,Ver0;m, d, e), we can naturally associate
a decorated rooted tree Γ = (VerΓ,EdgΓ, v0;mΓ, dΓ, eΓ) such that
• VerΓ = Ver−Ver0.
• EdgΓ = (Edg − Edg0) ⊔ {{v0, v} : v ∈ Edg(v1)− {v0} for some v1 ∈ Ver0}.
• mΓ : VerΓ → [N ] is the the restriction the map m to Ver−Ver0.
• dΓ : EdgΓ → B(Y ) is a map with dΓ(e) = d(e) for e ∈ Edg− Edg0, and d({v0, v}) = d({v1, v})
where v1 ∈ Ver0} and v ∈ Edg(v1)− {v0}.
• eΓ : J → VerΓ is a map with eΓ(j) = e(j) for j ∈ e−1(Ver − Ver0) and eΓ(j) = v0 for
j ∈ e−1(Ver0).
By the assumptions in the definition of refined decorated rooted trees, especially (v), we see that
Γ(VerΓ,EdgΓ, v0;mΓ, dΓ, eΓ) is a decorated rooted tree, which we call the underlying decorated rooted
tree of Γ˜. There is a canonical projection map πRDRT : RDRT
d
J → DRTdJ which send a refined
decorated rooted tree to its underlying decorated rooted tree.
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An important modification: for the clearness in counting graphs in the future, we now make
a slight modification of the definition of RDRTdJ . For a refined decorated rooted tree Γ˜ and the
corresponding decorated rooted tree Γ = πRDRT(Γ˜), the edges in Edg
Γ˜(v0) induces a partition of
EdgΓ(v0). If e ∈ EdgΓ˜(v0)−Edg0, then let Ie = {e}; If e = {v0, v} ∈ Edg0, then let Ie = Edg(v)−{e}.
Thus {Ie}e∈EdgΓ˜(v0) canonically corresponds to an unordered partition of Edg
Γ(v0). Similarly, for
every e = {v0, v} ∈ EdgΓ˜(v0), let Je = e−1(v), together with e−1(v0), we obtain an unordered
nonnegative partition of J . Now we impose the condition that the two partitions are ordered. More
precisely:
Definition 2.1. A refined decorated rooted tree is a tuple Γ˜ = (Ver,Edg, v0; Ver+,Ver0;m, d, e, I,K),
such that Γ˜ = (Ver,Edg, v0; Ver+,Ver0;m, d, e) satisfies the conditions (i)-(vi) above, and I ∈
Am
(
EdgΓ(v0)
)
and J ∈ A0m+1(J) are colored partitions which are compatible with the unordered
partitions associated to Γ˜ = (Ver,Edg, v0; Ver+,Ver0;m, d, e), where m = |EdgΓ˜(v0)|.
From now on, we adopt this definition of refined decorated rooted trees. We use RDRTdJ to rep-
resent the set of refined decorated rooted trees in this sense. Then the automorphism group Aut(Γ)
acts on π−1
RDRT
(Γ) in a natural way, and the stable subgroup of Γ˜ is called the automorphism group
of Γ˜. Two refined decorated rooted trees Γ˜1 and Γ˜2 index the same fixed locus if and only if they
have the same underlying decorated rooted tree Γ and Γ˜1 = g.Γ˜2 for some g ∈ Aut(Γ), and when
this happens we say Γ˜1 ∼ Γ˜2.
Now we define the formal localization contribution of Γ˜. Let πe : ZΓ˜ → ZΓ˜e be the natural
projection map for e ∈ Edg(v0). On ZΓ˜ there is a universal tangent line bundle associated to the
attachment at v0, and we denote it by Le. Let LΓ˜ = π
∗
eLe for e ∈ Edg+; by (42) π∗eLe as an
equivariant line bundle is independent of the choice of e ∈ Edg+. Also, let
F c
Γ˜;B
=
⊕
e∈Edg(v0)−Edg+
π∗eLe. (45)
Let γ be the tautological line bundle on P|Ver+|−1, and c1(γ) = −H . We use the same symbol for
the pullbacks of γ and L to Z˜Γ˜ via the natural projection maps.
For each e ∈ Edg(v0), ZΓ˜e is a fixed locus in an appropriate moduli space of genus zero stable
maps into Y , thus the virtual normal bundle NZ˜Γ˜e and the vector bundle U ′0 corresponding to
X = Tot(E → Y ) are well-defined.
After these preparation, we define e(NZ˜Γ˜) via
e(NZ˜Γ˜)
e(Tm(v0)Y )
:=
∏
e∈Edg(v0)
e(NZΓ˜e)
e(Tm(v0)Y )
·
e(L∗
Γ˜
⊗ F c
Γ˜;B
⊗ γ∗)e(L⊗ LΓ˜ ⊗ γ)
e
(
L∗
Γ˜
⊗ Tm(v0)Y ⊗ γ∗
) (46)
and define e(U ′1) and e(U1) by
e(U ′1) = e(U1) · e(E)
∣∣
Pm(v0)
:=
∏
e∈Edg(v0)
π∗ee(U ′0) · e(L∗Γ˜ ⊗ Eµ(v0) ⊗ γ∗). (47)
We define the formal localization contribution of Γ˜ =
(
Ver,Edg, v0; Ver+,Ver0;m, d, e
)
to
〈µ1, · · · , µ|J|〉0;X1,J,d
by
ContΓ˜
(〈µ1, · · · , µ|J|〉0;X1,J,d) := 1
Aut(Γ˜)
∏
j∈J
µj
∣∣
Pm◦e(j)
·
∫
Z˜Γ˜
e(U1)
e(NZ˜Γ˜)
=
1
Aut(Γ˜)
∏
j∈J
µj
∣∣
Pm◦e(j)
·
∫
Z˜Γ˜
e(U ′1)
e(E)
∣∣
Pm(v0)
e(NZ˜Γ˜)
. (48)
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Definition 2.2. Let Y be an algebraic GKM manifold and E a concave equivariant vector bundle
over Y . For the local space X = Tot(E → Y ) and µ1, · · · , µJ ∈ H∗T(Y ) we define
〈µ1, · · · , µ|J|〉0;X1,J,d :=
∑
Γ∈DOLd
J
ContΓ
(〈µ1, · · · , µ|J|〉0;X1,J,d)
+
∑
Γ˜∈RDRTdJ/∼
ContΓ˜
(〈µ1, · · · , µ|J|〉0;X1,J,d). (49)
In particular, when X is a local Calabi-Yau space, the reduced genus one degree d Gromov-Witten
invariants of X is defined by
N0;X1,d :=
∑
Γ∈DOLd
∅
ContΓ(N
0;X
1,d ) +
∑
Γ˜∈RDRTd
∅
/∼
ContΓ˜(N
0;X
1,d ), (50)
where ContΓ(N
0;X
1,d ) = ContΓ(〈·〉0;X1,∅,d) for Γ ∈ DOLd∅ and ContΓ˜(N0;X1,d ) = ContΓ˜(〈·〉0;X1,∅,d) for Γ˜ ∈
RDRTd∅.
By this definition, when X is a local Calabi-Yau space, N0;X1,d is a priori an element of Qα. We
will see that as a corollary of the LSvR, we have in fact N0;X1,d ∈ Q.
Now we write (48) as a product of contributions of edges and vertices. Since we will finally write
the summing ∑
Γ˜∈RDRTd
J
/∼
ContΓ˜
(〈µ1, · · · , µ|J|〉0;X1,J,d)
into a summing over DRTdJ , we need to gather the contributions from the vertices in Edg0 and put
it into the contribution of the root v0. For this, let us introduce some notations.
Suppose m(v0) = i. For e = {v0, v} ∈ Edg(v0)\(Edg0 ∪Edg+), let Ie = {e}, and let ωe = αi,m(v)d(e) .
For e = {v0, v} ∈ Edg0, let Ie = Edg(v)\{e}, and for f = {v, v′} ∈ Edg(v)\{e}, let ωf = αi,m(v′)d(f) .
Moreover, let ω+ =
αi,m(v)
d(e) for any e = {v0, v} ∈ Edg+, which is well-defined because αm(v) and d(e)
are independent of the choice of e ∈ Edg+; thus ω+ is the equivariant Euler class of LΓ˜. Let
|Edg(v0)| = |Edg(v0)\Edg0|+
∑
v∈Edg0
(|Edg(v)| − 1). (51)
Equivalently, |Edg(v0)| is equal to |EdgΓ(v0)|, where Γ = πRDRT(Γ˜).
Then we define
ContΓ˜;v0
(〈µ1, · · · , µ|J|〉0;X1,J,d) := ∏
j∈e−1({v0∪Ver0})
µj
∣∣
Pm(v0)
·
( l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
)|Edg(v0)|−1
·
∫
M˜1,(Edg(v0),e−1(v0))
×P|Edg+|−1
(∏l
k=1(−ω+ + εi,k +H)
∏
Pj∈Nb(Pi)
(−ω+ + αi,j +H)
ω+ − ψ˜ −H
·
∏
e∈Edg(v0)−Edg+−Edg0
1
ωe − ω+ +H
∏
v∈Ver0∫
M0,I{v0,v}
⊔{0s}⊔e−1(v)
1
(−ω+ − ψ0s +H)
∏
f∈Ie
(ωf − ψf )
)
. (52)
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For edges in Edg\Edg0 and vertices in Ver\({v0} ∪ Ver0) , the contributions is defined as the
same as those in (23) respectively. Then by (46), (47), and (48), it is not hard to see that, for
Γ˜ ∈ RDRTdJ ,
ContΓ˜
(〈µ1, · · · , µ|J|〉0;X1,J,d) = 1
Aut(Γ˜)
·
∏
v∈Ver\Ver0
ContΓ˜;v
(〈µ1, · · · , µ|J|〉0;X1,J,d) ∏
e∈Edg\Edg0
ContΓ˜;e
(〈µ1, · · · , µ|J|〉0;X1,J,d). (53)
There is a canonical bijection between Ver\Ver0 and Ver
(
πRDRT(Γ˜)
)
, and between Edg\Edg0 and
Edg
(
πRDRT(Γ˜)
)
. Using this bijection, from (53) we finally obtain
〈µ1, · · · , µ|J|〉0;X1,J,d =
∑
Γ∈DOLd
J
ContΓ
(〈µ1, · · · , µ|J|〉0;X1,J,d)+ ∑
Γ∈DRTd
J
ContΓ
(〈µ1, · · · , µ|J|〉0;X1,J,d), (54)
where for Γ ∈ DRTdJ ,
ContΓ
(〈µ1, · · · , µ|J|〉0;X1,J,d) = 1Aut(Γ)
·
∑
Γ˜∈π−1
RDRT
(Γ)
∏
v∈Ver(Γ)
ContΓ˜;v
(〈µ1, · · · , µ|J|〉0;X1,J,d) ∏
e∈Edg(Γ)
ContΓ˜;e
(〈µ1, · · · , µ|J|〉0;X1,J,d). (55)
Remark 2.3. When Y = Pn−1, our formal fixed locus associated to a refined decorated rooted tree
may be different from that in [29], but the factor e(NZ˜Γ˜) in the localization contribution is the
same, as remarked in [36, footnote 16].
3 Localized standard versus reduced formula
3.1
Let Y be an algebraic GKM manifold of dimension n− 1, E a concave equivariant vector bundle of
rank l over Y , and X = Tot(E → Y ).
Now we state the first main theorem of this article.
Theorem 3.1. Let µ1, · · · , µ|J| ∈ H∗T(Y ). For every decorated rooted tree Γ ∈ DRTdJ , we have the
LSvR
ContΓ(〈µ1, · · · , µ|J|〉X1,J,d)
= ContΓ(〈µ1, · · · , µ|J|〉0;X1,J,d) +
∑
m≥1
∑
J′⊂J
[ (−1)m+|J′|m|J′|(m− 1)!
24
n+l−1−|J′|−2m∑
p=0
ContΓ
(
〈ηpcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)
)]
. (56)
In particular, when X is a local Calabi-Yau space, for every Γ ∈ DRTd∅ we have
ContΓ(N
X
1,d) = ContΓ(N
0;X
1,d ) +
1
24
∑
m≥1
[
(−1)m(m− 1)!
n+l−1−2m∑
p=0
ContΓ
(〈ηpcn+l−1−2m−p(TX); 〉X(m,∅,d))]. (57)
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Note that by definition, for Γ ∈ DOLdJ we have
ContΓ
(〈µ1, · · · , µ|J|〉X1,J,d) = ContΓ(〈µ1, · · · , µ|J|〉0;X1,J,d) (58)
thus by (56) and (28), (39), (50) we have
Corollary 3.1.
〈µ1, · · · , µ|J|〉X1,J,d = 〈µ1, · · · , µ|J|〉0;X1,J,d +
∑
m≥1
∑
J′⊂J
[ (−1)m+|J′|m|J′|(m− 1)!
24
n+l−1−|J′|−2m∑
p=0
〈ηpcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)
]
. (59)
In particular, when X is a local Calabi-Yau space,
N0;X1,d = N
0;X
1,d +
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈ηpcn+l−1−2m−p(TX); 〉X(m,∅,d). (60)
Note that when X is a local Calabi-Yau space, in our definition of N0;X1,d we have fixed a choice
of the linearization of E. A consequence of corollary 3.1 is that N0;X1,d is independent of the choice
of linearization of E.
The proof of theorem 3.1 will occupy sections 3.1-3.4. First note that, in (26), (40) and (55), the
factors
1
Aut(Γ)
∏
v∈Ver\{v0}
ContΓ;v(·)
∏
e∈Edg
ContΓ;e(·)
are common; in fact by definition, for v ∈ Ver\{v0}, ContΓ;v(·) are equal for the three types of
invariants in (57), and so are ContΓ;e(·) for e ∈ Edg. So it suffices to show
ContΓ;v0
(〈µ1, · · · , µ|J|〉X1,J,d) = ∑
Γ˜∈π−1
RDRT
(Γ)
ContΓ˜;v0
(〈µ1, · · · , µ|J|〉0;X1,J,d)
+
∑
m≥1
∑
J′⊂J
(−1)m+|J′|m|J′|
24m
n+l−1−|J′|−2m∑
p=0
∑
Γc∈π−1
CDRT
◦ρ−1
J−J′,J
(Γ)
ContΓc;v0
(〈η˜pcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)). (61)
This formula concerns only the root v0 together with m(v0), Edg(v0) together with their degrees,
and the vertices v neighbored to v0 together with their labels m(v). So we only need to show (61)
for decorated stars. Here by a decorated star, we mean a decorated rooted tree with val(v) = 1 for
all v ∈ Ver\{v0}. The set of decorated stars of degree d with the set of marked points J is denoted
by DSdJ ; we have J = e
−1(v0). Note further that the three (groups of) terms in (61) has a common
factor (recall (51) and the statement following it)
∏
j∈e−1(v0)
µj
∣∣
Pm(v0)
·
( ∏
Pj∈Nb(Pi)
αi,j
l∏
k=1
εi,k
)|Edg(v0)|−1
.
Therefore, for Γ ∈ DSdJ with µ(v0) = i, let
Cont
X
Γ =
∫
M1,Edg(v0)⊔e−1(v0)
∏l
k=1 Λ
∨
1 (εi,k)
∏
Pj∈Nb(Pi)
Λ∨1 (αi,j)∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e)
) , (62)
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Cont
0;X
Γ =
∑
Γ˜∈π−1
RDRT
(Γ)
∫
M˜1,(Edg(v0,e−1(v0))
×P|Edg+|−1(∏l
k=1(−ω+ + εi,k +H)
∏
Pj∈Nb(Pi)
(−ω+ + αi,j +H)
ω+ − ψ˜ −H
·
∏
e∈Edg(v0)−Edg+−Edg0
1
ωe − ω+ +H
∏
v∈Ver0∫
M0,I{v0,v}
⊔{0s}⊔e−1(v)
1
(−ω+ − ψ0s +H)
∏
f∈Ie
(ωf − ψf )
)
, (63)
Cont
(m,p,q),X
Γ,J−J′ = [x
q]
( l∏
k=1
(1 + εi,kx)
∏
Pj∈Nb(Pi)
(1 + x(αi,j))
)
·
∑
Γc∈π−1
CDRT
◦ρ−1
J−J′,J
(Γ)
∫
M0,I(1)⊔K(1)⊔{01}×···×M0,I(m)⊔K(m)⊔{0m}
[xp]
(
1∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e))
∏m
s=1(1− xψ0s)
)
. (64)
Then to show (61) it suffices to show for every Γ ∈ DSdJ ,
Cont
X
Γ = Cont
0;X
Γ +
2m≤n+l−1∑
m=1
∑
J′⊂J
(−1)m+|J′|m|J′|
24m
n+l−1−|J′|−2m∑
p=0
Cont
(m,p,n+l−1−|J′|−2m−p),X
Γ,J−J′ .
(65)
Suppose Γ is a decorated star whose root is labeled by i with |Edg(v0)| = r, the vertices other
than v0 are labeled by j1, · · · , jr, e−1(v0) = J , and the degree of the corresponding edges are
d1, · · · , dr. Let ωs = αi,jsds ; since Y is an algebraic GKM manifold, ωs1 = ωs2 if and only if js1 = js2
and ds1 = ds2 . Let ~ω = (ω1, · · · , ωr), and we use Γi;~ω;J to represent this decorated star. When
J = ∅, we denote Γi;~ω = Γi;~ω;J for short. When ds = 1 for 1 ≤ s ≤ r and js are pairwisely distinct
for 1 ≤ s ≤ r, we call Γi;~ω;J a simply decorated star.
In section 3.2, we prove (65) for simply decorated stars with J = ∅. In section 3.3, we prove (65)
for all decorated stars with J = ∅. In section 3.4 we prove for J 6= ∅. In section 3.5 we state another
form of LSvR and sketch a proof for it.
3.2 Simply decorated stars
Let Γi;~ω ∈ DSd∅ be a simply decorated star with J = ∅.
Lemma 3.1. ∫
M1,r
λ1∏r
k=1(wk − ψk)
=
1
24
∏r
k=1 wk
( r∑
k=1
1
wk
)r−1
. (66)
Proof. : This follows straightforwardly from [14, proposition 3.1] and (25), or from the λg-conjecture
for g = 1.
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Lemma 3.2.
Cont
0;X
Γi;~ω
= 0. (67)
Proof. : Since Γi;~ω is simply decorated, by the definition of refined decorated rooted trees, for every
Γ˜ ∈ π−1
RDRT
(Γi;~ω) we have |Edg+| = 1 and ω+ = αi,j for some Pj ∈ Nb(Pi). Thus in the righthand-
side (63), the integrand in the second row has a factor H , but P|Edg+|−1 is a point, so the conclusion
follows.
By (66), we have
Cont
X
Γi;~ω
=
∫
M1,r
∏l
k=1 Λ
∨
1 (εi,k) ·
∏
Pj∈Nb(Pi)
Λ∨1 (αi,j)∏r
k=1(αi,jk − ψk)
=
l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
∫
M1,r
1∏r
k=1(αi,jk − ψk)
−[x]
( l∏
k=1
(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
)
·
∫
M1,r
λ1∏r
k=1(αi,jk − ψk)
=
l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
∫
M1,r
1∏r
k=1(αi,jk − ψk)
−[x]
( l∏
k=1
(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
)
· 1
24
∏r
k=1 αi,jk
( r∑
k=1
1
αi,jk
)r−1
.
(68)
On the other hand,
(−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
=
(−1)m
24m
∑
I∈Am([r])
∫
M0,I(1)⊔{01}×···×M0,I(m)⊔{0m}
[xn+l−1−2m]
(∏l
k=1(1 + εi,kx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=1(αi,jk − ψk) ·
∏m
s=1(1− xψ0s)
)
(∗)
=
(−1)m
24m
∑
I∈Am([r])
∫
M0,I(1)⊔{01}×···×M0,I(m)⊔{0m}
[xm]
(∏l
k=1(x+ εi,k)
∏
Pj∈Nb(Pi)
(x + αi,j)∏r
k=1(αi,jk − ψk) ·
∏m
s=1(x− ψ0s)
)
=
(−1)m
24m
∑
I∈Am([r])
[xm]
(
l∏
k=1
(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
·
∫
M0,I(1)⊔{01}×···×M0,I(m)⊔{0m}
1∏r
k=1(αi,jk − ψk) ·
∏m
s=1(x − ψ0s)
)
=
(−1)m
24m
∑
I∈Am([r])
[xm]
(∏l
k=1(x + εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 αi,jk
·
m∏
s=1
( 1
x
+
∑
j∈I(s)
1
αi,j
)|I(s)|−2)
.
(69)
Some attention should be paid to the equality (∗). For a fixed I ∈ Am([r]), without loss of generality
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we may assume I(s) = {js} for 1 ≤ s ≤ r1 and |I(s)| ≥ 2 for r1 + 1 ≤ s ≤ r. Thus∫
M0,I(1)⊔{01}×···×M0,I(m)⊔{0m}
[xn+l−1−2m]
(∏l
k=1(1 + εi,kx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=1(αi,jk − ψk) ·
∏m
s=1(1 − xψ0s)
)
= [xn+l−1−2m]
(
r1∏
s=1
(
1 + αi,jkx
)−1
·
∫
M0,I(r1+1)⊔{0r1+1}
×···×M0,I(m)⊔{0m}
∏l
k=1(1 + εi,kx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=r1+1
(αi,jk − ψk) ·
∏m
s=r1+1
(1− xψ0s)
)
. (70)
By the assumption that αi,k for 1 ≤ k ≤ r are pairwisely distinct, the factor
∏r1
s=1(1+αi,jkx) in the
denominator divides the product
∏
Pj∈Nb(Pi)
(1 + αi,jx) in the numerator. Thus the righthand-side
of (70) as a rational function of x has only poles at x = 0 and x = ∞, so the equality (∗) follows.
For the general decorated stars, the corresponding expression to the righthand-side of (70) has other
poles, from which the contributions of refined decorated stars arise.
Now from the following proposition and by lemma 3.2 we see that (65) holds for simply decorated
stars with J = ∅.
Proposition 3.1. Let w1, · · · , wr be independent variables. Then we have
r∑
m=1
(−1)m
24m
∑
I∈Am([r])
[xm]
(∏l
k=1(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 wk
·
m∏
s=1
(1
x
+
∑
j∈I(s)
1
wj
)|I(s)|−2)
=
l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
∫
M1,r
1∏r
k=1(wk − ψk)
−[x]
( l∏
k=1
(x + εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
)
· 1
24
∏r
k=1 wk
( r∑
k=1
1
wk
)r−1
. (71)
The proposition follows immediately from the following lemma.
Lemma 3.3. We have
r∑
m=1
(−1)m
m
∑
I∈Am([r])
[xr−1]
(
m∏
s=1
(
1 +
∑
j∈I(s)
xwj
)|I(s)|−2)
= −
( r∑
k=1
wk
)r−1
, (72)
[xr]
(
r∑
m=1
(−1)m
24m
∑
I∈Am([r])
m∏
s=1
(
1 +
∑
j∈I(s)
xwj
)|I(s)|−2)
=
∫
M1,r
1∏r
k=1(1− wkψk)
, (73)
and for 2 ≤ p ≤ r,
r∑
m=1
(−1)m
m
∑
I∈Am([r])
[xr−p]
(
m∏
s=1
(
1 +
∑
j∈I(s)
xwj
)|I(s)|−2)
= 0. (74)
Proof. Let
Hr(w1, · · · , wr) =
r∑
m=1
(−1)m
24m
∑
I∈Am([r])
(
m∏
s=1
(
1 +
∑
j∈I(s)
wj
)|I(s)|−2)
, (75)
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and
Fr(w1, · · · , wr) =
∫
M1,r
1∏r
k=1(1 − wkψk)
.
Consider the Taylor expansion of Hr(w1, · · · , wr) at w1 = · · · = wr = 0, and for p ∈ Z≥0
let Hr,p(w1, · · · , wr) be the degree p part of this expansion, which is a symmetric polynomial in
w1, · · · , wr of degree p. Then what we need to prove is
Hr,r−1(w1, · · · , wr) = − 1
24
( r∑
k=1
wk
)r−1
, (76)
Hr,r(w1, · · · , wr) = Fr(w1, · · · , wr), (77)
and for r ∈ Z>0, and 0 ≤ p ≤ r − 2
Hr,p(w1, · · · , wr) = 0. (78)
We prove these identities by induction on r. The r = 1 case is trivial. For r > 1, by the definition
of Hr, it is not hard to see that for a fixed I ∈ Am([r − 1]) the coefficient of
m∏
s=1
(
1 +
∑
j∈I(s)
wj
)|I(s)|−2
in Hr(w1, · · · , wr−1, 0) is
(−1)m
24m
m∑
s=1
(
1 +
∑
j∈I(s)
wj
)
+
(−1)m+1
24(m+ 1)
· (m+ 1) = (−1)
m
24m
r−1∑
k=1
wk.
Therefore
Hr(w1, · · · , wr−1, 0) =
r−1∑
k=1
wk ·Hr−1(w1, · · · , wr−1). (79)
Note that a symmetric polynomial f(w1, · · · , wr) of degree less than r is uniquely determined by
f(w1, · · · , wr−1, 0), so by induction we obtain (78) and (76). For (77), note that by the string
equation, (79) holds for Fr, i.e., we have
Fr(w1, · · · , wr−1, 0) =
r−1∑
k=1
wk · Fr−1(w1, · · · , wr−1).
Note also that a symmetric polynomial f(w1, · · · , wr) of degree r is determined by f(w1, · · · , wr−1, 0)
up to the coefficient of w1 · · ·wr. So by induction, to show that (77) holds for r, it suffices to show
that the coefficients of w1 · · ·wr in Hr,r(w1, · · · , wr) and in Fr(w1, · · · , wr) are equal. But by the
definition of Hr, it is easy to see that the coefficient of w1 · · ·wr in it (this monomial appears only
when m = r and |I(s)| = 1 for 1 ≤ s ≤ r) is
(r − 1)!
24
,
which is equal to
∫
M1,r
ψ1 · · ·ψr, by the dilaton equation.
Remark 3.1. Although the simply decorated stars are the most simple cases, they provide a prototype
of the LSvR. As we will see, the contribution from the reduced invariants are correction terms when
the assumption of simply decorated stars is not satisfied. The formula (73) can be viewed as a
combinatorial solution to the n-point function of [24] in genus one. It is interesting to find a higher
genera analog of this formula, which may shed light on the computation of Gromov-Witten invariants
in higher genera.
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3.3 General decorated stars
Let Let Γi;~ω ∈ DRTd∅ be a decorated star where ~ω = (ω1, · · · , ωr). Similar to (68), we have
Cont
X
Γi;~ω
=
l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
∫
M1,r
1∏r
k=1(ωk − ψk)
−[x]
( l∏
k=1
(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
)
· 1
24
∏r
k=1 ωk
( r∑
k=1
1
ωk
)r−1
.
(80)
Now we consider contributions of the refined decorated rooted trees whose underlying decorated
rooted tree is Γi;~ω . Define A˜m([r]; ~ω) to be the set of 3-tuples (I, U, V ) ∈ P([r])m × [m]× [m] satis-
fying
(i) Writing I as I = (I(1), · · · , I(m)), then
⊔m
s=1 I(s) = [r];
(ii) U ∩ V = ∅;
(iii) |I(s)| = 1 for s ∈ U ∪ V , and |I(s)| ≥ 2 for s 6∈ U ∪ V ;
(iv) ωs are equal to each other for s ∈ U , and ωi 6= ωs for s ∈ U and i ∈ V .
For (I, U, V ) ∈ A˜m([r]; ~ω), denote the common weight ωs for s ∈ U by ωU and suppose I(s) = {is}
for s ∈ U ∪ V , IU =
⊔
s∈U I(s).
By the definition of refined decorated rooted trees, it is not hard to see that there is a natural
1-1 correspondence between A˜m([r]; ~ω) and π−1RDRT(Γi;~ω). Thus by (63) and (43) we have
Cont
0;X
Γi;~ω
=
∑
m≥1
∑
(I,U,V )∈A˜m([r];~ω)
Cont
0;X
Γi;(I,U,V );~ω
, (81)
where
Cont
0;X
Γi;(I,U,V );~ω
=
1
m!
∫
M˜1,m×P|U|−1
(∏l
k=1(−ωU + εi,k +H)
∏
Pj∈Nb(Pi)
(−ωU + αi,j +H)
ωU − ψ˜ −H
·
∏
s∈V
1
−ωU +H + ωis
∏
s∈[m]\U∪V
∫
M0,I(s)⊔{0s}
1
(−ωU − ψ0s +H)
∏
j∈I(s)
(ωj − ψj)
)
=
(−1)m+1(m− 1)!
24m!
∫
P|U|−1
(∏l
k=1(H − ωU + εi,k)
∏
Pj∈Nb(Pi)
(H − ωU + αi,j)
(H − ωU )2m+1−|U|
∏
k∈[r]\IU
ωk
·
∏
s∈[m]\U
( 1
H − ωU +
∑
j∈I(s)
1
ωj
)|I(s)|−2)
=
(−1)m+1
24m
[y|U|−1]
(∏l
k=1(y − ωU + εi,k)
∏
Pj∈Nb(Pi)
(y − ωU + αi,j)
(y − ωU )2m+1−|U|
∏
k∈[r]\IU
ωk
·
∏
s∈[m]\U
( 1
y − ωU +
∑
j∈I(s)
1
ωj
)|I(s)|−2)
. (82)
Note that there is a canonical projection
π˜ : A˜m([r]; ~ω)→ Am([r])
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defined by π(I, U, V ) = I. We are going to write
(−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
(83)
as a sum over contributions from I ∈ Am([r]), and then compare the contribution of I to (83) and
the sum of the Cont
0;X
Γi;(I,U,V );~ω
for (I, U, V ) ∈ π˜−1(I) .
Let us temporarily fix I ∈ Am([r]), and suppose
(i) |Is| = 1 for s ∈W and |Is| ≥ 2 for s ∈ [m]\W, where W is a subset of [m];
(ii) W =
⊔
k∈K Uk is a partition according to weight. Precisely speaking, for every s ∈ W, suppose
I(s) = {is}, then for ia, ib ∈ IW :=
⊔
s∈W I(s), we have ωia = ωib if and only if a and b belong to the
same Uk for some k ∈ K.
We denote IUk =
⊔
s∈Uk
I(s) for k ∈ K, and IW =
∑
k∈K IUk =
⊔
s∈W I(s). Then we have
(−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
=
∑
I∈Am([r])
ContI
( (−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
)
,
(84)
where the contribution of I ∈ Am([r]) to
(−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
(85)
is ∑
I∈Am([r])
ContI
( (−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
)
,
=
(−1)m
24m
n+l−1−2m∑
p=0
[ ∑
∑
s∈W pis=p
∀pis≥0
∏
s∈W
(−ωis)pis
·
∫
∏
s∈[m]\WM0,I(s)⊔{0s}
[xn+l−1−2m−p]
( ∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(1− xψ0s)
)]
=
(−1)m
24m
∫
∏
s∈[m]\WM0,I(s)⊔{0s}
[xn+l−1−2m]
( ∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏
k∈K(1 + xωUk)
|Uk|
∏
k=[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(1− xψ0s)
)
=
(−1)m
24m
Resx=0
(∫
∏
s∈[m]\WM0,I(s)⊔{0s}∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)
xn+l−2m
∏
k∈K(1 + xωUk)
|Uk|
∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(1 − xψ0s)
)
=
(−1)m
24m
(
− Resx=∞ −
∑
k∈K
Resx=− 1
ωUk
)(∫
∏
s∈[m]\WM0,I(s)⊔{0s}
24
∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)
xn+l−2m
∏
k∈K(1 + xωUk)
|Uk|
∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(1 − xψ0s)
)
=
(−1)m
24m
(
Resx=0 +
∑
k∈K
Resx=−ωk
)(∫
∏
s∈[m]\WM0,I(s)⊔{0s}∏l
t=1(x + εi,t)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm+1
∏
k∈K(x+ ωUk)
|Uk|
∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(x− ψ0s)
)
=
(−1)m
24m
[xm]
(∫
∏
s∈[m]\WM0,I(s)⊔{0s}∏l
t=1(x+ εi,t)
∏
Pj∈Nb(Pi)
(x + αi,j)∏
k∈K(x+ ωUk)
|Uk|
∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(x− ψ0s)
)
+
(−1)m
24m
∑
k∈K
[y|Uk|−1]
(∫
∏
s∈[m]\WM0,I(s)⊔{0s}∏l
t=1(y − ωUk + εi,t)
∏
Pj∈Nb(Pi)
(y − ωUk + αi,j)
(y − ωUk)m+1
∏
j∈K\{k}(y − ωUk + ωUj )|Uj |
∏
k∈[r]\IW
(ωk − ψk)
∏
s∈[m]\W(y − ωUk − ψ0s)
)
=
(−1)m
24m
[xm]
(∏l
t=1(x+ εi,t)
∏
Pj∈Nb(Pi)
(x + αi,j)
xm
∏r
k=1 ωk
·
m∏
s=1
( 1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2)
+
(−1)m
24m
∑
k∈K
[y|Uk|−1]
(∏l
t=1(y − ωUk − atαi)
∏
Pj∈Nb(Pi)
(y − ωUk + αi,j)
(y − ωUk)2m+1−|Uk|
∏
j∈[r]\IUk
ωj
·
∏
s∈[m]\Uk
( 1
y − ωUk
+
∑
j∈I(s)
1
ωj
)|I(s)|−2)
. (86)
Comparing the last expressions of (82) and (86), we see
∑
(I,U,V )∈π˜−1(I)
Cont
0;X
Γi;(I,U,V );~ω
+
∑
I∈Am([r])
ContI
((−1)m
24m
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γi;~ω
)
=
(−1)m
24m
[xm]
(∏l
t=1(x+ εi,t)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 ωk
·
m∏
s=1
(1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2)
. (87)
Summing over I ∈ Am([r]) and m ≥ 1, by proposition 3.1, we obtain (65).
3.4 Localized standard versus reduced formula for primary insertions
Let Γi;~ω;J ∈ DSdJ . From the string equation it is easily seen that
Cont
X
Γi;J;~ω
=
( r∑
j=1
1
ωj
)|J|
·
[
l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
∫
M1,r
1∏r
k=1(ωk − ψk)
−[x]
( l∏
k=1
(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
)
· 1
24
∏r
k=1 ωk
( r∑
k=1
1
ωk
)r−1]
.
(88)
Define A˜m([r], J ; ~ω) to be the set of 4-tuples (I,K, U, V ) ∈ P([r])m × P(J)m × [m]× [m] satisfying
(i) Writing I as I = (I(1), · · · , I(m)), then
⊔m
s=1 I(s) = [r];
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(ii) Writing J as K = (K(1), · · · ,K(m)), then
⊔m
s=1K(s) = J ;
(iii) U ∩ V = ∅;
(iv) |I(s)| = 1, K(s) = ∅ for s ∈ U ∪ V , and |I(s)|+ |K(s)| ≥ 2 for s 6∈ U ∪ V ;
(v) ωs are equal to each other for s ∈ U , and ωi 6= ωs for s ∈ U and i ∈ V .
For (I,K, U, V ) ∈ A˜m([r], J ; ~ω), denote the common weight ωs for s ∈ U by ωU and sup-
pose I(s) = {is} for s ∈ U ∪ V , IU =
⊔
s∈U I(s). There is a natural 1-1 correspondence between∐
J′⊂J A˜m([r], J − J ′; ~ω) and π−1RDRT(Γi;~ω;J); in this correspondence, the subset J ′ corresponds to
e−1(v0) in a refined decorated rooted tree. By (63) and (43) we have
Cont
0;X
Γi;~ω;J
=
∑
J′⊂J
∑
m≥1
∑
(I,K,U,V )∈A˜m([r],J−J′;~ω)
Cont
0;X
Γi;J′,(I,K,U,V );~ω
, (89)
where for J ′ ⊂ J and (I,K;U, V ) ∈ A˜m([r], J − J ′; ~ω),
Cont
0;X
Γi;J′,(I,K;U,V );~ω
=
1
m!
∫
M˜1,(m,J′)×P
|U|−1
(∏l
k=1(−ωU + εi,k +H)
∏
Pj∈Nb(Pi)
(−ωU + αi,j +H)
ωU − ψ˜ −H
·
∏
s∈V
1
−ωU +H + ωis
∏
s∈[m]\U∪V
∫
M0,I(s)⊔K(s)⊔{0s}
1
(−ωU − ψ0s +H)
∏
j∈I(s)
(ωj − ψj)
)
=
(−1)m+|J′|+1m|J′|
24m
∫
P|U|−1
(∏l
k=1(H − ωU + εi,k)
∏
Pj∈Nb(Pi)
(H − ωU + αi,j)
(H − ωU )2m+1+|J′|−|U|
∏
k∈[r]\IU
ωk
·
∏
s∈[m]\U
( 1
H − ωU +
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2)
=
(−1)m+|J′|+1m|J′|
24m
[y|U|−1]
(∏l
k=1(y − ωU + εi,k)
∏
Pj∈Nb(Pi)
(y − ωU + αi,j)
(y − ωU )2m+1+|J′|−|U|
∏
k∈[r]\IU
ωk
·
∏
s∈[m]\U
( 1
y − ωU +
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2)
. (90)
There is a canonical projection
π˜ : A˜m([r], J ; ~ω)→ Am([r], J)
defined by π(I,K, U, V ) = (I,K). Let us temporarily fix J ′ and (I,K) ∈ Am([r], J − J ′), and
suppose
(i) |Is| = 1 and K(s) = ∅ for s ∈W and |Is|+ |K(s)| ≥ 2 for s ∈ [m]\W, where W is a subset of [m];
(ii) W =
⊔
k∈K Uk is a partition according to weight. Precisely speaking, for every s ∈ W, suppose
I(s) = {is}, then for ia, ib ∈ IW :=
⊔
s∈W I(s), we have ωia = ωib if and only if a and b belong to the
same Uk for some k ∈ K.
We denote IUk =
⊔
s∈Uk
I(s) for k ∈ K, and IW =
∑
k∈K IUk =
⊔
s∈W I(s). Similar to (84)-(86),
we have
(−1)m+|J′|m|J′|(m− 1)!
24m!
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−|J′|−p),X
Γi;~ω;J ,J−J′
=
∑
(I,K)∈Am([r],J−J′)
Cont(I,K)
((−1)m+|J′|m|J′|
24m
n+l−1−2m−|J′|∑
p=0
Cont
(m,p,n+l−1−2m−|J′|−p),X
Γi;~ω;J ,J−J′
)
,
(91)
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where
Cont(I,K)
((−1)m+|J′|m|J′|
24m
n+l−1−2m−|J′|∑
p=0
Cont
(m,p,n+l−1−2m−|J′|−p),X
Γi;~ω;J ,J−J′
)
=
(−1)m+|J′|m|J′|
24m
n+l−1−2m−|J′|∑
p=0
[ ∑
∑
s∈W pis=p
∀pis≥0
∏
s∈W
(−ωis)pis
·
∫
∏
s∈[m]\WM0,I(s)⊔K(s)⊔{0s}
[xn+l−1−2m−|J
′|−p]
( ∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏
k∈[r]\IW
(ωk − ψk) ·
∏
s∈[m]\W(1− xψ0s)
)]
=
(−1)m+|J′|m|J′|
24m
[xm+|J
′|]
(∏l
t=1(x+ εi,t)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 ωk
·
m∏
s=1
(1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2)
+
(−1)m+|J′|m|J′|
24m
∑
k∈K
[y|Uk|−1]
(∏l
t=1(y − ωUk + εi,t)
∏
Pj∈Nb(Pi)
(y − ωUk + αi,j)
(y − ωUk)2m+1+|J′|−|Uk|
∏
j∈[r]\IUk
ωj
·
∏
s∈[m]\Uk
( 1
y − ωUk
+
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2)
. (92)
So ∑
(I,K,U,V )∈π˜−1(I,K)
Cont
0;X
Γi;(I,K,U,V );~ω
+
∑
(I,K)∈Am([r],J−J′)
Cont(I,K)
((−1)m+|J′|m|J′|
24m
n+l−1−2m−|J′|∑
p=0
Cont
(m,p,n+l−1−2m−|J′|−p),X
Γi;~ω;J ,J−J′
)
=
(−1)m+|J′|m|J′|
24m
[xm+|J
′|]
(∏l
t=1(x+ εi,t)
∏
Pj∈Nb(Pi)
(x + αi,j)
xm
∏r
k=1 ωk
·
m∏
s=1
( 1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2)
,
(93)
Fixing I ∈ Am([r]), summing (93) over J ′ and K ∈ A0m(J − J ′) we obtain
∑
J′⊂J
(−1)m+|J′|m|J′|
24m
∑
I∈Am([r])
[xm+|J
′|]
{∏l
k=1(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 ωk
·
(m
x
+
r∑
j=1
1
ωj
)|J|−|J′| m∏
s=1
( 1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2}
=
(−1)m
24m
[xm]
{ ∑
I∈Am([r])
∏l
k=1(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 ωk
m∏
s=1
(1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2
·
( ∑
J′⊂J
(−1)|J′|
(m
x
)|J′|(m
x
+
r∑
j=1
1
ωj
)|J|−|J′|)}
=
( r∑
j=1
1
ωj
)|J| (−1)m
24m
[xm]
{ ∑
I∈Am([r])
∏l
k=1(x+ εi,k)
∏
Pj∈Nb(Pi)
(x+ αi,j)
xm
∏r
k=1 ωk
27
m∏
s=1
(1
x
+
∑
j∈I(s)
1
ωj
)|I(s)|−2}
. (94)
Comparing with (88), by proposition 3.1, we obtain (65).
3.5 An alternative form of LSvR
In this section, we give another form of LSvR, which corresponds to [34, theorem 1B]. For this, we
need to define the classes η˜p over M(m,J)(Pn−1, d). Let us first recall the definition of ψ˜-classes
([34]). For j ∈ J , let ψ˜j ∈ H2
(Mg,J(Y, d)) be the cohomology class defined by pulling back the
ψ-class on Mg,1(Y, d) via the forgetting map
Mg,J(Y, d)→Mg,1(Y, d)
which drops the marked points except the j-th one and then contracting the unstable components.
Let
〈µ1ψ˜c11 , · · · , µkψ˜ckk 〉Yg,k,d =
k∧
j=1
µjψ˜
cj
j ∩ [Mg,k(Y, d)]vir. (95)
The invariants of this type has the advantage that the divisor equation takes a simple form.
Lemma 3.4. For γ ∈ H2(Y ), we have
〈γ, µ1ψ˜c11 , · · · , µkψ˜ckk 〉Yg,k+1,d = (γ ∩ d)〈µ1ψ˜c11 , · · · , µkψ˜ckk 〉Yg,k,d. (96)
Proof. The proof is similar to the usual one, see for example of [25, page 264]; since ψ˜j are defined
by pulling back from the moduli spaces with less marked points, there is no additional terms with
insertions of the form 〈· · · , (γ ∧ µj)ψcj−1, · · · 〉Yg,k,d.
We define η˜p ∈ H2
(M(m,J)(Y, d)) by the generating function (restricted to each component
M(m;J1,··· ,Jm)(Y,d))
∞∑
p=0
xpη˜p =
∏
s∈[m]
1
1− xπ∗i ψ˜0s
. (97)
Let
〈η˜pµ0;µ1, · · · , µ|J|〉Y(m,J,d) =
1
m!
η˜p ∧ ev∗0
(
µ0
) ∧
j∈J
ev∗j (µj) ∩ [M(m,J)(Y, d)]vir. (98)
From (96) it is straightforward to deduce
Lemma 3.5. For γ ∈ H2(Y ), we have
〈η˜pµ0; γ, µ1, · · · , µ|J|〉Y(m,J⊔{1},d) = (γ ∩ d)〈η˜pµ0;µ1, · · · , µ|J|〉Y(m,J,d). (99)
For X = Tot(E → Y ) where E is a concave vector bundle over Y , let
〈η˜pµ0;µ1, · · · , µ|J|〉X(m,J,d)
:=
1
m!
e(E)m−1
m∧
i=1
π∗i (U0) ∧ η˜p ∧ ev∗0
(
µ0
) ∧
j∈J
ev∗j (µj) ∩ [M(m,J)(Y, d)]vir. (100)
The divisor equation (99) still holds.
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For finite sets I and J with I ∩ J = ∅ and |I| ≥ 3, let
πI :M0,I⊔J →M0,I (101)
be the map which drops the marked points labelled by elements of J . By the proof the usual string
equation, we have ∫
M0,I⊔J
1∏
i∈I(wi − π∗Iψi)
∏
j∈J(wj − ψj)
=
(∑
j∈J
1
wj
)|J|
· 1∏
i wi
∏
j wj
(∑
i∈I
1
wi
+
∑
j∈J
1
wj
)|I|−3
. (102)
In the localization contribution, we formally extend this identity to |I| ≥ 1.
Now let Y be an algebraic GKM manifold and X = Tot(E → Y ) is the total space of a con-
cave equivariant vector bundle E. Let µ1, · · · , µ|J| ∈ H∗T(Y ). For Γc = (Γ, I,K) ∈ CDRTdJ , the
localization contribution of Γc to 〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d) can be written as
ContΓc(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)) =
1
m!
1
|Aut(Γc)|
·
∏
v∈Ver
ContΓc;v
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d))
·
∏
e∈Edg
ContΓc;e
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)). (103)
For an edge e and a vertex v ∈ Ver\{v0}, the contribution is still the same as (23) respectively.
Suppose m(v0) = i, then the contribution of v0 is
ContΓc;v0
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)) = ∏
j∈e−1(v0)
µj
∣∣
Pi
( l∏
k=1
εi,k
∏
Pj∈Nb(Pi)
αi,j
)|Edg(v0)|−1 · [xq]( l∏
k=1
(1 + εi,kx)
∏
j∈[n]\{i}
(1 + αi,jx)
)
·
∫
M0,I(1)⊔K(1)⊔{01}×···×M0,I(m)⊔K(m)⊔{0m}
[xp]
(
1∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e))
∏m
s=1(1 − xπ∗I(s)⊔{0s}ψ0s)
)
. (104)
Now we write the invariant 〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d) as summing over the DRTdJ , i.e.,
〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)
=
∑
Γ∈DRTd
J
ContΓ
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)), (105)
where
ContΓ
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d))
=
1
m!
1
|Aut(Γ)|
∑
Γc∈π−1
CDRT
(Γ)
∏
v∈Ver
ContΓc;v
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d))
·
∏
e∈Edg
ContΓc;e
(〈η˜pcq(TX);µ1, · · · , µ|J|〉X(m,J,d)). (106)
Now we state another form of the LSvR.
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Theorem 3.2. Let µ1, · · · , µ|J| ∈ H∗T(Y ). For every decorated rooted tree Γ ∈ DRTdJ , we have the
LSvR
ContΓ(〈µ1, · · · , µ|J|〉X1,J,d) = ContΓ(〈µ1, · · · , µ|J|〉0;X1,J,d)
+
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
ContΓ
(〈η˜pcn+l−1−2m−p(TX);µ1, · · · , µ|J|〉X(m,J,d)).
(107)
In particular, when X is a local Calabi-Yau space, for every Γ ∈ DRTd∅ we have
ContΓ(N
X
1,d) = ContΓ(N
0;X
1,d ) +
1
24
∑
m≥1
[
(−1)m(m− 1)!
n+l−1−2m∑
p=0
ContΓ
(〈η˜pcn+l−1−2m−p(TX); 〉X(m,∅,d))]. (108)
Sketch of the proof : By theorem 3.1, it suffices to show
n+l−1−2m∑
p=0
ContΓ
(〈η˜pcn+l−1−2m−p(TX); 〉X(m,∅,d))
=
∑
J′⊂J
(−1)|J′|m|J′|
n+l−1−|J′|−2m∑
p=0
ContΓ
(
〈ηpcn+l−1−|J′|−2m−p(TX);µ1, · · · , µ|J|〉X(m,J−J′,d)
)
.
(109)
As before, we need only to show (109) for decorated stars. Let Γ = Γi;~ω;J . Define
Cont
(m,p,q),X
Γ := [x
q]
( l∏
k=1
(1 + εi,kx)
∏
j∈[n]\{i}
(1 + αi,jx)
)
·
∏
Γc∈π
−1
CDRT
(Γ)
∫
M0,I(1)⊔K(1)⊔{01}×···×M0,I(m)⊔K(m)⊔{0m}
[xp]
(
1∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e))
∏m
s=1(1− xπ∗I(s)⊔{0s}ψ0s)
)
. (110)
By eliminating the common factors as in section 3.1, it suffices to show
n+l−1−2m∑
p=0
Cont
(m,p,n+l−1−2m−p),X
Γ
=
∑
J′⊂J
(−1)|J′|m|J′|
n+l−1−|J′|−2m∑
p=0
Cont
(m,p,n+l−1−|J′|−2m−p),X
Γ,J−J′ . (111)
But by (102) and
∑
|J′|⊂J
∑
K∈A0m(J−J
′)
Cont(I,K)
(
(−1)m+|J′|m|J′|
n+l−1−2m−|J′|∑
p=0
Cont
(m,p,n+l−1−2m−|J′|−p),X
Γi;J−J′;~ω
)
=
∑
J′⊂J
∑
K∈A0m(J−J
′)
(−1)|J′|m|J′|
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[xn+l−1−2m−|J
′|]
(∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=1 ωk
·
m∏
s=1
(
x+
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2)
= [xn+l−1−2m]
{∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=1 ωk
·
∑
J′⊂J
∑
K∈A0m(J−J
′)
(−xm)|J′| ·
m∏
s=1
(
x+
∑
j∈I(s)
1
ωj
)|I(s)|+|K(s)|−2}
=
( r∑
j=1
1
ωj
)|J|
[xn+l−1−2m]
{∏l
t=1(1 + εi,tx)
∏
Pj∈Nb(Pi)
(1 + αi,jx)∏r
k=1 ωk
m∏
s=1
(
x+
∑
j∈I(s)
1
ωj
)|I(s)|−2}
,
(112)
it is easy to deduce (111).
Corollary 3.2.
〈µ1, · · · , µ|J|〉X1,J,d = 〈µ1, · · · , µ|J|〉0;X1,J,d
+
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈η˜pcn+l−1−2m−p(TX);µ1, · · · , µ|J|〉X(m,J,d).
(113)
In particular, when X is a local Calabi-Yau space,
N0;X1,d = N
0;X
1,d +
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈η˜pcn+l−1−2m−p(TX); 〉X(m,∅,d). (114)
3.6 Modifying the virtual localization in genus one for Calabi-Yau com-
plete intersections
Let E be a direct sum of equivariant ample line bundles over an algebraic GKM manifold Y . The
weights of E at the fixed point Pi are still denoted by εi,1, · · · , εi,l. We assume that for every
1 ≤ k ≤ l, and every Pj ∈ Nb(Pi), εi,k is linear independent to αi,j . For X = Tot(E → Y ), it is
natural to define the invariants
〈ηpµ0;µ1, · · · , µ|J|〉X(m,J−J′,d) = 〈ηpµ0;µ1, · · · , µ|J|〉W(m,J−J′,d), (115)
where W is a generic smooth section of E. For (Γ, I,K) ∈ mCDRTdJ(Y ), the localization contri-
bution of an edge or of a vertex other than the root is as the usual genus zero Gromov-Witten of
complete intersections. The contribution of the root v0 is replacing (38) by
ContΓc;v0
(〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d)) = ∏
j∈e−1(v0)
µj
∣∣
Pi
(∏
Pj∈Nb(Pi)
αi,j∏l
k=1 εi,k
)|Edg(v0)|−1 · [xq](∏j∈[n]\{i}(1 + αi,jx)∏l
k=1(1 + εi,kx)
)
·
∫
M0,I(1)⊔K(1)⊔{01}×···×M0,I(m)⊔K(m)⊔{0m}
[xp]
(
1∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e))
∏m
s=1(1− xψ0s)
)
.
(116)
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We define the localization contribution of Γ ∈ DRTdJ to 〈ηpcq(TX);µ1, · · · , µ|J|〉X(m,J′,d) as in section
2.2.
To define the formal reduced genus one Gromov-Witten invariants of X , it is natural to replace
(47) by
e(U ′1) = e(U1) ·
1
e(E)
∣∣
Pm(v0)
:=
∏
e∈Edg(v0)
π∗ee(U ′0) ·
1
e(L∗
Γ˜
⊗ Eµ(v0) ⊗ γ∗)
, (117)
where
e(U ′0) = e(π∗f∗E)/e(E). (118)
Thus when E =
⊕l
k=1O(ak)→ Pn−1, where ak > 0 and
∑l
k=1 ak = n, the formal reduced genus one
Gromov-Witten invariants of X is no other than the reduced genus one Gromov-Witten invariants of
W , where W is a complete intersection of Pn−1 with multiple degree (a1, · · · , al), by the localization
contributions given in [36] and [28].
On the other hand, we cannot compute the genus one Gromov-Witten invariants of W by the
virtual localization, so it does not make sense to say whether the LSvR holds for W (or for X). But
since the global SvR holds ([34]), it is reasonable to formally write the genus one Gromov-Witten
invariants of W as summing over DOL and DRT, such that the LSvR holds. For simplicity, we
consider the case E = OPn−1(n). Then αi,j = αi − αj , and we can linearize E such that the weight
of E at Pi is nαi. The localization contribution of Γ ∈ DOL to NW1,d is as in the usual virtual
localization. For Γ ∈ DRT, the problem arise only at the root v0. As in the concave cases, we can
put aside the common factors, and focus on Cont
W
Γ , where Γ is a decorated star. Let Γi;~ω be a
simply decorated star, where ωs = αi − αjs for 1 ≤ s ≤ r. When Γ is a simply decorated star, we
have Cont
0;X
Γi;~ω
= 0, so we define
Cont
W
Γi;~ω
:=
∑
m≥1
(−1)m
24m
n−2−2m∑
p=0
Cont
(m,p,n−2−2m−p),W
Γi;~ω
=
(−1)m
24m
∑
I∈Am([r])
∫
M0,I(1)⊔{01}×···×M0,I(m)⊔{0m}
[xn−2−2m]
( ∏
j∈[n]\{i}(1 + x(αi − αj))
(1 + nαix)
∏r
k=1(αi − αjk − ψk) ·
∏m
s=1(1 − xψ0s)
)
. (119)
In contrast to the concave cases, the rational function of x in the big brackets has a pole at − 1nαi .
It is not hard to see
Cont
W
Γi;~ω
=
∑
m≥1
[
(−1)m
24m
∑
I∈Am([r])
[xm]
( ∏
j∈[n]\{i}(x+ αi − αj)
(x+ nαi)xm
∏r
k=1(αi − αjk)
·
m∏
s=1
(1
x
+
∑
j∈I(s)
1
αi − αj
)|I(s)|−2)
+
∏
j∈[n]\{i}(−nαi + αi − αj)
(−nαi)r+1
∏r
k=1(αi − αjk)
· (−1)
m
24m
∑
I∈Am([r])
m∏
s=1
(
1−
∑
j∈I(s)
nαi
αi − αj
)|I(s)|−2]
. (120)
By the lemma 3.3 we have
∑
m≥1
(−1)m
24m
∑
I∈Am([r])
[xm]
( ∏
j∈[n]\{i}(x+ αi − αj)
(x+ nαi)xm
∏r
k=1(αi − αjk)
·
m∏
s=1
(1
x
+
∑
j∈I(s)
1
αi − αj
)|I(s)|−2)
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=∏
j∈[n]\{i}(αi − αj)
nαi
∫
M1,r
1∏r
k=1(ωk − ψk)
+[x]
(∏
j∈[n]\{i}(αi − αj − x)
nαi − x
)
· 1
24
∏r
k=1 ωk
( r∑
k=1
1
ωk
)r−1
. (121)
Thus we have
Cont
W
Γi;~ω
=
∫
M1,r
∏
j∈[n]\{i} Λ
∨
1 (αi − αj)
Λ∨1 (nαi)
∏r
k=1(ωk − ψk)
+
∏
j∈[n]\{i}(−nαi + αi − αj)
(−nαi)r+1
∏r
k=1 ωk
·Hr
(
− nαi
ω1
, · · · ,−nαi
ωr
)
, (122)
where the function Hr is defined by (75). For general decorated stars Γi;~ω, taking into account the
contribution Cont
0;W
Γi;~ω
as in the preceding sections, we naturally define ContΓi;~ω still by (122). For a
finite set of variables S = {w1, · · · , wr}, let
H(S) = Hr(w1, · · · , wr). (123)
For Γ ∈ DRTd∅, we define
ContΓ(N
W
1,d) =
1
|Aut(Γ)|
∏
v∈Ver
ContΓ;v(N
W
1,d)
∏
e∈Edg
ContΓ;e(N
W
1,d),
(124)
where
ContΓ;v0(N
W
1,d) =
(∏
j∈[n]\{i}(αi − αj)
nαi
)|Edg(v0)|−1
·
[∫
M1,val(v0)
∏
j∈[n]\{i} Λ
∨
1 (αi − αj)
Λ∨1 (nαi)
∏
e∈Edg(v0)
(
αv0,e
d(e) − ψ(v0,e)
)
+
∏
j∈[n]\{i}(−nαi + αi − αj)
(−nαi)r+1
∏r
k=1 ωk
·H
({− nαi · d(e)
αv0,e
}
e∈Edg(v0)
)]
, (125)
and ContΓ;v(N
W
1,d), ContΓ;e(N
W
1,d), as well as the localization contribution of Γ ∈ DOLd∅, are defined
as in the genus zero virtual localization. By the SvR for W ([34]), we have
NW1,d =
∑
Γ∈DOLd
∅
ContΓ(N
W
1,d) +
∑
Γ∈DRTd
∅
ContΓ(N
W
1,d). (126)
We call (125) the modified contribution of the genus one vertex v0. With the third row of (125)
dropped, we call the resulted contribution the naive contribution. Then we can summarize the above
as
Theorem 3.3. Assigning the contribution of the genus one vertex to be the modified contribution,
we can compute the genus one Gromov-Witten invariants of the Calabi-Yau hypersurface W in Pn−1
by (the modified) virtual localization.
It is routine to deduce parallel results for the complete intersections in Pn−1. It is reasonable to
make the following conjecture.
Conjecture 1. An analog of theorem 3.3 holds for complete intersections in algebraic GKM mani-
folds.
We leave the precise formulation of this conjecture to the reader.
33
Remark 3.2. It would be fascinating if one could find a direct geometric interpretation for (122).
Note that by the properties of H(S) shown in the proof of lemma 3.3, it is straightforward to see
the sum of the terms in the square bracket of (120) has no factors nαi in the denominator. In higher
genera, we conjecture that there are also some natural correction terms which cancel the negative
powers of the weight E|Pi , such that the corresponding modified virtual localization gives the correct
Gromov-Witten invariants.
4 The difference between standard and formal reduced genus one Gromov-
Witten invariants of X = Tot
(⊕l
k=1O(−ak)→ Pn−1
)
4.1
We follow the description on the equivariant cohomology of Pn−1 in [36, section 1.1]. We recollect
the facts and terminology of [36] that we need in the following.
• The equivariant cohomology ring of Pn−1 is
H∗
T
(
Pn−1
)
= Q[x, α1, · · · , αn]/
n∏
i=1
(x − αi). (127)
• The restriction map on the equivariant cohomology induced by Pi →֒ Pn−1 is given by
Q[x, α1, · · · , αn]/
n∏
i=1
(x − αi)→ Q[α1, · · · , αn], x 7→ αi, (128)
and the localized equivariant cohomology ring is
H∗
T
(
Pn−1
)
= Qα[x]/
n∏
i=1
(x− αi), (129)
where Qα = Q(α1, · · · , αn) is the field of fractions of Q[α1, · · · , αn].
• The tautological line bundle γn−1
( ∼= OPn−1(−1)) is linearized such that the equivariant Euler
class restricted to the fixed points are
e(γn−1)
∣∣
Pi
= −αi (130)
for 1 ≤ i ≤ n.
• The equivariant Poincare´ dual of Pi is
φi =
∏
j∈[n]\{i}
(x− αj). (131)
The tangent bundle TPn−1 is linearized such that the equivariant Euler class restricted to the
fixed points are
e(TPn−1)|Pi =
∏
j∈[n]\{i}
(αi − αj) = φi|Pi . (132)
for 1 ≤ i ≤ n.
This (C∗)n-action can be lifted to the vector bundle E =
∏l
k=1O(−ak), and there are many choices
of liftings. In this article we fix the lifting6, such that as an equivariant vector bundle we have
E ∼=⊗lk=1 γ⊗akn−1 . Thus the equivariant Euler class of E restricted to the fixed points are
e(E)|Pi =
l∏
k=1
(−akαi). (133)
6As shown in [16], [19], [26] and [18], for certain extremal cases of X, other choices of the liftings will make the
localization computations extremely simple.
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The localization contributions have been described as in section 2, except that the contribution
of an edge e = {v1, v2} with m(v1) = i and m(v2) = j is
ContΓ;e
(〈µ1, · · · , µ|J|〉X1,J,d) =∏l
k=1
∏akd(e)−1
a=1 (−akαj + aαj−αid(e) )
d(e) · ( d(e)!
d(e)d
)2(αi − αj)d(e)(αj − αi)d(e)
∏
k 6=i,j
∏d(e)
a=0(αi − αk + aαj−αid(e) )
. (134)
4.2
As in [36], let
F(α,x, Q) =
∞∑
d=1
Qd
(
ev∗e(U1)
) ∈ (Hn−2
T
(Pn−1)
)
[[Q]], (135)
we have
F(α,x, Q) = F0(Q)x
n−2 + F1(α,Q)x
n−3 + · · ·+ Fn−2(α,Q), (136)
where Fp(α,Q) ∈ Q[[Q]][α1, · · · , αn] is of degree p and symmetric in α1, · · · , αn. By the divisor
equation and a degree counting we have
d
dT
∞∑
d=1
edTNX1,d = F0(e
T ). (137)
To determine F(α,x, Q) (and thus F0(Q)), it suffices to compute F(α, αi, Q). By the Atiyah-Bott
localization theorem ([2]) on Pn−1,
F(α, αi, Q) =
∞∑
d=1
Qd〈φi〉X1,1,d. (138)
By corollary 3.2,
〈φi〉X1,1,d = 〈φi〉0;X1,1,d +
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈η˜pcn+l−1−2m−p(TX);φi〉X(m,1,d). (139)
Let
Ci(Q) =
∞∑
d=1
Qd
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈η˜pcn+l−1−2m−p(TX);φi〉X(m,1,d). (140)
The same reasoning shows that there exist C(α,x, Q) ∈ (Hn−2
T
(Pn−1)
)
[[Q]] such that
C(α,x, Q) = C0(Q)x
n−2 + C1(α,Q)x
n−3 + · · ·+ Cn−2(α,Q), (141)
where Cp(α,Q) is of degree p and symmetric in α1, · · · , αn, and
Ci(Q) = C(α, αi, Q). (142)
By the divisor equation (99), we have
C0(e
dT ) =
d
dT
(
∞∑
d=1
Qd
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈ηpcn+l−1−2m−p(TX)〉X(m,∅,d)
)
. (143)
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By (136), (138), (139),(141) and (142), there exist F0(α,x, Q) ∈ (Hn−2
T
(Pn−1)
)
[[Q]] such that
F0(α,x, Q) = F00(Q)x
n−2 + F01(α,Q)x
n−3 + · · ·+ F0n−2(α,Q), (144)
where F0p(α,Q) is of degree p and symmetric in α1, · · · , αn, and
∞∑
d=1
Qd〈φi〉0;X1,1,d = F00(α, αi, Q). (145)
By (137), (143) and the LSvR for NX1,d, we deduce the divisor equation for the reduced genus one
Gromov-Witten invarians of X :
F00(e
T ) = F0(e
T )− C00(eT ) =
d
dT
∞∑
d=1
edTN0;X1,d . (146)
In subsection 4.1, we use the known result on the generating function of one-point genus zero
Gromov-Witten invariants for X to obtain a formula for
∞∑
d=1
Qd
1
24
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈ηpcn+l−1−2m−p(TX)〉X(m,∅,d). (147)
In section 5, we compute the righthand-side of (146). By theorem 4.3 and theorem 5.1, we have
Theorem 4.1.
∞∑
d=1
QdNX1,d =
n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
T − t)
−
 n+l48 log(1−
∏l
k=1(−ak)akq) +
∑n+l−2
2
p=l
(n+l−2p)2
8 log Ip(q), if 2 | (n+ l);
n+l−3
48 log(1−
∏l
k=1(−ak)akq) +
∑n+l−3
2
p=l
(n+l−2p)2−1
8 log Ip(q), if 2 ∤ (n+ l).
(148)
4.3
Let
Zr(Q) =
l∏
k=1
(−ak)
∞∑
d=1
Qd〈ψrev∗Hn+l−3−re(U0), [M0,1(Pn−1, d)]〉. (149)
for 0 ≤ r ≤ n+ l − 3. We would like to formally write
Zr(Q) =
∞∑
d=1
Qd〈ψrev∗Hn−3−re(U ′0), [M0,1(Pn−1, d)]〉. (150)
Givental gave a mirror formula for the generating function of Zr(Q) .
Theorem 4.2. (A. Givental)
eTw
(
1 +
n+l−3∑
r=0
Zr(Q)w
r+2
)
= R(w, t) mod (wn+l). (151)
Proof. Let7
J(~, α,Q) = 1 +
1
~
∞∑
d=1
Qdev∗
(eT (U ′0)
~− ψ
)
, (152)
7In the definition of J(~, α, Q) in [14] the eT (U
′
0
) is replaced by eT (U0), while the equivariant Poincare´ pairing is
a twisted one. One can also see [27, theorem 4.6].
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where ev∗ is the push-forward map in the equivariant cohomology and
I(~, α, q) =
∞∑
d=0
qd
∏l
k=1
∏akd−1
s=0 (−akx− s~)∏n
i=1
∏d
s=1(x− αi + s~)
. (153)
The genus zero mirror theorem ([14, theorem 4.2]) says
J(~, α,Q) = e−
xf(q)
~ I(~, α, q). (154)
Since x is not a zero divisor in H∗
T
(Pn−1), from (154) we have∏l
k=1(−ak)
~
∞∑
d=1
Qdev∗
(eT (U0)
~− ψ
)
=
(
e−xf(q)
∞∑
d=0
qd
∏l
k=1
∏akd−1
s=0 (−akx− s~)∏n
i=1
∏d
s=1(x− αi + s~)
− 1
)/
xl.
(155)
The lefthand-side of (155) lies in ∈ H∗
T
(Pn−1); when l = 1 this is obvious, and when l = 2, f(q) = 0.
Taking the nonequivariant limit, it is easy to deduce (151) from (155).
In the following we use (151) to compute (147).
Theorem 4.3.
∞∑
d=1
Qd
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈ηpcn+l−1−2m−p(TX)〉X(m,∅,d).
= − 1∏l
k=1(−ak)
Resw=0
{∏l
k=1(1 − akw) ·
(
(1 + w)n − wn)
wn+l
(
− Tw + lnR(w, t)
)}
.
(156)
Proof. The proof is parallel to the proof of [34, lemma 2.2].
∑
m≥1
(−1)m(m− 1)!
n+l−1−2m∑
p=0
〈ηpcn+l−1−2m−p(TX)〉X(m,∅,d)
=
n+l−1∑
p=2
2m≤p∑
m=1
(−1)m(m− 1)!〈ηp−2mcn+l−1−p(TX)〉X(m,∅,d)
=
n+l−1∑
p=2
[wn+l−1−p]
(
(1 + w)n
l∏
k=1
(1 − akw)
) 2m≤p∑
m=1
(−1)m(m− 1)!〈ηp−2mHn+l−1−p〉X(m,∅,d).
(157)
By the normalization sequence,
2m≤p∑
m=1
(−1)m(m− 1)!〈ηp−2mHn+l−1−p〉X(m,∅,d)
= (−1)m
2m≤p∑
m=1
1
m
〈ev∗0Hn+l−1−p
( l∏
k=1
(−akH)
)m−1 m∏
i=1
π∗i
e(U0)
1− ψ0 , [M(m,∅)(P
n−1, d)]〉
= (−1)m
2m≤p∑
m=1
(∏l
k=1(−ak)
)m−1
m
〈ev∗0Hn+lm−1−p
m∏
i=1
π∗i
e(U0)
1− ψ0 , [M(m,∅)(P
n−1, d)]〉. (158)
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By the decomposition of the diagonal in
(
Pn−1
)m
,
∞∑
d=1
Qd
2m≤p∑
m=1
(
−∏lk=1(−ak))m
m
〈ev∗0Hn+lm−1−p
m∏
i=1
π∗i
e(U0)
1− ψ0 , [M(m,∅)(P
n−1, d)]〉
=
2m≤p∑
m=1
(
−∏lk=1(−ak))m
m
∞∑
d=1
Qd
∑
∑m
i=1
di=d
di>0
∑
∑m
i=1
pi=p−lm
pi≥0
m∏
i=1
〈ev∗0Hn−1−pi
e(U0)
1− ψ0 , [M(1,∅)(P
n−1, di)]〉
=
2m≤p∑
m=1
(−1)m
m
∞∑
d=1
Qd
∑
∑m
i=1
di=d
di>0
∑
∑m
i=1
pi=p
pi≥l
m∏
i=1
〈ev∗0Hn−1−pi
e(U ′0)
1− ψ0 , [M(1,∅)(P
n−1, di)]〉
=
2m≤p∑
m=1
(−1)m
m
∞∑
d=1
Qd
∑
∑m
i=1
di=d
di>0
∑
∑m
i=1
pi=p
pi≥2
m∏
i=1
〈ψpi−2ev∗Hn−1−pie(U ′0), [M0,1(Pn−1, di)]〉
=
2m≤p∑
m=1
(−1)m
m
∑
∑m
i=1
pi=p
pi≥2
Zpi−2(Q)
= −[wp]
(
ln
(
1 +
n+l−3∑
r=0
Zr(Q)w
r+2
))
. (159)
By (157), (158), (159) and (151), noting that −Tw+ lnR(w, t) ≡ 0 mod (wl), we obtain (156).
5 Formal reduced genus one Gromov-Witten invariants of
X = Tot
(⊕l
k=1O(−ak)→ Pn−1
)
Let Ai, A˜ij , Bi, B˜ij be the four types of decorated one loop graph and refined decorated rooted
trees defined in [36]. We write 〈φi〉0;X1,1,d as the sum of localization contributions of these graphs.
〈φi〉0;X1,1,d = Ai(Q) +
n∑
j=1
A˜ij(Q) + Bi(Q) +
n∑
j=1
B˜ij(Q). (160)
Let Q[α]Sn , I ⊂ Q[α]Sn , Q˜[α]Sn , Q˜[α]Sn−1 and Ki be defined as in [28]. We will frequently make use
of [28, lemma 5.1, lemma 5.2]. We adopt the notation ≡i of [28]; F ≡i G means F −G ∈ Ki. We call
Ai(Q)+
∑n
j=1 A˜ij(Q) the type A contributions, and Bi(Q)+
∑n
j=1 B˜ij(Q) the type B contributions.
In the following of this section, after some preparation on some properties of hypergeometric series,
we will compute the two types of contributions modulo Ki separately.
In the computation of the type A contributions we can make use of Popa’s results in [28] in a dual
way to simplify our proof. Although Popa’s computation is for
⊕l
k=1O(ak) where
∑l
k=1 ak = n
and ak ≥ 2 for 1 ≤ k ≤ l, the last assumption ak ≥ 2 occurs only because of the factors of the form
akαi + ~ in the denominators of some rational functions. In the local cases, we don’t have factors
of this form in the denominators, so we are able to apply, e.g., [28, lemma 5.4] to our space X . For
the computation of the genus 0 two-point functions we also refer the reader to [13].
By proposition 5.3 and 5.5, we obtain
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Theorem 5.1.
∞∑
d=1
edTN0;X1,d =
n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
T − t)
−
 n+l48 log(1−
∏l
k=1(−ak)aket) +
∑n+l−2
2
p=l
(n+l−2p)2
8 log Ip(e
t) if 2 | (n+ l)
n+l−3
48 log(1−
∏l
k=1(−ak)aket) +
∑n+l−3
2
p=l
(n+l−2p)2−1
8 log Ip(e
t) if 2 ∤ (n+ l)
+
1
24
∏l
k=1(−ak)
Resw=0
{∏l
k=1(1− akw) ·
(
(1 + w)n − wn)
wn+l
(
− Tw + lnR(w, t)
)}
. (161)
5.1 Some properties of certain hypergeometric series
Following [32], we denote by
P ⊂ 1 + qQ(w)[[q]]
the subgroup of power series in q with constant term 1 whose coefficients are rational functions in
w which are regular at w = 0, and define a map M : P → P by
MF (w, q) =
(
1 +
q
w
∂
∂q
)F (w, q)
F (0, q)
.
Note that for F (w, q) ∈ P , we have a well-defined series logF (w, q) ∈ Q(w)[[q]]. Let P1 be the
subset of P such that F (w, q) ∈ P1 if and only if every coefficient of the power series logF (w, q) is
O(w) as w →∞. We recall the following lemma from [32]
Lemma 5.1. If F ∈ P and MkF = F for some k > 0, then F ∈ P1.
The proof of this lemma in [32] shows also
Lemma 5.2. If F ∈ P, then MF ∈ P1 if and only if If F ∈ P1.
Now following [28], we define
F−l(w, q) =
∞∑
d=0
qd
∏l
k=1
∏akd−1
r=0 (akw + r)∏d
r=0
(
(w + r)n − wn) , (162)
and for p > −1,
Fp = Ml+pF−l. (163)
We have
F0(w, q) =
∞∑
d=0
qd
∏l
k=1
∏akd
r=1(akw + r)∏d
r=0
(
(w + r)n − wn) ,
and by [28, lemma 4.1], we have
MnF0 = F0.
Thus by lemma 5.1 and lemma 5.2 we have Fp ∈ P1 for p ≥ −l. By the definition of P1, as w →∞,
Fp(w, q) has an asymptotic expansion of the form
Fp(w, q) ∼ eµp(q)w
∞∑
s=0
Φp,s(q)w
−s. (164)
Let
L(q) = (1 −
l∏
i=1
aaii q)
− 1
n . (165)
39
Proposition 5.1. The power series µ−l(q) and Φ−l,0(q) defined in (164) are given by
µ−l(q) =
∫ q
0
L(u)− 1
u
du, Φ−l,0(q) = L
1−l
2 . (166)
Proof. Since Fp(0, q) = 0 for −l ≤ p ≤ −1, we have
Fp(w, q) =
(
1 +
q
w
∂
∂q
)l+p
F−l
for −l ≤ p ≤ 0. Thus let 1 + qw ∂∂q operates on both sides of (164), we obtain
µp+1(q) = µp(q), Φp+1,0(q) =
(
1 + qµ′p(q)
)
Φp,0(q) (167)
for −l ≤ p ≤ −1. By [28, proposition 4.3] we have
µ0(q) =
∫ q
0
L(u)− 1
u
du, Φ0,0(q) = L
1+l
2 .
from which (166) follows.
From now on, we denote µ(q) = µ−l(p) = · · · = µ0(q). For convenience to consult results from
[28], we define
I˜p(q) =M
pF0(w, q)
∣∣
w=0
. (168)
Thus
Ip+l(q) = I˜p
(
(−1)nq), (169)
for 0 ≤ p ≤ n− 1.
5.2 Some properties of genus zero generating functions
Let
Z∗i (~, Q) =
∞∑
d=1
Qd
∫
M0,2(Pn−1,d)
e(U ′0)
~− ψ1 ev
∗
1φi, (170)
Z∗ij(~, Q) = ~−1
∞∑
d=1
Qd
∫
M0,2(Pn−1,d)
e(U ′0)
~− ψ1 ev
∗
1φiev
∗
2φj , (171)
Z˜∗ij(~1, ~2, Q) =
1
2~1~2
∞∑
d=1
Qd
∫
M0,2(Pn−1,d)
e(U ′0)
(~− ψ1)(~− ψ2)ev
∗
1φiev
∗
2φj . (172)
Z ′∗i (~, Q) =
∞∑
d=1
Qd
∫
M0,1(Pn−1,d)
e(U ′0)
~− ψ1 ev
∗
1φi (173)
By the string equation we have
Z∗i (~, Q) = ~−1Z ′∗i (~, Q). (174)
Define
ηi(Q) = Res~=0
{
log
(
1 + Z∗ij(~, Q)
)}
, (175)
and
Φ0(αi, Q) = Res~=0
{
~−1e−ηi(Q)/~
(
1 + Z∗i (~, Q)
)}
. (176)
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Lemma 5.3. e−ηi(Q)/~
(
1 + Z∗ij(~, Q)
)
is holomorphic at ~ = 0, and thus
Φ0(αi, Q) = e
−ηi(Q)/~
(
1 + Z∗i (~, Q)
)∣∣
~=0
. (177)
Proof. The proof is the same as the proof of [36, lemma 2.3]. The only change is to replace e(V ′0)
there by e(U ′0), and note that as in (2.10) of that proof, by the normalization sequence we still have
e(U ′0) =
∏
e∈Edg(v0)
π∗ee(U ′0). (178)
Let
f(q) =
{ ∑∞
d=1 q
d (−1)
nd
d
(nd)!
(d!)n , if l = 1;
0 if l ≥ 2. (179)
In any case the mirror map is
T = t+ f(et). (180)
Lemma 5.4.
1 + Z∗i (~, Q)− e−f(q)
αi
~ F−l
(αi
~
, (−1)nq) ∈ I · Q˜i[α]Sn−1 [[q], (181)
αn−2i αj + ~Z∗ji(~, Q)− αn−2i αje−f(q)
αj
~
MF−l
(αj
~
, (−1)nq)
I1,1(q)
∈ Ki[[q]]. (182)
Proof. This follows from [27, theorem 4.6]; the argument is almost the same as in the proof of the
first part of [28, lemma 5.3], so we omit it.
Lemma 5.5.
nαn−1i + 2(~1 + ~2)~1~2Z˜∗ii(~1, ~2, Q)
−αn−1i e−f(q)αi
(
1
~1
+ 1
~2
)
F
(αi
~1
,
αi
~2
, (−1)nq) ∈ I · Q˜i[α]Sn−1 [[q]],
(183)
where
F(w1, w2, q) =
n−1−l∑
p=0
MpF0(w1, q)
I˜p,p(q)
Mn−1−l−pF0(w2, q)
I˜n−1−l−p,n−1−l−p(q)
+
l∑
p=1
Mn−1−l+pF0(w1, q)
I˜n−1−l+p,n−1−l+p(q)
Mn−pF0(w2, q)
I˜n−p,n−p(q)
. (184)
Proof. By [27, corollary 4.6, theorem 4.7, remark 4.4], it is not hard to find that
nαn−1i + 2(~1 + ~2)~1~2Z˜∗ii(~1, ~2, Q)− αn−1i e−f(q)αi
(
1
~1
+ 1
~2
)
·
(
n−1−l∑
p=0
MpF0(w1, (−1)nq)
I˜p,p((−1)nq)
Mn−1−l−pF0(w2, (−1)nq)
I˜n−1−l−p,n−1−l−p((−1)nq)
+
l∑
p=1
Mn−1−l+pF0(w1, (−1)nq)
I˜n−1−l+p,n−1−l+p((−1)nq)
F−p
(
w2, (−1)nq
)) ∈ I · Q˜i[α]Sn−1 [[q].
(185)
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Moreover, in the proof of [28, lemma 4.5] we see that
Fn−l(w, q)
I˜n−l,n−l(q)
= F−l(w, q). (186)
Furthermore by [28, (4.7)] we see I˜p,p(q) = 1 for n− l + 1 ≤ p ≤ n− 1, therefore by (186) we have
F−p(w, q) = Fn−p(w, q) = Fn−p(w, q)
I˜n−p,n−p(q)
(187)
for 1 ≤ p ≤ l − 1. Substituting (186) and (187) into (185) we obtain (183).
By (164) and (181) we have
Corollary 5.1.
ηi(Q)−
(
µ
(
(−1)nq)− f(q))αi ∈ I · Q˜i[α]Sn−1 [[q], (188)
Φ0(αi, Q)− Φ−l,0
(
(−1)nq) ∈ I · Q˜i[α]Sn−1 [[q]. (189)
Lemma 5.6.
Res~=0
{
~−1e−µ(q)
αi
~ MF−l
(αi
~
, q
)}
= L(q)Φ−l,0(q), (190)
Proof. The p = −l case of (167) gives (190).
For later use, we record [28, lemma 5.4] as follows.
Lemma 5.7.
Res~1=0Res~2=0
{e−µ(q)αi( 1~1+ 1~2 )
~1~2(~1 + ~2)
F
(αi
~1
,
αi
~2
, q
)}
=
2
αiL(q)
· q dA˜(q)
dq
, (191)
where
A˜(q) =
n
48
(
n− 1− 2
l∑
k=1
1
ak
)
µ(q)
−
{
n+1
48 log(1−
∏l
k=1 a
ak
k q) +
∑n−2−l
2
p=0
(n−l−2p)2
8 log I˜p,p(q), if 2 | (n− l);
n−2
48 log(1−
∏l
k=1 a
ak
k q) +
∑n−3−l
2
p=0
(n−l−2p)2−1
8 log I˜p,p(q), if 2 ∤ (n− l).
(192)
5.3 Summing the type A contributions
The same argument as in the proof [36, proposition 1.1] shows
Proposition 5.2.
Ai(Q) = 1
Φ0(αi, Q)
Res~1=0
{
Res~2=0
{
e−ηi(Q)/~1e−ηi(Q)/~2Z˜∗ii(~1, ~2, Q)
}}
, (193)
A˜ij(Q) = Aj(Q)∏
k∈[n]\{j}(αj − αk)
Res~=0
{
e−ηj(Q)/~
(
1 + Z∗ji(~, Q)
)}
. (194)
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Since
Res~1=0
{
Res~2
{ e− ηi(Q)~1 − ηi(Q)~2
~1~2(~1 + ~2)
}}
= 0,
by (193), (183), (191) (188) and (189) we have
Ai(q)− αn−2i
1
L
(
(−1)nq)Φ−l,0((−1)nq) · q dA˜
(
(−1)nq)
dq
∈ I · Q˜i[α]Sn−1 [[q]. (195)
By (194), (182), (188) and (189) we have
n∑
j=1
A˜ij(Q)−
n∑
j=1
(
αn−2j∏
k∈[n]\{j}(αj − αk) L
(
(−1)nq)Φ−l,0((−1)nq) · q dA˜
(
(−1)nq)
dq
·
[L((−1)nq)Φ−l,0((−1)nq)
I1,1(q)
− 1
]
αn−2i αj
)
∈ Ki[[q]].(196)
Combining (195) and (196) we obtain
Ai(q) +
n∑
j=1
A˜ij(Q)− αn−2i
1
I1,1(q)
· q dA˜
(
(−1)nq)
dq
∈ Ki[[q]]. (197)
Since I1,1(q) = q
dQ
dq , we obtain
Proposition 5.3.
Ai(q) +
n∑
j=1
A˜ij(Q) ≡i αn−2i Q
d
dQ
[
n
48
(
n− 1− 2
l∑
k=1
1
ak
)
µ
(
(−1)nq)
−
 n+148 log(1 −
∏l
k=1(−ak)akq) +
∑n+l−2
2
p=l
(n+l−2p)2
8 log Ip,p(q), if 2 | (n− l)
n−2
48 log(1 −
∏l
k=1(−ak)akq) +
∑n+l−3
2
p=l
(n+l−2p)2−1
8 log Ip,p(q), if 2 ∤ (n− l)
]
. (198)
5.4 Summing the type B contributions
Proposition 5.4.
Bi(Q) = 1
24αli
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− akαi)
∏n
j=1(αi − αj + ~)
~3
Z∗i (~, Q)
1 + Z∗i (~, Q)
}
. (199)
B˜ij(Q) = − 1
24
∏l
k=1(−ak) · αlj
∏
k∈[n]\{j}(αj − αk)
·Res~=0,∞
{∏l
k=1(~− akαj)
∏n
s=1(αj − αs + ~)
~2
Z∗ji(~, Q)
1 + Z∗j (~, Q)
}
.
(200)
Proof. Let
Ψi(~, ψ˜) = −
∏l
k=1(−akαi + ~)
∏
j∈[n]\{i}(αi − αj + ~)
~+ ψ˜
.
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Then ∫
Z˜Γ
e(U˜1)ev∗1φi
e(NZ˜Γ)
=
∫
M˜1,|val(v0)|×P
m+−1
{
Ψi(~, ψ˜)
∏
e∈Edg+
( ∫
ZΓe
e(U ′0)ev∗1φi
e(NZΓe)
)
×
∏
e∈Edg−
(∫
ZΓe
e(U ′0)ev∗1φi
(~− ψe)e(NZΓe)
)}
~=ψΓ+λ
.
The sum of above terms with only m ≡ |Edg(v0)| and (µ(Γ), d(Γ)) fixed is∫
M˜1,|val(v0)|
Resz=ψΓ
(
Ψi(z, ψ˜)
∏
e∈Edg(v0)
Z ′∗i (z, u)
)
.
Since |val(v0)| = m+ 1, we have∫
M˜1,|val(v0)|
Resz=ψΓ
(
Ψi(z, ψ˜)
∏
e∈Edg(v0)
Z ′∗i (z, u)
)
=
(−1)mm!
24
Resz=ψΓ
{
z−(m+2)
l∏
k=1
(z − akαi)
∏
j 6=i
(αi − αj + z) · (Z ′∗i (z, u))m
}
.
Therefore summing overm ≥ 1 and all possible (µ(Γ), d(Γ)) and taking into the symmetric group
Sm we have
Bi(u) = 1
24
∏l
k=1(−ak) · αli
∑
r∈[n]\{i}
∞∑
d=1
∞∑
m=1
(−1)m
·Res
z=
αr−αi
d
{∏l
k=1(z − akαi)
∏
j∈[n]\{i}(αi − αj + z)
z2
(Z∗i (z, u))m
}
= − 1
24
∏l
k=1(−ak) · αli
∑
r∈[n]\{i}
∞∑
d=1
Res
z=
αr−αi
d
{∏l
k=1(z − akαi)
∏n
j=1(αi − αj + z)
z3
Z∗i (z, u)
1 + Z∗i (z, u)
}
.
Then by the residue theorem we obtain (199).
Besides the groups of symmetries, the contribution of type B˜ij with only |Edg(v0)| = m+ 1 and
(µ(Γ), d(Γ)) fixed is
1∏l
k=1(−ak) · αlj
∏
k∈[n]\{j}(αj − αk)
∫
M˜1,|val(v0)|
Res
z=
αµΓ
−αj
d(Γ)
(
Ψj(z, ψ˜)(Z ′∗j (z,Q))m · zZ∗ji(z,Q)
)
.
We have∫
M˜1,|val(v0)|
Resz=ψΓ
(
Ψj(z, ψ˜)(Z ′∗j (z,Q))m · zZ∗ji(z,Q)
)
=
(−1)mm!
24
Resz=ψΓ
{
z−(m+2)
l∏
k=1
(z − akαi)
∏
s∈[n]\{j}
(αj − αs + z) · (Z ′∗j (z,Q))m · zZ∗ji(z,Q)
}
Summing over m ≥ 1 and all possible (µ(Γ), d(Γ)) and taking into the account of the group of
symmetries Sm, we have
B˜ij(Q) =
1
24
∏l
k=1(−ak) · αlj
∏
k∈[n]\{j}(αj − αk)
∑
r∈[n]\{j}
∞∑
d=1
Res
z=
αr−αj
d
{∏l
k=1(z − akαj)
∏n
s=1(αj − αs + z)
z2
1
1 + Z∗j (z,Q)
· Z∗ji(z,Q)
}
.
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Again by the residue theorem we obtain (200).
Proposition 5.5.
Bi(Q) +
n∑
j=1
B˜ij(Q) ≡i αn−2i Q
d
dQ
[
− n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
− f(q) + µ((−1)nq))
+
1− l
48
ln
(
1−
l∏
k=1
(−ak)akq
)
+
1
24
∏l
k=1(−ak)
·Resw=0
{∏l
k=1(1 − akw) ·
(
(1 + w)n − wn)
wn+l
(
− Tw + lnR(w, t)
)}]
.
(201)
Proof. By (199) and (181)
Bi(Q) = 1
24αli
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− akαi)
∏n
k=1(αi − αk + ~)
~3
Z∗i (~, Q)
1 + Z∗i (~, Q)
}
≡i 1
24αli
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− akαi)
(
(αi + ~)
n − αni
)
~3
(202)
·e
−f(q)
αi
~ F−l
(
αi
~
, (−1)nq)− 1
e−f(q)
αi
~ F−l
(
αi
~
, (−1)nq)
}
≡i 1
24αli
∏l
k=1(−ak)
Res~=0,∞
{
αn−3+li
∏l
k=1(
~
αi
− ak)
(
(1 + ~αi )
n − 1)
( ~αi )
3
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·e
−f(q)
αi
~ F−l
(
αi
~
, (−1)nq)− 1
e−f(q)
αi
~ F−l
(
αi
~
, (−1)nq)
}
≡i α
n−2
i
24
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− ak)
(
(1 + ~)n − 1)
~3
e−
f(q)
~ F−l
(
1
~
, (−1)nq)− 1
e−
f(q)
~ F−l
(
1
~
, (−1)nq)
}
.
(204)
By (200) and (181), (182),
B˜ij(Q) = − 1
24
∏l
k=1(−ak) · αlj
∏
k∈[n]\{j}(αj − αk)
·Res~=0,∞
{∏l
k=1(~− akαj)
∏n
k=1(αj − αk + ~)
~2
Z∗ji(~, Q)
1 + Z∗i (~, Q)
}
≡i −
αn−2i α
n−1
j
24
∏l
k=1(−ak) ·
∏
k∈[n]\{j}(αj − αk)
·Res~=0,∞
{∏l
k=1(~− ak)
(
(1 + ~)n − 1)
~3
(1 + ~Q ddQ )
[
e−
f(q)
~ F−l
(
1
~
, (−1)nq)]− 1
e−
f(q)
~ F−l
(
1
~
, (−1)nq)
}
,
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where we have used
(1 + ~Q
d
dQ
)
[
e−
f(q)
~ F−l
(1
~
, (−1)nq)]
= e−
f(q)
~ F−l
(1
~
, (−1)nq)+ (~Q d
dQ
e−
f(q)
~
)
F−l
(1
~
, (−1)nq)+ e− f(q)~ (~Q d
dQ
F−l
(1
~
, (−1)nq))
= e−
f(q)
~ F−l
(1
~
, (−1)nq)+ (− I1,1(q)− 1
I1,1(q)
)
e−
f(q)
~ F−l
(1
~
, (−1)nq)
+e−
f(q)
~ · 1
I1,1(q)
q
d
dq
F−l
(1
~
, (−1)nq)
= e−
f(q)
~
MF−l
(
1
~
, (−1)nq)
I1,1(q)
.
Summing over j we have
n∑
j=1
B˜ij(Q) ≡i − α
n−2
i
24
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− ak)
(
(1 + ~)n − 1)
~3
·
(1 + ~Q ddQ )
[
e−
f(q)
~ F−l
(
1
~
, (−1)nq)]− 1
e−
f(q)
~ F−l
(
1
~
, (−1)nq)
}
. (206)
Therefore combining (202) and (206) we obtain
Bi(Q) +
n∑
j=1
B˜ij(Q) ≡i − α
n−2
i
24
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− ak)
(
(1 + ~)n − 1)
~2
·
Q ddQ
[
e−
f(q)
~ F−l
(
1
~
, (−1)nq)]
e−
f(q)
~ F−l
(
1
~
, (−1)nq)
}
= αn−2i Q
d
dQ
(
B˜0(q) + B˜∞(q)
)
, (207)
where
B˜w(q) = − 1
24
∏l
k=1(−ak)
Res~=0,∞
{∏l
k=1(~− ak)
(
(1 + ~)n − 1)
~2
· log
(
e−
f(q)
~ F−l
(1
~
, (−1)nq))}, (208)
for w = 0 or∞. Now we use results in section 5.1 to compute B˜0(q) and B˜∞(q). By lemma 5.2 and
(166), we have
B˜0(q) = − 1
24
∏l
k=1(−ak)
[
l∏
k=1
(−ak)
(n(n− 1)
2
− n
l∑
k=1
1
ak
)(
− f(q) + µ((−1)nq))
+n
l∏
k=1
(−ak) lnΦ−l,0
(
(−1)nq)]
= − n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
− f(q) + µ((−1)nq))− n
24
· 1− l−2n ln
(
1−
l∏
k=1
(−ak)akq
)
= − n
48
(
n− 1− 2
l∑
k=1
1
ak
)(
− f(q) + µ((−1)nq))+ 1− l
48
ln
(
1−
l∏
k=1
(−ak)akq
)
,
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where we have used∏l
k=1(z − ak) ·
(
(1 + z)n − 1)
z2
=
n
∏l
k=1(−ak)
z
+
l∏
i=k
(−ak)
(n(n− 1)
2
− n
l∑
k=1
1
ak
)
+O(z).
On the other hand,
B˜∞(q) =
1
24
∏l
k=1(−ak)
Resw=0
{∏l
k=1(1− akw) ·
(
(1 + w)n − wn)
wn+l
· ln
(
e−TwetwF−l
(
w, (−1)nq))}
=
1
24
∏l
k=1(−ak)
Resw=0
{∏l
k=1(1− akw) ·
(
(1 + w)n − wn)
wn+l
(
− Tw + lnR(w, t)
)}
,
(210)
where we have used the fact etwF−l
(
w, (−1)nq) ≡ R(w, t) mod wn+l.
A The modularity of the genus one Gromov-Witten potential for the local
P2
For X = KP2 , the mirror map is Q = qe
f(q), where
f(q) =
∞∑
d=1
qd
(−1)d3 · (3d− 1)!
(d!)3
. (211)
Let ψ = − 13q−
1
3 , the genus one free energy given in [1] is
F1 = −1
2
log(
dT
dψ
)− 1
12
log(1 − ψ3). (212)
Up to a constant, we have
F1 = − 1
12
log q − 1
2
log(I1,1)− 1
12
log(1 + 27q), (213)
where
I1,1(q) = 1 + qf
′(q) =
∞∑
d=0
qd
(−1)d(3d)!
(d!)3
= 2F1(1/3, 2/3; 1;−27q). (214)
Note that the meaning of the physicists’ genus one free energy is, to get the generating series∑∞
d=1Q
dNX1,d of the Gromov-Witten invariants, one needs to add
1
12 logQ to cancel the log-term in
(213). After doing this, we see that (213) coincides with (161).
Now we recall the definition of the modular coordinate in [1] and then show that F1 is a modular
form in this coordinate. Let q = exp(2πiτ) be the coordinate on the modular curve of Γ(3). From
the mathematical viewpoint, [1] gives two ways to relate q to q. One way is through
j(τ) = −27ψ
3(8 + ψ3)3
(1− ψ3)3 =
(216q − 1)3
q(27q + 1)3
. (215)
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Let us first take a look at another way. First we have
∞∑
d=1
dN0,de
dT = −1
3
[
x2
~2
]
(
e−
xf(q)
~ Y (x, ~, q)
)
= −1
3
[x2]
(
e−xf(q)
∞∑
d=0
qd
∏3d−1
s=0 (−3x− s)∏d
s=1(x + s)
3
)
=
f(q)2
6
− 1
3
∞∑
d=1
qd
(−1)d9 · (3d− 1)!
(d!)3
( 3d−1∑
s=d+1
1
s
)
, (216)
and thus
d2
dT 2
∞∑
d=1
N0,de
dT =
f(q)
3
−
f(q) +
∑∞
d=1 q
d (−1)
d3·(3d)!
(d!)3
(∑3d−1
s=d+1
1
s
)
3I1,1(q)
=
f(q)
3
−
∑∞
d=1 q
d (−1)
d·(3d)!
(d!)3
(∑3d
s=d+1
1
s
)
I1,1(q)
. (217)
The second way to relate q to q is via
τ = −3 · 2πi d
dT
(
− 1
6
( T
2πi
)2
+
1
6
( T
2πi
))
−3 · 1
2πi
·
(f(q)
3
−
∑∞
d=1 q
d (−1)
d·(3d)!
(d!)3
(∑3d
s=d+1
1
s
)
I1,1(q)
)
= −1
2
+
log q
2πi
+
3
∑∞
d=1 q
d (−1)
d·(3d)!
(d!)3
(∑3d
s=d+1
1
s
)
2πi · I1,1(q)
)
. (218)
So
q = −q exp
(3∑∞d=1 qd(−1)d (3d)!(d!)3 ∑3ds=d+1 1s∑∞
d=0 q
d(−1)d (3d)!(d!)3
)
= −q exp
(3∑∞d=1 qd(−1)d (3d)!(d!)3 (3Ψ(3d)−Ψ(d)− 2Ψ(d+ 1))∑∞
d=0 q
d(−1)d (3d)!(d!)3
)
, (219)
where
Ψ(z) =
Γ′(z)
Γ(z)
= −γ +
∞∑
k=1
(1
k
− 1
k + z − 1
)
. (220)
By [6, Chap. 11, entry 26, example 2 of entry 27], we obtain
q = exp
(
− 2π√
3
2F1(1/3, 2/3; 1; 1 + 27q)
2F1(1/3, 2/3; 1;−27q)
)
. (221)
The equivalence of the two ways is insured by the following lemma (by abuse of notation we
write j as a function of q), which is [7, (2.8)].
Lemma A.1.
j
(
exp
(
− 2π√
3
2F1(1/3, 2/3; 1; 1 + 27q)
2F1(1/3, 2/3; 1;−27q)
))
=
(216q − 1)3
q(1 + 27q)3
.
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The modularity of F1 in the coordinate q is a consequence of Ramanujan’s cubic transformation.
First we write F1 as
F1 = − 1
24
log
((∂T
∂ψ
)12
(1− ψ3)3
)
+
1
24
log(1 − ψ3)
= − 1
24
log
(
q(1 + 27q)3I121,1
)
+
1
24
log
(1 + 27q
27q
)
+Const. (222)
By (214), (221), and [7, (2.1), (2.5)], it is not hard to show
Lemma A.2.
∆(q) = −q(1 + 27q)3I121,1, (223)
where ∆(q) = q
∏∞
n=1(1− qn)24 is the Ramanujan’s tau function.
Following [1], let
d(q) =
(
θ2
(π
6
, q
1
2
))3
,
Then by the infinite product formula for Jacobi theta functions (see for example [30])
θ2
(π
6
, q
1
2
)
=
√
3q
1
8
∞∏
n=1
(1− q3n),
and the infinite product formula for the Dedekind’s eta function
η(q) = q
1
24
∞∏
n=1
(1− qn),
together with [10, (2.7)], we obtain
1 + 27q
27q
= −27η
12(q)
d4(q)
. (224)
So by (219), (223) and (224) we have
Theorem A.1. Up to a constant,
F1 = −1
6
log
(
d(q)η3(q)
)
. (225)
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