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Abstract
For any positive integers m, n and a prime number p, we introduce the concept of invariant factors for matrices over Zpm ﬁrst,
then investigate Green’s relations, Green’s relation equivalence classes, Schützenberger groups of D-classes, groupH-classes and
regular principal factors of the matrix multiplicative monoid Mn(Zpm). As corollaries, we characterize a matrix which has a group
inverse in Mn(Zpm).
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1. Introduction
Throughout this paper, m, n stand for positive integers and p a prime number. Matrices over a residue class ring
ZN of the integer ring Z modulo some integer N4 play important roles in pure and applied mathematics. For
instance, letN={0, 1, . . . , N−1}. In information hiding theory (cf. [8]), the two-dimensionalArnold transformation is
deﬁned by
A : N × N −→ N × N ,
(x, y) −→ (x′, y′) = (x, y)A (modN),
whereA=( 11 12 ). In practice, we have to determine the multiplicative order of A over Z2m in order to know the shufﬂing
effect ofA for digital images. In [1] Brown and Vaughan investigated the order of 2 × 2 matrices modpm in order to
determine cycles of directed graphs deﬁned by matrix multiplication (modpm). As a special case of p-adic linear code,
the generator matrix of every linear code over Zpm is a matrix over Zpm (see [2]). In this paper, we shall consider the
general algebraic properties of matrices over Zpm .
Let Z×pm be the group of units of Zpm , i.e., Z
×
pm = {u | 1upm − 1, gcd(u, p)= 1} (modpm). For any a ∈ Zpm ,
if a = 0 there exists a unique integer (a) with 0(a)m− 1 such that a = p(a)u for some u ∈ Z×pm . Then for any
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0km− 1, we have that pka= 0 if and only if (a)m− k. Zpm is a local ring with the maximal ideal (p)=pZpm
and Zpm/(p)Zp that is a ﬁnite ﬁeld.
Let Mk×n(Zpm) (or Zk×npm ), Mn(Zpm), Znpm and GLn(Zpm) denote the set of all k × n matrices, n × n matrix
multiplicative monoid, free Zpm -module of rank n and the group of invertible n × n matrices over Zpm , respectively.
For any A ∈ Mn(Zpm), we denote the transpose of A by At and, Im(A) = {Ax | x ∈ Znpm} and Ker(A) = {x ∈ Znpm |
Ax = 0}.
In Section 2 we introduce the basic theory of invariant factors for matrices over Zpm ; In Section 3 we investigate
Green’s relations, Green’s relation equivalence classes, Schützenberger groups of D-classes and groupH-classes of
the matrix multiplicative monoid Mn(Zpm). As corollaries, we characterize a matrix which has a group inverse in
Mn(Zpm) from semigroup theory viewpoint; In Section 4 we obtain the Rees matrix semigroup structure of regular
principal factors of Mn(Zpm); In Section 5 we give explicit descriptions for the monoid M2(Z4). In future work we
shall consider further properties of Mn(Zpm) and their applications to coding theory and information hiding theory.
For arbitrary integer N2, we have N = pm11 . . . pmkk for some positive integers k,m1, . . . , mk and distinct prime
numbers p1, . . . , pk . By the Chinese Remainder Theorem we have a ring isomorphism ZNZpm11 × · · · × Zpmkk .
From this and by [6, Exercise I.F.7], we obtain a ring isomorphism Mn(ZN)Mn(Zpm11 ) × · · · × Mn(Zpmkk ), which
induces a multiplicative monoid isomorphism Mn(ZN)Mn(Zpm11 ) × · · · × Mn(Zpmkk ). Therefore, to determine the
properties and structures of the monoid Mn(ZN), we must determine that of each Mn(Zpmii ). On the other hand, from
the properties and structures of each Mn(Zpmii ), one can obtain that of the monoid Mn(ZN).
2. Invariant factors of matrices over Zpm
In this section we introduce invariant factor theory for matrices over Zpm .
Let A ∈ Mn(Z), Ft(A) be the ideal of the integer ring Z generated by the determinants of t × t submatrices
of A (1 tn), i.e., the ideal generated by all minors of order t, and set F0(A) = Z. Then Ft(A) is called the t-th
determinantal ideal of A [6, pp. 24–15]. Obviously, Z = F0(A) ⊇ F1(A) ⊇ · · · ⊇ Fn(A). Let k be the largest integer
satisfying Fk(A) = 0. Then we call k the rank of A over Z and denote k = rankZ(A). Let A = 0. Since Z is a principal
ideal domain, for every 1 ik there exists a unique positive integer i such that Fi(A)=Zi . We call 1, . . . , k the
nonzero determinant factors of A over Z. It is evident that 1|2| . . . |k .
Deﬁnition 2.1. Let A ∈ Mn(Z)\{0} and assume its nonzero determinant factors over Z are 1, . . . , k where k =
rankZ(A). Let i = piwi satisfying i , wi ∈ Z, wi = 0, i0 and gcd(wi, p) = 1 for i = 1, . . . , k. Then we call
p1 , . . . , pk the determinant p-factors of A over Z.
For any nonzero matrixA ∈ Mn(Z), the determinant p-factors p1 , . . . , pk are determined byA uniquely and satisfy
12 − 1 · · · k − k−1. Let 1rk be such that r − r−1m − 1 and r+1 − rm. We call p1 , . . . , pr
the determinant p-factors restricted by m of A over Z.
Theorem 2.1. For everyA ∈ Mn(Zpm), there is a unique tuple (s1, . . . , sr )of integers satisfying0s1 · · · srm−
1 with 0rn such that A = P · diag(ps1 , . . . , psr , 0, . . . , 0) · Q for some P,Q ∈ GLn(Zpm).
Proof. The statement holds obviously if A = 0 (corresponding to the case r = 0) or n = 1. Now, let n2 and
A = (aij )n×n = 0. Then there exist 1k, ln such that akl = 0 and (akl) = min{(aij ) | aij = 0, 1 i, jn}.
Let s1 = (akl). Then 0s1m − 1 and there exist P1,Q1 ∈ GLn(Zpm) such that A = P1 · diag(ps1 , B) · Q1 where
B = (bij ) ∈ Mn−1(Zpm) satisfying B = 0 or (bij )s1 for all bij = 0, 1 i, jn − 1. By induction we have
B = X · diag(ps2 , . . . , psr , 0, . . . , 0) · Y with s2 · · · srm − 1 for some X, Y ∈ GLn−1(Zpm). Then A = P ·
diag(ps1 , . . . , psr , 0, . . . , 0) · Q with P = P1 · diag(1, X),Q = diag(1, Y ) · Q1 ∈ GLn(Zpm).
Now, suppose also A = S · diag(pk1 , . . . , pkl , 0, . . . , 0) · T with 0k1 · · · klm − 1 and S, T ∈ GLn(Zpm).
Denote=diag(ps1 , . . . , psr ) and =diag(pk1 , . . . , pkl ). Then U ·diag(, 0) ·V =diag(, 0) over Zpm , where U =
(uij )=S−1P, V =(vij )=QT −1 ∈ GLn(Zpm). Hence asmatrices overZ, we haveU ·diag(, 0)·V =diag(, 0)+pm·X
for some X ∈ Mn(Z). Denote ˜= diag(ps1 , . . . , psr , pm, . . . , pm), ˜= diag(pk1 , . . . , pkl , pm, . . . , pm) ∈ Mn(Z).
ThenU ˜V =˜+pm·Y overZ forY=X+U ·diag(0, In−r )·V −diag(0, In−l ) ∈ Mn(Z). Since 0k1 · · · klm−1,
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the ﬁrst l determinant p-factors of ˜+pm ·Y over Z are pk1 , pk1+k2 , . . . , pk1+···+kl . Denote sj =m for j = r+1, . . . , n
and let C = (cij ) = U ˜V . Then cij = n=1 psuivj for i, j = 1, . . . , n. Hence every t × t submatrix of C has the
form: C{ i1,...,it
j1,...,jt
} = 	, where
=
⎛⎜⎜⎝
ui1,1 · · · ui1,n
...
...
...
uit ,1 · · · uit ,n
⎞⎟⎟⎠ and 	=
⎛⎜⎜⎝
ps1v1,j1 · · · ps1v1,jt
...
...
...
psnvn,j1 · · · psnvn,jt
⎞⎟⎟⎠ .
Then by the Binet–Cauchy formula (see [6, I.5 Theorem]), we have
det
(
C
{
i1, . . . , it
j1, . . . , jt
})
=
∑
1
1 ···
t n
det
(
	
{
1, . . . ,
t
j1, . . . , jt
})
det
(

{
i1, . . . , it

1, . . . ,
t
})
= ps1+···+st z
for some z ∈ Z. Therefore s1k1, . . . , s1 + · · · + slk1 + · · · + kl .
Denote kj =m for j = l + 1, . . . , n. Then by U−1 diag(, 0)V −1 = diag(, 0) over Zpm a similar argument shows
that k1s1, . . . , k1 + · · · + krs1 + · · · + sr . Therefore, we have s1 = k1, . . . , s1 + · · · + sq = k1 + · · · + sq and so
s1 = k1, . . . , sq = kq , where q = min{r, l}.
Suppose r < l. Then s1 + · · · + sr + m = s1 + · · · + sr + sr+1k1 + · · · + kr + kr+1, whence kr+1m which
contradicts kr+1m − 1, since r + 1 l. Thus r l. Symmetrically, we can show lr . Thus r = l and si = ki for all
i = 1, . . . , r . 
Deﬁnition 2.2. Let A ∈ Mn(Zpm). In the notation of Theorem 2.1, we call diag(ps1 , . . . , psr , 0, . . . , 0) the Smith
normal form and ps1 , . . . , psr the invariant factors of A over Zpm .
In the following, let a → a (∀a ∈ Z) be the natural ring homomorphism of Z onto Zpm . If 0apm−1, we denote
a by a simply. Deﬁne (B) = (bij ) for every B = (bij ) ∈ Mn(Z). Then  is a ring homomorphism from Mn(Z) onto
Mn(Zpm). We call B a lifting in Mn(Z) of (B) in Mn(Zpm) under .
Corollary 2.2. LetA ∈ Mn(Zpm)\{0}. If we regardA as a matrix inMn(Z), thenA=X ·diag(d1, d2, . . . , dl, 0, . . . , 0)·
Y for some X, Y ∈ GLn(Z), where di ∈ Z\{0} satisfying d1|d2| . . . |dl . Let
di = pi ui , gcd(ui, p) = 1, i , ui ∈ Z, i0, i = 1, . . . , l.
Then the invariant factors of A over Zpm are p1 , . . . , pr , where r satisﬁes 0r l, im − 1 for i = 1, . . . , r and
j m for j = r + 1, . . . , l.
Proof. By the hypothesis it followsA=(A)=(X) ·diag(p1u1, . . . , pr ur , 0, . . . , 0) ·(Y )with u1, . . . , ur ∈ Z×pm .
Since det(X) = ±1 and det(Y ) = ±1 over Z, we have (X), (Y ) ∈ GLn(Zpm). So A = (X) · diag(p1 , . . . , pr ,
0, . . . , 0) · Q, where Q = diag(u1, . . . , ur , 1 . . . , 1) · (Y ) ∈ GLn(Zpm). Hence p1 , . . . , pr are invariant factors of
A over Zpm by Theorem 2.1. 
Corollary 2.3. Let A ∈ Mn(Zpm). If A as a matrix in Mn(Z) has determinant p-factors restricted by m over
Z:p1 , . . . , pr , then the invariant factors of A over Zpm are p1 , p2−1 , . . . , pr−r−1 .
Proof. It follows from Deﬁnition 2.1 and Corollary 2.2 immediately. 
Corollary 2.4. Let 0s1 · · · srm− 1 be integers, = diag(ps1 , . . . , psr ) and M ∈ Mr(Zpm). If M (or M)
has invariant factors ps1 , . . . , psr over Zpm , then M ∈ GLr(Zpm).
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Proof. Since ps1 , . . . , psr are invariant factors of M over Zpm , by Corollary 2.3 the determinant p-factors restricted
by m ofM ∈ Mn(Z) over Z are ps1 , . . . , ps1+···+sr . Then there exists u ∈ Z with gcd(u, p)=1 such that ups1+···+sr =
det(M) = det() det(M) = ps1+···+sr det(M) over Z. Hence det(M) = u which implies det(M) ∈ Z×pm , so M ∈
GLr(Zpm). 
3. Properties of the matrix multiplicative monoid Mn(Zpm)
Let S be a monoid. As in [3], Green’s relations J, R, L, H and D are deﬁned on S by J =: {(a, b) ∈
S × S | SaS = SbS}, R =: {(a, b) ∈ S × S | aS = bS}, L =: {(a, b) ∈ S × S | Sa = Sb}, H = R ∩ L
and D = R ◦L =L ◦ R, respectively. In this section, we investigate Green’s relations, Green’s relation equiva-
lence classes, Schützenberger groups ofD-classes and groupH-classes of the matrix multiplicative monoidMn(Zpm),
which are interesting generalizations of the basic properties of matrix multiplicative monoids over
ﬁelds.
Now, we consider Green’s relations R, L,H and D on the monoid Mn(Zpm). Firstly, by [4, Proposition 2.3] it
follows that the relationJ and D coincide, since Mn(Zpm) is a ﬁnite monoid.
Lemma 3.1. Let A,B ∈ Mn(Zpm). Then the following conditions are equivalent:
(i) ARB in the monoid Mn(Zpm);
(ii) Im(A) = Im(B);
(iii) B = AU and A = BV for some U,V ∈ GLn(Zpm).
Proof. It is evident that (i) ⇒ (ii) and (iii) ⇒ (i) hold.
(ii) ⇒ (iii). If A = 0, then B = 0 and the statement holds obviously. Let A = 0 and B = 0. By Theorem 2.1
there exist P,Q ∈ GLn(Zpm) such that A = P · diag(, 0) · Q with = diag(ps1 , . . . , psr ), where ps1 , . . . , psr are
invariant factors of A over Zpm . Let P = (1, . . . , n). Then {1, . . . , n} is a free base of the Zpm -module Znpm . For
any x ∈ Znpm , let (y1, . . . , yn)t = Qx. Then
Im(A) =
{
P
(
 0
0 0
)
(y1, . . . , yn)
t | y1, . . . , yn ∈ Zpm
}
= {(1, . . . , n)(ps1y1, . . . , psr yr , 0, . . . , 0)t | y1, . . . , yr ∈ Zpm}
= {y1(ps11) + · · · + yr(psrr ) | y1, . . . , yr ∈ Zpm}
= Zpm(ps11) + · · · + Zpm(psrr ).
Hence ps11, . . . , psrr are generators of the Zpm -submodule Im(A). By Theorem 2.1 we have B = S · diag(, 0) · T
with = diag(pk1 , . . . , pkl ) for some S = (1, . . . , n), T ∈ GLn(Zpm) and 0k1 · · · klm− 1. Then a similar
argument shows that pk11, . . . , pkll are generators of the Zpm -submodule Im(B), where {1, . . . , n} is a free base
of the Zpm -module Znpm .
Since Im(A)= Im(B), there exist X ∈ Ml×r (Zpm) and Y ∈ Mr×l (Zpm) such that (ps11, . . . , psrr )= (pk11, . . . ,
pkll )X and (pk11, . . . , pkll ) = (ps11, . . . , psrr )Y , whence (1, . . . , r )= (1, . . . , r )YX, i.e.,
(1, . . . , r )(YX − Ir ) = 0.
Since1, . . . , r are linearly independent overZpm , it follows(YX−Ir )=0.ThenYX=Ir+diag(pm−s1 , . . . , pm−sr )W
for some W ∈ Mr(Zpm). From this by m − si1 for all i = 1, . . . , r and pm = 0 in Zpm , we see that YX is invertible
over Zpm . Then a similar argument shows that XY is invertible over Zpm also. Hence r = l and X, Y ∈ GLr(Zpm).
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Therefore
A = ((ps11, . . . , psrr ), (0, . . . , 0))Q
= ((pk11, . . . , pkll )X, (0, . . . , 0))Q
= ((1, . . . , r )X, (r+1, . . . , n)0In−r )Q
= (1, . . . , n)
( 0
0 0
)(
X 0
0 In−r
)
Q = BV ,
where V = T −1 · diag(X, In−r ) ·Q ∈ GLn(Zpm). Symmetrically, we can prove that there exists U ∈ GLn(Zpm) such
that B = AU . 
Corollary 3.2. Let A,B ∈ Mn(Zpm). Then the following conditions are equivalent:
(i) ALB in the monoid Mn(Zpm);
(ii) Im(At ) = Im(Bt );
(iii) B = PA and A = QB for some P,Q ∈ GLn(Zpm).
Proof. It follows immediately from Lemma 3.1 and the fact that transposition is an anti-automorphism of
Mn(Zpm). 
Remark 1. For any A,B ∈ Mn(Zpm), by Corollary 3.2 it follows that Ker(A)= Ker(B) if Im(At )= Im(Bt ). But the
converse is not true in general. For instance, let A= ( 10 12 ), B = ( 12 10 ) ∈ M2(Z4). Then Ker(A)=Ker(B)={( 00 ), ( 22 )}.
But ( 20 ) ∈ Im(Bt ) while Im(At ) = {( 00 ), ( 02 ), ( 11 ), ( 22 ), ( 33 ), ( 13 ), ( 31 )}. So Im(At ) = Im(Bt ). Hence A and B are not
L-equivalent in M2(Z4) by Corollary 3.2.
Corollary 3.3. Let A,B ∈ Mn(Zpm). ThenAHB in Mn(Zpm) if and only if Im(A) = Im(B) and Im(At ) = Im(Bt ).
Theorem 3.4. Let A,B ∈ Mn(Zpm). Then the following conditions are equivalent:
(i) ADB in the monoid Mn(Zpm);
(ii) A and B have the same invariant factors over Zpm ;
(iii) The liftings of A and B in Mn(Z) have the same determinant p-factors restricted by m over Z;
(iv) A and B are equivalent in Mn(Zpm).
Proof. In view of Theorem 2.1, Corollaries 2.2 and 2.3, we see that (ii)–(iv) are equivalent. Then from J = D we
obtain that (iv) ⇒ (i). Now, we need only to prove that (i) ⇒ (iv). Let ADB in Mn(Zpm). Then ALC and CRB for
some C ∈ Mn(Zpm). By Lemma 3.1 and Corollary 3.3 there exist P,Q ∈ GLn(Zpm) such that A=PC and C =BQ,
so A = PBQ. Thus A and B are equivalent in Mn(Zpm). 
For a monoid S and a ∈ S, as in [3] we denote the D-(R-,L-,H-) class of S containing a by Da (Ra , La , Ha). In
the following we characterize D-(R-,L-,H-) classes of Mn(Zpm).
Corollary 3.5. All D-classes of Mn(Zpm) are given by
D(s1,...,sr ) := {PNQ | P,Q ∈ GLn(Zpm)},
where N = diag(ps1 , . . . , psr , 0, . . . , 0), 0s1 · · · srm − 1 and 0rn. Then the number of D-classes of
Mn(Zpm) is equal to (m+nn ).
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Corollary 3.6. In the notation of Corollary 3.5, all R-classes of Mn(Zpm) are given by
R(P ;s1,...,sr ) := {PNQ | Q ∈ GLn(Zpm)}, P ∈ GLn(Zpm).
Moreover, for any P1 = ((1)1 , . . . , (1)n ), P2 = ((2)1 , . . . , (2)n ) ∈ GLn(Zpm) we have that R(P1;s1,...,sr ) =R(P2;s1,...,sr ) if
and only if Zpm(ps1(1)1 ) + · · · + Zpm(psr(1)r ) = Zpm(ps1(2)1 ) + · · · + Zpm(psr(2)r ) as Zpm -submodules
of Znpm .
Proof. For any A = PNU ∈ Mn(Zpm) with P,U ∈ GLn(Zpm), we claim that RA = R(P ;s1,...,sr ). In fact: if B ∈ RA,
then ARB, whence B = AV = PN(UV ) for some V ∈ GLn(Zpm) by Lemma 3.1, so B ∈ R(P ;s1,...,sr ). Hence
RA ⊆ R(P ;s1,...,sr ).Conversely, if B ∈ R(P ;s1,...,sr ), then B =PNQ for some Q ∈ GLn(Zpm), whence B =A(U−1Q)
and A = B(Q−1U), so B ∈ RA. Hence R(P ;s1,...,sr ) ⊆ RA.
The last conclusion follows by the proof of Lemma 3.1. 
Corollary 3.7. In the notation of Corollary 3.5, allL-classes of Mn(Zpm) are given by
L(s1,...,sr ;Q) := {PNQ | P ∈ GLn(Zpm)}, Q ∈ GLn(Zpm).
Moreover, for any Q1 =
⎛⎜⎜⎝
(1)1
...
(1)n
⎞⎟⎟⎠ ,Q2 =
⎛⎜⎜⎝
(2)1
...
(2)n
⎞⎟⎟⎠ ∈ GLn(Zpm) we have that L(s1,...,sr ;Q1) = L(s1,...,sr ;Q2) if and only
if Zpm(ps1(1)1 ) + · · · + Zpm(psr (1)r ) = Zpm(ps1(2)1 ) + · · · + Zpm(psr (2)r ) as Zpm -submodules of Z1×npm .
Corollary 3.8. In the notation of Corollary 3.5, allH-classes of Mn(Zpm) are given by
H(P ;s1,...,sr ;Q) := R(P ;s1,...,sr ) ∩ L(s1,...,sr ;Q)
= {A ∈ Mn(Zpm) | (∃U,V ∈ GLn(Zpm)) A = PNU = VNQ},
where P,Q ∈ GLn(Zpm).
Remark 2. In the following, if r1 and 0s1 = · · · = sr = sm− 1, we denote D(s1,...,sr ), R(P ;s1,...,sr ), L(s1,...,sr ;Q)
and H(P ;s1,...,sr ;Q) by D(r·s), R(P ;r·s), L(r·s;Q) and H(P ;r·s;Q), respectively; if r = 0, we denote D(∅) =R(∅) =L(∅) =
H(∅) = {0}.
In order to give explicit descriptions ofH-classes of Mn(Zpm), we need the following lemmas.
Lemma 3.9. Let r ∈ Z+, 0s1 · · · srm − 1 and GZpm (s1, . . . , sr ) denote the set of matrices
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 ps2−s1a12 ps3−s1a13 · · · psr−s1a1r
a21 a22 ps3−s2a23 · · · psr−s2a2r
a31 a32 a33 · · · psr−s3a3r
...
...
...
...
...
ar1 ar2 ar3 · · · arr
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLr(Zpm),
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where aij ∈ Zpm, i, j = 1, . . . , r . Then GZpm (s1, . . . , sr ) is a subgroup of GLr(Zpm). Moreover,⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 ps2−s1a12 ps3−s1a13 · · · psr−s1a1r
a21 a22 ps3−s2a23 · · · psr−s2a2r
a31 a32 a33 · · · psr−s3a3r
...
...
...
...
...
ar1 ar2 ar3 · · · arr
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLr(Zpm)
⇐⇒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a12 a13 · · · a1r
ps2−s1a21 a22 a13 · · · a2r
ps3−s1a31 ps3−s2a32 a33 · · · a3r
...
...
...
...
...
psr−s1ar1 psr−s2ar2 psr−s3ar3 · · · arr
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLr(Zpm)
for any aij ∈ Zpm , i, j = 1, . . . , r .
Let = diag(ps1 , . . . , psr ). Then M1 ∈ GZpm (s1, . . . , sr ) implies M1 = M2 for some M2 ∈ GLr(Zpm).
Proof. It is a straightforward matrix computation. 
Lemma 3.10. In the notation of Lemma 3.9, let Zpm (s1, . . . , sr ) = {M ∈ GZpm (s1, . . . , sr ) | M = }. Then
Zpm (s1, . . . , sr ) is a normal subgroup of GZpm (s1, . . . , sr ).
Proof. It is evident that Zpm (s1, . . . , sr ) is a subgroup of GZpm (s1, . . . , sr ). Let X ∈ GZpm (s1, . . . , sr ) and M ∈
Zpm (s1, . . . , sr ). Then X = Y for some Y ∈ GLr(Zpm) and M = . Hence XMX−1 ∈ GZpm (s1, . . . , sr ) by
Lemma 3.9. Then by (XMX−1) = (X)MX−1 = YMX−1 = YX−1 =XX−1 =, it follows that XMX−1 ∈
Zpm (s1, . . . , sr ). 
Theorem 3.11. Let A=P
(

0
0
0
)
Q where=diag(ps1 , . . . , psr ), 0s1 · · · srm−1 and P,Q ∈ GLn(Zpm).
Then theH-class of Mn(Zpm) containing A is given by
HA = H(P ;s1,...,sr ;Q) =
{
P
(M 0
0 0
)
Q | M ∈ GZpm (s1, . . . , sr )
}
.
Moreover, the number of elements in HA is given by
|HA| = |GZpm (s1, . . . , sr )|/|Zpm (s1, . . . , sr )|.
Proof. For N = diag(, 0) ∈ Mn(Zpm), it is evident that HN =H(In;s1,...,sr ;In) by Lemma 3.1, Corollaries 3.2 and 3.8.
Denote
S = {diag(M, 0) ∈ Mn(Zpm) | M ∈ GZpm (s1, . . . , sr )}.
We claim that HN = S. In fact, for any M1 ∈ GZpm (s1, . . . , sr ), by Lemma 3.9 we have M1 = M2 for some
M2 ∈ GLr(Zpm). From this it follows that diag(M1, 0) = N · diag(M1, In−r ) = diag(M2, In−r ) · N ∈ HN . Hence
S ⊆ HN . Conversely, if B ∈ HN , by Corollary 3.8 there exist U = (uij )n×n, V = (vij )n×n ∈ GLn(Zpm) such that
B = NU = VN , whence
B =
((uij )r×r 0
0 0
)
=
(
(vij )r×r 0
0 0
)
,
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which implies psi uij =psj vij , 1 i, jr . For 1 ijr we have psi (uij −psj−si vij )=0, whence uij =psj−si vij +
pm−si xij for some xij ∈ Zpm . So (uij )r×r = M + diag(pm−s1 , . . . , pm−sr ) · X, where
M =
⎛⎜⎜⎜⎜⎜⎝
v11 ps2−s1v12 · · · psr−s1v1r
u21 v22 · · · psr−s2v2r
...
...
...
...
ur1 ur2 · · · vrr
⎞⎟⎟⎟⎟⎟⎠
and X= (xij )r×r in which xij =0 for all 1j < ir . Then(uij )r×r =M + ·diag(pm−s1 , . . . , pm−sr ) ·X=M .
Since B ∈ HN , by Theorem 3.4 the invariant factors of B are ps1 , . . . , psr . Then the invariant factors of M are also
ps1 , . . . , psr . From this and by Corollary 2.4, we obtain M ∈ GLr(Zpm). So M ∈ GZpm (s1, . . . , sr ). Then B ∈ S and
hence HN ⊆ S. As stated above, we conclude that HN = S.
Denote
W = {P · diag(M, 0) · Q | M ∈ GZpm (s1, . . . , sr )}.
If B ∈ HA, i.e., AHB, by Lemma 3.1 and Corollary 3.2 there exist U,V ∈ GLn(Zpm) such that B = AU = VA.
Hence B =PN(QU)= (V P )NQ with QU,VP ∈ GLn(Zpm). So B ∈ H(P ;s1,...,sr ;Q). Thus HA ⊆ H(P ;s1,...,sr ;Q). If
B ∈ H(P ;s1,...,sr ;Q), B =PNX=YNQ for some X, Y ∈ GLn(Zpm). Then P−1BQ−1 =N(XQ−1)= (P−1Y )N with
XQ−1, P−1Y ∈ GLn(Zpm). So P−1BQ−1 ∈ S, which implies B ∈ W . Hence H(P ;s1,...,sr ;Q) ⊆ W . If B ∈ W , then
there existsM1 ∈ GZpm (s1, . . . , sr ) satisfyingM1=M2 for someM2 ∈ GLr(Zpm) such thatB=P ·diag(M1, 0) ·
Q. Hence B = P · diag(, 0) · diag(M1, In−r ) · Q = AU and B = P · diag(M2, In−r ) · diag(, 0) · Q = VA, where
U = Q−1 · diag(M1, In−r ) · Q, V = P · diag(M2, In−r ) · P−1 ∈ GLn(Zpm). Then AHB and so B ∈ HA by Lemma
3.1 and Corollary 3.2. Therefore W ⊆ HA. As stated above, we conclude that HA = H(P ;s1,...,sr ;Q) = W .
Moreover, for any M1,M2 ∈ GZpm (s1, . . . , sr ), we have P · diag(M1, 0) · Q = P · diag(M2, 0) · Q if and only
if M1M−12 ∈ Zpm (s1, . . . , sr ). Thus |HA| = |GZpm (s1, . . . , sr )|/|Zpm (s1, . . . , sr )|. 
Let S be a semigroup and H anH-class of S. As in [4], the submonoid T (H) of S1, deﬁned by T (H) = {x ∈ S1 |
Hx = H }, is called the right stabilizer of H. The quotient monoid Υ (H) = T (H)/ of T (H) by its congruence ,
deﬁned by ={(x, y) | (∃h ∈ H) hx = hy, x, y ∈ T (H)}, is a transitive group of permutations of H. It is known that
Υ (H1) and Υ (H2) are equivalent permutation groups for any twoH-classes H1 and H2 contained in the sameD-class
D of S. The abstract group Υ (H) is called the Schützenberger group of theD-class containing H. In the following we
determine the Schützenberger group of every D-class of Mn(Zpm).
Theorem 3.12. Let 1rn and 0s1 · · · srm − 1. Then the Schützenberger group Υ (H) of the D-class
D(s1,...,sr ) of Mn(Zpm) is isomorphic to the group GZpm (s1, . . . , sr )/Zpm (s1, . . . , sr ).
Proof. In the notation of Theorem 3.11 and N = diag(, 0) ∈ Mn(Zpm),it is evident that N ∈ D(s1,...,sr ). Con-
sider the right stabilizer T (HN) = {X ∈ Mn(Zpm) | HNX = HN } of the H-class HN of Mn(Zpm). Let  =
diag(pm−s1 , . . . , pm−sr ). Now, we claim that T (HN) = W , where
W = {(Xij )2×2 ∈ Mn(Zpm) | X11 = M + U, X12 = V for some
M ∈ GZpm (s1, . . . , sr ), U ∈ Mr(Zpm) and V ∈ Mr×(n−r)(Zpm)}.
In fact, let X = (Xij )2×2 ∈ Mn(Zpm), where X11 = M + U , X12 = V , M ∈ GZpm (s1, . . . , sr ), U ∈ Mr(Zpm)
and V ∈ Mr×(n−r)(Zpm). For any M1 ∈ GZpm (s1, . . . , sr ) and diag(M1, 0) ∈ HN , since  = 0 over Zpm and
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M1 = M2 for some M2 ∈ GLr(Zpm), we have(M1 0
0 0
)(
X11 X12
X21 X22
)
=
(M1M + M2U M2V
0 0
)
=
(M1M 0
0 0
)
∈ HN (since M1M ∈ GZpm (s1, . . . , sr )).
From this, by Lemma 3.9 and Theorem 3.11 we conclude that X ∈ T (HN). Hence W ⊆ T (HN). Conversely, if
X ∈ T (HN), then (X110 X120 )= (0 00 )X= (M0 00 ) for some M ∈ GZpm (s1, . . ., sr ), which implies(X11 −M)=0
and X12 = 0, so X ∈ W . Thus T (HN) ⊆ W . Therefore, we have T (HN) = W .
For anyX=(Xij )2×2, Y =(Yij )2×2 ∈ T (HN), we haveX11=M1+U1, Y11=M2+U2,X12=V1 and Y12=V2
for some M1,M2 ∈ GZpm (s1, . . . , sr ), U1, U2 ∈ Mr(Zpm) and V1, V2 ∈ Mr×(n−r)(Zpm). Hence the congruence 
deﬁned on T (HN) satisﬁes
(X, Y ) ∈  ⇐⇒
( 0
0 0
)
X =
( 0
0 0
)
Y ⇐⇒ X11 = Y11
⇐⇒M1 = M2 ⇐⇒ M1M−12 ∈ Zpm (s1, . . . , sr ).
Then the mapping  : T (HN) → GZpm (s1, . . . ,r )/Zpm (s1, . . . , sr ) deﬁned by

(
M + U V
X21 X22
)
= M ·Zpm (s1, . . . , sr ),
∀M ∈ GZpm (s1, . . . , sr ), U ∈ Mr(Zpm), V ∈ Mr×(n−r)(Zpm),
X21 ∈ M(n−r)×r (Zpm), X22 ∈ Mn−r (Zpm)
induces an isomorphism from the Schützenberger group Υ (HN)= T (HN)/ onto the group GZpm (s1, . . . , sr )/Zpm
(s1, . . . , sr ). 
Finally, we consider the groupH-classes and regular D-classes of Mn(Zpm).
Lemma 3.13 (cf. McDonald [5, VII. “Idempotents”]). Let E ∈ Mn(Zpm). Then E2 = E if and only if there exist
0rn and P ∈ GLn(Zpm) such that E = P(Ir0 00 )P−1.
By the following lemma, we characterize a matrix which has a group inverse in Mn(Zpm) from semigroup theory
viewpoint.
Lemma 3.14. The following conditions are equivalent for a matrix A ∈ Mn(Zpm).
(i) A ∈ H for some maximal subgroup H of Mn(Zpm), i.e., A has a group inverse in Mn(Zpm);
(ii) A = P(M0 00 )P−1 for some P ∈ GLn(Zpm), M ∈ GLr(Zpm) and 0rn;(iii) Znpm = Im(A) ⊕ Ker(A) as Zpm -modules;
(iv) Im(A2) = Im(A);
(v) ARA2;
(vi) ALA2;
(vii) ADA2;
(viii) There exists a polynomial () ∈ Zpm [] such that A2(A)+A= 0. Moreover, if this condition is satisﬁed, the
unique group inverse of A in Mn(Zpm) is given by A = A2(A).
Proof. (vi) ⇒ (i) and (i) ⇒ (v) ⇒ (vi) ⇒ (vii) are well known to hold in every stable monoid (see [4]) and,
(viii) ⇒ (i) is obvious.
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(i) ⇒ (ii). By (i) there exists an idempotent E of Mn(Zpm) such that AHE. From this by Lemma 3.13 and Theorem
3.11, we see that the statement (ii) holds.
(ii) ⇒ (iii). Let A = P(M0 00 )P−1 for some P ∈ GLn(Zpm) and M ∈ GLr(Zpm). We write P = (P1, P2) and
P−1 = (Q1
Q2
) with P1 ∈ Mn×r (Zpm) and Q1 ∈ Mr×n(Zpm). Then A= P1MQ1 and Q1P1 = Ir by P−1P = I , whence
Im(A) = {P1MQ1y | y ∈ Znpm}, Ker(A) = {x ∈ Znpm | Q1x = 0}.
If x ∈ Ker(A) ∩ Im(A), then Q1x = 0 and x = P1MQ1y for some y ∈ Znpm . From these and by Q1P1 = Ir , it
follows that Q1y = M−1(Q1P1)MQ1y = M−1Q1(P1MQ1y) = M−1(Q1x) = 0, whence x = P1M(Q1y) = 0. Thus
Ker(A) ∩ Im(A) = {0}.
For every z ∈ Znpm , let w= (P1Q1)z and x = (I −P1Q1)z. Then z=w+ x with w ∈ Im(A) and x ∈ Ker(A), since
w=P1M(Q1P1)M−1Q1z=(P1MQ1)(P1M−1Q1z) andQ1x=Q1z−Q1P1Q1z=0. Hence Znpm = Im(A)+Ker(A).
Therefore, we have Znpm = Im(A) ⊕ Ker(A).
(iii)⇒(iv). It is evident that Im(A2) ⊆ Im(A). Conversely, if z ∈ Im(A), then z = Ay for some y = w + x with
w ∈ Im(A) and x ∈ Ker(A) by Znpm = Im(A) ⊕ Ker(A), so z = Aw ∈ A(Im(A)) = Im(A2). Hence Im(A2) = Im(A).
(iv)⇒(v). It follows from Lemma 3.1.
(ii)⇒(viii). Let g() = (det(M))−1 det(Ir − M). Then g() = () + 1 for some () ∈ Zpm [] and g(M) = 0
by Cayley–Hamilton theorem (cf. [6, Theorem I.8]), whence
A2(A) + A = Ag(A) = P
(
M 0
0 0
)(
g(M) 0
0 In−r
)
P−1 = 0.
Now, let B = A2(A). Then AB = BA and, by A2(A) = −A we have ABA = A(A) · A2(A) = −A2(A) = A
and BAB = A3(A) · A2(A) = 2(A)(−A2(A)) = B, which implies A = B. 
Remark 3. If K is a ﬁeld, then a matrix A ∈ Mn(K) is contained in some maximal subgroup of Mn(K) if and
only if rank(A) = rank(A2) (see [7, Lemma 1.10]). For example, consider A =
(
1
0
0
0
) (
2
1
3
2
)
∈ M2(Z4). Then
A2 =
(
2
0
0
0
) (
2
1
3
2
)
over Z and Z4. If we regard A ∈ M2(Q), by rankQ(A) = rankQ(A2) = 1 we conclude that A is
contained in a maximal subgroup ofM2(Q). Since the invariant factors of A andA2 over Z4 are 1 and 2, respectively, by
Theorem 3.4 we see that A and A2 are notD-equivalent in M2(Z4). Hence A is not contained in any maximal subgroup
of M2(Z4) by Lemma 3.14.
Theorem 3.15. (1) All groupH-classes of Mn(Zpm) are given by
H(P ;r·0;P−1) =
{
P
(
M 0
0 0
)
P−1 | M ∈ GLr(Zpm)
}
,
where r ∈ {0, 1, . . . , n} and P ∈ GLn(Zpm). Then
(M) = P
(
M 0
0 0
)
P−1, ∀M ∈ GLr(Zpm)
is a group isomorphism from GLr(Zpm) onto H(P ;r·0;P−1).
(2) For any P1, P2 ∈ GLn(Zpm) and ﬁxed r ∈ {0, 1, . . . , n}, H(P1;r·0;P−11 ) = H(P2;r·0,P−12 ) if and only if P−11 P2 =(
M
0
0
K
)
for someM ∈ GLr(Zpm) andK ∈ GLn−r (Zpm).Then the number of groupH-classes ofMn(Zpm) contained
in the D-class D(r·0) is equal to |GLn(Zpm)|/(|GLr(Zpm)| · |GLn−r (Zpm)|).
(3) In the notation of Theorem 3.11, let P = (P1, P2),Q =
(
Q1
Q2
)
∈ GLn(Zpm) with P1 ∈ Mn×r (Zpm) and
Q1 ∈ Mr×n(Zpm). Then H(P ;s1,...,sr ;Q) is a groupH-class of Mn(Zpm) if and only if s1 = · · · = sr = 0 and Q1P1 ∈
GLr(Zpm). In this case, H(P ;s1,...,sr ;Q) = H(U ;r·0,U−1) where E = P1(Q1P1)−1Q1, U =
(
P1,Q−1
(
0
In−r
))
and
U−1 =
(
(Q1P1)
−1Q1
(0,In−r )Q(In−E)
)
.
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Proof. (1) It follows from Lemma 3.14 and Theorem 3.11 by Zpm (0, . . . , 0) = {Ir}.
(2) Denote H1 = H(P1;r·0;P−11 ) and H2 = H(P2;r·0;P−12 ).
⇐. By the hypothesis we have P2 = P1
(
M
0
0
K
)
. Then
P2
(
Ir 0
0 0
)
P−12 = P1
(
M 0
0 K
)(
Ir 0
0 0
)(
M−1 0
0 K−1
)
P1
= P1
(
Ir 0
0 0
)
P−11 .
Hence H1 and H2 have a common idempotent, so H1 = H2.
⇒. Since H1 = H2, H1 and H2 have a common idempotent, i.e.,
P1
(
Ir 0
0 0
)
P−11 = P2
(
Ir 0
0 0
)
P−12 ,
so (P−11 P2)(
Ir
0
0
0 )=( Ir0 00 )(P−11 P2). ThenP−11 P2=(M0 0K ) for someM ∈ Mr(Zpm) andK ∈ Mn−r (Zpm). Moreover,
since det(M) ·det(K)=det(P−11 P2) is a unit of Zpm , det(M) and det(K) are units of Zpm , also. HenceM ∈ GLr(Zpm)
and K ∈ GLn−r (Zpm).
(3) ⇒. LetH(P ;s1,...,sr ;Q) be a groupH-class ofMn(Zpm). ThenE2=E for someE=P(M0 00 )Q ∈ H(P ;s1,...,sr ;Q)
with M ∈ GZpm (s1, . . . , sr ) ⊆ GLr(Zpm) and = diag(ps1 , . . . , psr ). By E2 = E we have(M 0
0 0
)
=
(M 0
0 0
)
QP
(M 0
0 0
)
=
(M(Q1P1)M 0
0 0
)
,
so M(Q1P1)=. From this and by Corollary 2.4, we have (Q1P1) ∈ GLr(Zpm). Then s1 = · · · = sr = 0 and so
= Ir . Hence Q1P1 = M−1 ∈ GLr(Zpm).
⇐. Let s1 = · · · = sr = 0 and Q1P1 = T ∈ GLr(Zpm). Then E = P(T −10 00 )Q = P1T −1Q1 is an idempotent and
E ∈ H(P ;r·0;Q). So H(P ;r·0;Q) is a groupH-class of Mn(Zpm). Let U = (P1,Q−1( 0In−r )). By In =QQ−1 = (
Q1Q−1
Q2Q−1 )
we have Q1Q−1 = (Ir , 0), hence Q1Q−1( 0In−r )=0. Since T −1Q1 ·P1 = Ir , T −1Q1 ·Q−1( 0In−r )=0, (0, In−r )Q(In −
E) · P1 = (0, In−r )QP 1 − (0, In−r )QP 1T −1Q1P1 = 0 and
(0, In−r )Q(In − E) · Q−1
( 0
In−r
)
= (0, In−r )QQ−1
( 0
In−r
)
− (0, In−r )QP 1T −1Q1Q−1
( 0
In−r
)
= In−r ,
we have
(
T −1Q1
(0,In−r )Q(In−E)
)
U = In. From this it follows that U ∈ GLn(Zpm) and U−1 =
(
T −1Q1
(0,In−r )Q(In−E)
)
. Now, by
EU = (P1T −1Q1)U =
(
P1T
−1Q1P1, P1T −1Q1Q−1
( 0
In−r
))
= (P1, 0),
we have
E = (P1, 0)U−1 =
(
P1,Q
−1
( 0
In−r
))(
Ir 0
0 0
)
U−1 = U
(
Ir 0
0 0
)
U−1.
Therefore H(P ;s1,...,sr ;Q) = H(U ;r·0;U−1) by Theorem 3.11. 
In order to get the number of groupH-classes of Mn(Zpm), we need the following lemma.
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Lemma 3.16 (cf. McDonald [6, Exercise I.F.7]). Let  be a ﬁnite local ring with maximal ideal J and residue ﬁeld
F = /J . Then
|GLn()| = ||n2
n−1∏
i=0
(1 − |F |i−n).
Corollary 3.17. The number of groupH-classes of Mn(Zpm) is equal to
n∑
r=0
p2mr(n−r) (1 − p
−n) . . . (1 − p−r−1)
(1 − p−n+r ) . . . (1 − p−1) .
Proof. It follows from Lemma 3.16 and Theorem 3.15(2). 
Let S be any semigroup. An element a of S is said to be regular if axa = a for some x ∈ S. A D-class D of S (or S)
is said to be regular if every element of D (or S) is regular. It is known that aD-class D of S is regular if and only if D
contains at least one regular element of S, which is equivalent to that D contains at least one idempotent [3]. From this
by Theorems 3.15 and 3.12, we obtain the following corollary.
Corollary 3.18. In the notation of Corollary 3.5 and Remark 2, if r1, thenD(s1,...,sr ) is a regularD-class ofMn(Zpm)
if and only if s1 = · · · = sr = 0. In this case the Schützenberger group of D(r·0) is isomorphic to GLr(Zpm). If r = 0 we
regard D(∅)=D0 ={0} as a regularD-class of Mn(Zpm) also. Therefore, the number of regularD-classes of Mn(Zpm)
is equal to n + 1.
4. Regular principal factors of the monoid Mn(Zpm)
Let S be any semigroup. If I a (two-sided) ideal of S, then one can form the Rees quotient S/I , which is the semigroup
(S\I ) ∪ {0} with operation deﬁned by a · b = ab if a, b ∈ S\I and a · b = 0 otherwise. It is often convenient to put
S/I = S for I = ∅ ([7]).
Leta ∈ S.Wedenote byJ (a) the ideal ofSgenerated bya, i.e.,J (a)=S1aS1. Let I (a) := {x ∈ J (a) | J (x) = J (a)}.
Then I (a) is an deal of S if I (a) = ∅. As in [4, p. 25], the Rees quotients J (a)/I (a)(∀a ∈ S) and the minimal ideal (if
it exists) are called the principal factors of S. It is known that principal factors are either simple, 0-simple or semigroups
of square zero [4, Proposition II.1.13].
If S is ﬁnite, D = J and hence for every D-class D of S and a ∈ D we have D = J (a)\I (a). So we denote by
D ∪ {0} the principal factor J (a)/I (a). Finiteness of S implies that D ∪ {0} is completely 0-simple if and only if D is
regular [4, pp. 54 and 64].
Let X, Y be nonempty sets, G a group and P = (yx) a Y × X matrix with entries in G ∪ {0}. A in [7], by S =
M(G,X, Y, P )we denote the set of all triples (g, x, y) ∈ (G∪{0})×X×Y with (g, x, y)(g′, x′, y′)=(gyx′g′, x, y′),
where all triples (0, x, y) are identiﬁed with the zero of S. S is called a Rees matrix semigroup over the group G with
sandwich matrix P [4, Deﬁnition 2.5]. It is known that S is a regular semigroup if and only if P has at least one nonzero
entry in each row and in each column and that a semigroup is completely 0-simple if and only if it is isomorphic to
regular Rees matrix semigroup (cf., [4, Theorem 2.7]).
For any ﬁeld K and the multiplicative monoid Mn(K) of n×n matrices over K, the Rees matrix presentation of each
principal factor has been given [7, Theorem 2.3]. In this section we propose to give a method of ﬁnding the structure
of the regular principal factor D(r·0) ∪ {0} of the ﬁnite Monoid Mn(Zpm) in the form of a Rees matrix semigroup.
Lemma 4.1 (McDonald [5, Theorem XVI. 3(a)]). Let  be a Galois ring and M a ﬁnitely generated -module. The
following are equivalent:
(i) M is -free;
(ii) M is -projective;
(iii) M is -injective.
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Notation 4.2. For any ﬁxed integer r satisfying 1rn. Let X be the set of free Zpm -submodules of Zn×1pm of rank r
andY the set of free Zpm -submodules of Z1×npm of rank r. ThenY= {Ut | U ∈ X} where Ut = {t |  ∈ U} (U ∈ X).
For any ﬁxed U ∈ X, we ﬁx a Zpm -basis {x(U)1 , . . . , x(U)r } of U. For any V ∈ Y, there exists a unique U ∈ X such that
V =Ut . Then we ﬁx a Zpm -basis {y(V )1 , . . . , y(V )r } of V by y(V )i := (x(U)i )t , i = 1, . . . , r . Now, for any U ∈ X, V ∈ Y,
denote
X(U) := (x(U)1 , . . . , x(U)r ) ∈ Mn×r (Zpm), Y (V ) :=
⎛⎜⎜⎝
y
(V )
1
...
y
(V )
r
⎞⎟⎟⎠ ∈ Mr×n(Zpm).
Then we construct aY×Xmatrix P = (V,U ) by V,U =Y (V )X(U) if Y (V )X(U) ∈ GLr(Zpm) and V,U =0 otherwise.
It is evident that P is a symmetric matrix of order |X| (=|Y|).
Theorem 4.3. In the notation of Notation 4.2, the regular principal factor D(r·0) ∪ {0} of the monoid Mn(Zpm) is
isomorphic to the Rees matrix semigroupM(GLr(Zpm),X,Y, P ).
Proof. Let A ∈ D(r·0). By Corollary 3.6 there exist W,Z ∈ GLn(Zpm) such that A = W(Ir0 00 )Z. Let 1, . . . , n be
the column vectors of W and 1, . . . , n the row vectors of Z. Then {1, . . . , n} is a basis of the free Zpm -module Zn×1pm
and {1, . . . , n} a basis of the free Zpm -module Z1×npm . Let U = Zpm1 + · · · + Zpmr and V = Zpm1 + · · · + Zpmr .
Then U ∈ X, V ∈ Y and there exist T ,Q ∈ GLr(Zpm) such that
(1, . . . , r ) = (x(U)1 , . . . , x(U)r )T = X(U)T ,
⎛⎜⎜⎝
1
...
r
⎞⎟⎟⎠= Q
⎛⎜⎜⎝
y
(V )
1
...
y
(V )
r
⎞⎟⎟⎠= QY(V ).
Hence A = (x(U)1 , . . . , x(U)r )
⎛⎜⎜⎝
y
(V )
1
...
y
(V )
r
⎞⎟⎟⎠ = X(U)gY (V ) where g = TQ ∈ GLr(Zpm), and this presentation is uniquely
determined by A. In fact: let U1 ∈ X, V1 ∈ Y and h ∈ GLr(Zpm) be such that A = X(U1)hY (V1). Obviously, we have
ImX(U) = Im(A) and Im(A) ⊆ ImX(U1). Since ImX(U) and ImX(U1) are both free Zpm -submodules of rank r, by
Lemma 4.1 we have ImX(U) = ImX(U1) because Zpm is a Galois ring. Then {x(U)1 , . . . , x(U)r } and {x(U1)1 , . . . , x(U1)r }
are both Zpm -bases of Im(A) ∈ X. From this and by Notation 4.2, we obtain U =U1. From (Y (V ))tgt (X(U))t =At =
(Y (V1))tht (X(U1))t and by Notation 4.2, a similar argument shows that V =V1. Finally, from X(U)gY (V ) =X(U)hY (V )
we obtain X(U)(g − h)Y (V ) = 0. Since the column vectors x(U)1 , . . . , x(U)r are linearly independent over Zpm , we have
(g − h)Y (V ) = 0. Then by (Y (V ))t (g − h)t = 0 and Notation 4.2, a similar argument shows that (g − h)t = 0. So
g = h. Now, deﬁne a mapping  : D(r·0) ∪ {0} →M(GLr(Zpm),X,Y, P ) by (0) = 0 and (A) = (g, U, V ) (for all
A ∈ D(r·0)).
Obviously,  is injective. For anyU ∈ X,V ∈ Y and g ∈ GLr(Zpm), by Lemma 4.1 there exist r+1, . . . , n ∈ Zn×1pm
and r+1, . . . , n ∈ Z1×npm such that {x(U)1 , . . . , x(U)r , r+1, . . . , n} is a Zpm -basis of Zn×1pm and {Y (V )1 , . . . , Y (V )r , r+1,
. . . , n} aZpm -basis ofZ1×npm , respectively. LetW=(X(U)g, r+1, . . . , n) andZ=
⎛⎜⎜⎜⎜⎜⎝
Y (V )
r+1
...
n
⎞⎟⎟⎟⎟⎟⎠. ThenW,Z ∈ GLn(Zpm)
satisfying X(U)gY (V ) = W(Ir0 00 )Z ∈ D(r·0). Hence  is surjective.
It is a routine matter to show that  is a semigroup homomorphism. 
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5. The matrix multiplicative monoid M2(Z4)
In this section, we consider themultiplicativemonoidM2(Z4). By Corollary 3.4,M2(Z4) has 6D-classes:D(∅)={0},
D(0), D(1), D(0,0), D(0,1), D(1,1), where D(∅), D(0) and D(0,0) are regular D-classes. D(0,0) = GL2(Z4) which has
only 1H-(R-,L-)class, and |GL2(Z4)| = 422(1 − 2−2)(1 − 2−1) = 96 by Lemma 3.16.
SinceGZ4(0)={1, 3} andZ4(0)={1}, byTheorem3.11 everyH-class contained inD(0) has |GZ4(0)|/|Z4(0)|=2
elements. In view of semigroup theory (cf. [3]), since
R(I2;0) =
{(1 0
0 0
)
,
(1 1
0 0
)
,
(1 2
0 0
)
,
(1 3
0 0
)
,
(0 1
0 0
)
,
(2 1
0 0
)
,
(3 0
0 0
)
,
(3 1
0 0
)
,
(3 2
0 0
)
,
(3 3
0 0
)
,
(0 3
0 0
)
,
(3 3
0 0
)}
which contains exactly |R(I2; 0)|/2 = 6H-classes, we conclude that D(0) contains 6L-classes and symmetrically, 6
R-classes. Thus D(0) contains 6 × 6 = 36H-classes, in which |GL2(Z4)|/|GL1(Z4)|2 = 96/22 = 24H-classes are
maximal subgroups of M2(Z4) by Theorem 3.15(2), and has |D(0)| = 2 × 36 = 72 elements.
Since GZ4(1) =Z4(1) = {1, 3}, by Theorem 3.11 everyH-class contained in D(1) has 1 elements. As
R(I2;1) =
{(2 0
0 0
)
,
(2 2
0 0
)
,
(0 2
0 0
)}
which contains exactly |R(I2; 1)|/1 = 3H-classes, we conclude that D(1) contains 3L-classes and symmetrically, 3
R-classes. Hence D(1) contains 9H-classes and has |D(1)| = 9 elements.
By Corollary 3.6 it follows that
D(1,1) = 2GL2(Z4) =
{(2 0
0 2
)
,
(0 2
2 0
)
,
(2 2
2 0
)
,
(2 2
0 2
)
,
(2 0
2 2
)
,
(0 2
2 2
)}
.
Then from Corollaries 3.6–3.8 we conclude that D(1,1) has 1H-class (L-class, R-class).
Since
GZ4(0, 1) =
{(1 0
0 1
)
,
(1 0
1 1
)
,
(1 0
2 1
)
,
(1 0
3 1
)
,
(3 0
0 3
)
,
(3 0
1 3
)
,
(3 0
2 3
)
,
(3 0
3 3
)
,
(1 2
0 1
)
,
(3 2
0 3
)
,
(1 2
2 1
)
,
(3 2
2 3
)
,
(1 2
1 3
)
,
(3 0
1 1
)
,
(1 2
3 3
)
,
(3 2
1 1
)
,
(3 2
3 1
)
,
(3 0
0 1
)
,
(1 0
0 3
)
,
(3 0
2 1
)
,
(3 0
3 1
)
,
(1 0
1 3
)
,
(1 0
2 3
)
,
(1 0
3 3
)
,
(3 2
0 1
)
,
(1 2
0 3
)
,
(1 2
1 1
)
,
(1 2
3 1
)
,
(3 2
1 3
)
,
(3 2
3 3
)
,
(3 2
2 1
)
,
(1 2
2 3
)}
and
Z4(0, 1) =
{(1 0
0 1
)
,
(1 0
2 1
)
,
(1 0
0 3
)
,
(1 0
2 3
)}
,
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by Theorem 3.11 everyH-class contained in D(0,1) has |GZ4(0, 1)|/|Z4(0, 1)| = 32/4 = 8 elements. Moreover, we
have |D(0,1)| = |M2(Z4)| − |D(∅)| − |D(0)| − |D(1)| − |D(0,0)| − |D(1,1)| = 256− 1− 72− 9− 96− 6= 72 and hence
D(0,1) contains 72/8 = 9H-classes. From this and by symmetry, we conclude that D(0,1) contains 3L-classes and 3
R-classes.
Denote the Schützenberger group of D(∅), D(0), D(1), D(0,0), D(0,1) and D(1,1) by Υ (H(∅)), Υ (H(0)), Υ (H(1)),
Υ (H(0,0)), Υ (H(0,1)) and Υ (H(1,1)), respectively. Then by Theorem 3.12 we have the following:
• Υ (H(∅)) and Υ (H(1)) are both 1-element groups.
• Υ (H(0))GL1(Z4) = Z×4 = {1, 3} which is a 2-element group.
• Υ (H(0,0))GL2(Z4).
• Υ (H(0,1))GZ4(0, 1)/Z4(0, 1)
f
D4 =〈a, b | a4 =b2 =1, ba=a3b〉 under the group isomorphism f: ( 11 23 )Z4
(0, 1) → a, ( 30 03 )Z4(0, 1) → a2, ( 31 21 )Z4(0, 1) → a3, ( 11 01 )Z4(0, 1) → b, ( 30 23 )Z4(0, 1) → ab,
(
3
3
0
3 )Z4(0, 1) → a2b, ( 10 21 )Z4(0, 1) → a3b,Z4(0, 1) → 1.• Since GZ4(1, 1) = GL2(Z4) and
Z4(1, 1) =
{(1 0
0 1
)
,
(1 0
2 1
)
,
(3 0
0 3
)
,
(3 0
2 3
)
,
(1 2
0 1
)
,
(3 2
0 3
)
,
(1 2
2 1
)
,
(3 2
2 3
)
,
(3 0
0 1
)
,
(3 2
0 1
)
,
(1 0
0 3
)
,
(1 2
0 3
)
(3 0
2 1
)
,
(1 0
2 3
)
,
(3 2
2 1
)
,
(1 2
2 3
)}
,
wehaveΥ (H(1,1))GZ4(1, 1)/Z4(1, 1)
g
 S3={(1), (12), (13), (23), (123), (132)}under the group isomorphism
g:Z4(1, 1) → (1), ( 01 10 )Z4(1, 1) → (12), ( 11 10 )Z4(1, 1) → (13), ( 11 01 )Z4(1, 1) → (23), ( 11 10 )Z4(1, 1) →
(123), ( 01
1
1 )Z4(1, 1) → (132).
For the regular principal factor D(0) ∪ {0} of M2(Z4), we have that
D(0) ∪ {0}M(Z×4 ,X,Y, P )
as semigroups, whereX= {Ui | i = 1, . . . , 6} with U1 = Z4( 10 ), U2 = Z4( 11 ), U3 = Z4( 12 ), U4 = Z4( 13 ), U5 = Z4( 01 ),
U6 = Z4( 21 ), Y= {Vi | Vi = Uti , i = 1, . . . , 6} and
P =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0
1 0 3 0 1 3
1 3 1 3 0 0
1 0 3 0 3 1
0 1 0 3 1 1
0 3 0 1 1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Remark 4. LetK=Z2[x]/(x2 +x+1)={0, 1, , 1+} (2 =1+) be a 4-element ﬁeld. Then all (regular)D-classes
of the ﬁnite monoid M2(K) are given by D(∅) := {0}, D(0) := {A ∈ M2(K) | rank(A) = 1} and D(0,0) := {A ∈
M2(K) | rank(A) = 2}. For the regular principal factor D(0) ∪ {0} of M2(K), by [4, p. 64] we have that
D(0) ∪ {0}M(K×,X′,Y′, P ′)
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as semigroups, whereX′ = {U ′i | i = 1, . . . , 5} with U ′1 =K( 10 ), U ′2 =K( 11 ), U ′3 =K( 1 ), U ′4 =K( 11+ ), U ′5 =K( 01 ),
Y′ = {V ′i | V ′i = (U ′i )t , i = 1, . . . , 5} and
P ′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0
1 0 1 +   1
1 1 +   0 
1  0  1 + 
0 1  1 +  1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
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