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Abstract
Open quantum systems interact with their environment and their dy-
namical behaviour depends strongly both on the spectral properties of
the environment and the structure of the interaction between the physical
system and the environment. We examine the consequences of these spec-
tral and structural properties on simple but general systems in the case of
deterministic (non stochastic) interactions of arbitrary strength. The cen-
tral point of interest concerns the role played by the semi-group property
of the interaction in its relation with entropy and area laws properties of
the system of interest.
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1 Introduction
The interaction between an open quantum system and its environment gener-
ates a response of the system which is due to the coupling between the two
parts. An important amount of work concerning the evolution of such systems
∗E-mail address: tkhalil@ul.edu.lb
†E-mail address: j.mc.richert@gmail.com
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has been developed over several decades. For a compilation and recent develop-
ments concerning Markov processes one may consult f.i. refs. [1, 2].
The evolution of an open quantum system depends strongly on the nature of
the interaction, either stochastic or deterministic, and the possible structure of
the interaction. Different aspects concerning the behaviour of the system in the
latter case have been studied recently see f.i. [3, 4, 5]. There it came out that
the structure of the interaction has indeed strong consequences concerning time
delays, coherence, and energy transfer between the system and its environment.
In the present work we examine the evolution of the entropy. The interest in
this concept has been raised in conjunction with the question of entanglement.
The concept of entanglement entropy [6] says that the entropy of the reduced
state of a subsystem grows proportionally to the boundary of the system and
not proportionally to its volume as a priori expected, following a so called ”area
law”. This point has led to a conjecture stated by Kitaev which has been proven
some time ago [8]. It is the aim of the present work to examine the entropy
content and evolution an open quantum in order to confirm this formal result
and comment it for different types of systems in deterministic interaction with
their environment.
The presentation of the results goes as follows. In section 2 we recall the
proven conjecture. In section 3 we introduce the formal expression and proper-
ties of the density operators which govern the total system and the subsystem of
interest. Sections 4 and 5 specializes to systems with specific dimensions, their
entropy and the time evolution of the entropy. We comment the results and
their consequences in section 6. Technical details concerning the calculations
are shifted to appendices.
2 Entropy of time dependent open quantum sys-
tems
We consider a bipartite quantum system A and E in which A is the part of
physical interest and E an environment. The two subsystems are entangled and
the entanglement is generated by an interaction which works between the two
parts. The study of these systems led to the concept of entanglement entropy
and area laws [6]. In case of a dynamical evolution the maximum entanglement
increase of such systems at time t = 0 has been conjectured by Kitaev and
proven later to be verified [7, 8]
Γmax =
dSA(t)
dt
|t=0 ≤ c‖HˆAE‖ log δ (1)
where δ = min(dA, dE), the smallest dimension of A and E space, ‖HˆAE‖ is
the norm of the interaction Hamiltonian HˆAE and c a constant of the order of
2
unity. The entropy related to A is given by
SA(t) = −TrE[ρˆAE(t) ln ρˆAE(t)] (2)
where ρˆAE(t) is the density operator in A⊕ E space.
In the following we aim to examine the behaviour of the entropy SA(t) of
specific open quantum systems over finite time intervals [0, τ ] and test relation
(1).
3 The density operator of an open quentum sys-
tem: general definition, divisibility property
3.1 Definition
The general expression of the matrix elements of the density operator ρˆAE(τ)
in (A⊕ E) space at time τ can be written as
ρj1j2ν1ν2(τ) =
∑
i1i2
∑
α1α2
ai1α1a
∗
i2α2〈j1ν1|Uˆ(τ)|i1α1〉〈i2α2|Uˆ
∗(τ)|j2ν2〉 (3)
where Uˆ(τ) = e−iHˆτ and Hˆ = HˆA + HˆE + HˆAE is the total Hamiltonian of the
subsystems (A, E) and their interaction, and aikαk the amplitudes of the states
|ik〉 and |αk〉 of A ⊕ E at time t = 0. Below we shall consider that HˆAE is a
non stochastic interaction.
By definition A and E are entangled over the time interval t = [0, τ ]. The
projected density operator is obtained by taking the trace over the states |γ〉 in
E space
ρj1j2A (τ) =
∑
i1i2γ
∑
α1α2
ai1α1a
∗
i2α2〈j1γ|Uˆ(τ)|i1α1〉〈i2α2|Uˆ
∗(τ)|j2γ〉 (4)
3.2 Divisibility property concerning the time evolution of
the system
It has been shown in ref. [4] that the time propagator U(τ) is divisible, i.e.
possesses a semi-group property in time under one of the following conditions:
• There is a unique state |γ〉 in E space. This may be the case if f.i. the
system E is in its ground state, see Appendix A.
• More generally the symmetry properties of HˆE and HˆAE are such that
[HˆE , HˆAE ] = 0. In this case the environment E stays at t = τ in one of
the states it occupied at t = 0, in practice E space it is reduced to a single
state during the dynamical evolution of A⊕ E, see Appendix B.
3
4 Two-dimensional system A - one dimensional
environment E
We proceed now with the determination of the behaviour of the system A, the
entropy and its time derivative in the restricted case where dimA = 2 and
dimE = 1.
4.1 The density matrix in A+E space
The expression of the matrix elements of ρˆAE(t) reads
ρj1j2γAE (t) =
∑
i1i2
hj1i1γ(t)h∗j2i2γ(t) (5)
where
hj1i1γ(t) = ai1γ〈j1γ|e
−iHˆt|i1γ〉
h∗j2i2γ(t) = a∗i2γ〈i2γ|e
+iHˆt|j2γ〉 (6)
4.2 The entropy for dimE = 1, [HˆE, HˆAE] = 0 at t=0
In order to obtain the entropy and its derivative we diagonalize the density
matrix. The eigenvalues read
σ11(t) = (ρj1j1γAE (t) + ρ
j2j2γ
AE (t)−∆
1/2)/2
σ22(t) = (ρj1j1γAE (t) + ρ
j2j2γ
AE (t) + ∆
1/2)/2 (7)
and
∆ = (ρj1j1γAE (t)− ρ
j2j2γ
AE (t))
2 + 4ρj1j2γAE (t)ρ
j2j1γ
AE (t) (8)
At time t = 0 one finds
σ11(0) = 0
σ22(0) = |aj1γ |
2 + |aj2γ |
2 = 1 (9)
if the states in A space are normalized.
Since it is a scalar quantity the entropy is the same in the original and
diagonalized basis of states. Hence the entropy
SA(0) = −TrETrAS
(d)(0) = −
∑
i=1,2
σii(0) lnσii(0) = 0 (10)
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4.3 The entropy for dimE = 1, [HˆE, HˆAE] = 0 at t=τ
The same calculation can be also be performed at t = τ . If dimE = 1 Hˆ is
diagonal in the basis of states in which HˆA and HˆE are diagonal. Indeed if
[HˆE , HˆAE ] = 0 one can factorize the evolution operator Uˆ(τ)
Uˆ(τ) = e−iτH˜Ae−iτHˆE = UˆA(t)e−iτHˆE (11)
The matrix elements of H˜A=HˆA+HˆAE in A space and HˆE are then of the form
〈jγ|H˜A|kγ〉 = ejδjk + δejk(γ)
ej = 〈j|HˆA|j〉
δejk(γ) = 〈jγ|HˆAE |kγ〉
〈jγ|HˆE |jγ〉 = ηγ (12)
Since the entropy S(d)(0) is calculated in the space A in which it is diagonal the
time translation unitary operator UˆA(t) has to be rotated into the same basis of
states. The corresponding unitary operator is called Vˆ A(t). As a consequence
SA(τ) = TrA[Vˆ
A†(τ)S(d)(0)Vˆ A(τ)] = SA(0) = 0 (13)
The result shows that the entropy comes out to be constant over a finite
interval of time in both cases of interest.
4.4 Derivative of the entropy for dimE = 1, [HˆE, HˆAE] = 0
at t = 0
There remains now to verify whether these results agree with the area law at
t = 0 given by Eq.(1).
The expression of the entropy of the subsystem A in the basis of states in
which A is diagonal leads to the derivative
dS
(d)
A (t)
dt
|t=0 = [
dσ11(t)
dt
(1 + lnσ11(t)) +
dσ22(t)
dt
(1 + lnσ22(t))]|t=0 (14)
The derivatives of σll(t) are easily calculated with some algebra starting
from the expressions given by Eq.(6) at time t = 0.
At t = 0 σ11(0) = 0 and this is also the case for its derivative and the
derivative of σ22(t). This leads to
dS
(d)
A (t)
dt
|t=0 = [
dσ22(t)
dt
(1 + lnσ22(t))]|t=0 = 0 (15)
which is in agreement with Eq.(1) since ln δ = 0 in this expression. The entropy
stays constant and equal to zero over finite intervals of time hence we may
conclude that its derivative stays equal to zero at any time τ .
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5 The entropy for dimE = N 6= 1, [HˆA, HˆAE] = 0
Here we consider the case where the Hamiltonian of the system A commutes
with the interaction HˆAE and dimE ≥ 2. We rely on a model in which these
conditions are realized and work out the entropy of the system A and its deriva-
tive.
Consider the system and its environment described by the Hamiltonian
Hˆ = HˆA + HˆE + HˆAE (16)
with
HˆA = ωJˆz
HˆE = βb
+b
HˆAE = η(b
+ + b)Jˆ2 (17)
where b+, b are boson operators, ω is the rotation frequency of the system, β
the quantum of energy of the oscillator and η the strength parameter in the
coupling interaction between A and E.
Since Jˆz and Jˆ
2 commute in the basis of states {|jm〉} the matrix elements
of Hˆ in A space read
〈jm|Hˆ |jm〉 = ωm+ βb+b+ ηj(j + 1)(b+ + b) (18)
The expression of the density operator ρˆA(t) at time t is then obtained
by taking the trace over the environment states of the total Hamiltonian ρˆ(t)
leading to
ρˆA(t) = TrE ρˆ(t) (19)
whose matrix elements read
ρjm1,jm2A (t) = ρ
jm1,jm2
0 (t)ΩE(j, j, t) (20)
with
ρjm1,jm20 (t) = e
[−iω(m1−m2)]t/(2j + 1) (21)
The bosonic environment contribution can be put in the following form
6
ΩE(j, j, t) =
N∑
n=0
1
n!
∑
n′,n”
En,n′(j, t)E
∗
n”,n(j2, t)
[(n′!)(n′′!)]1/2
(22)
The expression is exact. The Zassenhaus development formulated in Appendix
D was used in order to work out the ΩE [17]. The expressions of the polynomials
En,n′(t) and E
∗
n′′,n(t) are developed in Appendix E.
The entropy SA(t) = −TrEρˆ(t)lnρˆ(t) can be worked out analytically. For
j = 1/2 and in the frame in which ρjm1,jm20 (t) is diagonal it reads
SA(t) = −ΩE(j, j, t) ln ΩE(j, j, t) (23)
As an example we restrict the bosonic space to N = 1, i.e. a subsystem E of
dimension 2
ΩE(j, j, t) = Π(t)e
2Ψ(t) (24)
The algebraic expression of ΩE is given by
Π(t) = 2[1 + α(t)(ζ2(t) + ζ(t) − 1) + 2α2(t)(1 − ζ(t))]
+ζ(t)[ζ3(t) + ζ2(t) + ζ(t)− 1] + α4(t)(ζ4(t)− 1) (25)
using the expressions given in Appendix E.
The calculations of the entropy at t = 0 leads to
SA(t)|t=0 = −2 ln 2 (26)
and shows an intricate oscillatory behaviour for t 6= 0 which may be periodic in
time or not depending on the commensurability of the oscillating functions α(t)
and ζ(t). The derivative of the entropy can be worked out in a similar manner
dSA(t)/dt|t=0 = −γ(ln 2 + 1) (27)
which can be rewritten as
Γ = dSA(t)/dt|t=0 = −3/4(1 + 1/ ln 2)η ln 2 (28)
since j = 1/2, γ = j(j+1)η, and η is the strength of the interaction Hamiltonian.
One recognizes here the expression Γmax of the Kitaev conjecture shown in
Eq.1. [7, 8]. If η is positive Γ is negative, hence smaller than Γmax. If η
is negative the equal sign shows that Γ = Γmax in Eq.28. Introducing c =
3/4(1+1/ ln2) shows that this constant is close to c = 1 and one may conjecture
that it decreases with increasing dimd so that c(d) in Eq.1 decreases as expected
by the theory, see [7].
The dimension of the bosonic environment space can evidently be extended
to any dimension N .
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6 Comments and physical interpretation of the
results, conclusion
The present results lead to a certain number of comments:
• The present process for dimE = 1 could be experimentally realized if the
spectrum of subsystem E could be reduced to the ground state at very low
temperature or if the coupling Hamiltonian between the two subsystems
would commute with the Hamiltonian of the bath. One may however
notice that both processes may be difficult to implement experimentally.
• The present results were restricted to dimA = 2. They can be generalized
to any dimension of A space. The behaviour of the entropy and its deriva-
tive at t = 0 should not change. This is expected because the restriction
to a one-dimensional E space forbids any energy exchange between the
system and its environment keeping the entropy constant.
• Generalization to higher dimensions in E space: if [HˆE , HˆAE ] = 0 the
subsystem E stays in the state in which it lived at time t = 0, see Appendix
B. If however the states in A and E space are entangled at time t = 0
this is not necessarily the case. Then the subsystem E generates memory
effects which can be interpreted as due to ”jumps” from one state to the
other and this should generate entropy in subsystem A, see Appendix C.
It is expected that the entropy changes over a finite interval of time.
• Last the constancy of SA(τ), equal to zero or finite, may be related to
reversibility of the dynamical process [9, 10]. There is no energy exchange
between the A and E subsystem in this case even though energy may be
stored in HˆAE .
• In the case where [HˆA, HˆAE ] = 0 the model shows a very different be-
haviour of the entropy of the subsystem A in section 5, independently of
the size of E space. There the entropy is finite and reversibility does no
longer survive. The results are in agreement with those predicted by the
area law.
• The model introduced in this case was restricted to a more or less realistic
physical case corresponding to the description of a non decohering system.
The introduction of a more realistic coupling in which the operator Jˆ2
would f.i. be replaced by Jˆz would however not change the qualitative
behaviour of the entropy.
• The general case corresponding to [HˆA, HˆAE ] 6= 0 and [HˆE , HˆAE ] 6= 0
leads to a strongly model dependent behaviour.
In the present work we examined the properties of some specific tractable
types of open quantum systems concerning their evolution with time and ques-
tioned the prediction of area laws which are related to entanglement entropy.
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We worked out these quantities on simple physical systems and examined ex-
plicitly the connection between these concepts. We showed in particular the
role played by the structure of the environment of the examined system and
the crucial importance of the properties of the interaction acting between the
system and its environment.
For reasons of completness we repeat in the following appendices results
which have already been shown in former work [19].
7 Appendix A: Divisibility when dimE = 1
Here we consider the case where an open system possesses the divisibility prop-
erty. Its evolution is described by a density operator ρˆA(t) which evolves in time
under the action of the evolution operator Tˆ (t, 0)
ρˆA(t) = Tˆ (t, 0)ρˆA(0) (29)
At time t > 0 the reduced density operator in A space is ρˆA(t) = TrE[ρˆ(t)]
where ρˆ(t) is the density operator of the total system S+E. Under the ssumption
that subsystems A and E do not interact at time t = 0 it can be written [11]
ρˆA(t) =
∑
i1,i2
ci1c
∗
i2Φˆi1,i2(t, 0) (30)
with
Φˆi1,i2(t, 0) =
∑
j1,j2
C(i1,i2),(j1,j2)(t, 0)|j1〉S〈j2| (31)
where the super matrix C reads
C(i1,i2),(j1,j2)(t, 0) =
∑
α1,α2,γ
dα1,α2U(i1j1),(α1γ)(t, 0)U
∗
(i2j2),(α2γ)
(t, 0) (32)
where dα1,α2 is the weight attached to the states α1 and α2 and
U(i1j1),(α1γ)(t, 0) = 〈j1γ|Uˆ(t, 0)|i1α1〉
U∗(i2j2),(α2γ)(t, 0) = 〈i2α2|Uˆ
∗(t, 0)|j2γ〉 (33)
The divisibility criterion reads
ρˆA(t, 0) = Tˆ (t, τ)Tˆ (τ, 0)ρˆA(0) (34)
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with τ in the interval [0, t].
For this to be realized the following relation must be verified by the super
matrix C
C(i1,i2),(k1,k2)(t, 0) =
∑
j1,j2
C(i1,i2),(j1,j2)(ts, 0)C(j1,j2),(k1,k2)(t, ts) (35)
Using the explicit expression of the super matrix C given by Eqs.(30-31)
the divisibility constraint in Eq.(33) for fixed states (i1, i2), (k1, k2) imposes the
following relation
∑
α1,α2,γ
dα1,α2U(i1k1),(α1γ)(t)U
∗
(i2k2),(α2γ)
(t) =
∑
j1,j2
∑
α1,α2,β1,β2
dα1,α2dβ1,β2
∑
γ,δ
U(j1k1),(β1δ)(t− ts)U(i1j1),(α1γ)(ts)U
∗
(j2k2),(β2δ)
(t− ts)U
∗
(i2j2),(α2γ)
(ts) (36)
In order to find a solution to this equality and without loss of generality we
consider the case where the density matrix in E space is diagonal. Then the
equality reads
∑
α,γ
dα,αU(i1k1),(αγ)(t)U
∗
(i2k2),(αγ)
(t) =
∑
j1,j2
∑
α,β
dα,αdβ,β
∑
γ,δ
U(j1k1),(βδ)(t− ts)U(i1j1),(αγ)(ts)U
∗
(j2k2),(βδ)
(t− ts)U
∗
(i2j2),(αγ)
(ts) (37)
A sufficient condition to realize the equality is obtained if dβ,β = dα,α and
consequently if the weights d on both sides are to be the same one ends up with
dα,α = 1. This last condition imposes a unique state in E space, say |η〉. In this
case dη,η = 1 and Eq.(36) reduces to
U(i1k1),(ηη)(t)U
∗
(i2k2),(ηη)
(t) =
∑
j1
U(i1j1),(ηη)(ts)U(j1k1),(ηη)(t− ts)
∑
j2
U∗(j2k2),(ηη)(t− ts)U
∗
(i2j2),(ηη)
(ts) (38)
which proves the equality.
The interaction Hamiltonian HˆAE generates entanglement between the sys-
tem A and the environment E. This coupling is also the source of time re-
tardation memory effects in the time behaviour of the system A. One may
ask how the absence of retardation imposed by the strict divisibility constraint
is correlated with the entanglement induced by the coupling between the two
systems.
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When divisibility is strictly verified by means of the sufficient condition found
above the matrix elements of ρˆ(t) take the form
ρj1,j2A (t) =
∑
i1,i2
ai1,ηa
∗
i2,η〈j1η|Uˆ(t)|i1η〉〈i2η|Uˆ
∗(t)|j2η〉|j1〉〈j2| (39)
In this case considered in the text entanglement between A and E is reduced
to the coupling of the system to a one-dimensional environment space. The
Hilbert space of the total system A+ E reduces in practice to dimension d+ 1
where d is the dimension of A.
8 Appendix B: Divisibility when [HˆE, HˆAE] = 0
We show now that the semi-group (divisibility) ptoperty can be realized even if
there is more than one state in E space. To see this we introduce the explicit
expression of the master equation which governs an open quantum system in a
time local regime. Its expression reads [12, 13, 23, 24, 25]
d
dt
ρˆA(t) =
∑
n
LˆnρˆA(t)Rˆ
+
n (40)
where Lˆn and Rˆn are time independent operators.
Using the general form of the density operator ρˆS(t) given by Eqs. (29-30)
ρˆj1j2A (t) =
∑
i1i2
ci1c
∗
i2
∑
αα2,γ
dα1,α2〈j1γ|Uˆ(t, t0)|i1α1〉
〈i2α2|Uˆ
∗(t, t0)|j2γ〉 (41)
and taking its time derivative leads to two contributions to the matrix elements
of the operator
d
dt
ρj1j2A1 (t) = (−i)
∑
i1i2
ci1c
∗
i2
∑
α1,α2
dα1,α2
∑
βγk1
〈j1γ|Hˆ|k1β〉
〈k1β|e
−iHˆ(t−t0)|i1α1〉〈i2α2|e
iHˆ(t−t0)|j2γ〉
d
dt
ρj1j2A2 (t) = (+i)
∑
i1i2
ci1c
∗
i2
∑
α1,α2
dα1,α2
∑
βγk2
〈j1γ|e
−iHˆ(t−t0)|i1α1〉
〈i2α2|e
iHˆ(t−t0)|k2β〉〈k2β|Hˆ |j2γ〉 (42)
and
11
ddt
ρˆj1j2A (t) =
d
dt
[ρj1j2A1 (t) + ρ
j1j2
A2 (t)] (43)
From the explicit expression of the density operator matrix element given by
Eqs. (41-43) one sees that the structure of the master equation given by Eq.(40)
which induces the divisibility can only be realized if |β〉 = |γ〉. Two general
solutions can be found:
• There is only one state |γ〉 in E space. This result has already been seen
on the expression of the density operator above(see Appendix A).
• If the environment stays in a fixed state |γ〉, i.e. if the Hamiltonian H˜ =
HˆE + HˆAE is diagonal in a basis of states in which HˆE is diagonal. Then,
if the system starts in a given state |γ〉 it will stay in this state over the
whole interval of time and the density operator will be characterized by a
definite index γ, ρˆAγ(t). The central point to notice here is the fact that
this happens if [HˆE , HˆAE ]=0. The result is also valid if the subsystems A
and E are entangled from the start at t = 0.
9 Appendix C: Memory effects for dimE 6= 1
• Memory effects and absence of divisibility: two-time approach
We use the projection formalism [14, 16, 21, 22] and the expression devel-
oped in Appendix A in order to analyze the time evolution of the density
operator of the total system A+ E
ρˆ(t, t0) =
∑
i1,i2
ci1c
∗
i2
∑
α
dααU(t, t0)|i1α〉〈i2α|U
+(t, t0) (44)
We write the expression of ρˆ(t, t0) in a basis of states in which HˆE is
diagonal.
We introduce projection operators Pˆ and Qˆ in E space such that
Pˆ ρˆ(t, t0) =
n∑
k=1
|γk〉〈γk|ρˆ(t, t0)
Qˆρˆ(t, t0) =
N∑
l=n+1
|γl〉〈γl|ρˆ(t, t0) (45)
where N is the total finite or infinite number of states in E space and
Pˆ + Qˆ = Iˆ where Iˆ is the identity operator.
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The evolution of the density operator is given the Liouvillian equation
dρˆ(t, t0)
dt
= Lˆ(t)ρˆ(t, t0) = −i[Hˆ, ρˆ(t, t0)] (46)
Projecting this equation respectively on Pˆ and Qˆ subspaces leads to a set
of two coupled equation
dPˆ ρˆ(t, t0)
dt
= Pˆ Lˆ(t)Pˆ ρˆ(t, t0) + Pˆ Lˆ(t)Qˆρˆ(t, t0)(a)
dQˆρˆ(t, t0)
dt
= QˆLˆ(t)Qˆρˆ(t, t0) + QˆLˆ(t)Pˆ ρˆ(t, t0)(b) (47)
Choosing t0 = 0 in order to simplify the equations and solving formally
the second equation gives
Qˆρˆ(t) = eQˆLˆ(t)tQˆρˆ(t = 0) +
∫ t
0
dt′eQˆLˆ(t
′)t′QˆLˆ(t′)Pˆ ρˆ(t− t
′
) (48)
If inserted into the first equation one obtains
dPˆ ρˆ(t)
dt
= Pˆ Lˆ(t)Pˆ ρˆ(t) + Pˆ Lˆ(t)eQˆLˆ(t)tQˆρˆ(0) + Pˆ Lˆ(t) ∗
∫ t
0
dt′eQˆLˆ(t
′)t′QˆLˆ(t′)Pˆ ρˆ(t− t′) (49)
This first order two-time integro-differential equation reduces to an ordi-
nary one-time differential equation under one of the the following condi-
tions:
– There is only one state |γ〉 in E space. Then dimPˆ = 1 and dimQˆ = 0.
As a consequence Eq.(46) reduces to
dPˆ ρˆ(t)
dt
= iPˆ [Pˆ ρˆ(t), Hˆ ] (50)
– The density operator at t = 0 is such that Pˆ ρˆ(0)Qˆ = 0, i.e. ρˆ(0) is
block diagonal and furthermore [HˆE , HˆAE ] = 0 in a basis of states
in which HˆE is diagonal. Then Pˆ HˆQˆ = 0 and in the second terms
of Eqs.(47a) and (47b), Pˆ [Qˆρˆ(t), Hˆ ] = 0 and Qˆ[Pˆ ρˆ(t), Hˆ ] = 0. This
eliminates the second terms in Eqs.(47) which decouple.
Hence the evolution of the P-projected density operator Pˆ ρˆ(t) is local
in time and possesses the divisibility property. This result is again in
agreement with the results obtained above and also with ref. [15]. Finally
the evolution of the density operator in A space ρˆA(t) is governed by
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TrPE
dPˆ ρˆ(t)
dt
= iT rPEPˆ [Pˆ ρˆ(t), H˜ ]
where PE stands for the P projection of E space and H˜ = HˆA + HˆAE .
• Memory effects and absence of divisibility: one-time approach
Consider the case [HˆE , HˆAE] 6= 0 in a basis of states in which HˆE is diag-
onal. The violation of divisibility is then realized because HˆAE possesses
non-diagonal elements. Then the evolution of the density matrix is de-
scribed by a master equation whose matrix elements for a fixed state |γ〉
in E space depends on a unique time variable and takes the form
dρˆikAγ(t)
dt
= (−i)[Hˆγd , ρˆAγ(t)]
ik + (−i)[
∑
β 6=γ
[Ωikγβ(t)− Ω
ik
βγ(t)] (51)
where Hˆγd is the diagonal part in E space of Hˆ for fixed γ and
Ωikγβ(t) =
∑
j
〈iγ|HˆAE|βj〉〈jβ|ρˆ(t)|γk〉
Ωikβγ(t) =
∑
j
〈iγ|ρˆ(t|βj〉〈jβ|HˆAE |γk〉 (52)
In the present formulation the master equation depends on a unique time
variable although it describes a non divisible process. Physically it is the
fact for the environment to get the opportunity to ”jump” from a state |γ〉
to another state |β〉 which produces necessarily a time delay. This time
delay induces the violation of the semi-group property when this delay is
absent in the process. Here the strength of the violation is measured by
the strength of the non-diagonal elements.
10 Appendix D: the Zassenhaus development
If X = −i(t− t0)(HˆA + HˆE) and Y = −i(t− t0)HˆAE
eX+Y = eX ⊗ eY ⊗ e−c2(X,Y )/2! ⊗ e−c3(X,Y )/3! ⊗ e−c4(X,Y )/4!... (53)
where
c2(X,Y ) = [X,Y ]
c3(X,Y ) = 2[[X,Y ], Y ] + [[X,Y ], X ]
c4(X,Y ) = 3[[[X,Y ], Y ], Y ] + 3[[[X,Y ], X ], Y ] + [[[X,Y ], X ], X ], etc.
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The series has an infinite number of term which can be generated iteratively
in a straightforward way [18]. If [X,Y ] = 0 the truncation at the third term
leads to the factorisation of the X and the Y contribution. If [X,Y ] = c where
c is a c-number the expression corresponds to the well-known Baker-Campbell-
Hausdorff formula.
11 Appendix E: The bosonic content of the den-
sity operator
The expressions of the bosonic contributions to the density matrix ρjm1,jm2s (t)
are given by
En,n′(j, t) = e
−iβt
∑
n≥n2,n3≥n2
∑
n3≥n4,n′≥n4
(−i)n+n3(−1)n
′+n2−n4
n!n′!(n3!)
2[α(t)n+n3−2n2 ][ζ(t)n3+n
′−2n4 ]
(n− n2)!(n3 − n4)!(n3 − n2)!(n′ − n4)!
eΨ(t) (54)
and
E∗n”,n(t; j) = e
iβt
∑
n”≥n2,n3≥n2
∑
n3≥n4,n≥n4
in
”+n3(−1)n+n2−n4
n”!n!(n3!)
2[α(t)n
”+n3−2n2 ][ζ(t)n+n3−2n4 ]
(n” − n2)!(n3 − n2)!(n3 − n4)!(n− n4)!
eΨ(t) (55)
The different quantities which enter these expressions are
α(t) =
γ(j) sinβt
β
(56)
ζ(t) =
β[1 − cos γ(j)t]
γ(j)
(57)
γ(j) = ηj(j + 1) (58)
Ψ(t) = −
1
2
[
γ2(j) sin2(βt)
β2
+
β2(1− cos γ(j)t)2
γ2(j)
] (59)
15
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