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Re´sume´ Cet article propose un tour d’horizon des me´thodes approche´es et exactes, de
leur performance et de leur complexite´ the´orique, pour diffe´rentes versions du proble`me de
plus court chemin. L’e´tude propose´e est faite dans l’optique d’ame´liorer la re´solution d’un
proble`me plus ge´ne´ral de couverture dans le cadre d’un sche´ma de ge´ne´ration de colonnes,
dont le plus court chemin apparaˆıt comme le sous-proble`me.
Abstract This article provides an overview of the performance and the theoretical com-
plexity of approximate and exact methods for various versions of the shortest path problem.
The proposed study aims to improve the resolution of a more general covering problem
within a column generation scheme in which the shortest path problem is the sub-problem.
1 Introduction
Un proble`me des plus courants en optimisation combinatoire est celui de la recherche de
plus courts chemins dans un graphe. Ce proble`me se pre´sente comme suit : e´tant donne´ un
graphe et une fonction couˆt sur les arcs, le proble`me consiste a` trouver le chemin le moins
couˆteux d’un sommet choisi a` un autre. Il se re´soud aise´ment graˆce a` de nombreux algorithmes
polynomiaux (Bellman [Bel58], Dijkstra [Dij59], ...). Ne´anmoins, l’ajout de contraintes sur le
chemin (essentiellement, des contraintes de type “sac-a`-dos”) le rend plus difficile a` re´soudre. Ce
rapport de recherche pre´sente donc diffe´rents algorithmes exacts ou approche´s pour re´soudre le
proble`me du Plus Court Chemin Contraint (note´ PCCC par la suite). Ce travail se place dans
le cadre plus ge´ne´ral de re´solution d’un proble`me de couverture de taˆches par des ve´hicules
qui doivent respecter certaines contraintes dont le PCCC est, dans une de´composition classique
de type Dantzig Wolfe, le sous-proble`me. Aussi, les re´sultats propose´s seront le plus souvent
compare´s dans le cadre du de´roulement de tels sche´mas. Ce document est organise´ comme suit :
la deuxie`me section pre´sentera le proble`me PCCC de manie`re tre`s ge´ne´rale, avec ses diffe´rentes
variantes. Plusieurs me´thodes de re´duction des instances, qui constituent une e´tape pre´liminaire
a` la re´solution du proble`me, sont expose´es dans la troisie`me section. La re´solution exacte sera
aborde´e dans la quatrie`me section. Enfin, puisque le proble`me est NP-difficile, la cinquie`me
section portera sur sa re´solution approche´e.
2 Description du proble`me
2.1 Formalisation
Soit G = (V,A) un graphe oriente´ ou` V est l’ensemble des sommets (|V | = n) et A ⊆ V × V
l’ensemble des arcs (|A| = m) et soit R un ensemble de ressources (|R| = R). A` chaque arc
(i, j) ∈ A sont associe´s un couˆt cij et un vecteur de consommation de ressource (trij)r=1,...,R
positif (∀r = 1, . . . , R, trij ≥ 0). Le graphe ne doit pas comporter de cycle absorbant3.




{(ui, vi)} tel que (ui, vi) ∈ A, ui+1 = vi, u1 = x et vp = y
La longueur de ce chemin est alors p. Un chemin Px→y allant du sommet x au sommet y a un




Soient s et t deux sommets distincts privile´gie´s du graphe, appele´s respectivement source et
puits. Le proble`me du Plus Court Chemin Contraint (PCCC) consiste alors a` trouver un chemin
de couˆt minimal entre la source et le puits satisfaisant certaines contraintes de ressource (ces
contraintes seront de´taille´es par la suite). Si l’ensemble R des ressources est vide (R = 0), on
est ramene´ au proble`me usuel de plus court chemin qui est polynomial ([Bel58], [Dij59]). En
revanche, la conside´ration d’une seule ressource rend de´ja` le proble`me d’optimisation NP-dur, et
ce meˆme lorsque les couˆts et les consommations de ressource sont suppose´s eˆtre entiers positifs
[GJ79] [Dro94]. Enfin, le proble`me consistant a` de´cider seulement s’il existe ou non un chemin
re´alisable est NP-complet de`s lors que l’on conside`re deux ressources ou plus.
2.2 Contraintes de ressource
Les contraintes de ressource s’expriment a` l’aide d’un vecteur consommation de ressource T
de´pendant du chemin conside´re´ dont chaque coordonne´e repre´sente une ressource du proble`me.
Deux types de contraintes de ressource sont usuellement conside´re´s. Tout d’abord, les contraintes
de ressource dites finales, ou` la somme sur tous les arcs du chemin de la source au puits des quanti-
te´s de ressource consomme´es doit entrer dans une feneˆtre de´finie au puits ; ensuite, les contraintes
de ressource dites a` feneˆtres de temps ou`, a` chaque sommet i, sont associe´es R feneˆtres de res-
source [ari , b
r
i ], r = 1, . . . , R, re´duisant l’intervalle des valeurs possibles pour la quantite´ de res-
source r pouvant eˆtre utilise´e avant d’atteindre le sommet i. Pour ce type de contrainte, il existe
deux me´thodes de calcul du vecteur consommation de ressource sur un chemin de la source a` un
sommet :
– sans attente permise :
∀(Ps→j = Ps→i ∪ (i, j)), T r(Ps→j) = T r(Ps→i) + trij
– avec attente :
∀(Ps→j = Ps→i ∪ (i, j)), T r(Ps→j) = max{arj , T r(Ps→i) + trij}
3 Un cycle absorbant est un cycle dont la somme des valuations des arcs est ne´gative.
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Un chemin de la source au puits est dit re´alisable si, en chacun de ses sommets, le vecteur
consommation de ressource sur le sous-chemin de s a` ce sommet est dans la feneˆtre de ressource
de ce sommet ; formellement :
le chemin Ps→t est re´alisable
ssi ∀j ∈ Ps→t, ∀r = 1, . . . , R, arj ≤ T r(Ps→j) ≤ brj
De cette ine´galite´ de´coule deux proprie´te´s ge´ne´rales :
– dans les deux me´thodes (avec ou sans attente) :
∀(i, j) ∈ A, ∀r = 1, . . . , R, ari + trij ≤ brj
– dans la me´thode sans attente permise :
∀(i, j) ∈ A, ∀r = 1, . . . , R, bri + trij ≤ arj
Les arcs ne ve´rifiant pas ces ine´galite´s peuvent eˆtre directement supprime´s car ils n’appartiennent
a` aucune solution re´alisable du proble`me.
Le premier type de contrainte se rame`ne aise´ment au second en attribuant a` tous les sommets
du graphe et pour chaque ressource la feneˆtre [0, brt ], ou` b
r
t est le majorant de consommation
de´finie au puits pour cette ressource. Toutes les instances conside´re´es dans ce document seront
donc, sans mention expresse du contraire, du second type.
2.3 Relation avec la ge´ne´ration de colonnes
Dans certaines mode´lisations de proble`mes line´aires en nombres entiers dites a` formulation
« chemins », les variables du proble`me repre´sentent des chemins du graphe. Le nombre de chemins
dans un graphe e´tant potentiellement exponentiel, il en est de meˆme du nombre de variables.
L’utilisation d’un algorithme de re´solution (simplexe par exemple) ne peut eˆtre envisage´e pour
ce mode`le puisque ce dernier ne peut eˆtre explicite´. En revanche, un proble`me avec un sous-
ensemble de variables de taille raisonnable, appele´ proble`me maˆıtre restreint (PMR), peut eˆtre
re´solu ; la re´solution de ce dernier permet de calculer les couˆts re´duits associe´s a` chaque arc
du graphe, que l’on peut interpre´ter comme le couˆt d’opportunite´ a` emprunter un arc donne´
(par le biais d’un chemin utilisant cet arc). La variable pouvant eˆtre ajoute´e au PMR est alors
trouve´e par re´solution du sous-proble`me qui consiste en la de´termination d’un plus court chemin
contraint pour le crite`re de couˆt re´duit. Par exemple, dans le cas d’une minimisation, si le couˆt
re´duit total d’un chemin est ne´gatif, il est potentiellement ame´liorant pour le proble`me maˆıtre et
constitue ainsi un bon candidat a` eˆtre inte´gre´ au PMR. Dans cette approche appele´e ge´ne´ration
de colonnes, l’optimalite´ est atteinte lorsqu’il n’existe plus de chemin ame´liorant (chemin de couˆt
re´duit ne´gatif si l’on conside`re la re´solution continue du proble`me maˆıtre). Notons que, pour la
convergence, il n’est pas ne´cessaire de trouver un chemin optimal : un chemin ame´liorant suffit.
De plus, a` chaque ite´ration, plusieurs chemins ame´liorants peuvent venir enrichir le PMR.
Le proble`me de plus court chemin contraint e´tant NP-difficile, le temps de re´solution des sous-
proble`mes n’est pas maˆıtrise´ ; d’ou` l’inte´reˆt d’utiliser des algorithmes d’approximation, du moins
en de´but de sche´ma, nous permettant de trouver rapidement des chemins ame´liorants (la rs´olution
exacte demeurant ine´vitable en fin de sche´ma pour prouver l’optimalite´).
3 Re´duction du proble`me avant sa re´solution
Quelques travaux pre´ce´dant la re´solution peuvent eˆtre effectue´s dans le but de re´duire le
graphe (suppression de sommets ou d’arcs, re´duction de l’amplitude des feneˆtres de temps). En
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outre, ces traitements permettent parfois de de´tecter les instances non re´alisables (i.e., instances
sur lesquelles tout chemin viole les contraintes de ressource) et d’exhiber un majorant et un
minorant.
3.1 Re´duction des feneˆtres de temps
Les deux types de contraintes de ressource forment en fait une seule classe de proble`mes ou`
chaque sommet posse`de des feneˆtres de temps. En chaque sommet, les bornes des feneˆtres de
temps pour chaque ressource doivent ve´rifier quelques relations de´pendant de ses pre´de´cesseurs
et de ses successeurs. L’ensemble des pre´de´cesseurs de i se notera pred(i), l’ensemble des ses
successeurs succ(i). Ainsi, pour une ressource donne´e r, le minorant d’une feneˆtre du sommet j
ne doit pas eˆtre plus petit que le minorant d’un pre´de´cesseur i du sommet auquel le temps de
trajet entre les sommets i et j est ajoute´. Cela donne l’e´quation suivante :
arj = max{arj , min
i∈pred(j)
{ari + trij}}
Une e´quation similaire est valable pour les majorants :
brj = min{brj , max
i∈pred(j)
{bri + trij}}
Maintenant, en conside´rant les successeurs, le minorant d’un sommet j ne doit pas eˆtre plus petit
que le minorant d’un successeur i du sommet auquel le temps de trajet de j a` i est soustrait.
Cela donne l’e´quation suivante :
arj = max{arj , min
i∈succ(j)
{ari − trji}}
Une nouvelle e´quation similaire est valable pour les majorants :
brj = min{brj , max
i∈succ(j)
{bri − trji}}
Si, pour un sommet i et une ressource r, la condition ari > b
r
i est remplie, alors le sommet i doit
eˆtre supprime´ du graphe (car il est inaccessible), ainsi que tous ses arcs incidents. De meˆme, dans




j , alors l’arc (i, j)
peut eˆtre supprime´.
L’algorithme 1 ve´rifie donc les e´quations pre´ce´dentes pour chaque sommet. Dans le cas d’un
graphe acyclique, il suffit de traiter les sommets dans l’ordre topologique pour les e´quations utili-
sant les pre´decesseurs, puis dans l’ordre inverse pour les e´quations concernant les successeurs. La
proce´dure recommence si et seulement si un sommet ou un arc peut eˆtre supprime´. La complexite´
de cette proce´dure est donc en O(n3 R). Dans le cas cyclique, rien ne garantit qu’aucune feneˆtre
ne pourra encore changer apre`s l’application de la proce´dure, et ce meˆme si celle-ci n’induit pas de
suppression de sommets ou d’arcs. La proce´dure pre´ce´dente est donc re´pe´te´e tant qu’une borne
change ou qu’un sommet ou un arc est e´limine´. Pour cet algorithme, la complexite´ en temps
de la boucle re´pe´ter est en O(n2 R). Une premie`re approximation na¨ıve du nombre de fois ou`
cette boucle est effectue´e dans le cas de feneˆtres entie`res est O(n max
i∈V
{bi − ai}) (re´duction d’au





Algorithme 1 : REDUCTION : Re´duction des feneˆtres de temps (graphe acyclique)
Entre´es :
G = (V,A) et ∀i ∈ V,∀r = 1, . . . , R, [ari ; bri ] la feneˆtre de la ressource r pour le sommet i ; les sommets
sont nume´rote´s dans l’ordre topologique
Sorties :
G′ = (V ′, A′) un sous-graphe partiel de G avec les feneˆtres de ressource re´duites
V ′ ← V ; A′ ← A;
re´pe´ter
recommencer← false;
pour i allant de 1 a` n faire
pour r allant de 1 a` R faire
minp←∞; maxp← 0;
pour tous les j ∈ pred(i) faire
minp← min{minp, arj + trji};
maxp← max{maxp, brj + trji};
si ari < minp alors a
r
i ← minp;
si bri > maxp alors b
r
i ← maxp;
pour i allant de n a` 1 faire
pour r allant de 1 a` R faire
mins←∞; maxs← 0;
pour tous les j ∈ succ(i) faire
mins← min{mins, arj − trji};
maxs← max{maxs, brj − trji};
si ari < mins alors a
r
i ← mins;
si bri > maxs alors b
r
i ← maxs;
si attente non permise et ∃(i, j) ∈ A′,∃r = 1, . . . , R, bri + trij < arj alors
A′ ← A′ \ {(i, j)};
recommencer← true;
si ∃i ∈ V ′,∃r = 1, . . . , R, bri < ari alors
V ′ ← V ′ \ {i};
A′ ← A′ \ {(u, v) ∈ A′, u = i ou v = i};
recommencer← true;
jusqu’a` recommencer = false;
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3.2 Pre´traitement pour contraintes de ressource finales
Le but de cette proce´dure de pre´traitement, pre´sente´e dans [AAN83] et ame´liore´e dans[DB03]
est, comme pre´ce´demment, de re´duire le graphe mais en plus de fournir un minorant et un ma-
jorant pour la valeur du proble`me. Elle exploite le fait suivant : trouver le plus court chemin non
contraint entre deux sommets a la meˆme complexite´ (et prend aussi le meˆme temps de calcul)
que trouver le plus court chemin entre un sommet et tous les autres (ou tous les autres et un
sommet). Les plus courts chemins suivant chaque me´trique (couˆt ou ressource) sont donc cal-
cule´s entre la source et tous les sommets, ainsi qu’entre tous les sommets et le puits. Ensuite,
en recombinant ces plus courts chemins, certains peu couˆteux mais non re´alisables peuvent eˆtre
de´tecte´s, ce qui permet d’ame´liorer le minorant ; inversement, des solutions re´alisables peuvent
eˆtre exhibe´es, ce qui fournit un majorant au proble`me. Enfin, ce traitement permet d’e´laguer le
graphe en de´terminant des arcs et des sommets qui n’appartiennent a` aucun chemin re´alisable
ou qui n’appartiennent a` aucun chemin optimal.
Le de´roulement de l’algorithme est le suivant :
– Tout d’abord, les chemins les moins couˆteux de la source a` tous les sommets sont calcule´s.
Cela permet e´ventuellement de de´tecter des instances non re´alisables (absence de chemin
de la source au puits) ou d’exhiber un chemin optimal (un plus court chemin de la source
au puits ve´rifie les contraintes de ressource) ou encore, d’exhiber un chemin non re´alisable
de couˆt minimum permettant de mettre a` jour le minorant pour le proble`me.
– Ensuite, pour chaque ressource, les chemins les moins consommateurs de cette ressource
allant de la source a` chaque sommet sont calcule´s. Ils permettent une nouvelle fois de de´tec-
ter la non faisabilite´ de l’instance (la valeur du plus court chemin sur une ressource de´passe
le majorant du puits) ou de mettre a` jour le majorant du proble`me par la conside´ration
d’un chemin re´alisable pour toutes les ressources.
– Enfin, les chemins les moins couˆteux et les moins consommateurs en chaque ressource allant
de tout sommet au puits sont calcule´s.
D’une part, l’ensemble des chemins ainsi ge´ne´re´s permet d’ame´liorer le majorant en recombinant
les plus courts chemins pour trouver des chemins re´alisables de bon couˆt : le principe consiste
tout simplement a` conside´rer, pour chaque arc (i, j) du graphe, les chemins re´sultant d’une
concate´nation d’un plus court chemin de s a` i, de l’arc (i, j) et d’un plus court chemin de j a` t.
D’autre part, cela permet de tester l’accessibilite´ ou la pertinence (en incluant l’information
apporte´e par le majorant) de chaque sommet et de chaque arc pour les supprimer si possible :
pour un sommet i (resp., pour un arc (i, j)), il suffit que, pour une me´trique donne´e, la valeur
du plus court chemin de s a` i additionne´ a` la valeur du plus court chemin de i a` t (resp., a` la
valeur de l’arc (i, j) plus la valeur du plus court chemin de j a` t) soit plus grande que le majorant
en couˆt ou que le majorant pre´sent sur le puits pour cette me´trique pour que ce sommet (resp.,
cet arc) soit supprime´. Cette proce´dure peut donc renvoyer un constat de non re´alisabilite´, un
chemin optimal ou un minorant et un majorant, ce dernier pouvant eˆtre associe´ a` un chemin.
Une description de ce traitement est propose´e par l’algorithme 2, ou` l’on suppose disposer de
deux proce´dures pcc(s →, f) et pcc(→ t, f) qui permettent de de´terminer respectivement les
plus courts chemins de s a` tous les sommets et les plus courts chemins de tous les sommets a` t,
relativement a` la me´trique f .
Dans le cadre d’un sche´ma de ge´ne´ration de colonnes, ce traitement permet de de´tecter
une instance non re´alisable mais aussi d’e´liminer des sommets et des arcs n’appartenant pas a`
une solution optimale. De plus, de`s que la valeur du majorant devient ne´gative, l’e´limination de
sommets et d’arcs non optimaux n’est plus ne´cessairement opportune si l’objectif est de conserver
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plusieurs solutions interessantes (de couˆt ne´gatif). Il suffit alors de rendre stricts les tests sur le
majorant dans les blocs d’e´limination des sommets et des arcs.
4 Re´solution exacte du PCCC
Nous rappelons que le proble`me PCCC est NP-dur, et ce meˆme pour une seule ressource. Le
proble`me de de´cision associe´ a` l’existence d’un chemin de couˆt infe´rieur a` une borne est lui-meˆme
NP-complet pour le cas de deux ressources ou plus. La re´solution exacte de ce proble`me peut
eˆtre mene´e par la programmation dynamique.
4.1 Cas ge´ne´ral
La programmation dynamique pour ce proble`me permet d’e´laborer un algorithme pseudo-
polynomial4 de re´solution exacte. La programmation dynamique se fonde sur le principe d’op-
timalite´ de Bellman : toute sous-se´quence d’une se´quence optimale est optimale. Cela est di-
rectement appliquable au plus court chemin : si P = {(s, v1), . . . , (vq , t)} est un plus court
chemin de s a` t, alors P ′ = {(s, v1), . . . , (vi−1, vi)} est ne´cessairement un plus court chemin de
s a` vi pour i ≤ q. Avec l’introduction des contraintes de ressource, on ne peut plus adapter
directement ce principe pour propager les meilleurs chemins, puisqu’il faut nuancer la notion
d’optimalite´ des sous-se´quences par la conside´ration d’un niveau de consommation de ressource :
si P = {(s, v1), . . . , (vq , t)} est un plus court chemin de s a` t consommant (B1, . . . , BR) unite´s
des R ressources, alors P ′ = {(s, v1), . . . , (vi−1, vi)} est un plus court chemin de s a` vi, parmi
les chemins ne consommant pas plus de (B1 − T 1(Pi→t), . . . , BR − TR(Pi→t)) unite´s des res-
sources. Pour ge´rer les niveaux de consommation de couˆt et de ressource des sous-se´quences, la
programmation dynamique utilise la notion d’e´tiquettes.
De´finition 1 E´tiquette
Une e´tiquette est un vecteur repre´sentant un chemin et dont les coordonne´es sont le couˆt et les
consommations des diffe´rentes ressources.
E = (E0, E1, . . . , ER) ou` E0 est le couˆt du chemin et Er pour r ∈ {1, . . . , R} est la consommation
de la ressource r.
Remarque 1
A tout chemin re´alisable entre s et tout sommet correspond une e´tiquette.
Les diffe´rents algorithmes de programmation dynamique utilisent ces e´tiquettes, mais il n’est pas
force´ment ne´cessaire de toutes les garder : conserver toutes les e´tiquettes reviendrait a` e´nume´rer
tous les chemins du graphe. Pour e´liminer les e´tiquettes inutiles, une relation de dominance est
de´finie.
De´finition 2 Relation de dominance :
Une e´tiquette E domine une e´tiquette E′ ssi ∀r ∈ {0, . . . , R}, Er ≤ E′r
(E ≻ E′) et ∃r ∈ {0, . . . , R}, Er < E′r
Cette relation de dominance induit un ordre partiel appele´ ordre de Pareto. Toutes les e´tiquettes
n’e´tant pas force´ment deux a` deux comparables, cela permet de de´finir un ensemble de majorants
pour cet ordre.
4 La complexite´ de´pend polynomialement de la taille des instances ainsi que des donne´es nume´riques.
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Algorithme 2 : PRETRAITEMENT : Proce´dure de pre´traitement
Entre´es :
- G = (V,A) graphe, c : A→ R fonction de couˆt sur les arcs, b ∈ NR vecteur des ressources disponibles
au puits
Sorties : G′ sous-graphe partiel de G ; U et L majorant et minorant du chemin le moins couˆteux et
ve´rifiant les contraintes
V ′ ← V ; A′ ← A; L← 0;





// Calcul des plus courts chemins
{Ps→i, i ∈ V ′} ← pcc(s→, c);
{P ′i→t, i ∈ V ′} ← pcc(→ t, c);
∀r = 1, . . . , R, {P rs→i, i ∈ V ′} ← pcc(s→, tr);
∀r = 1, . . . , R, {P ′ri→t, i ∈ V ′} ← pcc(→ t, tr);
// Conside´ration de Ps→t
si ∄Ps→t alors L’instance n’est pas re´alisable ; EXIT;
sinon si ∀r = 1, . . . , R, T r(Ps→t) ≤ brt alors
Ps→t est une solution optimale ; EXIT;
sinon L← C(Ps→t);
// Conside´ration de P rs→t
si ∃r, T r(P rs→t) > brt alors L’instance n’est pas re´alisable ; EXIT;
si ∃r, ∀q = 1, . . . , R, T q(P rs→t) ≤ bqt et C(P rs→t) < U alors U ← C(P rs→t);
// Recombinaison des chemins
pour tous les (i, j) ∈ A′ faire
si
∃P ∈ {Ps→i} ∪
R[
r=1
{P ′rs→i}, ∃P ′ ∈ {P ′j→t} ∪
R[
r=1
{P ′rj→t}, ∀r = 1, . . . , R, T r(P ) + trij + T r(P ′) ≤ brt
et C(P ) + cij + C(P
′) < U alors U ← C(P ) + cij + C(P ′);
// E´limination de sommets
pour tous les i ∈ V ′ \ {s, t} faire
si ∃r = 1, . . . , R, T r(P rs→i) + T r(P ′ri→t) > brt alors
Supprimer le sommet i et tous ses arcs incidents; chg ← true;
si C(Ps→i) + C(P
′
i→t) ≥ U alors
Supprimer le sommet i et tous ses arcs incidents; chg ← true;
// E´limination d’arcs
pour tous les (i, j) ∈ A′ faire
si ∃r = 1, . . . , R, T r(P rs→i) + trij + T r(P ′rj→t) > brt alors
Supprimer l’arc (i, j); chg ← true;
sinon si C(Ps→i) + cij + C(P
′
j→t) ≥ U alors
Supprimer l’arc (i, j); chg ← true;
jusqu’a` chg = false;
Retourner les bornes L et U ainsi que le chemin correspondant a` la borne U ;
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De´finition 3 E´lement Pareto-optimal ou non domine´ :
E est Pareto-optimal ssi ∄E′, E′ ≻ E
De´finition 4 Ensemble Pareto-optimal :
Un ensemble Pareto-optimal est un ensemble d’e´le´ments non domine´s.
Pareto = {E | ∄E′, E′ ≻ E}
Cette relation de dominance permet de ne ge´ne´rer que les chemins Pareto-optimaux. Pour k ∈ N,
la conservation de toutes les e´tiquettes non domine´es par k autres permet de s’assurer de trouver
les k meilleures solutions et permet ainsi, dans notre sche´ma de ge´ne´ration de colonnes, d’inse´rer
plusieurs colonnes lors d’une meˆme ite´ration.
Deux types d’algorithmes de programmation dynamique existent : algorithmes a` correction
d’e´tiquettes ([DPS83]) et algorithmes a` fixation d’e´tiquettes ([DS88]).
Algorithme a` correction d’e´tiquettes [DPS83]
Cet algorithme se nomme ainsi car, a` chaque ite´ration, il va essayer d’ame´liorer les e´tiquettes
de´ja` existantes. En effet, une liste de sommets sur lesquels il existe des e´tiquettes non encore
traite´es est maintenue. A` chaque e´tape, un sommet de cette liste est choisi et les e´tiquettes de ce
sommet sont propage´es aux successeurs de ce sommet. Pour chacune des e´tiquettes ainsi cre´e´es,
un test de dominance est effectue´ pour e´liminer les e´tiquettes domine´es ou de´ja` obtenues. Si une
nouvelle e´tiquette apparaˆıt, le sommet sur lequel cette e´tiquette est pre´sente est ajoute´ a` la liste
des sommets a` traiter.
Algorithme 3 : CORRECTION : Algorithme a` correction d’e´tiquettes
Entre´es :
- G = (V,A) : graphe avec R contraintes de ressource
- Pareto(E ) renvoie l’ensemble des e´tiquettes non domine´s de E
Sorties : Chemin contraint de couˆt optimal
// ETIQ(i) est l’ensemble des e´tiquettes du sommet i, les e´tiquettes e´tant des vecteurs
de taille (1 +R)




tant que LIST 6= ∅ faire
Choisir i ∈ LIST ; LIST ← LIST \ {i};
pour tous les j ∈ succ(i) faire
pour tous les E ∈ ETIQ(i) faire
si ∀r ∈ {1, . . . , R}, Er + trij ≤ brj alors
E′ ← (E0 + cij , Er + trij ,∀r ∈ {1, . . . , R});
ETIQ(j)← Pareto(ETIQ(j)∪ {E′});
si E′ ∈ ETIQ(j) alors LIST ← LIST ∪ {j};
Retourner le chemin ayant le plus petit couˆt en t;
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Algorithme a` fixation d’e´tiquettes [DPS83]
Cet algorithme se nomme ainsi car a` chaque ite´ration, il va fixer une e´tiquette qui ne pourra plus
eˆtre modifie´e. En effet, une liste d’e´tiquettes non encore traite´es est maintenue. A` chaque e´tape,
une e´tiquette (une des non domine´es de la liste) est choisie pour eˆtre propage´e. Les nouvelles
e´tiquettes cre´e´es, si elles ne sont pas domine´es sur leur sommet, sont rajoute´es a` la liste.
Algorithme 4 : FIXATION : Algorithme a` fixation d’e´tiquettes
Entre´es :
- G = (V,A) : graphe avec R contraintes de ressource
- Pareto(E ) renvoie l’ensemble des e´tiquettes non domine´s de E
- Sommet(E) renvoie le sommet d’e´tiquette E
- min ordre lex(E ) renvoie un e´le´ment de l’ensemble E minimum pour l’ordre lexicographique
Sorties : Chemin contraint de couˆt optimal
// Les e´tiquettes sont des vecteurs de taille (1 +R).
// ETIQ(i) est l’ensemble des e´tiquettes du sommet i.
// DEF_ETIQ(i) est l’ensemble des e´tiquettes de´finitives du sommet i.
pour tous les i ∈ V faire ETIQ(i)← ∅; DEF ETIQ(i)← ∅;




(ETIQ(i) \DEF ETIQ(i)) 6= ∅ faire





pour tous les j ∈ succ(i) faire
si ∀ℓ ∈ {1, . . . , R}, Eℓ + tℓij ≤ bℓj alors
E′ ← (E0 + cij , E1 + t1ij , . . . , ER + tRij);
ETIQ(j)← Pareto(ETIQ(j)∪ {E′});
DEF ETIQ(i)← DEF ETIQ(i)∪ {E};
Retourner le chemin ayant le plus petit couˆt en t;
4.2 Cas d’un graphe acyclique
Dans le cas d’un graphe acyclique, un ordre topologique sur les sommets peut eˆtre calcule´.
L’ensemble des sommets peut alors eˆtre nume´rote´ de 1 a` n de sorte que le sommet 1 soit la
source, le sommet n le puits et que les sommets de tout arc (i, j) ve´rifie la relation i < j. Cet
algorithme de programmation dynamique pour les graphes acycliques va appliquer l’algorithme
a` correction d’e´tiquettes vu pre´ce´demment en parcourant les sommets dans l’ordre topologique.
Ainsi, lors du traitement d’un sommet, tous les sommets qui le pre´ce`dent dans l’ordre topologique
ont leurs e´tiquettes de´finitives. Le calcul des e´tiquettes de ce sommet ne se fait donc qu’une seule
fois.
Etude de complexite´
Pour calculer la complexite´ en espace, il suffit de calculer le nombre maximum d’e´tiquettes que
peut ge´ne´rer cet algorithme. En supposant que chaque sommet est relie´ a` tous les sommets le
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Algorithme 5 : ACYCLIQUE : Algorithme pour les graphes acycliques
Entre´es :
- G = (V,A) : graphe acyclique avec R contraintes de ressource, V = {1 . . . n}
- Pareto(E ) renvoie l’ensemble des e´tiquettes non domine´s de E
Sorties : Chemin contraint de couˆt optimal
// ETIQ(i) est l’ensemble des e´tiquettes du sommet i, les e´tiquettes sont des vecteurs
de taille 1 +R
ETIQ(1)← {(0, . . . , 0)};
pour tous les i allant de 2 a` n faire
ETIQ(i)← ∅;
pour tous les j ∈ pred(i) faire
pour tous les E ∈ ETIQ(j) faire
si ∀ℓ ∈ {1, . . . , R}, Eℓ + tℓji ≤ bℓj alors
E′ ← (E0 + cij , E1 + t1ij , . . . , ER + tRij);
ETIQ(i)← ETIQ(i) ∪ {E′});
ETIQ(i)← Pareto(ETIQ(i));
Retourner le chemin ayant le plus petit couˆt au sommet n;
pre´ce´dant dans l’ordre topologique, le nombre maximum d’e´tiquettes pour le sommet i (Ni) est
e´gal au nombre de toutes les e´tiquettes des sommets de plus petit indice ; la source n’ayant
qu’une seule e´tiquette (nulle) :
N1 = 1 et Ni =
i−1∑
j=1
Nj , i > 1
soit, N1 = 1 et Ni = 2
i−2, i > 1
Pour trouver le nombre d’e´tiquettes total, il suffit de faire la somme sur tous les sommets :
n∑
i=1
Ni = 1 +
n∑
i=2
2i−2 = 2n−1 = Nn+1
Sachant que chaque e´tiquette est un vecteur de taille 1 +R, la complexite´ en espace est donc en
O(R en).
La complexite´ en temps de l’algorithme pre´ce´dent se calcule en prenant le cas du sommet 2
a` part car il n’y a qu’une seule e´tiquette cre´e´e et donc pas de dominance (i ite`re les sommets, j
les pre´de´cesseurs, k les e´tiquettes, ℓ et m sont deux ite´rateurs pour faire les comparaisons deux
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en sachant que N1 = 1, N2 = 1 et Nj = 2




























































 = O(R en)
L’algorithme de programmation dynamique propose´ pour les graphes acycliques n’est pas
polynomial. Les algorithmes pour les graphes ge´ne´raux ne le sont a fortiori pas non plus. Au vu
de ces re´sultats de complexite´, l’e´lagage du graphe a priori en supprimant des sommets ou des arcs
est primordial pour re´duire le nombre de chemins possibles ; de meˆme, diminuer l’amplitude des
feneˆtres de temps et trouver un bon majorant permet aussi de diminuer le nombre d’e´tiquettes
calcule´es.
4.3 k Plus Courts Chemins
Des algorithmes polynomiaux exacts ont e´galement e´te´ de´veloppe´s pour de´terminer, non plus
un plus court chemin, mais les k plus courts chemins de s a` t (ou de s a` tout autre sommet).
Le meilleur algorithme connu a` ce jour est celui de Eppstein, [Epp98], de complexite´ O(m +
n log(n) + k). Il consiste a` fabriquer un tas des chemins du graphe stocke´s sous forme implicite
et trie´ selon un certain crite`re. L’explicitation d’un chemin du tas se fait ensuite en O(p) ou` p
est la longueur du chemin a` e´nume´rer.
Dans le cas du PCCC, cet algorithme peut calculer les consommations de ressource s’addi-
tionnant le long de tous les chemins lors de la construction du tas avec une complexite´ d’ordre
O(m+Rn log(n)). La re´cupe´ration de la valeur d’une consommations se fait en temps constant.
Ainsi, il est possible de tester la re´alisabilite´ d’un chemin en temps O(R).
Pour re´soudre le proble`me par cet algorithme, il faudrait ge´ne´rer le tas de tous les chemins
du graphe selon le crite`re de couˆt initial, puis de´piler les chemins (dont le nombre total est
exponentiel) jusqu’a` trouver un chemin re´alisable, le premier chemin trouve´ e´tant le chemin
optimal. Une telle proce´dure, de complexite´ au pire des cas d’ordre exponentiel en temps, pourrait
ne´anmoins consituter une alternative a` la re´solution exacte par programmation dynamique.
5 Re´solution approche´e du PCCC
Le proble`me du PCCC e´tant NP-difficile, la recherche s’est dirige´e vers la re´solution ap-
proche´e du proble`me. Quelques heuristiques existent : aggre´gation de contraintes de ressource
12
[NS05], recherche de solutions ε-re´alisable [ABS02]. Cette section pre´sentera un sche´ma d’ap-
proximation pour le cas d’une ressource finale puis une ge´ne´ralisation de ce sche´ma dans le cas
de plusieurs ressources.
5.1 Sche´ma d’approximation totalement polynomial
Un FPTAS (Fully Polynomial Time Approximation Scheme ou sche´ma d’approximation tota-
lement polynomial en temps) a tout d’abord e´te´ pre´sente´ par Hassin [Has92] et ensuite ame´liore´
par diffe´rents auteurs [Phi93,LR01,ESZ02]. Ce FPTAS se base sur la programmation dynamique
avec la technique d’e´chelonnage et d’arrondis pour trouver une approximation de la solution. Ce
FPTAS est utilisable dans le cas de graphes acycliques, avec une seule contrainte de ressource
finale. Un ordre topologique sur les sommets est calcule´ ; l’ensemble des sommets est donc dore´-
navant nume´rote´ de 1 a` n sachant que le sommet 1 est la source, le sommet n le puits et tout
arc (i, j) ve´rifie la relation i < j.
Sche´ma initial La proce´dure de programmation dynamique sous-jacente est base´e sur le couˆt
et non sur la ressource, comme c’est le cas habituellement : on cherche a` de´terminer pour c =
1, 2, . . . , gj(c) la plus petite consommation de ressource des chemins allant de 1 a` j en au plus c
unite´s de couˆt ; la recherche porte alors sur gn(c), c e´tant optimal de`s lors que gn(c) ≤ bn (i.e.,
la valeur optimale est le plus petit c pour lequel la consommation de ressource est infe´rieure a` la
borne du puits). L’utilisation de cette proce´dure induit donc que les couˆts sur les arcs sont des
entiers strictement positifs.
Algorithme 6 : EXACT : Programmation dynamique base´e sur le couˆt
Entre´es : Un graphe G acyclique
Sorties : Un chemin contraint de couˆt optimal (OPT )
c← 0;
g1(c)← 0;
pour tous les j ∈ {2, . . . , n} faire gj(c)←∞;
tant que gn(c) > bn faire
c← c+ 1;
pour tous les j ∈ {2, . . . , n} faire
gj(c)← gj(c− 1);
pour tous les i|(i, j) ∈ A faire
si cij ≤ c alors gj(c)← min {gj(c), gi(c− cij) + tij};
Retourner le chemin de couˆt c correspondant a` la consommation de ressource gn(c)
La complexite´ de l’algorithme EXACT est O(m OPT ) avec n ≪ m. Il s’agit donc d’un
algorithme pseudopolynomial, i.e., dont la complexite´ est polynomiale en la taille de l’instance
prise au sens du nombre d’e´le´ments de la structure a` coder, mais exponentielle en le logarithme
de ses donne´es nume´riques.
Une manie`re usuelle de se ramener a` un ordre polynomial de complexite´ consiste a` diminuer
conside´rablement l’ordre de grandeur des donne´es nume´riques ; c’est la technique d’e´chelonnage
et d’arrondis. Bien suˆr, la polynomialite´ de l’algorithme applique´ a` l’instance transforme´e se
gagne au prix de l’optimalite´ : les solutions obtenues ne sont plus optimales, mais seulement
approche´es, pour l’instance initiale.
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Pour le proble`me qui nous concerne, on utilise l’algorithme SCALING qui, e´tant donne´s une






Algorithme 7 : SCALING : Proce´dure d’e´chelonnage et d’arrondis
Entre´es : I = (G = (V,A), c : A→ N) graphe arc-value´, B ∈ N, δ ∈]0, n]
Sorties : I˜(B, δ) graphe arc-value´
V˜ ← V ;
A˜← ∅;
pour tous les (i, j) ∈ A faire







A˜← A˜ ∪ (i, j);






(pour chaque arc, une re-
cherche dichotomique dans l’espace [0,
n
δ
]). De plus, la proce´dure EXACT applique´e a` l’instance
I˜(B, δ) ne´cessiterait un temps O(m O˜PT ), ou` O˜PT de´signe la valeur optimale sur I˜(B, δ). Or, les
valeurs de toute solution Ps→t sur les instances I et I˜(B, δ) sont lie´es par les relations suivantes :
C(Ps→t) ≤ Bδ




En particulier, si les chemins P˜s→t et P
∗
s→t sont respectivement optimaux pour les instances
I˜(B, δ) et I, alors :





n− 1O˜PT +Bδ ≤ OPT + Bδ
On de´duit de ces relations : d’une part, si OPT est a` rapport polynomial ρ de B (i.e.,
OPT ≤ ρB ou` ρ est borne´ par un polynoˆme en n), alors le de´roulement de l’algorithme EXACT
sur I˜(B, δ) devient polynomial ; d’autre part, si B est un minorant de OPT (i.e., B ≤ OPT ), la
solution renvoye´e est (1 + δ)-approche´e pour le proble`me initial. Il revient donc a` de´terminer en
temps polynomial une borne B ve´rifiant B ≤ OPT ≤ ρB.
La de´termination de B s’effectue par recherche dichotomique dans l’intervalle [LB,UB], ou`
LB et UB de´signent respectivement un minorant et un majorant de OPT (par exemple, conside´-
rer LB = 1 et UB = (n−1)× max
(i,j)∈A
{cij}). Cette recherche est elle-meˆme fonde´e sur la proce´dure
TEST qui, pour une instance I et une borne B donne´es, renvoie :
TEST (B, δ) =
{
OUI si OPT ≥ B
NON si OPT < (1 + δ)B
Une mise en œuvre de cette proce´dure consiste a` appliquer la programmation dynamique EXACT





Algorithme 8 : TEST : Proce´dure de test approche´e
Entre´es : I instance, B borne sur le couˆt objectif, δ ∈]0, n] erreur








pour tous les c de 1 a` B˜ faire gs(c)← 0;
pour tous les j ∈ {2, . . . , n} faire gj(0)←∞;
pour c de 1 a` B˜ faire
pour tous les j ∈ {2, . . . , n} faire
gj(c)← gj(c− 1);
pour tous les i/(i, j) ∈ A faire
si c˜ij ≤ c alors gj(c)← min {gj(c), gi(c− c˜ij) + tij};
si gn(c) ≤ bn alors Retourner NON et le chemin trouve´;
Retourner OUI
La complexite´ de la proce´dure TEST est domine´e par l’e´tape de programmation dynamique,
qui s’effectue en temps O( m n
δ
). Lorsque la proce´dure TEST re´pond NON, le chemin renvoye´,





dans l’instance I˜(B, δ), est de valeur au plus B(1+ δ) dans le graphe
initial. Si, en revanche, elle re´pond OUI, c’est que tout chemin re´alisable est de valeur au moins
n− 1
δ
+1 sur I˜(B, δ), et donc, de valeur au moins B sur I. Autrement dit, la de´cision exacte sur
I˜ se transforme en de´cision δ-approche´e sur I.
I˜
{
OUI ⇔ O˜PT > B˜
NON⇔ O˜PT ≤ B˜ ⇒ I
{
OPT > B
OPT ≤ (1 + δ)B
La recherche dichotomique DICHO consiste alors, partant d’un intervalle initial [LB,UB], a`
appeler ite´rativement la proce´dure TEST, jusqu’a` obtenir un encadrement suffisamment fin de la
valeur de OPT (UB < ρLB). Si l’on pose f(LB,UB) = δ ∈ ]0, n] et g(LB,UB, δ) = √LB × UB,


















estime le nombre de tests ne´cessaires (recherche dichotomique entre
LB et UB dans l’espace logarithmique) et O(log log(UB/LB)) le temps de calcul d’une valeur
approche´e (mais suffisante) de g(LB,UB, δ). Cette valeur approche´e est trouve´e en cherchant le





; on prend alors g(LB,UB, δ) = LB 22
i−2
.
Le sche´ma d’approximation totalement polynomial peut maintenant eˆtre e´nonce´. Pour une
instance I et une erreur ε ∈]0, 1[ donne´es, le sche´ma se de´compose en trois e´tapes :
– Tout d’abord, il calcule un minorant LB et un majorant UB de la valeur du proble`me.
– Ensuite, il raffine a` l’aide de DICHO l’encadrement de l’optimum jusq’a` optenir LB ≤
OPT ≤ UB ≤ ρLB, ρ ∈ R
– Enfin, il de´termine le chemin optimal dans l’instance I˜(LB, ε) graˆce a` EXACT.
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Algorithme 9 : DICHO : Recherche de la borne B
Entre´es : LB et UB bornes infe´rieure et supe´rieure de OPT , ρ parame`tre
Sorties : Une borne LB telle que LB ≤ OPT ≤ ρLB
tant que UB > ρLB faire
δ ← f(LB, UB);
B ← g(LB,UB, δ);
si TEST (B,δ) re´pond OUI alors LB ← B;
sinon UB ← B(1 + δ);
Algorithme 10 : SCHEMA : Sche´ma d’approximation totalement polynomial
Entre´es : ε l’erreur d’approximation, ρ parame`tre
Sorties : Un plus court chemin contraint (1 + ε)-approche´
(1) De´terminer LB et UB bornes infe´rieure et supe´rieure de OPT ;
(2) LB ←DICHO(LB,UB, ρ);
(3) Ps→t ←EXACT(I˜(LB, ε));























Hassin [Has92] utilise les parame`tres constants δ = ε et ρ = 2 pour la proce´dure de re´duction
de l’intervalle [LB,UB] ; il initialise par ailleurs les bornes LB et UB respectivement a` 1 et















qui est bien polynomiale en (n,m, log(Cmax), 1/ǫ).
Ame´liorations Lorenz et Raz [LR01] ont propose´ un algorithme polynomial pour trouver des
bornes infe´rieure et supe´rieure dont le rapport est n. En conside´rant le graphe re´duit Gi = (V,Ai)
ou` Ai est l’ensemble des arcs dont le couˆt est parmi les i plus faibles, il suffit de trouver le i tel que
Gi admet un chemin re´alisable en consommation de ressource et Gi−1 n’en admet pas. La borne
infe´rieure est donc le plus grand couˆt, note´ cLR+ , sur Gi (tout chemin re´alisable emprunte au
moins un arc de couˆt cLR+ , sinon il existe un chemin re´alisable sur Gi−1) et la borne supe´rieure
est n cLR+ (le plus court chemin en consommation de ressource sur Gi est re´alisable, de valeur
au plus n cLR+).
Cette proce´dure est en O(n log2(n) + m log(n)) (en simplifiant avec O(logm) = O(log n)).
De plus, les auteurs mettent en œuvre le sche´ma avec la valeur f(LB,UB) = δ = 1 et ρ = 2. La
complexite´ totale obtenue est de :
O
(




Ergun et al., [ESZ02] exploitent plus finement la qualite´ de ces bornes initiales pour ame´liorer
encore la proce´dure de recherche dichotomique, en rendant dynamique la mise a` jour des para-
me`tres δ et B de cette proce´dure. Ainsi, ils de´montrent que si l’on dispose en entre´e de DICHO
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Algorithme 11 : BORNE : Proce´dure Bornes
Entre´es : Un graphe G
Sorties : Deux bornes LB et UB telles que LB ≤ OPT ≤ UB ≤ n LB
LR− ← 0;
LR+ ← m;
tant que LR− < LR







Calculer P ℓs→t plus court chemin de 1 a` n en consommation de ressource dans Gℓ = (Vℓ, Aℓ) ou`
Aℓ = {(i, j) ∈ A|cij ≤ cℓ};




LB ← cLR+ ;
UB ← C(PLR+s→t );
de bornes LB et UB ve´rifiant
UB
LB
≤ n, alors, en posant :















E´tude de la complexite´ Ergun et al. [ESZ02] effectuent le calcul de complexite´ de leur sche´ma
en utilisant les valeurs exactes pour δ et B. Hassin [Has92] utilise une me´thode dont la complexite´
est connue pour trouver une valeur approche´e des racines carre´es. Ici, l’e´tude commence par
choisir de bonnes valeurs approche´es des parame`tres du sche´ma suivant cette me´thode avant de
faire l’e´tude de la complexite´. La recherche des valeurs approche´es des racines carre´es se fait
comme suit :





















8 < B ≤ UB 14LB 34
D’apre`s le re´sultat de la proce´dure TEST, les bornes sont mises a` jour :
– TEST re´pond OUI :

















– TEST re´pond NON :

























. On note k le nombre
de passages dans la boucle tant que de la proce´dure DICHO. Avant l’exe´cution de la proce´dure
DICHO, le rapport du majorant sur le minorant est borne´ par n et apre`s cette proce´dure, il est
















+ log log(n) ≤ log log(2)

















En posant respectivement δi, UBi et LBi les valeurs de δ, du majorant et du minorant de l’e´tape



























































































































































car UBk ≤ 2LBk












1− 2− 128 < 35
La complexite´ de la proce´dure DICHO est bien en O(m n), ce qui permet d’arriver a` une com-






Si le cas d’une ressource se re´soud efficacement par la programmation dynamique, en revanche,
que peut-on dire du cas de deux ressources ou plus ? Bien suˆr, puisque de´cider meˆme s’il existe
un chemin re´alisable est NP-complet, on ne peut garantir de trouver des solutions approche´es
en temps polynomial. Ne´anmoins, une manie`re de ge´ne´raliser l’approche pre´ce´dente consiste
a` se placer dans le cadre multicrite`re. il s’agit d’une relaxation du proble`me (on relaˆche les
contraintes de consommation de ressource), mais le fait de conserver la nature multicrite`re (les
consommations de ressource sont vues comme des crite`res a` optimiser) permet peut-eˆtre de
mieux parcourir l’ensemble des solutions ou, a` de´faut, d’en dessiner les contours. De`s le de´but
des anne´es 80, Hansen s’est int´resse´ au proble`me de plus court chemin bicrite`re en en donnant
un FPTAS [Han80]. Pour des proble`mes plus ge´ne´raux, Papadimitriou et Yannakakis, [PY00],
ont propose´ une de´monstration ge´ome´trique de l’existence d’une frontie`re de Pareto approche´e
de taille polynomiale. Les auteurs ont e´galement donne´ des the´ore`mes d’existence de proce´dures
polynomiales permettant de construire de telles frontie`res, qui s’appliquent notamment a` notre
proble`me (ces the´ore`mes sont d’ailleurs une forme de ge´ne´ralisation des re´sultats obtenus par
Hassin pour le cas d’une ressource, que l’on peut conside´rer comme proble`me bicrite`re). Nous
de´finissons dans un premier temps le proble`me de plus court chemin dans un cadre multicrite`re
afin d’introduire la notion de frontie`re de Pareto approche´e. Nous proposons ensuite un algorithme
permettant de de´terminer une telle frontie`re, puis concluons en replac¸ant ces re´sultats dans le
cadre spe´cifique de la re´solution de PCCC. Dans cette section, on se restreint de nouveau aux
contraintes de ressource au puits ; de plus, les graphes sont suppose´s sans circuit et les donne´es
nume´riques rationnelles strictement positives.
Plus court chemin multicrite`re Dans l’approche multicrite`re, les proble`mes conside´re´s sont
la ge´ne´ralisation a` plusieurs objectifs des proble`mes d’optimisation classique. Pour le proble`me
de plus court chemin, il s’agit donc de de´terminer, dans un graphe oriente´ G = (V,A), un
chemin de s a` t qui optimise, non pas une fonction de couˆt C, mais un ensemble de fonctions
C1, . . . , CR. Cette version du proble`me est note´e PCC-M. Les fonctions a` optimiser sont toutes
suppose´es a` valeur dans Q∗+. De plus, les crite`res peuvent eˆtre a` minimiser ou a` maximiser (par
exemple, un crite`re souvent pris en conside´ration pour la construction de chemins est celui de
la longueur des chemins, que l’on cherche a` maximiser). Ainsi, par la suite, on conside`rera R
fonctions C1, . . . , CR a` optimiser, sans pre´supposer de leur sens d’optimisation (maximiser ou
minimiser), ni dans un premier temps de leur interpre´tation (crite`re original du proble`me ou
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relaxation d’une contrainte de ressource). Les ensembles des indices des crite`res a` maximiser et a`
minimiser seront respectivement note´s Rmax et Rmin. Pour tout vecteur w de RR, w|Rmax (resp.,
w|Rmin) de´signe sa restriction aux indices de R
max (resp., de Rmin).
La multiplicite´ des fonctions a` optimiser fait qu’elles n’induisent plus a priori un ordre complet
sur l’ensemble des solutions re´alisables : (1, 2) et (2, 1) sont par exemple incomparables dans R2.
E´videmment, il est toujours possible de de´finir malgre´ tout un ordre complet, par exemple,
en conside´rant l’ordre lexicographique, ou encore, en conside´rant, lorsque cela est possible, une
combinaison line´aire des crite`res a` optimiser ; auquel cas on se rame`ne a` un proble`me monocrite`re.
Ne´anmoins, si l’on souhaite conserver la nature multicrite`re du proble`me (et c’est notre cas : la
ressource 1 ne doit pas plus exce´der sa borne que ne le doit la ressource 2), alors il faut travailler
sur l’ordre partiel induit par la relation de dominance, de´ja` pre´sente´e en section 4.1. On ne
cherche plus de`s lors a` de´terminer une solution optimale, mais un ensemble de solutions efficaces,
ou non domine´es, appele´ frontie`re de Pareto.
De´finition 5 Frontie`re de Pareto pour PCC-M :
Soit I =
(
G = (V,A); s, t ∈ V ;C1, . . . , CR : P → Q) une instance de PCC-M, ou` P de´signe
l’ensemble des chemins sur G. La frontie`re de Pareto de I, note´e P(I), est l’ensemble des
solutions non domine´es de I. Formellement, P (I) est l’ensemble des chemins Ps→t qui ve´rifient
pour tout chemin P ′s→t ∈ P :
Si ∃r ∈ 1, . . . , R, t.q.
{
(r ∈ Rmax) ∧ (Cr(P ′s→t) > Cr(Ps→t))
ou
(
r ∈ Rmin) ∧ (Cr(P ′s→t) < Cr(Ps→t))
Alors ∃ℓ ∈ 1, . . . , R, t.q.
{
(ℓ ∈ Rmax) ∧ (Cℓ(Ps→t) > Cℓ(P ′s→t))
ou
(
ℓ ∈ Rmin) ∧ (Cℓ(Ps→t) < Cℓ(P ′s→t))
Frontie`re de Pareto ε-approche´e Potentiellement (mais pas ne´cessairement), que l’on se
situe dans l’espace des solutions ou dans celui des valeurs, la frontie`re de Pareto est de taille
exponentielle : de´terminer cette frontie`re n’est donc pas envisageable. En outre, pour certains
proble`mes (et c’est notamment le cas du plus court chemin), de´cider meˆme si un point donne´ est
ou non Pareto optimal est de´ja` NP-complet. Aussi, a` de´faut de manipuler l’ensemble des points
Pareto-optimaux, il pourrait eˆtre inte´ressant d’exhiber un sous-ensemble de taille raisonnable
de points qui permettent de repre´senter, de fac¸on approche´e mais maˆıtrise´e, tous les points de
l’ensemble. C’est la` la vocation de la frontie`re de Pareto ε-approche´e.
De´finition 6 Frontie`re de Pareto ε-approche´e pour PCC-M :
Soit I =
(
G = (V,A); s, t ∈ V ;C1, . . . , CR : P → Q) une instance de PCC-M, ou` P de´signe
l’ensemble des chemins sur G. Un sous-ensemble Pε(I) de solutions re´alisables de I est une
frontie`re de Pareto ε-approche´e si :
∀P ′s→t ∈ P , ∃Ps→t ∈ Pε(I) t.q. :
∀r = 1, . . . , R,
{
Cr(P ′s→t) < (1 + ε)C
r(Ps→t) si r ∈ Rmax
Cr(P ′s→t) > (1 − ε)Cr(Ps→t) si r ∈ Rmin
Cette de´finiton signifie que tout chemin P ′s→t a un te´moin Ps→t dans Pε(I) dont le vecteur
de peformance re´alise au moins 1/(1 + ε)Cr(P ′s→t) si r ∈|Rmax , au plus 1/(1 − ε)Cr(P ′s→t) si
r ∈|Rmin.
Les auteurs dans [PY00] de´montrent que tout proble`me multicrite`re admet une frontie`re
de Pareto ε-approche´e de taille polynomiale en |I| et en 1/ε (mais exponentielle en R). Ce
20
re´sultat pourrait sembler surprenant, la taille d’une frontie`re de Pareto e´tant potentiellement
exponentielle ; pourtant, la preuve est relativement simple ; nous la pre´sentons ici dans le cadre
de PCC-M. Si Crmin et C
r
maj de´signent respectivement un minorant et un majorant de C
r(Ps→t)
(on rappelle que la valeur Cr(Ps→t) est suppose´e eˆtre rationnelle strictement positive) pour tout
r, on de´coupe tout d’abord l’intervalle [Crmin, C
r








ou` cri+1 = (1 + ε)c
r
i si r ∈ Rmax, cri+1 = (1 − ε)cri si r ∈ Rmin, pour un parame`tre d’erreur ε.
Cette proce´dure de quadrillage de l’espace des valeurs est pre´cise´ment de´crite dans l’algorithme
QUADRILLAGE. Si l’on de´finit la quantite´ MAJ comme MAJ = maxRr=1{Crmaj/Crmin}, la






. Si la description propose´e
diffe´riencie les parame`tres d’erreur εM et εm pour les crite`res a` maximiser et a` minimiser, on
suppose pour l’instant : εM = εm = ε.
Algorithme 12 : QUADRILLAGE : quadrillage de l’espace des valeurs
Entre´es : I instance, εM , εm ∈]0, 1[ erreurs pour les crite`res a` maximiser / minimiser
Sorties : ∪Rr=1{(cr0, . . . , crHr )} discre´tisation de l’espace ⊗Rr=1[Crmin, Crmaj ]
pour tous les r ∈ Rmax faire






pour tous les i ∈ {0, . . . , Hr} faire
cri = (1 + εM )
iCrmin;







pour tous les i ∈ {0, . . . , Hr} faire
cri = (1− εm)iCrmaj ;
Une fois le quadrillage effectue´, on conside`re chacun des hypercubes [c1i1 , c
1
i1+1]×. . .×[cRiR , cRiR+1]
pour (i1, . . . , iR) ∈ {0, . . . , H1− 1}× . . .×{0, . . . , HR− 1}. Il suffit alors de choisir, lorsqu’un tel
point existe, un point de Pε(I) par hypercube. L’ensemble Pε(I) ainsi construit est bien une







En effet, soit P ′s→t un chemin de s a` t ; son e´tiquette
(








, . . . , cR
iR
)
dont les coordonne´es sont de´finies par :{
crir ≤ Cr(P ′s→t) < crir+1 si r ∈ Rmax
crir ≥ Cr(P ′s→t) > crir+1 si r ∈ Rmin
L’hypercube H conside´re´ consiste alors en le produit carte´sien des intervalles [crir , c
r
ir+1[ pour
les indices correspondant a` un crite`re a` maximiser et ]crir+1, c
r
ir ] pour les indices correspondant
a` un crite`re a` minimiser. Il existe ne´cessairement une e´tiquette E correspondant a` un chemin de
Pε(I) dans H (cette e´tiquette pouvant eˆtre celle de P
′
s→t) ; alors, par construction :
crir ≤ Er et Cr(P ′s→t) < (1 + ε)crir ⇒ Cr(P ′s→t) < (1 + ε)Er si r ∈ Rmax
crir ≥ Er et Cr(P ′s→t) > (1 − ε)crir ⇒ Cr(P ′s→t) > (1− ε)Er si r ∈ Rmin
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La proce´dure de recherche d’une frontie`re de Pareto ε-approche´e que nous venons de discuter
est formellement de´crite dans l’algorithme PARETO-EPSILON. Cet algorithme n’est cependant
pas polynomial, puisqu’on ne sait a priori pas de´cider de l’existence d’un chemin dans un hy-
percube donne´. Notons pour finir que cette construction reste valide si l’on choisit pour chaque
point (c1
i1
, . . . , cR
iR
) un chemin P ′s→t dont l’e´tiquette se situe dans l’hypercube plus large :
⊗r∈Rmax[crir , crHr ]⊗r∈Rmin [crHr , crir ]
Algorithme 13 : PARETO-EPSILON : Frontie`re de Pareto ε-approche´e
Entre´es : I instance, ε ∈]0, 1[ erreur
Sorties : Pε(I) Frontie`re de Pareto ε-approche´e
Pε(I)← ∅;
∪Rr=1{(cr0, . . . , crHr )} ← QUADRILLAGE(ε, ε);
pour tous les (i1, . . . , iR) ∈ {0, . . . ,H1 − 1} × . . .× {0, . . . ,HR − 1} faire
si ∃ un chemin Ps→t a` valeur dans ⊗r∈Rmax [crir , crir+1]⊗r∈Rmin [crir+1, crir ] alors
Pε(I)← Pε(I) ∪ {Ps→t};
Sche´ma complet d’approximation de la frontie`re de Pareto Dans [PY00] sont e´nonce´s des
the´ore`mes de caracte´risation de la constructibilite´ en temps polynomial de frontie`res de Pareto
ε-approche´es (ou`, par polynomial, on entend polynomial en |I| et 1/ε, exponentiel en R) ; ces
constructions sont qualifie´es de sche´mas complets d’approximation pour le proble`me multicrite`re.
La version multicrite`re d’un proble`me d’optimisation admet un sche´ma complet d’approximation
de sa frontie`re de Pareto ssi l’on peut de´cider en temps polynomial la version de´cision approche´e
(de type GAP) du proble`me multicrite`re. En particulier, si les fonctions a` optimiser sont line´aires,
discre`tes et que la version monocrite`re exacte est de´cidable en temps pseudopolynomial, alors
le proble`me multicrite`re admet un sche´ma complet d’approximation. S’agissant du proble`me de
plus court chemin, on sait par la programmation dynamique de´cider en temps pseudopolynomial,
pour une instance I et une valeurB, s’il existe sur I un chemin de valeur B ; on en de´duit donc que
PCC-M admet un sche´ma complet d’approximation de sa frontie`re de Pareto. Nous proposons ici
un tel sche´ma, qui est une forme de ge´ne´ralisation au cadre multicrite`re des algorithmes propose´s
dans la section pre´ce´dente.
Principe. Dans le cadre monocrite`re a` une ressource, pour une instance I et une borne B donne´es,
on ne sait pas de´cider en temps polynomial s’il existe un chemin de couˆt au plus B tout en
consommant au plus bn quantite´ de ressource. En revanche, on peut pour une erreur ε donne´e
de´cider en temps polynomial (en I et en 1/ε) s’il existe un chemin de couˆt au plus (1+ ε)B et de
consommation au plus bn, ou si tout chemin, soit couˆte au moins B, soit consomme strictement
plus que bn. Cette notion de test approche´ se ge´ne´ralise naturellement a` plusieurs fonctions : on
ne sait pas, pour un point (c1i1 , . . . , c
R
iR
) donne´, de´cider s’il existe un chemin Ps→t dont l’e´tiquette
(C1(Ps→t), . . . , C
R(Ps→t)) ve´rifie pour tout crite`re C
r(Ps→t) ≥ crir si r ∈ Rmax, Cr(Ps→t) ≤ crir
si r ∈ Rmin, ou si tout chemin n’atteint pas ou exce`de strictement l’une au moins des bornes crir .
En revanche, on peut de´cider en temps polynomial pour des erreurs εM et εm donne´es s’il existe un
chemin respectant ces bornes, ou si tout chemin est en-dec¸a de (1+εM )c
r
ir pour un certain crite`re
a` maximiser ou au-dela` de (1 − εm)crir pour un certain crite`re a` minimiser. De nouveau, ce test
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approche´ est obtenu en travaillant sur une instance I˜ modifie´e : on rame`ne les donne´es nume´riques
de l’instance I initiale a` un ordre polynomial par une proce´dure d’e´chelonnage et d’arrondis
de´pendant du point (c1
i1
, . . . , crir ) et des degre´s de pre´cision εM , εm ; au prix de l’erreur introduite,
on gagne le de´roulement polynomial sur I˜ des algorithmes exacts qui sont de complexite´ the´orique
pseudopolynomiale.
Algorithme de de´cision exacte. Nous pre´sentons ici l’algorithme ACYCLIQUE-M qui est une
adaptation au cadre multicrite`re de l’algorithme a` fixation d’e´tiquette 5. Cet algorithme renvoie,
pour une instance I de PCC-M et un vecteur B de QR, l’ensemble E des e´tiquettes E ∈ QR non
domine´es ve´rifiant :
E|Rmax ≥ B|Rmax et E|Rmin ≤ B|Rmin
ACYCLIQUE-M renvoie e´galement les chemins associe´s aux e´tiquettes de E , en ne conservant
toutefois qu’un chemin par e´tiquette. Selon l’analyse faite en section 4.2, la complexite´ de cet













Or, si les donne´es sont entie`res, si M de´signe un majorant du nombre de valeurs possibles
(conside´rer par exemple, si l’on note Cmaj = max
R
r=1{Crmaj} et Cmin = minRr=1{Crmin}, M =
(n− 1)(Cmaj − Cmin + 1) ≤ O(nCmaj)), le nombre Nj d’e´tiquettes en tout sommet j est borne´
par MR. Si l’on ne conserve qu’un chemin par e´tiquette en chaque sommet, la complexite´ de
ACYCLIQUE-M est alors d’ordre au plus :
O (RMR (n2 + nMR)) = O (Rn2R+1 C2Rmaj)
L’algorithme ACYCLIQUE-M permet ainsi de de´cider en temps pseudopolynomial, pour une
instance I de PPC-M aux donne´es nume´riques entie`res et un vecteur B, s’il existe un chemin
dans l’hyperespace⊗r∈Rmax[Br,+∞[⊗r∈Rmin[0, Br], ou si tout chemin exce`de Br pour un certain
crite`re r ∈ Rmin, ou n’atteint pas Br pour un certain crite`re r ∈ Rmax.
Proce´dures d’e´chelonnage et d’arrondis et de test approche´e. Pour se ramener d’un ordre pseu-
dopolynomial a` un ordre polynomial, on e´chelonne les donne´es nume´riques de l’instance I par













L’arrondi effectue´ pour obtenir des donne´es entie`res sur I˜ a pour conse´quence que la de´cision n’est
plus exacte, mais seulement approche´e, sur l’instance initiale (algorithme TEST-M). Conside´rons
l’instance I˜ obtenue a` partir de I apre`s l’appel a` la proce´dure SCALING-M pour les parame`tres
B = (c1i1 , . . . , c
R
iR
), εM et εm. On voit facilement que l’on a les relations suivantes entre les
e´tiquettes sur les instances I˜ et I d’un chemin Ps→t :{
C˜r(Ps→t) ≥ B˜M ∀r ∈ Rmax




C(Ps→t)|Rmin ≤ B|Rmax{∃r ∈ Rmax, C˜r(Ps→t) < B˜M
∃r ∈ Rmin, C˜r(Ps→t) > B˜m
⇒
{∃r ∈ Rmax, Cr(Ps→t) < (1 + εM )Br
∃r ∈ Rmin, Cr(Ps→t) > (1− εm)Br
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Algorithme 14 : ACYCLIQUE-M : Algorithme pour les graphes acycliques
Entre´es : I =
`
G = (V,A); c1, . . . , cR : A→ Q´ instance de PPC-M, B = (B1, . . . , BR) vecteur borne
Sorties : Ensemble des e´tiquettes (E1, . . . , ER) non domine´es ve´rifiant

Er ≥ Br ∀r ∈ Rmax
Er ≤ Br ∀r ∈ Rmin
// ETIQ(i) est l’ensemble des e´tiquettes du sommet i
ETIQ(1)← (0)
pour tous les i allant de 2 a` n− 1 faire
ETIQ(i)← ∅;
pour tous les j ∈ predecesseur(i) faire
pour tous les E ∈ ETIQ(j) faire
si ∀r ∈ Rmin, Er + crji ≤ Br alors




pour tous les j ∈ predecesseur(n) faire
pour tous les E ∈ ETIQ(j) faire
si ∀r ∈ Rmin, Er + crjn ≤ Br et ∀r ∈ Rmax, Er + crjn ≥ Br alors
E′ ← (Er + crjn,∀r ∈ {1, . . . , R});
ETIQ(n)← ETIQ(n) ∪ {E′};
ETIQ(n)← Pareto(ETIQ(n));
Retourner ETIQ(n) ;
Algorithme 15 : SCALING-M : Proce´dure d’e´chelonnage et d’arrondis multicrite`re
Entre´es : I =
`
G = (V,A); c1, . . . , cR : A→ Q´ instance de PPC-M, B ∈ (Q∗+)R, εM , εm ∈]0, 1[ erreurs
Sorties : I˜(B, εM , εm) instance de PPC-M
pour tous les les (i, j) ∈ A faire
B˜M ← ⌈ nεM ⌉;









B˜m ← ⌊ nεm ⌋;










Par ailleurs, puisque les valeurs nume´riques sur I˜ sont borne´es par max{B˜M , B˜m} = O(n/min{εM , εm}),
le de´roulement de la proce´dure ACYCLIQUE-M sur I˜ pour le parame`tre B de´fini par B|Rmax ≡






En conse´quence de ces deux dernie`res observations, on peut de´cider, pour une instance I
d’ordre n, un point (c1i1 , . . . , c
R
iR
) et deux parame`tres d’erreur εM , εm, en temps polynomial en n
et en max{1/εM , 1/εm} :{
Si ∃Ps→t d’e´tiquette dans l’hyperespace ⊗r∈Rmax [crir ,+∞[⊗r∈Rmin[0, crir ]
Ou si l’hyperespace ⊗r∈Rmax [(1 + εM )crir ,+∞[⊗r∈Rmin[0, (1− εm), crir ] est vide.
Algorithme 16 : TEST-M : Proce´dure de test approche´e sur PCC-M
Entre´es : I instance, B = (B1, . . . , BR) vecteur, εM , εm ∈]0, 1[ erreurs
Sorties :
• OUI et un chemin Ps→t ve´rifiant

Cr(Ps→t) ≥ Br ∀r ∈ Rmax
Cr(Ps→t) ≤ Br ∀r ∈ Rmin
• NON si tout chemin Ps→t ve´rifie Cr(Ps→t) < (1 + εM )Br pour un certain crite`re r a` maximiser ou
Cr(Ps→t) > (1− εm)Br pour un certain crite`re r a` minimiser.












B′ ← (Br = BM , ∀r ∈ Rmax; Br = Bm, ∀r ∈ Rmin);
ETIQ←ACYCLIQUE-M(I˜, B′);
si ETIQ 6= ∅ alors
Retourner OUI et un chemin d’e´tiquette dans ETIQ
sinon
Retourner NON
Sche´ma complet d’approximation Le sche´ma conc¸u consiste a` ope´rer un quadrillage de l’espace
des valeurs, puis a` appeler la proce´dure de test approche´ en le coin de chaque hypercube issu de ce
quadrillage. Pre´cise´ment, l’algorithme PARETO-PCC-M sollicite la proce´dure QUADRILLAGE
pour les erreurs εM =
√
1 + ε−1 et εm = 1−
√
1− ε (on ne fait plus le quadrillage sur ε, puisque
le test en chaque hypercube n’est pas exact, mais approche´). Il appelle ensuite la proce´dure
TEST-M sur chaque coin (c1i1 , . . . , c
R
iR
), en invoquant les meˆmes parame`tres d’erreur εM et εm.
Les chemins trouve´s par les appels successifs a` TEST-M constituent la frontie`re de Pareto ε-
approche´e.
Soit P ′s→t un chemin de s a` t et soit
(
C1(P ′s→t), . . . , C
R(P ′s→t)
)
son e´tiquette, on conside`re









crir ≤ Cr(P ′s→t) < (1 + εM )crir si r ∈ Rmax
crir ≥ Cr(P ′s→t) > (1− εm)crir si r ∈ Rmin
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Algorithme 17 : PARETO-PCC-M : Frontie`re de Pareto ε-approche´e en temps polynomial
Entre´es : I instance, ε ∈]0, 1[ erreur








∪Rr=1{(cr0, . . . , crHr )} ← QUADRILLAGE(I, εM , εm);
pour tous les (i1, . . . , iR) ∈ {0, . . . ,H1 − 1} × . . .× {0, . . . ,HR − 1} faire
B ← (c1i1 , . . . , cRiR);
si TEST-M(I,B, εM , εm) renvoie un chemin Ps→t alors
Pε(I)← Pε(I) ∪ {Ps→t};
Si TEST-M(I, B, εM , εm) a renvoye´ un chemin Ps→t, alors ce chemin ve´rifie :{
Cr(Ps→t) ≥ crir ⇒ Cr(P ′s→t) < (1 + εM )crir ≤ (1 + ε)Cr(Ps→t) si r ∈ Rmax
Cr(Ps→t) ≤ crir ⇒ Cr(P ′s→t) > (1− εm)crir ≥ (1 − ε)Cr(Ps→t) si r ∈ Rmin
Sinon, l’existence de P ′s→t assure que TEST-M a ne´cessairement renvoye´ un chemin Ps→t
pour le point B− de´fini par :
Br− = c
r
ir−1 ∀r = 1, . . . , R
Ce chemin ve´rifie bien de nouveau :{
Cr(Ps→t) ≥ 11+εM crir ⇒ Cr(P ′s→t) < (1 + εM )2Cr(Ps→t) = (1 + ε)Cr(Ps→t) si r ∈ Rmax
Cr(Ps→t) ≤ 11−εm crir ⇒ Cr(P ′s→t) > (1− εm)2Cr(Ps→t) = (1 − ε)Cr(Ps→t) si r ∈ Rmin
La complexite´ de l’algorithme PARETO-PCC-M est domine´e par celle des appels successifs






1 + ε − 1 ∼ 1/2ε, 1 − √1− ε ∼ 1/2ε). Or, la complexite´ de TEST-M somme la complexite´
temporelle de SCALING-M applique´e a` I et celle de ACYCLIQUE-M applique´e a` I˜. On obtient






















Frontie`re de Pareto et PCCC La vision multicrite`re du proble`me de plus court chemin
contraint a` R ressources peut s’e´noncer comme le proble`me consistant a` trouver un chemin
Ps→t qui minimise chaque composante du vecteur
(
C(Ps→t), T




dispose d’une frontie`re de Pareto ε-approche´e Pε, cela signifie que tout chemin P
′
s→t de s a`
t est repre´sente´ par un chemin Ps→t de la frontie`re Pε qui consomme au plus 1/(1 − ε) la
consommation de P ′s→t sur chaque crite`re. En particulier, si P
′
s→t est re´alisable, on de´duit que
Ps→t est 1/(1− ε)-re´alisable.
6 Synthe`se
Le tableau 1 re´sume les complexite´s the´oriques des algorithmes de plus court chemin les plus
connus ainsi que des algorithmes exacts ou approche´s pour le PCCC vus dans ce rapport.
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Tab. 1. Diffe´rents algorithmes et leur complexite´
Nombre Hypothe`se Auteur
de sur ou Complexite´ en temps
ressources le graphe Nom de l’algorithme





0 cij ∈ Q+ Dijkstra[Dij59] O((m+ n) log(n))
0 cij ∈ Q+ Dijkstra (tas de Fibonacci) O(m+ n log(n))
1 cij ∈ Q+∗ Programmation dynamique[DB03] O(mb1)
R ∈ N+∗ cij ∈ Q Programmation dynamique O(en)
R ∈ N+∗ cij ∈ Q k plus courts chemins[Epp98] O(m+Rn log n+ k), k = O(en)





) + n2(1 +
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ε




























Le but de cette e´tude est d’e´tudier la possibilite´ de ge´ne´rer des chemins contraints en temps
maˆıtrise´, dans l’optique d’acce´le´rer certains sche´mas de ge´ne´ration de colonnes impliquant le
PCCC comme sous-proble`me. Deux avantages pourraient eˆtre tire´s d’une telle de´marche : d’une
part, eˆtre en mesure de ge´ne´rer une population diversifie´e de chemins lors de la phase d’initialisa-
tion ; d’autre part, acce´le´rer les premie`res ite´rations du sche´ma. Les me´thodes les plus re´pandues
a` ce jour pour re´soudre le PCCC, notamment dans ce cadre spe´cifique, sont celles de type pro-
grammation dynamique, qui offrent des solutions exactes, en temps et en espace exponentiel (ce
sont encore ces meˆmes me´thodes qui ont inspire´ les algorithmes approche´s). Si nous avons e´voque´
quelques me´thodes de simplification des instances (section 3), celles-ci ne garantissent pas pour
autant la diminution de la complexite´ the´orique. Quelle alternative avons-nous donc, quitte a`
s’affranchir de l’optimalite´, voire, de la re´alisabilite´ ?
La recherche de plus courts chemins dans le cadre spe´cifique du de´roulement d’un sche´ma de
ge´ne´ration de colonnes pose deux proble`mes de nature diffe´rente. D’une part, celle de la difficulte´
intrinse`que du proble`me contraint, a` partir de 2 ressources : si l’on souhaite rester dans un ordre
polynomial de complexite´, il faut s’affranchir de l’exactitude en termes d’optimalite´ et en termes
de re´alisabilite´. D’autre part, les couˆts manipule´s sur les arcs ne sont plus les couˆts initiaux de
l’instance, mais des couˆts re´duits issus de la re´solution du (PMR), qui peuvent eˆtre ne´gatifs : les
hypothe`ses faites sur la structure de couˆt de l’instance initiale ne tiennent donc plus au cours
des ite´rations. Or, ces hypothe`ses interviennent conjointement dans les calculs de complexite´ et
des facteurs d’approximation. De sorte a` exploiter les re´sultats d’approximation, il faudrait donc
eˆtre en mesure de les e´tendre a` un cadre plus ge´ne´ral (notamment, couˆts rationnels ne´gatifs et
positifs) ; en outre, il faudrait utiliser, voire, de´finir, un cadre pertinent pour l’approximation,
l’approximation classique supposant des valeurs positives.
La diversification des chemins (notamment, dans la phase d’initialisation) sous-entend un
certain balayage de l’espace des solutions. Parmi les approches que nous avons pre´sente´es, la
recherche des k plus courts chemins d’une part (section 4.3), d’une frontie`re de Pareto ε-approche´e
d’autre part (section 5.2), vont dans le sens d’une telle exploration. Dans le premier cas, on cherche
intensivement les meilleurs chemins contraints en terme de couˆt, tandis que dans le second cas,
on balaye sporadiquement tout l’espace.
Pour un nombre de ressources R donne´, l’algorithme d’Eppstein permet de trier en temps
O(m + Rn log(n)) tous les chemins du graphe suivant le couˆt (initial, ou re´duits dans le cadre
de la ge´ne´ration de colonnes). Une fois le tas constitue´, il suffit pour trouver le chemin contraint
optimal de de´piler les chemins jusqu’a` trouver un chemin re´alisable (ou, dans le cadre d’un
sche´ma de ge´ne´ration de colonnes, quand le crite`re de couˆt choisi pour la construction du tas
est le couˆt re´duit, l’optimalite´ est prouve´e s’il n’existe pas de chemin re´alisable de couˆt ne´gatif).
Rien n’assure ne´anmoins que les k plus courts chemins, pour k = O(p(n)) ou` p polynoˆme,
contiennent ne serait-ce qu’un chemin re´alisable pour les ressources (ni un chemin de couˆt positif
pour de´montrer l’optimalite´ du sche´ma). Par ailleurs, en triant sur le seul crite`re de couˆt, on risque
de ge´ne´rer des chemins peu diversifie´s. Ainsi, en se limitant a` chercher un nombre polynomial de
chemins, on ne garantit pas l’obtention de chemins pertinents ; en prenant au contraire k = O(en),
la construction du tas reste polynomiale en temps et en espace, et l’e´nume´ration des chemins
devient exponentielle en temps mais pas espace : on n’obtient alors une alternative a` la re´solution
exacte par programmation dynamique qui est exponentielle en temps et en espace.
A` partir de 2 ressources, l’obtention de solutions re´alisables n’e´tant plus garantie, l’approche
multicrite`re semble prometteuse. Bien plus que la recherche de la frontie`re de Pareto ε-approche´e
elle-meˆme, c’est le quadrillage de l’espace des valeurs et l’utilisation de la programmation dyna-
mique sur les instances modifie´es qu’il faudra chercher a` exploiter : balayer l’espace des valeurs
possibles et chercher une solution dans chaque hypercube semble eˆtre une bonne strate´gie en vue
de la diversification des chemins de`s l’initialisation.
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