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Kurzfassung
Das Ziel eines Data-Warehouse-Systems ist es, einen umfassenden Überblick über die vorhande-
nen Daten im Unternehmen zu geben und damit die Entscheidungen zur Unternehmensplanung
zu unterstützen. Die Integration von Daten aus vielen heterogenen Datenquellen ist ein Kernpro-
blem von Data-Warehouse-Systemen. Die technischen Voraussetzungen dafür sind in den letzten
Jahren entwickelt worden. Jedoch reicht eine effiziente technische Infrastruktur nicht aus, um
auch die Probleme zu behandeln, die zum einen durch unterschiedliche Semantiken der Daten
aus den beteiligten Systemen und zum anderen durch unterschiedliche Qualitätsanforderungen
der Benutzer entstehen. Existierende Systeme können diese Problematik nicht abschließend lö-
sen.
Die vorliegende Arbeit unterstützt die Entwicklung von Data-Warehouse-Systemen und erfasst
die aufgezeigten Probleme der Semantik und der Qualität von Daten systematisch. Der Ansatz
beruht auf der expliziten Modellierung der Metadaten des Data-Warehouse-Systems. Insbeson-
dere werden auch der konzeptuelle Kontext der Daten, die Qualitätsanforderungen der Benutzer
und die Qualitätseigenschaften der einzelnen Bestandteile des Systems erfasst.
Kernbeiträge der Arbeit sind ein erweitertes Metamodell für die Architektur und die Prozes-
se eines Data-Warehouse-Systems und ein Qualitätsmodell zur systematischen Erfassung von
Qualitätsanforderungen und -messungen. Darüber hinaus wird eine Klassifikation von Quali-
tätsdimensionen und -faktoren aufgestellt, die zu einem umfassenden Qualitätsmanagement in
Data-Warehouse-Systemen genutzt werden kann.
Zur Anwendung dieser Informationen wird neben einem Vorgehensmodell für das Qualitätsma-
nagement in Data-Warehouse-Systemen auch ein Verfahren zur qualitätsorientierten Dateninte-
gration entwickelt. Das Verfahren nutzt die zuvor definierten Metadaten, indem es verschiedene
existierende Ansätze zur Datenintegration kombiniert. Die Ergebnisse der Arbeit werden in ver-
schiedenen Fallstudien im industriellen und im internationalen Forschungskontext validiert.
Abstract
The goal of a data warehouse system is to provide a comprehensive overview of the data availa-
ble in a company, thereby supporting the management decisions. The integration of data coming
from heterogeneous sources is one of the key problems in data warehousing. The technical foun-
dations for the integration have been developed in recent years. However, an efficient technical
infrastructure is not sufficient to address the following problems. Firstly, the data in the systems
involved have different semantics. Secondly, there are different user requirements regarding the
quality of data. Existing systems are unable to solve these problems.
The present thesis supports the development of data warehouse systems paying special attention
to the problems regarding semantics and data quality. The approach is based on the explicit
modelling of meta data of data warehouse systems. In particular, the conceptual context, the
quality requirements, and the quality characteristics of the individual system components are
represented in a formal model.
The main contributions of the present thesis are, firstly, an extended meta model of the architec-
ture and processes of a data warehouse system and, secondly, a quality model for the systematic
representation of quality requirements and measurements. Furthermore, a classification of quali-
ty dimensions and factors is developed that can be used for an extensive quality management in
data warehouse systems.
The meta data is applied in a model for quality management as well as in a methodology for
quality-oriented data integration. The methodology developed in this work uses the meta data by
combining different existing approaches to data integration. The results of the present work are
validated in various case studies in industrial contexts and in international research projects.
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Kapitel 1
Einleitung
Data-Warehouse-Systeme stellen die Daten einer Organisation in einem integrierten System zur
Verfügung. Ein Data Warehouse (DW) bietet neben der umfassenden Datenerfassung auch eine
Historie der Daten an, so dass langfristige Analysen über die Entwicklung einer Organisation
möglich sind.
Das Ziel eines DW-Systems ist es, einen umfassenden Überblick über die vorhandenen Daten im
Unternehmen zu geben und damit die Entscheidungen zur Unternehmensplanung zu unterstützen
[Inmon, 1996]. Neben den internen Daten einer Organisation können auch Daten aus externen
Quellen in das DW-System integriert werden. Darüber hinaus bieten DW-Systeme für Anwen-
dungsprogramme eine einheitliche Schnittstelle zu den Daten, die oft in sehr heterogenen und
weit verteilten Datenquellen verwaltet werden. Durch den Aufbau eines DW-Systems wird eine
Vereinheitlichung der IT-Systeme im Unternehmen erreicht, und die Integration der verschiede-
nen Geschäftsprozesse, die durch diese IT-Systeme abgebildet werden, wird erleichtert.
Die Entwicklung zu vernetzten Informationssystemen setzt sich in der Integration von Geschäfts-
prozessen zwischen verschiedenen Unternehmen fort. Die Integration von Prozessen verschiede-
ner Unternehmen ist zum Beispiel bei der Abwicklung von Handelstransaktionen notwendig. Ein
elektronischer Marktplatz ist ein Forum für Anbieter und Kunden um miteinander in Kontakt zu
treten und Handelsgeschäfte zu tätigen. Elektronische Marktplätze für den Handel zwischen Un-
ternehmen (Business-to-Business Electronic Commerce) sollen die Integration der Geschäftspro-
zesse zwischen verschiedenen Unternehmen ermöglichen, d.h. sie sollen eine Schnittstelle zwi-
schen den IT-Systemen der Unternehmen bilden. Insbesondere sind solche Marktplätze für kleine
und mittelständische Unternehmen geeignet, da diese in der Regel über viele verschiedene Liefe-
ranten und Kunden verfügen und eine direkte Integration zu aufwendig wäre. Ein elektronischer
Marktplatz muss die Daten der Marktplatzteilnehmer verarbeiten können, sie in ein einheitliches
Datenverwaltungssystem integrieren, und sie den Teilnehmern zur Produkt- und Firmensuche
wieder zur Verfügung stellen.
In beiden Anwendungsgebieten, DW-Systeme und elektronische Marktplätze, ist also die Inte-
gration von Daten aus vielen heterogenen Datenquellen notwendig. Die technischen Vorausset-
zungen dafür sind in den letzten Jahren entwickelt worden. Datenbanksysteme können mehre-
re Tera-Bytes Daten verwalten, und die Verteilung der Daten wurde durch effiziente weltweite
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Abbildung 1.1: Problemstellung dieser Arbeit
Netzwerke möglich. Jedoch reicht eine effiziente technische Infrastruktur nicht aus, um auch
die Probleme zu behandeln, die durch unterschiedliche Semantiken und unterschiedliche Qua-
litätsanforderungen entstehen. Ein Indiz dafür ist, dass der Aufbau eines integrierten Informa-
tionssystems immer noch einen hohen Aufwand erfordert, obwohl die Integration durch ver-
schiedene Standards für den Datenaustausch bzw. Datenzugriff schon vereinfacht wurde. Ein
weiteres Anzeichen für die Komplexität der Datenintegration ist eine Studie der Meta Group,
die die Probleme bei der Integration der Datenquellen als einen Hauptgrund für das Scheitern
von DW-Projekten nennt [Meta Group, 1999]. Die Konflikte bei der Integration von Informati-
onssystemen sind nur durch eine genaue Analyse der Zusammenhänge zwischen den beteiligten
Systemen und Benutzergruppen möglich.
Diese Probleme sind in Abbildung 1.1 skizziert. Die Daten werden in unterschiedlichen Da-
tenquellen erfasst und sollen dann in einen zentralen Datenspeicher integriert werden. Die An-
wender greifen auf die integrierten Daten zu und nutzen sie für ihren Anwendungskontext. Das
Problem liegt nun darin, dass bei der Erfassung der Daten andere Modelle, Semantiken und
Qualitätsziele für die Daten genutzt wurden als auf der Anwenderseite erwartet werden. Durch
diesen Konflikt kann die Verständlichkeit und damit die Nutzbarkeit der Daten für die Anwender
beeinträchtigt werden.
Existierende Ansätze zur Datenintegration konzentrieren sich häufig auf technische Aspekte wie
die Extraktion der Daten aus den Datenquellen oder die effiziente Verarbeitung von Anfragen auf
großen Datenbeständen. Die Konflikte, die durch die verschiedenen Kontexte bei der Erfassung
und Nutzung der Daten entstehen, werden in diesen Ansätzen nicht betrachtet. Erforderlich ist
daher auch eine Einbeziehung der Benutzersicht auf die Daten, in der die Semantiken und Quali-
tätsziele aus der Perspektive des Benutzers dargestellt werden und mit den anderen Perspektiven
verknüpft werden.
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1.1 Zielsetzung und Forschungsfragen
Das Ziel dieser Arbeit ist die Verbesserung des Entwurfs, der Implementierung und der Steuerung
heterogener Informationssysteme durch eine explizite Modellierung der Anwendungssemantik
und Qualität der beteiligten Daten und Systeme. Der Ansatz beruht einerseits auf der expliziten
Modellierung der Metadaten der Informationssysteme, andererseits auf der Entwicklung eines
Verfahrens zur Erfassung und Anwendung der Metadaten zur qualitätsorientierten Integration der
Informationssysteme. Die Metadaten beschreiben die Strukturen und Bedeutungen von Daten ei-
nes Systems und beinhalten sowohl semantische Informationen als auch Qualitätsinformationen
der zugehörigen Systeme. Diese Metadaten werden in einem umfassenden Metamodell erfasst,
das die Informationen verschiedener Systeme miteinander verbindet und deren Qualität darstellt.
Basierend auf diesem Metadatenmodell wird ein Verfahren erarbeitet, das die semantisch an-
gereicherten Metadaten und Qualitätsinformationen zur qualitätsorientierten Entwicklung eines
integrierten Informationssystems verwendet. Die Ergebnisse werden in Form eines Metadaten-
verwaltungssystems technisch umgesetzt. In der vorliegenden Arbeit werden das Modell und das
Verfahren zunächst im Umfeld von DW-Systemen entwickelt. Die Übertragung des Ansatzes auf
Internet-Informationssysteme (wie z.B. elektronische Marktplätze) wird am Schluss der Arbeit
skizziert.
Die Problemstellung lässt sich durch die folgenden Fragestellungen zusammenfassen:
• Welche Metadaten sind für die Darstellung der Architektur und der Prozesse eines
DW-Systems notwendig und wie kann man diese modellieren? Existierende Ansätze
zur Modellierung von Metadaten in DW-Systemen sind zu untersuchen und ggf. um Kon-
strukte zur Darstellung der genauen Semantik der Daten zu erweitern.
• Wie können die Qualitätsaspekte in einem DW-System modelliert werden, so dass ei-
ne qualitätsorientierte Entwicklung des DW-Systems ermöglicht wird? Die Qualitäts-
ziele der Benutzer sind zu erfassen und die Qualität des Systems ist durch einen Vergleich
von dessen Eigenschaften und den in den Qualitätszielen definierten Anforderungen zu be-
werten. Darüber hinaus ist zu klären, welche Dimensionen die Qualität eines DW-Systems
bestimmen, und wie die Qualität eines DW-Systems gemessen werden kann.
• Wie kann man die entwickelten Modelle für eine qualitätsorientierten Datenintegra-
tion nutzen? Die entwickelten Modelle zur Definition von Datenmodellen und Qualitäts-
zielen sollen in einem Verfahren zur qualitätsorientierten Datenintegration genutzt werden.
Dieses Verfahren soll das Problem der unterschiedlichen Semantiken, Datenmodelle und
Qualitätsanforderungen lösen.
• Inwieweit sind die Ergebnisse für DW-Systeme auf integrierte Informationssysteme
in anderen Bereichen übertragbar? Die Ergebnisse der Arbeit sollten nicht auf den
Bereich der DW-Systeme beschränkt sein, sondern auch auf andere Informationssysteme
übertragbar sein.
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Das Hauptproblem der Arbeit ist die Entwicklung eines umfassenden Metamodells, in dem die
Metadaten der angesprochenen Bereiche (Architektur, Prozesse, Qualität) formal erfasst werden.
Ziel der Erfassung soll die Unterstützung des qualitätsorientierten Entwurfs von DW-Systemen
sein, insbesondere bei der Integration der Daten sind die Anforderungen der Benutzer und die
Qualität der Datenquellen zu beachten.
1.2 Wesentliche Ergebnisse und Aufbau der Arbeit
Die Grundidee des Ansatzes ist die Erfassung der verschiedenen Aspekte eines DW-Systems
in einem umfassenden Metamodell, so dass die Semantik der Daten, der Ablauf des Systems
und die Qualität der Daten systematisch erfasst und damit auch besser verstanden werden. Dies
wird durch eine explizite Modellierung der Architektur, der Prozesse und der Qualität eines DW-
Systems erreicht. Diese Aspekte können aber nicht unabhängig voneinander betrachtet werden.
Prozesse benutzen und verändern Objekte in der Architektur und haben eventuell auch einen
Einfluss auf die Qualität des DW-Systems. Qualitätsinformationen sind wichtig für Architek-
turkomponenten und für Prozesse. Daher werden im Metamodell diese drei verschiedenen Teil-
modelle miteinander verbunden und in einem gemeinsamen Rahmenwerk integriert. Der Schwer-
punkt liegt hierbei auf der Unterstützung des qualitätsorientierten Entwurfs und Betriebs des
DW-Systems. Diese unterschiedlichen Sichtweisen auf ein DW-System sind in Abbildung 1.2
skizziert.
In Kapitel 3 wird ein Architekturmodell für DW-Systeme entworfen. Das Architekturmodell bil-
det einen wesentlichen Teil des Metadatenbanksystems, da damit die verteilten und heterogenen
DW-Komponenten gesteuert werden. Daher ist dieses Modell die Grundlage für den Entwurf,
den Betrieb und die Optimierung des DW-Systems. Ziel des Entwurfs des Architekturmodells
ist es, eine ausdrucksstarke und semantisch wohl definierte Basis für weitergehende Betrach-
tungen der Datenqualität in DW-Systemen zu schaffen. Der Entwurf des Modells basiert auf
der Untersuchung von existierenden DW-Systemen, kommerziellen Produkten, vorgeschlagenen
Standards und typischen DW-Modellen aus der Forschung. Hauptergebnis dieses Kapitels ist ein
Rahmenwerk für die Architektur von DW-Systemen (in Abbildung 1.2 oben links angedeutet),
das die vorher erwähnten semantischen Beziehungen zwischen den Modellen der Datenquellen,
des DW-Systems und der Anwendungen formal erfasst.
Kapitel 4 geht dann auf die Prozesse im DW-System ein. Die statische Beschreibung eines DW-
Systems durch das Architekturmodell wird durch die Erfassung der dynamischen Aspekte in
einem Prozessmodell ergänzt. Da DW-Prozesse in der Regel datenintensive Prozesse sind, liegt
hier der Schwerpunkt bei der Modellierung der Prozesse auf die Darstellung der Auswirkun-
gen des Prozesses auf die beteiligten Daten. Das Prozessmodell erfasst jedoch nicht nur wie
ein Prozess ausgeführt wird, sondern auf der organisatorischen Ebene auch warum ein Prozess
ausgeführt wird: Prozesse werden durch Personen veranlasst und sollen ein bestimmtes Ziel er-
reichen. Die Modellierung dieser Zusammenhänge unterstützt die Administration und Evolution
des Systems, da durch das Modell auch die Auswirkungen von Prozessen und möglichen Ver-
änderungen auf die Architektur erfasst werden. Das Prozessmodell mit seiner Unterteilung in
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Abbildung 1.2: Überblick über die verschiedenen Aspekte der Arbeit
drei Ebenen (organisatorische, funktionale und Ausführungsebene) ist in Abbildung 1.2 unten
dargestellt.
Die Ziele von DW-Prozessen und der beteiligten Personen spielen in diesem Prozessmodell ei-
ne wichtige Rolle. Dieser Aspekt wird in Kapitel 5 weiter vertieft, das ein Qualitätsmodell für
DW-Systeme vorstellt. Die Datenqualität in einem DW-System ist ein entscheidender Faktor für
den Erfolg des Systems. Da die Datenqualität insbesondere vom Anwendungsgebiet der Daten
abhängt, ist es notwendig, die Ziele der Benutzer ebenfalls zu berücksichtigen. Das Qualitäts-
modell erfasst daher einerseits die Ergebnisse von Messungen von Datenqualitätsmerkmalen,
die objektiv beurteilt werden können und nicht von einem bestimmten Anwendungsgebiet ab-
hängig sind. Andererseits erlaubt das Modell die Erfassung von Qualitätszielen, die Benutzern
zugeordnet sind und daher in der Regel subjektiv sind. Insbesondere bildet das Qualitätsmodell
auch die Verbindung zwischen Qualitätszielen und Qualitätsmessungen ab. Im Gegensatz zu an-
deren Arbeiten wird das Qualitätsmodell hier formalisiert und in einem Metadatenbanksystem
gespeichert (dies ist in Abbildung 1.2 oben rechts angedeutet). Durch verschiedene Abfrage-
und Analysemöglichkeiten des Metadatenbanksystems kann das Datenqualitätsmanagement un-
terstützt werden. Eine weiteres Ergebnis dieses Kapitels ist eine umfassende Klassifikation von
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Qualitätsdimensionen und Qualitätsfaktoren zur Messung der Datenqualität in DW-Systemen.
Die Metamodelle bilden zwar die Basis für eine qualitätsorientierte Entwicklung von DW-Syste-
men, jedoch ist auch eine bestimmte Vorgehensweise anzuwenden, wie diese Modelle eingesetzt
werden sollen. Dies wird zunächst an einem Vorgehensmodell für das Qualitätsmanagement in
DW-Systemen gezeigt. Des Weiteren wird in Kapitel 6 ein Verfahren zur qualitätsorientierten
Datenintegration entwickelt. Dieses Verfahren kombiniert verschiedene existierende Ansätze aus
dem Bereich der Datenintegration, so dass eine qualitätsorientierte Datenintegration, basierend
auf den zuvor definierten Modellen, ermöglicht wird.
In Kapitel 7 wird auf praktische Erfahrungen und die Validierung des Ansatzes eingegangen.
In Kooperation mit zwei Software-Firmen wurden Teilergebnisse dieser Arbeit in kommerziel-
le Produkte umgesetzt. Zudem wurden die Ergebnisse in zwei europäischen Projekten in den
Bereichen Electronic Commerce und Semantic Web angewendet.
Kapitel 2
Umfeld der Arbeit
In diesem Kapitel werden die verschiedenen Aspekte der Arbeit vorgestellt und die Probleme
identifiziert. Zunächst wird der Begriff „Data Warehouse“ (DW) erklärt und die grundlegen-
den Komponenten eines DW-Systems dargestellt. Ein wichtiger Schritt beim Aufbau von DW-
Systemen ist die Datenintegration. Daher werden die Vorgehensweise und die benutzten Modelle
bei der Datenintegration separat in Abschnitt 2.2 betrachtet.
Die Erfassung, Modellierung und Verwaltung von Metadaten spielt eine wichtige Rolle im Um-
feld von DW-Systemen. Metadaten sind Daten über Daten und beschreiben die Struktur von
Informationssystemen. Sie sind somit für die Entwicklung, Implementierung und Betrieb eines
DW-Systems erforderlich. Auf die Modellierung und Verwaltung von Metadaten wird daher in
Abschnitt 2.3 eingegangen.
2.1 Data-Warehouse-Systeme
Der Begriff Data Warehouse wird seit Anfang der 90er Jahre verwendet. Schon seit den 70er
Jahren wurden Systeme vorgeschlagen, die die verschiedenen Informationssysteme eines Un-
ternehmens zusammenfassen sollten und somit der Unternehmensführung einen umfassenden
Überblick über das Unternehmen geben konnten. Doch erst später konnten diese Systeme umge-
setzt werden, da erst dann leistungsfähige Technologie zur Verfügung stand. So hatten sich zum
Beispiel relationale Datenbanksysteme durchgesetzt und auch die notwendige Hardware stand
zur Verfügung.
Hier wie auch häufig in der Literatur zu DW-Systemen wird das DW im betriebswirtschaftliche
Anwendungsbereich in einem Unternehmen vorgestellt. Grundsätzlich sind aber die Ideen auch
auf andere Bereiche in Wissenschaft und Technik übertragbar. So werden zum Beispiel auch DW-
Systeme in der Bio-Informatik eingesetzt um Gen-Daten zu analysieren [Cornell et al., 2001].
In der Fachliteratur werden die Begriffe „Data Warehouse“ und „DW-System“ oft synonym ver-
wendet. Wie nachher noch dargestellt wird, bezeichnet „Data Warehouse“ strenggenommen nur
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die zentrale mehrdimensionale Datenbank des DW-Systems und „DW-System“ das ganze Sy-
stem inklusive aller Zusatzprogramme und weiteren Datenbanken. Die Trennung dieser Begriffe
wird auch im Fortlauf dieser Arbeit beibehalten.
2.1.1 Grundlagen und Ziele eines Data-Warehouse-Systems
Als Data Warehouse bezeichnet man eine große Datenbank, die Daten aus verschiedenen Quellen
zusammenfasst. Inmon [1996] charakterisiert die Grundmerkmale eines DW-Systems folgender-
maßen:
A data warehouse is a subject oriented, integrated, non-volatile, and time variant
collection of data in support of management’s decisions.
Subject oriented (Fachorientierung) bezieht sich darauf, dass die Erfassung und Modellierung
der Daten einem bestimmten Ziel dienen sollen. In der Regel ist dieses Ziel die Analyse und
Auswertung von Unternehmensdaten um die Entscheidungen der Unternehmensleitung zu un-
terstützen. Ein DW-System kann aber auch viele verschiedene Anwendungsziele unterstützen.
Dies ist zum einen dadurch begründet, dass der Aufbau, die Wartung und die Pflege eines DW-
Systems sehr aufwendig sind und sich nur lohnen, wenn verschiedene Anwendungen unterstützt
werden. Andererseits bildet das DW-System durch seine integrierte Datenbasis ein hohes Nut-
zungspotenzial, das in verschiedenen Anwendungsbereichen ausgenutzt werden kann.
Der wichtigste Punkt in einem DW-System ist die Integration von vorhandenen Datenquellen
in eine umfassende Datenbasis. Die integrierte Sicht auf die Daten stellt das Hauptziel bei der
Entwicklung eines DW-Systems dar. Auch wenn sich der Datenbestand eines DW-Systems über
mehrere Datenquellen erstreckt, soll den Benutzern dies als ein Datenbestand zur Verfügung
gestellt werden.
Ein DW beinhaltet oft auch nicht flüchtige (engl.: non-volatile) Daten. Diese Eigenschaft be-
zieht sich darauf, dass ein DW-System die Daten für langfristige Analysen bereitstellen soll.
Diese Forderung ist daher eng mit der Notwendigkeit von historischen (engl.: time variant) Da-
ten verknüpft. Im Gegensatz zu klassischen Datenbanken, bei denen die Daten oft aktualisiert
werden, soll ein DW-System die Historie der Daten widerspiegeln. Dadurch ist es möglich, die
Änderungen in einem Unternehmen anhand der Änderungen der Daten nachzuvollziehen. In der
Praxis wird der Begriff „Data Warehouse“ auch für zentrale Datenlager eingesetzt, die keine
(oder nur im geringen Umfang) historischen Daten bereithalten. Dennoch werden die Daten in
einem DW nicht ständig durch Anwendungsprogramme aktualisiert, sondern die Daten sind ein
Abbild (engl.: Snapshot) verschiedener Datenquellen.
Neben diesen technischen Merkmalen wird ein DW-System auch anhand des Anwendungsberei-
ches charakterisiert. Ein Hauptziel von DW-Systemen ist die Unterstützung der Unternehmens-
führung bei der Entscheidungsfindung. Die Unterstützung wird dadurch gewährleistet, dass das
DW-System entscheidungsrelevante Daten in einem Modell zur Verfügung stellt, das eine explo-
rative und interaktive Datenanalyse erlaubt. Dieser Vorgang wird Online Analytical Processing
(OLAP) genannt [Codd et al., 1993].
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Die Anforderungen der OLAP-Anwendungen sind auch der Hauptgrund dafür, dass die Daten-
basis des DW-Systems von der Datenhaltung der operativen Systeme getrennt wird. Unter den
operativen Systemen versteht man Anwendungsprogramme und Datenbanksysteme, die für die
tägliche Abwicklung von Geschäftsabläufen genutzt werden. Zum Beispiel ist ein Personalver-
waltungssystem, dass die Daten der Angestellten einer Unternehmung erfasst, ein operatives
System. Diese Systeme und die dazugehörenden Prozesse werden unter dem Begriff Online
Transaction Processing (OLTP) zusammengefasst. OLTP-Systeme führen in der Regel kurze
Transaktionen durch, die nur wenige Datensätze betreffen (z.B. beim Ändern der Adresse eines
Angestellten). Demgegenüber benötigen OLAP-Anwendungen lange komplexe Transaktionen,
die viele Datensätze betreffen. Darüber hinaus werden die Daten durch OLAP-Anwendungen
nicht geändert, wohingegen OLTP-Anwendungen auch oft Änderungen an den Daten vorneh-
men.
2.1.2 Architektur und Komponenten eines Data-Warehouse-Systems
Wie im vorherigen Abschnitt erläutert wurde, soll ein DW-System eine integrierte Sicht auf die
Daten eines Unternehmens bereitstellen, damit effiziente Analysen der Unternehmenssituation
möglich sind. Um dieses Ziel zu erreichen, hat sich in der Praxis und der Forschung eine Grund-
architektur für ein DW-System durchgesetzt. Grundlage für die Diskussion in diesem Abschnitt
sind DW-Architekturen aus verschiedenen Literaturquellen [Bauer und Günzel, 2001; Inmon,
1996; Jarke et al., 1999a, 2000a]. Abbildung 2.1 veranschaulicht die Architektur eines DW-
Systems. Demnach gehören zu einem DW-System die folgenden Komponenten:
Datenquellen: Die oben beschriebenen OLTP-Systeme bilden meist die Datenquellen eines
DW-Systems. Aber auch externe Daten wie zum Beispiel Adressverzeichnisse oder de-
mographische Daten können als Datenquellen genutzt werden. Die Datenquellen sind ei-
genständige Systeme, die sehr heterogen sind und nicht als Teil des DW-Systems betrachtet
werden können. Anpassungen der Datenquellen an das DW-System sind dennoch notwen-
dig, um z.B. durch zusätzliche Schnittstellen auf die Daten zugreifen zu können. Dies führt
zu den in der Einleitung angesprochenen Konflikten zwischen den Qualitätszielen der Be-
treiber der operativen Systeme und des DW-Systems.
Extraktionsprogramme: Aufgrund der Heterogenität der Datenquellen sind spezielle Program-
me zur Extraktion der Daten erforderlich, die die Daten dann im Arbeitsbereich ablegen.
Zusätzlich können auch Monitorprogramme eingesetzt werden, die den Datenbestand in
den Quellen überwachen und Änderungen erfassen. Bei einem erneuten Zugriff auf die
Datenquelle brauchen daher nur die Änderungen seit dem letzten Zugriff betrachtet zu
werden.
Arbeitsbereich: Der Arbeitsbereich bildet einen temporären Arbeitsspeicher, in dem bereits
die Daten aus verschiedenen Datenquellen zusammengeführt werden können. Mehrere
Arbeitsspeicher innerhalb eines DW-Systems sind auch möglich. Einer der wichtigsten
Arbeitsschritte für den Betrieb eines DW-Systems ist die Datenbereinigung (engl.: Data
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Abbildung 2.1: Grundlegende Architektur eines DW-Systems
Cleansing oder Data Cleaning) und -transformation. Diese Arbeitsschritte werden durch-
geführt, bevor die Daten in die Basisdatenbank übertragen werden. Bei der Datenberei-
nigung werden die Daten auf ihre Fehlerhaftigkeit untersucht und evtl. korrigiert. Die
Datentransformation überführt die Datensätze in einen einheitlichen Wertebereich. Die
Zwischenspeicherung der Daten im Arbeitsbereich hat also das Ziel, die Daten weiter zu
homogenisieren und somit die Integration in das DW zu vereinfachen.
Integrationsprogramme: Die Integrationsprogramme führen die Daten aus den Arbeitsberei-
chen in eine Basisdatenbank zusammen. Im Gegensatz zur Transformation und Bereini-
gung werden hier Konflikte zwischen verschiedenen Datenquellen gelöst. Ein Mediator
[Wiederhold, 1992] ist ein Beispiel für die Integrationsprogramme auf dieser Ebene. Die
Aspekte der Datenintegration werden in Abschnitt 2.2 vertieft betrachtet.
Basisdatenbank: Die Basisdatenbank (auch Operational Data Store, ODS [Inmon, 1999]) spei-
chert die integrierten und bereinigten Daten. Beim Laden der Daten in die Basisdatenbank
ist auch eine Historisierung der Daten vorzunehmen, um langfristige Analysen über den
Daten zu ermöglichen. Eine Verdichtung der Daten wird an dieser Stelle nicht vorgenom-
men, da die Daten unabhängig von ihrer späteren Verwendung gespeichert werden.
Ladeprogramme: Die Hauptaufgabe der Ladeprogramme auf dieser Ebene besteht in der Ver-
dichtung der Daten beim Übergang von Basisdatenbank zu DW. Die Daten werden dabei
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in spezielle mehrdimensionale Datenstrukturen im DW übertragen, die später effiziente
Analysen erlauben.
Data Warehouse: Wie bereits erwähnt wurde bezeichnet das Data Warehouse in einem DW-
System, die Datenbank in der die mehrdimensionalen Daten für die Analyseprogramme
bereitgestellt werden. Im Gegensatz zur Basisdatenbank werden im DW die Daten also
nicht unabhängig von der geplanten Verwendung gespeichert. Daher wird für das DW ein
multidimensionales Datenmodell benutzt, dass die Daten anhand verschiedener Dimensio-
nen einordnet.
Data Marts: Der Begriff „Data Mart“ wird nicht nur für Datenspeicher eingesetzt, die die Da-
ten aus dem DW laden, sondern wird generell für ein System benutzt, das eine Teilmenge
der Daten des DW verwaltet. In der Standard-Architektur eines DW-Systems werden Data
Marts zur Partitionierung der Daten im DW eingesetzt und bilden spezielle themenbezoge-
ne Datenbestände. Die Vorteile von Data Marts liegen vor allem in der Lastverteilung auf
verschiedene Systeme, dezentrale Verwaltung von anwendungsspezifischen Datenbestän-
den und die Möglichkeit der Einschränkung von Zugriffsmöglichkeiten aus Datenschutz-
gründen.
Metadatenbanksystem: Das Metadatenbanksystem verwaltet die Metadaten der verschiedenen
Komponenten des DW-Systems. Jede der zuvor vorgestellten Komponenten benötigt Me-
tadaten und stellt auch Metadaten zur Verfügung. Metadaten sind Daten, die zum Beispiel
die Schemata und konzeptuellen Modelle der Datenbanksysteme beschreiben, oder auch
Informationen über die Extraktions- und Ladeprozesse. Metadaten können einerseits dem
Anwender des DW-Systems dienen, um die Daten besser zu verstehen und gezielte An-
fragen zu ermöglichen. Andererseits sind Metadaten für die Administration und den tech-
nischen Betrieb des DW-Systems sehr wichtig. So kann man mit Hilfe der Metadaten die
Abhängigkeiten zwischen verschiedenen Datenbeständen nachvollziehen und somit Feh-
lerursachen schneller erkennen. In heutigen DW-Systemen wird selten ein zentrales Me-
tadatenbanksystem genutzt. Ein Grund hierfür ist vor allem die fehlende Standardisierung
für den Austausch von Metadaten zwischen unterschiedlichen Systemen. Mittlerweile wur-
den entsprechende Standards wie zum Beispiel das Common Warehouse Model (CWM,
[Object Management Group, 2001]) entwickelt, jedoch wurde dieser Standard bisher in
noch wenige Produkte umgesetzt. Eine zentrale Metadatenverwaltung ist dennoch sinnvoll
für ein DW-System um alle Aspekte des Systems in einem umfassenden Modell zu erfas-
sen. Dieser Ansatz wird auch in dieser Arbeit verfolgt. Die Metadatenverwaltung in einem
DW-System ist ein Kernpunkt dieser Arbeit und wird daher noch detailliert in Abschnitt
2.3 besprochen.
Ausgehend von dieser Standard-Architektur gibt es auch verschiedene Architekturvarianten (z.B.
föderierte oder Mehrschicht-Architektur), die während der Evolution eines DW-Systems auftre-
ten können. Diese Architekturvarianten werden genauer in [Quix und Jarke, 2000; Weldon, 1997;
Mucksch, 1996] diskutiert.
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2.2 Datenintegration
Die Integration von Daten ist nicht nur im DW-Bereich ein wichtiger Punkt. Datenintegration
ist überall dort relevant, wo mehrere verschiedene Datenbestände existieren und eine integrierte
Sicht auf die Daten gewünscht ist. Diese Situation ist in DW-Systemen vorhanden, sie kommt
aber auch bei Interaktionen zwischen verschiedenen Applikationen vor, die im Rahmen von E-
Commerce-Anwendungen oder unternehmensübergreifenden Datenaustausch erforderlich sind.
Nach [Agosta, 2002; Friedman, 2002] sind die derzeit führenden kommerziellen Produkte für
Datenintegration im DW-Bereich die Produkte DataStage von Ascential Software und Power-
Center von Informatica. Diese Produkte konzentrieren sich überwiegend auf die effiziente Aus-
führung der ETL-Prozesse und bieten nur begrenzt Unterstützung für die Entwurfsphase der
Datenintegration, in der die zu integrierenden Daten festgelegt werden. Die Integrationsprozesse
können zwar relativ einfach mittels einer graphischen Benutzeroberfläche gestaltet werden, die
einzelnen Schritte müssen aber manuell definiert werden. Es gibt keine Unterstützung für die
Auswahl der Datenquellen oder für die Bestimmung der im DW zu materialisierenden Daten.
Da in diesem Abschnitt der Entwurf eines Datenintegrationssystems im Vordergrund steht, wer-
den diese Systeme in diesem Abschnitt nicht weiter betrachtet. In Abschnitt 3.1 werde ich aber
das Produkt DataStage im Hinblick auf ein Metamodell für die Architektur eines DW-Systems
genauer beschreiben.
Im Folgenden gehe ich zunächst auf die Grundlagen von Datenintegrationssystemen ein, die
größtenteils im Kontext von föderierten Datenbanksystemen entwickelt wurden. Ziel dieser Be-
trachtung ist die Identifizierung von generellen Problemen, die bei der Integration von mehreren
Datenbeständen auftreten. Des Weiteren gehe ich auf die Probleme der Datenintegration im Rah-
men Informationssystemen im Internet ein.
2.2.1 Grundlagen
Datenintegration wurde zunächst bei föderierten Datenbanksystemen betrachtet [Sheth und Lar-
son, 1990]. Dabei war das Ziel, eine Menge von autonomen Datenquellen so zu vereinen, dass
sie nach außen ein System mit einem integriertem Datenbestand darstellen. Eine vereinfachte
Architektur eines solchen Systems ist in Abbildung 2.2 dargestellt. Die Abbildung ähnelt einer
vereinfachten DW-Architektur, wie sie im vorherigen Abschnitt vorgestellt wurde. Der wesent-
liche Unterschied liegt in der Form des zentralen Datenbestandes: während in DW-Systemen
die zentrale DW-Datenbank eine große Menge von Daten enthält, ist in einem föderierten Da-
tenbanksystem dieser Datenbestand nur virtuell vorhanden. Die Daten werden also nicht zentral
gespeichert, sondern alle Anfragen an den zentralen Datenbestand werden in Anfragen an die
einzelnen Datenquellen übersetzt. Die grundlegende Integrationsproblematik ist aber bei beiden
Systemen vergleichbar, unabhängig davon, ob die Daten in einem DW materialisiert werden oder
nur eine virtuelle Datenintegration vorgenommen wird.
Bei der Integration sind eine Reihe von Schemata zu betrachten, zu konstruieren oder zuein-
ander in Beziehung zu setzen. Da sind zunächst die lokalen Schemata der Datenquellen, die
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man als gegeben betrachten muss und nicht ändern kann. Diese lokalen Schemata werden durch
Wrapper-Programme in Exportschemata transformiert, die einerseits ein einheitliches Datenmo-
dell benutzen und andererseits nur den Teil des lokalen Schemas enthalten, der für das globale
Schema relevant ist. In der von Sheth und Larson [1990] angegebenen Architektur wird zwi-
schen lokalem Schema und Exportschema noch das Komponentenschema erwähnt, bei dem die
unterschiedlichen Datenmodelle der lokalen Schemata in ein einheitliches Datenmodell über-
führt werden soll. Auf die Darstellung des Komponentenschemas in der Abbildung wurde aus
Gründen der Übersichtlichkeit verzichtet.
Im globalen Schema werden die Exportschemata der einzelnen Datenquellen zusammengeführt
bzw. vereinigt. Das globale Schema wird auch föderiertes oder integriertes Schema genannt
[Conrad, 2002]. Dies ist der wesentlichste Schritt der Schemaintegration, bei dem vor allem
folgende Konflikte gelöst werden müssen [Spaccapietra et al., 1992; Jarke et al., 2000a; Conrad,
2002]:
Extensionale Konflikte: Auch wenn zwei Schemata die gleichen Objekte der realen Welt be-
schreiben, müssen die dazugehörenden Datenbestände (die Extensionen) nicht gleich sein.
Die Datenbestände können in einer Teilmengenbeziehung zueinander stehen, sich überlap-
pen oder sie können disjunkt sein.
Beschreibungskonflikte: Die gleichen Objekte können in den Schemata auf unterschiedliche
Weise beschrieben sein. So kann man z.B. für die Darstellung einer Adresse entweder
ein Attribut oder mehrere Attribute für Postleitzahl, Ort, Straße usw. vorsehen. Objekte
können auch durch unterschiedliche Mengen von Attributen charakterisiert werden. Auch
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die Verwendung von Homonymen und Synonymen fällt unter die Kategorie der Beschrei-
bungskonflikte.
Heterogenitätskonflikte: Diese Konflikte entstehen durch die Verwendung unterschiedlicher
Datenmodelle für die Beschreibung der Schemata (z.B. relational und objekt-orientiert).
Strukturelle Konflikte: Durch die Verwendung von unterschiedlichen Modellierungskonstruk-
ten können strukturelle Konflikte entstehen. Zum Beispiel kann man ein Attribut einer
Klasse evtl. auch als Beziehung dieser Klasse mit einer anderen Klasse modellieren.
Im Bezug auf die DW-Architektur werden Heterogenitätskonflikte auf der Ebene der Extrak-
tionsprogramme bzw. des Arbeitsbereiches aufgehoben, indem die Daten in ein einheitliches
Datenmodell (i.d.R. relational) überführt werden. Strukturelle und Beschreibungskonflikte wer-
den auf Ebene der Integrationsprogramme aufgehoben, wo die unterschiedlichen Exportschema-
ta der Datenquellen in das globale Schema der Basisdatenbank überführt werden. Extensionale
Konflikte können auf Ebene der Integrationsprogramme oder erst später beim Übergang von
Basisdatenbank zu DW aufgehoben werden. Dabei müssen die Datensätze aus den verschiede-
nen Datenquellen so zusammengeführt werden, dass Datensätze für das gleiche reale Objekt zu
einem Datensatz zusammengefasst werden.
Der Prozess zum Entwurf eines globalen Schemas, in dem die oben genannten Konflikte aufge-
löst werden sollen, wird Schemaintegration genannt. Die Schemaintegration ist also ein wesent-
licher Bestandteil der Datenintegration, für eine wirkliche Datenintegration ist aber nicht nur die
Zusammenführung der Schemata notwendig, sondern auch die Zusammenführung der Daten-
instanzen. Bei sich überlappenden Datenbeständen aus zwei unterschiedlichen Quellen müssen
Datenobjekte, die das gleiche Objekt der realen Welt beschreiben, als gleich erkannt und zusam-
mengeführt werden. Darüber hinaus müssen zum Beispiel auch unterschiedliche Kodierungen
vereinheitlicht werden. In einem DW-System werden diese Operationen im Arbeitsbereich wäh-
rend der Transformations- und Bereinigungsphase durchgeführt.
Daraus ergeben sich die folgenden Aufgaben, die ein Datenintegrationssystem behandeln muss
[Calvanese et al., 2001]:
• Bestimmung der Datenquellen, in denen die gewünschten Informationen zu finden sind,
• Zerlegung einer Anfrage an den globalen Datenbestand in einzelne Anfragen an die lokalen
Datenquellen und
• Interpretation und Zusammenführung der Daten, die von den lokalen Datenquellen gelie-
fert werden.
Der erste Punkt ist im wesentlichen ein Modellierungsproblem, d.h. wie werden die Schemata,
ihre Extensionen und die Beziehungen untereinander am besten dargestellt, um die geeignetesten
Datenquellen zu einer Anfrage festzustellen. Neben dem Datenmodell für die Schemata muss
also auch ein Formalismus zur Darstellung der Beziehungen zwischen den Schemata bestimmt
werden.
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Die Schwierigkeit des zweiten Problems, die Zerlegung der Anfrage an den globalen Daten-
bestand in einzelne lokale Anfragen, ist im Wesentlichen abhängig von der zuvor getroffenen
Entscheidung zur Modellierung der Schemata und ihrer Beziehungen. Auf diese ersten beiden
Punkte gehe ich genauer im nächsten Abschnitt ein.
Der letzte Punkt, die Zusammenführung von einzelnen Dateninstanzen, wird in dieser Arbeit
nicht näher betrachtet (siehe dazu z.B. [Verykios et al., 2000; Caruso et al., 2000]).
2.2.2 Probleme bei der Datenintegration
Neben den oben erwähnten Problemen der Modellierung der Schemata und der Behandlung der
Anfragen, gibt es technische Probleme, die die Integration von Informationssystemen erschwe-
ren. Dazu gehört z.B. die Heterogenität der Systeme: die Datenquellen sind oft mit verschiedenen
Software-Systemen erstellt worden und bieten demnach keine einheitlichen Schnittstellen zum
Datenzugriff an. Für jedes Quellsystem muss daher ein spezielles Zugriffsprogramm (Wrapper)
vorhanden sein, dass die Daten aus der Datenquelle extrahiert und in ein einheitliches Format
überträgt. Darüber hinaus kann die Datenquelle noch weitere Einschränkungen haben, z.B. kön-
nen nur bestimmte Anfragen ausgeführt werden oder die Datenquelle ist nur zu bestimmten
Zeitpunkten nutzbar.
In der Forschung werden aber vor allem das Modellierungsproblem und das Anfrageproblem ge-
nauer betrachtet. Deshalb gehe ich auf diese Bereiche nun genauer ein. Ein vollständiger Über-
blick über diese Bereiche wird z.B. in [Jarke et al., 2000a, Kap. 3], [Lenzerini, 2002] und [Hale-
vy, 2001] gegeben.
Modellierungsproblem
Beim Modellierungsproblem geht es darum, wie die einzelnen Schemata dargestellt werden und
wie die Beziehungen der Schemata untereinander formalisiert werden.
Bei der Darstellung der Schemata gibt es im Wesentlichen die Unterscheidung zwischen re-
lationalen und objekt-orientierten Datenmodellen. Ein relationaler Ansatz wird z.B. von den
Projekten Infomaster [Genesereth et al., 1997] und Information Manifold [Kirk et al., 1995]
verfolgt. Dort wird eine Erweiterung von Datalog benutzt um die Schemata und ihre Bezie-
hungen untereinander zu beschreiben. Calvanese et al. [1998b] benutzen Beschreibungslogiken
um eine konzeptuelle Darstellung der Datenquellen und des integrierten Schemas zu geben. Da
sie als Datenquellen relationale Systeme voraussetzen, werden die Beschreibungslogiken durch
Datalog-ähnliche Anfragen erweitert, die dann die relationalen Schemata der Datenquellen und
die Beziehungen zum integrierten Schema beschreiben. Weitere Beispiele für den Einsatz von
ausdrucksstarken Wissensrepräsentationssprachen bzw. Beschreibungslogiken bei der Datenin-
tegration sind Carnot [Singh et al., 1997], Picsel [Goasdoué und Reynaud, 1999; Goasdoué et al.,
2000] und SIMS [Arens et al., 1996].
Neuere Ansätze benutzen objekt-orientierte bzw. semi-strukturierte Datenmodelle um die Hete-
rogenität von Datenquellen im WWW besser darstellen zu können. Das MOMIS-System [Ber-
gamaschi et al., 2001] nutzt eine Erweiterung der Sprache ODL (Object Definition Language
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[Cattell, 1994]) um die Schemastrukturen zu beschreiben. Die Hauptelemente sind dabei Inter-
faces, die vergleichbar mit Klassen in üblichen objekt-orientierten Modellen sind (d.h. sie ha-
ben Attribute, Beziehungen zu anderen Interfaces, können Spezialisierungen von Interfaces sein,
usw.). Um die Beziehungen zwischen lokalen Schemata und einem globalem Schema auszu-
drücken, wurde ODL um bestimmte Beziehungstypen zur Beschreibung von intensionalen und
extensionalen Beziehungen erweitert. Komplexe Regeln sind ebenfalls möglich.
Die Systeme Xyleme [Xyleme, 2001; Delobel et al., 2003] und Agora [Manolescu et al., 2000,
2001] benutzen XML für die Darstellung des integrierten Datenmodells. Dabei stellt Xyleme
auch die Datenquellen in XML dar, während Agora die Datenquellen mit einem Wrapper ver-
kapselt, der virtuelle Tabellen bereitstellt und SQL-Anfragen verarbeiten kann. Agora wandelt
daher die Anfragen an das integrierte XML-Schema in relationale SQL-Anfragen um. Xyleme
stellt das integrierte XML-Schema und die Schemata der gesammelten XML-Dokumente als
Bäume dar und bildet dann die Strukturen aufeinander ab. Bei der Anfrageverarbeitung müssen
dann die durch Pfadausdrücke identifizierten Schemaelemente des integrierten Schemas durch
Pfadausdrücke über die verschiedenen Schemata der Datenquellen ersetzt werden.
Neben der Frage des Datenmodells ist bei der Modellierung der Abhängigkeiten zwischen Da-
tenquellen und integriertem Schema auch die „Blickrichtung“ entscheidend. Dabei unterscheidet
man zwischen den Ansätzen global-as-view (GAV) und local-as-view (LAV). Beim GAV-Ansatz
wird das globale (bzw. integrierte) Schema als Sicht auf die Schemata der Datenquellen defi-
niert. Zum Beispiel kann man sagen, dass eine Relation im integrierten Schema die Vereinigung
von zwei Relationen aus den Datenquellen ist. Natürlich sind auch komplexere Zusammenhänge
als Vereinigung möglich, die Ausdrucksstärke hängt von der Modellierungssprache ab. Beispie-
le für Integrationssysteme nach dem GAV-Prinzip sind TSIMMIS [Garcia-Molina et al., 1997],
MOMIS und Xyleme.
Beim LAV-Ansatz werden die Schemata der Datenquellen als Sicht auf das integrierte Schema
beschrieben. Zum Beispiel kann man darstellen, dass eine Relation in einer Datenquelle nur
einen Teil einer Relation des integrierten Schemas enthält. Die Systeme bzw. Projekte Agora,
Infomaster und Information Manifold benutzen zum Beispiel den LAV-Ansatz zur Modellierung
der Datenquellen.
Formal kann man ein Datenintegrationssystem durch ein Triple I = 〈G,S,M〉 charakterisieren
[Lenzerini, 2002]. Dabei ist G das globale (bzw. integrierte) Schema, S das Schema der Daten-
quellen und M eine Abbildung zwischen G und S. Beim GAV-Ansatz besteht die Abbildung
M aus einer Menge von Abbildungen der Form g ; qS , wobei jedes Element g ∈ G mit einer
Anfrage qS über den Datenquellen in Verbindung gesetzt wird. Eine Anfrage ist dabei eine be-
liebige Kombination der Schemaelemente aus S, formal dargestellt z.B. durch einen Ausdruck
in Datalog oder SQL. Im LAV-Ansatz sind die Abbildungen umgekehrt: M besteht aus einer
Menge von Abbildungen der Form s ; qG , d.h. jedes Schemaelement der Datenquellen wird
mit einer Anfrage über das globale Schema in Verbindung gesetzt.
Vergleiche zwischen diesen beiden Ansätzen werden z.B. von Lenzerini [2002], Halevy [2001]
und Ullman [1997] gegeben. Der GAV-Ansatz entspricht eher einem prozeduralem Vorgehen,
bei dem beschrieben wird, wie die Daten für das integrierte Schema aus den Datenquellen zu
extrahieren sind. Beim LAV-Ansatz wird dagegen deklarativ spezifiziert, welche Informationen
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in den Datenquellen vorhanden sind. Die Umsetzung einer Anfrage an das integrierte Schema in
eine Anfrage an die Datenquellen ist beim LAV-Ansatz ein größeres Problem als bei GAV. Auf
dieses „Anfragenproblem“ wird im nächsten Abschnitt eingegangen.
Anfragenproblem
Beim Anfragenproblem geht es darum, wie man eine Anfrage an das integrierte Schema in eine
oder mehrere Anfragen an die Datenquellen umschreiben kann. In einem föderierten Datenbank-
system ohne einen integrierten Datenbestand wie in einem DW muss dieses Problem bei je-
der Anfrage eines Benutzers bzw. Anwendungsprogramms gelöst werden. In einem DW-System
muss dieses Problem in der Entwurfsphase gelöst werden: die Anfragen beschreiben dort die
Informationsbedürfnisse der Benutzer und es muss bestimmt werden, welche Daten zu materia-
lisieren sind und wie man diese Daten aus den Datenquellen extrahieren kann.
Nach obigem Formalismus muss man also eine Anfrage qG über das globale Schema in eine
Anfrage qS über die Quellschemata übersetzen. Im GAV-Ansatz ist dies auf dem ersten Blick
einfach und kann durch „Auffalten“ der Anfrage gelöst werden: für jedes Schemaelement g, das
in qG vorkommt, kann man die rechte Seite der entsprechenden Abbildung ausM (also qS) ein-
setzen. Man erhält dadurch eine Anfrage über das Schema S, die man mit Hilfe der Datenquellen
auswerten kann.
Dieses Vorgehen ist korrekt unter der Annahme, dass die Datenquellen vollständig sind und keine
Integritätsbedingungen enthalten. Lenzerini [2002] gibt ein Beispiel an, bei dem das Auffalten
nicht das gewünschte Ergebnis liefert, da implizite Informationen, die sich durch die Integritäts-
bedingungen ableiten lassen und in den unvollständigen Datenquellen nicht enthalten sind, nicht
berücktsichtigt werden. Calì et al. [2002] geben ein Verfahren an, das auch Integritätsbedingun-
gen bei der Übersetzung der Anfragen im GAV-Ansatz berücksichtigt.
Beim LAV-Ansatz ist die Übersetzung der globalen Anfrage in eine Anfrage an die Datenquellen
nicht offensichtlich lösbar. Die Datenquellen (bzw. deren Schemata) sind hier als Sichten auf das
globale Schema modelliert. Man muss die Anfrage also mit Hilfe der Sichten beantworten kön-
nen. Daher sind spezielle Algorithmen notwendig, um die relevanten Sichten für eine Anfrage zu
bestimmen. In der Literatur ist dieses Problem als „Beantwortung von Anfragen durch Sichten“
(engl.: „Answering queries using views“) bezeichnet. Eine Übersicht über die Ansätze in diesem
Bereich wird in [Halevy, 2001] gegeben, den ich im Folgenden kurz zusammenfasse.
Halevy unterscheidet grundsätzlich zwischen kostenbasierten Ansätzen und logischen Ansätzen.
Die kostenbasierte Ansätze stammen aus dem Bereich der Anfrageoptimierung (z.B. [Chaudhuri
et al., 1995; Goldstein und Larson, 2001]). Durch die Verwendung von materialisierten Sichten
oder Indexstrukturen, sollen die Kosten bei der Auswertung der Anfrage gesenkt werden. Das
Ergebnis soll eine Anfrage mit möglichst minimalen Kosten sein, die sowohl Sichten als auch
Basisrelationen benutzen kann. Dies ist einerseits eine Vereinfachung des Problems, da man
auch Anfragen als Ergebnis möglich sind, die nicht nur Sichten benutzen. Andererseits wird
das Problem komplexer, da die günstigste umgeschriebene Anfrage gefunden werden muss, die
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äquivalent1 zur Ausgangsanfrage ist.
Die logischen Ansätze werden bei der Datenintegration eingesetzt um beim LAV-Modell die
Anfragen umzuschreiben. Das Ziel ist hierbei, für eine gegebene Anfrage q eine äquivalente
Anfrage q′ zu finden, die nur die Sichten (d.h. die Datenquellen) benutzt. Das Finden einer äqui-
valenten Anfrage ist aber nicht immer möglich. Darüber hinaus ist es, in Abhängigkeit von den
Sprachen für die Abbildungen und die Anfragen, auch nicht immer entscheidbar, ob die Anfrage
q′ äquivalent zu q ist (für Datalog ist dies z.B. nicht möglich [Shmueli, 1993]).
Daher versuchen die meisten Algorithmen in diesem Bereich eine maximal-enthaltene Umschrei-
bung für q zu finden. Eine Anfrage q′ ist dann in einer Anfrage q maximal-enthalten, wenn q′ in q
enthalten ist und es keine Anfrage q′′ gibt, die in q enthalten ist und q′ enthält. Verschiedene Al-
gorithmen liefern genau die maximal-enthaltene Umschreibung zu einer Anfrage (z.B. [Duschka
und Genesereth, 1997; Pottinger und Halevy, 2001]).
Als Beispiel für das prinzipielle Vorgehen bei der Umschreibung einer Anfrage beschreibe ich
hier kurz den Bucket-Algorithmus aus [Levy et al., 1996]. Angenommen, die Anfrage q referen-
ziert die Schemaelemente g1, . . . , gn aus dem globalem Schema G. Für jedes gi überprüft man
nun, bei welchen Schemaelementen sj der Datenquellen gi auf der rechten Seite einer Abbildung
sj ; qG ausM vorkommt. Ist dies der Fall, so kann man sj für die Auswertung von gi nutzen
und fügt daher sj zum Bucket von gi hinzu. In einer zweiten Phase überprüft man nun alle mögli-
chen Kombinationen der Buckets, d.h. für jedes gi wird ein Element aus dem zugehörigen Bucket
eingesetzt. So erhält man eine Anfrage qS , die nur Datenquellen referenziert. qS kann dann für
die Beantwortung von q benutzt werden, wenn qS in q enthalten ist und es keinen Widerspruch
enthält (d.h. die Antwortmenge zu qS ist nicht leer). Das Ergebnis des Bucket-Algorithmus ist
dann die Vereinigung aller Anfragen qS , die diese Bedingungen erfüllen.
Offensichtlich ist die Umschreibung einer Anfrage im LAV-Modell schwieriger als beim GAV-
Modell, da komplexe logische Schlussfolgerungen über die Abbildungen und die Anfrage zu
benutzen sind, z.B. muss man im Bucket-Algorithmus mehrmals testen, ob eine Anfrage qS in q
enthalten ist.
2.2.3 Anforderungen an Datenintegrationssysteme im Internet
Die Integration von Daten im Internet ist ein aktuelles Forschungsthema. Im Gegensatz zu den
klassischen Informationssystemen wie DW-Systeme oder verteilte Datenbanken, kann man bei
Internet-Informationssystemen nicht davon ausgehen, dass es eine zentrale Komponente mit ei-
nem globalem Schema gibt. Die Datenquellen im Internet werden daher als Peer-to-Peer-System
dargestellt, in dem jede Datenquelle einen gleichrangigen Knoten darstellt und einen Teil der
insgesamt verfügbaren Informationen verwaltet [Bernstein et al., 2002]. Das Datenmodell eines
Knotens besteht aus einem externen Schema (Peer-Schema), das nach außen für andere Kno-
ten sichtbar ist, einem internen Schema, das nur für die interne Datenverwaltung genutzt wird,
1Eine Anfrage q1 ist in einer Anfrage q2 enthalten, wenn die Antwortmenge zu q1 für alle Datenbankinstanzen
eine Teilmenge der Antwortmenge zu q2 ist. Äquivalent sind zwei Anfragen, wenn sie wechselseitig ineinander
enthalten sind.
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und Abbildungen zu den externen Schemata anderer Knoten. Durch die Abbildung wird also das
„Netzwerk“ der Datenquellen aufgebaut.
Das Problem hierbei ist, dass es kein integriertes Schema gibt, das als Referenzschema für einen
LAV- oder GAV-Ansatz benutzt werden kann. Für solche Systeme ist die Kombination beider
Ansätze in einem GLAV-Ansatz sinnvoll [Friedman et al., 1999]. Dennoch wird derzeit eine
formale Darstellung für Peer-to-Peer-Systeme verwendet, die sich an den bekannten LAV- und
GAV-Ansätzen zur Datenintegration orientiert [Halevy et al., 2003a; Calvanese et al., 2003].
Eine Abbildung zwischen zwei Schemata (zwischen internem Schema und Peer-Schema eines
Knotens oder zwischen Peer-Schemata verschiedener Knoten) wird formal durch die Formel
q1 ; q2 dargestellt. Im allgemeinsten Fall bezeichnet ein qi jeweils eine Anfrage über ein Sche-
ma. Zu beachten ist hierbei, dass durch die Abbildungen eine zyklische Abhängigkeit zwischen
den Knoten des Peer-to-Peer-Systems definiert werden kann. Interpretiert man die Abbildun-
gen zwischen den Knoten und innerhalb eines Knotens z.B. als Datalog-Regeln, und wendet die
üblichen Auswertungsstrategien an, so ist es möglich, dass die Auswertung aufgrund der zykli-
schen Abhängigkeiten nicht terminiert bzw. es kann nicht entschieden werden, ob ein Objekt im
Ergebnis einer Anfrage enthalten ist oder nicht [Halevy et al., 2003a]. Dieser Fall wird z.B. in
[Calvanese et al., 2003] betrachtet. Die Autoren schlagen eine spezielle Semantik zur Interpre-
tation der Abbildungen vor, um auch bei zyklischen Abhängigkeiten zwischen den Knoten eine
Anfrage beantworten zu können.
In [Stuckenschmidt et al., 2002] beschränken die Autoren die Ausdrücke in einer Abbildung
zwischen zwei Schemata auf atomare Ausdrücke. Zyklische Abhängigkeiten werden nicht an-
gesprochen, da die Anfrageverarbeitung nur aus der Sicht eines Knotens betrachtet wird, d.h.
ein Knoten erhält eine Anfrage eines anderen Knotens und muss zu dieser Anfrage ein Ergebnis
liefern. Dabei ist das Problem zu beachten, dass dem Knoten nicht alle Konzepte bekannt sind,
die in der Anfrage benutzt werden. Stuckenschmidt et al. schlagen daher eine Methode vor, die
die unbekannten Konzepte durch bekannte Konzepte approximiert. Durch die Konstruktion einer
Klassenhierarchie können obere und untere Schranken für ein Konzept angegeben werden, die
als Approximation genutzt werden.
Diese Approximation von unbekannten Konzepten ist eng mit den Arbeiten zur (semi-)auto-
matischen Erkennung von semantischen Zusammenhängen zwischen Datenquellen in Peer-to-
Peer-Systemen verknüpft. Die automatische Erkennung der Abhängigkeiten zwischen Daten-
quellen (und integriertem Schema, sofern es existiert) ist vor allem in einer dynamischen Um-
gebung mit sich häufig ändernden Datenquellen sinnvoll. Dies ist insbesondere bei Internet-
Informationssystemen der Fall, da hier die Datenquellen vollkommen unabhängig sind und nicht
von einer Organisation kontrolliert werden können. Die Erstellung der Abbildungen zwischen
integriertem Schema und Datenquellen ist zur Zeit noch ein aufwendiger manueller Prozess, des-
sen Ergebnis die Qualität des Integrationssystems bestimmt. Entsprechende semi-automatische
Verfahren werden derzeit entwickelt (siehe z.B. [König-Ries, 2000; Bergamaschi et al., 2001;
Madhavan et al., 2001]).
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2.3 Metadatenverwaltung
Metadaten und Systeme zu ihrer Verwaltung sind ein wichtiger Bestandteil von DW-Systemen.
Sie stellen die Bedeutung und Struktur von Daten in Informationssystemen dar. Im Folgenden ge-
he ich zunächst kurz auf die Definition von Metadaten und deren Modellierung ein. Anschließend
werden zwei Standards für die Metadatenverwaltung in DW-Systemen betrachtet. In Abschnitt
2.3.3 stelle ich kurz einige Systeme zur Metadatenverwaltung vor und diskutiere die Anforderun-
gen an Metadatensysteme aus der Sicht der Praxis. Zum Schluss gehe ich dann auf das in dieser
Arbeit verwendete Metadatenbanksystem ConceptBase ein.
2.3.1 Metadaten und Modellierung
Wenn Daten in irgendeiner Form gespeichert, verarbeitet oder verwaltet werden, sind Metadaten
an diesem Prozess beteiligt. Häufig werden die Metadaten aber nicht explizit in einem System
verwaltet, sondern sind in der Dokumentation oder dem Programmcode der Informationssysteme
enthalten. Erst durch die Integration von Informationssystemen haben Metadaten an Bedeutung
gewonnen, da durch sie die Bedeutung der Daten in den verschiedenen Systemen beschrieben
werden.
In [Bauer und Günzel, 2001] werden Metadaten als „jede Art von Information, die für den Ent-
wurf, die Konstruktion und die Benutzung eines Informationssystems benötigt wird“ definiert.
Die Erfassung, Verwaltung und Benutzung von Metadaten hat das Ziel, den Aufwand für die Ent-
wicklung von Informationssystemen zu verringern und den Wert der Informationen zu erhöhen.
Eine Verringerung des Aufwands kann z.B. durch eine konsistente Dokumentation der Prozes-
se und Daten erreicht werden, die die Integration des Systems erleichtert. Des Weiteren kön-
nen Prozesse durch Metadaten gesteuert und automatisiert werden, oder Software-Komponenten
können flexibler entworfen und implementiert werden, wenn Metadaten nicht im Programmcode
definiert werden, sondern in separaten Systemen verwaltet werden. Der Wert der Informationen
wird durch ein besseres Verständnis der Daten gesteigert, da Metadaten die Bedeutung von Daten
beschreiben. Schließlich liefern Metadaten auch Hinweise über die Qualität der Daten (z.B. wie
sie entstanden, aus welcher Datenquelle sie stammen, wann sie zuletzt aktualisiert wurden).
Der IRDS-Standard definiert ein Rahmenwerk für die Modellierung von Metadaten [ISO/IEC,
1990]. Der Standard definiert die Anforderungen, die Schnittstellen und das grundsätzliche Da-
tenmodell von „Information Resource Dictionary Systems“, die Daten über Informationsresour-
cen eines Unternehmens speichern und verwalten. Ein IRDS ist also System zur Verwaltung von
Metadaten. Der wesentliche Beitrag des Standards ist die Definition von Modellierungsebenen
für die Darstellung von Daten und Modellen auf unterschiedlichen Abstraktionsebenen:
• Auf der untersten Ebene (Application Level) befinden sich die tatsächlichen Daten eines
Informationssystems. Diese Daten sind normalerweise nicht im IRDS enthalten.
• Die zweite Ebene (IRD Level) enthält die Schemata bzw. Modelle der Daten der untersten
Ebene. Die Daten auf dieser Ebene sind die Metadaten.
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• Die nächste Ebene (IRD Definition Level) enthält die Elemente mit denen die Modelle auf
der zweiten Ebenen beschrieben werden können. Diese Modelle stellen das Schema des
IRDS dar und werden Metamodelle genannt.
• Auf der obersten Ebene (IRD Definition Schema Level) werden schließlich die Konzepte
definiert, die zur Beschreibung von Metamodellen genutzt werden können. Dies sind die
Metametamodelle.
Die Ebenen werden auch mit M0-Ebene (Applikationsebene) bis M3-Ebene bezeichnet. Mit ei-
nem IRDS sollen die Metadaten eines Informationssystems, die die Prozesse, Hardware oder Or-
ganisationsstrukturen des Systems beschreiben, verwaltet werden. Ein vergleichbarer Standard
ist PCTE (Portable Common Tool Environment, [ECMA, 1997]). Dieser Standard beschreibt die
Basis für eine standardisierte Software-Entwicklungsumgebung, die auch eine Metadatenkom-
ponente enthält. PCTE definiert ein Modell und Funktionen zur Verwaltung und Bearbeitung von
Metadaten. Darüber hinaus gibt es noch einige weitere Standards mit Bezug zu Metadaten, die
aber eher für den Austausch von Metadaten gedacht sind und kein Datenmodell für Metadaten-
systeme darstellen (z.B. RDF zur Beschreibung von Ressourcen im WWW). Ein umfassender
Vergleich von einigen Standards wird in [Staudt et al., 1999; Vaduva und Vetterli, 2001] vorge-
nommen. Im folgenden Abschnitt stelle ich die Standards CWM und OIM für den Metadaten-
austausch in DW-Systemen vor.
2.3.2 Metadaten in DW-Systemen
Metadaten werden in DW-Systemen zur Steuerung und Kontrolle der einzelnen Komponenten
eingesetzt. Des Weiteren sind Metadaten für die Integration der Komponenten wichtig, da die
einzelnen Komponenten so Informationen über ihren Datenbestand austauschen können.
Die Bedeutung der Metadaten im DW-Kontext wurde auch von der Industrie erkannt. Aus die-
sem Grund bieten die meisten Werkzeuge Schnittstellen für den Austausch von Metadaten an.
Jedoch handelt es sich hierbei meist um proprietäre Schnittstellen mit eigenen Formaten, da sich
einheitliche Standards noch nicht durchgesetzt haben. Ende der neunziger Jahre wurden von zwei
Konsortien zwei (zunächst) konkurrierende Metadatenstandards für den Bereich DW vorgeschla-
gen: das Common Warehouse Metamodel (CWM) der Object Management Group und das Open
Information Model (OIM) der Metadata Coalition.
Common Warehouse Metamodel
Das Common Warehouse Metamodel (CWM, [Object Management Group, 2001]) ist ein Stan-
dard für die Repräsentation von Metadaten. An der Entwicklung dieses Standards waren unter
anderen auch IBM und Oracle beteiligt. Das Ziel des CWM ist eine einheitliche Repräsentation
von Metadaten, um damit den Austausch von Metadaten zwischen verschiedenen Werkzeugen
und Komponenten in DW-Systemen zu ermöglichen. Das CWM ist also nicht als ein Datenmo-
dell für ein Metadatenbanksystem gedacht.
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Abbildung 2.3: CWM Metamodell [Object Management Group, 2001]
Der Schwerpunkt auf Metadatenaustausch spiegelt sich auch in den Technologien wider, auf de-
nen das CWM basiert. Das Grundmodell auf der Ebene des Metametamodells bildet die Meta
Object Facility (MOF), das ebenfalls von der OMG standardisiert ist und die Darstellung der
Metadaten als CORBA-Objekte erlaubt. Das Metamodell des CWM basiert auf dem Objektmo-
dell der Unified Modeling Language (UML). Gleichzeitig wird UML benutzt, um das CWM
Metamodell in Diagrammen zu veranschaulichen, und um zusätzliche Einschränkungen in der
formalen UML-Spezifikation auszudrücken. Außerdem benutzt das CWM das Metadatenaus-
tauschformat XML Metadata Interchange (XMI), um den Austausch von Metadaten in XML zu
ermöglichen.
Das CWM ist in verschiedene Pakete unterteilt, die über mehrere Ebenen verteilt sind und teil-
weise aufeinander aufbauen (s. Abbildung 2.3). Pakete einer höheren Ebene können die darunter
liegenden Pakete benutzen. Im Folgenden werden die Ebenen des CWM kurz vorgestellt:2
Object Model: Das Object Model stellt die Basisklassen für die Beschreibung der Klassen im
Metamodell zur Verfügung. Daher werden diese Basisklassen von allen anderen Paketen
benötigt. Das Object Model ist eine Teilmenge von UML.
Foundation: Die Foundation besteht aus mehreren Paketen, die allgemeine Konzepte bereit-
stellen, die in den meisten anderen Paketen der höheren Ebenen benutzt werden. Zu diesen
Paketen gehören zum Beispiel Business Information (Information über Ansprechpartner
und Verantwortliche), Data Types (zur Definition von speziellen Datentypen), KeysInde-
xes (zur Darstellung von Schlüsselbeziehungen und Indizes) und Software Deployment
(Definition von Softwaresystemen und deren Verwendung).
2Einige Pakete des CWM werden in den folgenden Kapiteln genauer beschrieben, wenn die Entwicklung erwei-
terter Metamodelle besprochen wird.
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Resource: Auf dieser Ebene werden einige konkrete Datenmodelle definiert. Dabei wird auf
existierende Standards zurückgegriffen (sofern sie existieren), z.B. wird der SQL-Standard
für das Relational-Paket angewendet.
Analysis: Diese Ebene enthält Modelle zur Definition von Analyse- und Transformationspro-
zessen. Darüber hinaus stellt das Paket Business Nomenclature die fachlichen Metadaten
dar, mit denen die Semantik von Konzepten und Begriffen eines Systems definiert werden
sollen.
Management: Modelle zur Steuerung von DW-Prozessen werden auf dieser Ebene erfasst. Man
kann Ereignisse definieren, die die Ausführung von Transformationen oder anderen Pro-
zessen auslösen. Die Ergebnisse einer Ausführung werden ebenfalls dargestellt.
Generell ist das CWM also sehr modular aufgebaut. Beziehungen zwischen den Paketen sind
in der Regel nur Spezialisierungsbeziehungen und nicht Assoziationen zwischen Klassen. Be-
ziehungen zwischen verschiedenen Paketen können meist nur über die generischen Klassen des
Object Model oder des Foundation-Pakets hergestellt werden. Dies wird damit begründet, dass
die Abhängigkeiten zwischen den Paketen nicht zu stark sein sollen, so dass auch Pakete unab-
hängig voneinander benutzt werden können. An dieser Tatsache wird deutlich, dass das CWM
den Metadatenaustausch als Ziel hat und nicht ein Datenmodell für ein Metadatenbanksystem
sein soll. So können Werkzeuge nur den Teil des CWM implementieren, der für sie relevant ist
und dadurch ihre Metadaten zur Verfügung stellen bzw. Metadaten anderer Werkzeuge einlesen.
Open Information Model
Das Open Information Model (OIM) [Meta Data Coalition, 1999; Bernstein et al., 1999; Bern-
stein und Bergstraesser, 1999] wurde zunächst von den Firmen Microsoft und Platinum ent-
wickelt und dann an die Metadata Coalition zur Standardisierung weitergereicht. Mittlerweile
wurde OIM als separater Standard aufgegeben und soll nun in das Common Warehouse Meta-
model integriert werden. Deswegen wird hier nur kurz auf diesen Standard eingegangen.
Das OIM wird von Microsoft nicht nur im Zusammenhang mit Datenbanksystemen eingesetzt,
sondern auch in Software-Entwicklungsumgebungen. Der Umfang des OIM ist daher größer als
der des CWM, das sich nur auf Metadaten in DW-Systemen konzentriert. Die einzelnen Pakete
des OIM sind in Abbildung 2.4 dargestellt.
Die Basis für das OIM bildet auch die Unified Modeling Language (UML), in der die Model-
le des OIM beschrieben sind. Für den DW-Bereich relevant ist das Database and Warehousing
Model und seine Teilmodelle für die Teilbereiche eines DW-Systems wie z.B. Datentransforma-
tion und OLAP-Systeme. Die Pakete in diesem Bereich bieten in etwa die gleiche Funktionalität
wie die des CWM. Da aber die Modelle in diesem Bereich auf dem relationalen Datenbanksche-
ma basieren, werden z.B. nur Transformationen zwischen relationalen Systemen unterstützt. Im
Vergleich zum CWM bietet das OIM aber auch die Möglichkeit „geschäftliche Aspekte“ in Me-
tadaten zu beschreiben. Das Business Engineering Model stellt die notwendigen Konzepte dazu
zur Verfügung. Mit den untergeordneten Teilpaketen können Geschäftsziele, -regeln, -prozesse
und -strukturen beschrieben werden.
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• Analysis and Design Model
- Unified Modeling Language
- UML Extensions
- Common Data Types
- Generic Elements
- Entity Relationship Modeling
• Business Engineering Model
- Business Goals
- Organizational Elements
- Business Rules
- Business Processes
• Database and Warehousing Model
- Relational Database Schema
- OLAP Schema
- Data Transformations
- Record Oriented Legacy Databases
- Report Definitions
- XML Schema
• Object and Component Model
- Component Description Model
• Knowledge Management Model
- Knowledge Description Format
- Semantic Definitions
Abbildung 2.4: Paketstruktur des Open Information Model
Auch auf semantischer bzw. konzeptueller Ebene bietet das OIM mehr Möglichkeiten als das
CWM. Das Paket Knowledge Description Format ist fast identisch mit dem Paket BusinessNo-
menclature des CWM, beschreibt also auch Konzepte, Terme und deren Beziehungen. Das Paket
Semantic Definitions definiert konzeptuelle Modelle aus Sicht des Benutzers. Diese Modelle ent-
halten Entitäten, deren Beziehungen und Wörterbucheinträge. Außerdem kann ein Modell noch
Phrasen enthalten. Die Entitäten und Beziehungen werden auf Elemente des Datenbankschemas
abgebildet. Entitäten können durch Wörter bezeichnet werden, Beziehungen werden durch Phra-
sen beschrieben. Mit diesen Informationen soll es dann möglich sein, Anfragen der Benutzer
in natürlicher Sprache in Datenbankanfragen umzusetzen. Die Benutzer müssen also nicht die
Anfragesprache eines Datenbanksystems lernen.
Das OIM wurde im Microsoft Repository implementiert, das Teil der Entwicklungsumgebung Vi-
sualStudio bzw. des Datenbanksystems SQL Server ist. Das OIM hat sich wohl deshalb nicht als
Standard für DW-Metadaten durchgesetzt, weil es weitgehend auf Microsoft-Technologie auf-
baut. Zum Beispiel ist das zugrundeliegende Objektmodell sehr stark an die Microsoft-Techno-
logie COM gekoppelt. Darüber hinaus ist der Austausch von Metadaten mittels des OIM schwie-
riger, da es nicht auf dem XMI-Standard basiert, sondern ein eigenes XML-Format spezifiziert.
Weitere Unterschiede zwischen den beiden Standards sind in [Vetterli et al., 2000] oder auch im
CWM-Standard selbst aufgeführt [Object Management Group, 2001, S. 480ff].
2.3.3 Systeme zur Metadatenverwaltung
Systeme zur Metadatenverwaltung (Metadatenbanksysteme) müssen eine Reihe von Anforde-
rungen erfüllen, die über die Anforderungen an „normale“ Datenbanksysteme hinausgehen. Im
IRDS-Standard und [Bernstein, 1998] werden einige Anforderungen genannt, zu den wichtigsten
Anforderungen gehören:
Dynamische Erweiterung: Das Datenmodell des Metadatenbanksystems muss einfach zu er-
weitern sein.
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Verwaltung von Objekten und deren Beziehungen: Objekte und Beziehungen zwischen Ob-
jekten müssen gespeichert werden. Die Semantik der Beziehungen soll im Metadatenbank-
system darstellbar sein.
Notifikation: Eine Operation auf ein Objekt kann andere Operationen auf anderen Objekten
auslösen. Anwendungen, die an Änderungen eines Objekts interessiert sind, müssen be-
nachrichtigt werden.
Versionsverwaltung: Verschiedene Versionen der Metadaten müssen verwaltet werden können,
damit alte Versionen eines Datenmodells für noch nicht umgestellte Software oder zu Re-
ferenzzwecken noch verfügbar sind.
Integritätsbedingungen: Für Eigenschaften und Beziehungen von Objekten muss es möglich
sein, Bedingungen zu definieren, die zu bestimmten Zeitpunkten oder Ereignissen über-
prüft werden.
Anfrage- und Berichtsfunktionalität: Anfragen an das Metadatenbanksystem zur Extraktion
von Metadaten oder zur Erstellung von Berichten sollen möglich sein.
Partitionierung: Der Inhalt des Metadatenbanksystems soll sich in verschiedene logische Be-
reiche unterteilen lassen.
Diese Anforderungen sind auch im Kontext von DW-Systemen relevant. Es existieren verschie-
dene kommerzielle Lösungen für diese Probleme. Metadatenbanksysteme werden häufig als Teil
von komplexeren Systemen angeboten. Zum Beispiel beinhalten die in Abschnitt 3.1 vorgestell-
ten Produkte DataStage von Ascential Software und Oracle Warehouse Builder Metadatenbank-
systeme, die die Metadaten des Produkts und auch von externen Systemen verwalten können.
Zu dieser Kategorie zählt auch das Microsoft Repository [Bernstein et al., 1999], das Teil der
Entwicklungsumgebung Microsoft Visual Studio und des Datenbanksystems Microsoft SQL Ser-
ver ist. Das Datenmodell dieses Systems basiert auf dem vorher vorgestellten Open Information
Model. Neben dem OIM bildet die Repository Engine eine Hauptkomponente des Systems. Die
Repository Engine verwaltet die Modelle und die zugehörigen Instanzen in einer relationalen
Datenbank (MS SQL Server). Das Hauptproblem der Repository Engine ist also die Abbildung
der objekt-orientierten Modelle auf ein relationales Schema. Gleichzeitig muss sie die Erfüllung
der oben genannten Anforderungen (z.B. Versionsverwaltung von Objekten, Erweiterbarkeit) ge-
währleisten.
Zu den Marktführern im Bereich der separaten Metadatensysteme gehören das Advantage Re-
pository (vorher: Platinum Repository, http://www.ca.com) von Computer Associates und
ASG-Rochade (vorher: Viasoft Rochade, http://www.asg.com) der Allen Systems Group
[Blechar, 2002]. Platinum hatte vorher eine Kooperation mit Microsoft zur Entwicklung des
Microsoft Repository, so dass das Advantage Repository eine vergleichbare Architektur wie das
Microsoft Repository hat. Der Datenbestand kann aber auch in anderen relationalen Datenbank-
systemen als MS SQL Server abgelegt werden, und Advantage Repository bietet eine Reihe von
Schnittstellen zu anderen Modellierungswerkzeugen und Datenbanksystemen zur Extraktion der
Metadaten.
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Wie beim Microsoft Repository bilden die Datenmodelle einen wesentlichen Teil des Metada-
tenbanksystems ASG-Rochade, die hier Repository Information Models (RIM) genannt wer-
den [ASG, 2001]. Diese Modelle sind für bestimmte Anwendungsbereiche (z.B. auch DW-
Systeme) vordefiniert, können aber noch erweitert werden. Die Daten von Rochade werden in
einer Schema-Architektur mit fünf Ebenen dargestellt, die aber vergleichbar mit den im IRDS-
Standard definierten Ebenen sind. Lediglich auf den beiden höchsten Ebenen wird eine Unter-
scheidung zwischen Metametamodell und Repository Metamodel gemacht. Das Metametamo-
dell sehe ich allerdings nicht als zusätzliche Abstraktionsebene an, sondern wird nur deshalb
vom Repository Metamodel getrennt, da dieses geändert werden kann und das Metametamodell
nicht.
Technisch bietet ASG-Rochade die oben in den Anforderungen beschriebenen Eigenschaften.
Schnittstellen zu anderen Systemen werden durch Programmierschnittstellen bereitgestellt, z.B.
auch für die Extraktion von Metadaten aus Datenbanken. Die interne Datenbank des Systems
basiert nicht auf einer relationalen Datenbank, sondern auf einem eigenen Dateiformat. Das Sy-
stem kann gleichzeitig mehrere Datenbanken verwalten, denen unterschiedlichen Rollen zuge-
wiesen werden können. Zum Beispiel werden Arbeitsdatenbanken, die die eigentlichen Meta-
daten und Informationsmodelle beinhalten, von Steuerungs- und Administrationsdatenbanken
getrennt. ASG-Rochade verfügt auch über eine interne Prozedursprache, mit der Regeln und das
Verhalten von Objekten implementiert werden kann.
Die Benutzerschnittstelle von ASG-Rochade erlaubt das Navigieren im Datenbestand und das
Ändern, Einfügen oder Löschen von Objekten. Darüber hinaus gibt es eine graphische Benut-
zerschnittstelle, die die Objekte der Datenbank in einem Graphen darstellen. Dabei werden un-
terschiedliche Objekttypen durch unterschiedliche graphische Objekte dargestellt, die auch vom
Benutzer definiert werden können.
2.3.4 Das Metadatenbanksystem ConceptBase
ConceptBase ist ein deduktives Objektbanksystem zur Metadatenverwaltung, das 1987/88 am
Lehrstuhl für dialogorientierte Systeme der Universität Passau unter der Leitung von Prof. Dr.
Jarke entstand [Jarke et al., 1995; Jeusfeld et al., 1998a; Jarke et al., 2001]. Seit 1991 wird
ConceptBase am Lehrstuhl für Informationssysteme der RWTH Aachen weiterentwickelt. Das
Haupteinsatzgebiet von ConceptBase ist die konzeptuelle Modellierung von Informationssyste-
men. Das System wurde zum Beispiel in mehreren internationalen Forschungs- und Anwen-
dungsprojekten in den Gebieten der Geschäftsprozessmodellierung [Nissen et al., 1996], des
Requirements Engineering [Eberlein, 1997] und des Entwurfs von Datenbanken und Applikatio-
nen [Jarke, 1993] eingesetzt. Das System ist für den nicht-kommerziellen Einsatz frei verfügbar
und wird von mehr als 250 Forschungseinrichtungen verwendet.
Datenmodell
ConceptBase ist ein deduktives Objektbanksystem, es kombiniert daher Eigenschaften aus de-
duktiven Datenbanksystemen und objekt-orientierten Datenbanksystemen. Das Datenmodell ba-
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Abbildung 2.5: Entity-Relationship-Modell als O-Telos-Datenmodell
siert auf der konzeptuellen Modellierungssprache Telos [Mylopoulos et al., 1990], die von Jeus-
feld [1992] als O-Telos formalisiert und in ConceptBase implementiert wurde. Zunächst gehe ich
hier auf die objekt-orientierte Sicht auf O-Telos ein, bevor ich die formalere logische Repräsen-
tation von O-Telos vorstelle.
In O-Telos (bzw. ConceptBase) gibt es vier unterschiedliche Arten von Objekten:
Individual-Objekte sind eigenständige Objekte und werden durch einen Namen identifiziert,
Attribute beschreiben eine Beziehung zwischen zwei Objekten, Attribute haben auch einen Be-
zeichner (engl.: Label),
Instanzenbeziehungen: ein Objekt ist die Instanz eines anderen Objekts,
Spezialisierungsbeziehungen: ein Objekt ist die Spezialisierung eines anderen Objekts.
Diese vier Objektarten reichen aus, um objekt-orientierte Datenmodelle mit mehreren Abstrak-
tionsebenen aufzubauen. Abbildung 2.5 illustriert dies am Beispiel des Entity-Relationship-
Modells.3 Das Beispiel benutzt mehrere Abstraktionsebenen, wie sie schon im vorherigen Ab-
schnitt eingeführt wurden. Die M3-Ebene ist hier nicht dargestellt, man könnte die oben definier-
ten Objektarten als das Metametamodell betrachten. Auf der M2-Ebene wird das Metamodell
für Entity-Relationship-Modelle definiert. Die Individual-Objekte EntityType, RelationshipType,
Domain und Boolean sind durch Attributbeziehungen miteinander verbunden. Im Beispiel ist
3Damit die Abbildung nicht zu unübersichtlich ist, sind nicht alle Instanzenbeziehungen eingezeichnet.
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MetaClass EntityType with MetaClass Domain end
attribute MetaClass Boolean end
isSubTypeOf : EntityType;
hasAttribute : Domain MetaClass RelationshipType with
end attribute
hasAttribute : Domain;
EntityType!hasAttribute with role : EntityType
attribute end
isKey : Boolean
end
Abbildung 2.6: M3-Ebene des Entity-Relationship-Modells in Frame-Notation
auch erkennbar, dass alle Objektarten gleich behandelt werden, d.h. auch Attributobjekte kön-
nen Attributbeziehungen haben (das Attribut hasAttribute von EntityType hat das Attribut isKey).
Dies gilt auch für Instanziierungs- und Spezialisierungsbeziehungen.
Auf der M1-Ebene (Modellebene) wird das Metamodell instanziiert. So ist zum Beispiel das
Objekt Employee als Instanz von EntityType definiert. Jedoch werden die Instanzenbeziehun-
gen nicht nur für Individualobjekte definiert, sondern auch für Attributobjekte: das Attribut dept
von WorksFor ist als Instanz der zugehörigen Attributklasse role von RelationshipType definiert.
Dieses Prinzip setzt sich auch bei der Instanziierung der M0-Ebene fort.
Neben der in Abbildung 2.5 gezeigten graphischen Darstellung, können die Telos-Objekte auch
in einer Frame-Darstellung repräsentiert werden (vgl. Abbildung 2.6). Da es sich hier um eine
textbasierte Notation handelt, wird dieses Format bei der Ein- und Ausgabe von ConceptBase
genutzt.
In diesem Beispiel werden die Objekte der M3-Ebene als Metaklassen definiert. MetaClass ist
eines der in ConceptBase bereits definierten Objekte und dient zur Unterscheidung der Abstrak-
tionsebenen. Neben MetaClass gibt es auch noch MetametaClass, SimpleClass (M1-Ebene) und
Token (M0-Ebene). Die Verwendung dieser Objekte zur Unterscheidung der Abstraktionsebenen
ist nicht vorgeschrieben. Insbesondere kann man in O-Telos beliebig viele Abstraktionsebenen
definieren.
Formale Grundlage
Die vorgestellte objekt-orientierte Sichtweise von O-Telos wurde von Jeusfeld [1992] in einer
logischen Darstellung weiter formalisiert. Im Folgenden werden die wichtigsten Punkte daraus
zusammengefasst.
Eine deduktive Objektbank besteht einerseits aus einer Menge von Objekten und andererseits
aus einer Menge von Regeln und Integritätsbedingungen. Die Menge der Objekte wird als ex-
tensionale Objektbank bezeichnet, mit Hilfe der Regeln lassen sich weitere Objektbeziehungen
ableiten, die die intensionale Objektbank bilden. Jede deduktive Objektbank besitzt bereits eine
Menge von Axiomen, die die objekt-orientierten Abstraktionsprinzipien beschreiben.
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P(#EType,#EType,EntityType,#EType) P(#Emp,#Emp,Employee,#Emp)
P(#RSType,#RSType,RelationshipType,#RSType) P(#Dept,#Dept,Department,#Dept)
P(#Dom,#Dom,Domain,#Dom) P(#WF,#WF,WorksFor,#WF)
P(#Bool,#Bool,Boolean,#Bool) P(#inDept,#Dept,in,#EType)
P(#role,#RSType,role,#EType) P(#inWF,#WF,in,#RSType)
P(#hasAttr,#EType,hasAttribute,#Dom) P(#dept,#WF,dept,#Dept)
P(#isKey,#hasAttr,isKey,#Bool) P(#inAttr,#dept,in,#role)
Abbildung 2.7: Auszug der extensionalen Objektbank für das Entity-Relationship-Modell
Definition 2.1 (Extensionale Objektbank):
Seien ID und LAB Mengen von Objektidentifikatoren bzw. Bezeichnern. Eine extensionale O-
Telos Objektbank ist eine endliche Teilmenge
OB ⊆ {P (o, x, l, y)|o, x, y ∈ ID, l ∈ LAB}.
Die Elemente von OB heißen Objekte mit Identifikator o, Quell- und Zielkomponente x bzw. y,
und Name l. 2
Definition 2.2 (Deduktive Objektbank):
Eine deduktive Objektbank ist ein Tripel DOB = (OB,R, IC), wobei OB eine extensionale
Objektbank, R eine Menge von deduktiven Regeln und IC eine Menge von Integritätsbedingun-
gen ist. 2
Alle Objekte in einer O-Telos Objektbank werden als Propositionen in der Universalrelation P
dargestellt. Individual-Objekte werden durch das Tupel P (o, o, l, o) repräsentiert, Instanziierungs-
und Spezialisierungsbeziehungen haben die speziellen Bezeichner in bzw. isA. Abbildung 2.7
zeigt einen Ausschnitt der O-Telos Objektbank zum ER-Modell aus Abbildung 2.5. Die Be-
zeichner mit # als Präfix stellen dabei die Objektidentifikatoren dar.
Die in Anhang C angegebenen O-Telos-Axiome definieren die in der objekt-orientierten Model-
lierung üblichen Semantik zur Vererbung und Typisierung. Darüber hinaus definieren die Axio-
me auch Literale für Attribut-, Instanzen- und Subklassenbeziehungen (A, In und Isa), da die
Verwendung einer einzigen Relation im Kontext der deduktiven Datenbanken nicht sinnvoll ist.
Die Definition von deduktiven Regeln, Anfragen und Integritätsbedingungen wird durch die Ver-
wendung der Literale vereinfacht.
Regeln, Integritätsbedingungen und Anfragen
Regeln und Integritätsbedingungen werden in einer mehrsortigen logischen Sprache erster Ord-
nung (MSFOL) definiert. Anfragen werden als spezielle Klassen, sogenannte QueryClasses, dar-
gestellt. Die Instanzen dieser Klassen bilden die Antwortmenge zu einer Anfrage. Im Folgenden
werden diese Konzepte kurz an Beispielen erläutert.
Regeln können zur Ableitung neuer Objektbeziehungen (Attribut oder Instanz) genutzt werden.
Im unten angegebenen Beispiel wird zunächst ein neues Attribut relatedTo für EntityType defi-
niert. In ConceptBase gibt es keine Unterscheidung zwischen intensionalen und extensionalen
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Attributen, insbesondere kann die gleiche Attributkategorie intensionale und extensionale Attri-
butwerte haben. Die Regel besagt, dass zwei EntityTypes dann in Beziehung zu einander stehen,
wenn sie beide eine Rolle in der gleichen Relationship haben.
EntityType with
attribute
relatedTo : EntityType
rule
r : $ forall e1,e2/EntityType (exists r/RelationshipType
A(r,role,e1) and A(r,role,e2)) ==> A(e1,relatedTo,e2) $
end
Integritätsbedingungen werden ähnlich wie Regeln definiert, können aber eine beliebige For-
mel darstellen. Das folgende Beispiel verlangt, dass jeder RelationshipType mindestens zwei
verschiedene Rollen hat. Das Literal From(o, x) stellt eine Projektion der Universal-Relation
P (o, x, l, y) dar. Zu beachten ist, dass die Variablen r1 und r2 Attributbeziehungen repräsentie-
ren.
RelationshipType with
constraint
c : $ forall rs/RelationshipType exists r1,r2/EntityType!role
From(rs,r1) and From(rs,r2) and not(IDENTICAL(r1,r2)) $
end
Schließlich kann man mit Anfragen Informationen aus der Objektbank extrahieren. Wie bereits
erwähnt, werden Anfragen durch QueryClasses dargestellt. Die Menge der Instanzen und somit
der Antworten zu dieser Anfrageklasse kann man einerseits durch die Oberklasse bestimmen
(im Beispiel: EntityType), andererseits kann man als Bedingung eine logische Formel angeben.
In dieser Formel bezieht sich die vordefinierte Variable this auf eine Instanz der Anfrageklasse.
Das Beispiel gibt alle EntityTypes aus, die nicht in einem RelationshipType benutzt werden.
QueryClass EntityWithoutRelationship isA EntityType with
constraint
c : $ not exists r/RelationshipType A(r,role,this) $
end
Darüber hinaus erlaubt ConceptBase auch die Definition von parameterisierten Anfragen und
komplexen Sichten, die geschachtelte Objekte darstellen. Anfragen können „ad-hoc“ gestellt
werden, so dass in einer Transaktion übersetzt und ausgewertet werden. Andererseits kann man
Anfragen auch speichern, so dass bei einem späteren Zugriff die Anfrage nur ausgewertet wer-
den muss. Des Weiteren bietet ConceptBase die Möglichkeit, Sichten zu überwachen, d.h. wenn
Änderungen an der extensionalen Objektbank die Antwortmenge einer Sicht verändert, so kann
dies dem Anwendungsprogramm über einen Notifikationsmechanismus mitgeteilt werden [Quix,
1996].
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Abbildung 2.8: Architektur des ConceptBase-Systems
Architektur
Das ConceptBase-System hat eine Client/Server-Architektur (vgl. Abbildung 2.8), d.h. das de-
duktive Objektbanksystem (Server) bietet den Anwendungsprogrammen (Clients) über einen
Kommunikationskanal verschiedene Dienste an. Die in der Abbildung dargestellten Client-Pro-
gramme CBworkbench und GraphEditor sind Teil der Benutzerschnittstelle für ConceptBase.
Darüber hinaus kann man mit Programmierschnittstellen für C, C++, Java und Prolog eigene
Anwendungsprogramme an ConceptBase anbinden. Diese Programmierschnittstellen, die auch
von den mitgelieferten Werkzeugen benutzt werden, verkapseln die Kommunikationsroutinen
mit dem ConceptBase-Server in einzelne Funktionen.
Die wichtigsten Dienste, die ConceptBase über seine IPC-Schnittstelle (Inter-Prozess-Kommuni-
kation) zur Verfügung stellt, sind TELL (zum Einfügen von Objekten), UNTELL (zum Löschen
von Objekten) und ASK (für Anfragen). Beim Einfügen und Löschen von Objekten definiert der
Benutzer die Objekte in Form von Frames. Diese Darstellung muss daher zunächst vom Object-
Transformer in die interne Darstellung überführt werden. Die Objekte speichert ConceptBase
in einer mehrfach-indizierten C++-Struktur, so dass ein effizienter Zugriff auf die Objekte mög-
lich ist. Wenn Regeln, Integritätsbedingungen oder Anfragen eingefügt werden, müssen diese
von der Query/Rule-Compiler-Komponente verarbeitet werden. Regeln und Anfragen werden in
Datalog-Regeln mit Negation übersetzt, die bei einer Anfrage vom QueryEvaluator ausgewer-
tet werden. Die Antwortmenge wird dann vom AnswerTransformator in die vom Benutzer ge-
wünschte Repräsentation transformiert und an das Anwendungsprogramm zurückgeschickt. Die
weiteren in der Abbildung dargestellten Module übernehmen Zusatzaufgaben wie zum Beispiel
die Übersetzung und Ausführung aktiver Regeln (ECAManager), die Sichtenwartung (View-
Monitor), die Optimierung von Regeln und Anfragen (QueryOptimizer), die Überprüfung der
Integritätsbedingungen und die Notifikation von Anwendungsprogrammen bei Änderungen der
Extension einer Sicht (ClientNotification).
Insgesamt bietet ConceptBase also eine Vielzahl von Funktionen, die in dieser Arbeit relevant
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sind. Die Fähigkeiten zur konzeptuellen Modellierung erlauben die Definition von erweiterten
Modellen für Metadaten. Diese Modelle können über die Anfragesprache analysiert werden.
Zugleich kann man durch Integritätsbedingungen und Regeln komplexe Beziehungen und Be-
schränkungen im Metamodell spezifizieren.
2.4 Fazit
Die traditionelle Architektur eines DW-Systems wird heute auch weitestgehend von Forschung
und Wirtschaft vertreten: ein DW-System besteht aus verschiedenen Datenbanken (das DW selbst
als auch die Datenquellen) und Programmen, die die Daten zwischen den Datenbanken transfor-
mieren und transportieren. Außerdem werden die Metadaten der beteiligten Komponenten in
einem Metadatenbanksystem abgelegt.
Der Inhalt des Metadatenbanksystems bestimmt zu einem großen Maß, wie das DW-System
genutzt werden kann. Die Metadatenbank enthält nicht nur Informationen darüber, wie die ein-
zelnen Komponenten des DW-Systems zusammenhängen, sondern auch wie die Daten im DW
zu interpretieren sind. Metadaten sind auch für eine effiziente Datenintegration und eine Beur-
teilung der Datenqualität notwendig.
Die existierenden Metadatenstandards bieten eine umfassende Darstellung der Schemata und
Komponenten eines DW-Systems. Die Standards sind aber mehr auf den Metadatenaustausch
zwischen Werkzeugen ausgerichtet und enthalten nur im geringen Umfang Metadaten, die das
Verständnis der Daten auch für Benutzer verbessert (z.B. Business Nomenclature im CWM).
Ebenfalls fehlen Informationen über die Anwendungskontexte, in denen die Daten entstanden
sind und benutzt werden. Wie im nächsten Kapitel noch motiviert wird, ist aber gerade eine
semantisch reichhaltige konzeptuelle Darstellung für die korrekte Interpretation der Daten auf
Anwenderseite notwendig.
Ein weiteres Problem ist die Darstellung von Qualitätsinformationen. Die Datenquellen können
eine sehr unterschiedliche Qualität haben, und es ist wichtig für den jeweiligen Anwendungsbe-
reich die richtige Datenquelle auszuwählen. Qualitätsinformationen aber werden in den Metada-
tenstandards kaum betrachtet, und wenn dann auch nur informell dargestellt, so dass mit diesen
Informationen eine Qualitätsbeurteilung nicht möglich ist.
Für die Datenintegration sind beide angesprochenen Bereiche, eine konzeptuelle Darstellung der
verfügbaren Daten und Qualitätsinformationen, notwendig um eine Datenintegration zu ermögli-
chen, die sich an den Benutzeranforderungen orientiert. Wie in Abschnitt 2.2.2 dargestellt wurde,
werden sehr ausdrucksstarke Formalismen verwendet (z.B. Beschreibungslogiken), um die se-
mantischen Zusammenhänge zwischen den Daten in den Datenquellen und im Data Warehouse
zu modellieren. Qualitätsinformationen werden bisher aber nur in wenigen Datenintegrations-
verfahren verwendet (z.B. in [Naumann, 2002]).
Daher ist das Hauptziel meiner Arbeit die Entwicklung eines erweiterten Modells für Metada-
ten in DW-Systemen, das alle relevanten Aspekte der Architektur, Qualität und Prozesse eines
DW-Systems erfassen soll. Darüber hinaus werde ich ein Verfahren vorstellen, dass diese Infor-
mationen für eine qualitätsorientierte Datenintegration nutzt.
Kapitel 3
Ein Metamodell für die Architektur von
Data-Warehouse-Systemen
Nachdem im vorangegangenen Kapitel die verschiedenen Aspekte der Arbeit kurz vorgestellt
wurden, werden nun in diesem und den folgenden Kapiteln die Lösungskonzepte für die an-
gesprochenen Probleme vorgestellt. Dabei entwickle ich zunächst ein Metamodell für die Ar-
chitektur von DW-Systemen. Dieses Modell dient dazu vor allem die statischen Aspekte eines
DW-Systems zu erfassen und in unterschiedlichen Sichtweisen darzustellen. Das Metamodell ist
außerdem die Grundlage für alle weiteren Lösungskonzepte dieser Arbeit und bildet daher einen
zentralen Punkt der Arbeit.
Ein Problem bei der Modellierung von DW-Systemen ist, dass sich die eingesetzten Produkte
und Systeme häufig ändern und weiterentwickelt werden. Neue Komponenten zur Verbesserung
der Leistung des Systems werden eingeführt und alte Architekturvarianten werden verworfen.
So wurde der Datenintegrationsprozess Anfang/Mitte der neunziger Jahre noch sehr vereinfacht
dargestellt [Chawathe et al., 1994; Widom, 1995; Zhuge et al., 1995], bevor mehrstufige Archi-
tekturen wie in Abbildung 2.1 entwickelt wurden. Daher ist es notwendig, beim Entwurf eines
Modells für DW-Systeme die Erweiterbarkeit und Flexibilität des Modells zu berücksichtigen.
Dieses Problem wird auf zwei verschiedene Arten angegangen. Einerseits basieren alle in dieser
Arbeit entwickelten Modelle auf der Modellierungssprache O-Telos und dem Metadatenbanksy-
stem ConceptBase. Durch die objekt-orientierten Fähigkeiten der Sprache und des Systems wird
also eine Basisfunktionalität an Erweiterbarkeit und Flexibilität bereitgestellt.
Andererseits sind die Modelle so aufgebaut, dass sie den Anwendungsbereich nicht zu sehr ein-
schränken und somit für eine sehr breite Palette an unterschiedlichen Systemen eingesetzt werden
können. Dies wird vor allem durch die Verwendung eines Rahmenwerks gewährleistet, das im
Rahmen des europäischen DWQ-Projekts (Foundations of Data Warehouse Quality [Jarke und
Vassiliou, 1997; DWQ Consortium, 1999]) entwickelt wurde. Dieses Rahmenwerk bildet also die
Grundlage für das hier vorgestellte Metamodell. Die breite Anwendbarkeit des hier entwickelten
Ansatzes wird auch am Ende der Arbeit noch einmal verdeutlicht, wenn auf die Übertragung der
Ergebnisse auf den Bereich der Informationssysteme im Internet eingegangen wird.
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In den folgenden Abschnitten wird zunächst die Notwendigkeit für eine erweiterte Metadatenver-
waltung in DW-Systemen motiviert. Dafür analysiere ich zunächst Architekturen und Modelle
für DW-Systeme in kommerziellen Produkten. Darüber hinaus werden Standards für die Verwal-
tung und den Austausch von Metadaten untersucht. Aufgrund der festgestellten Schwächen in
diesen Modellen, wird zunächst in Abschnitt 3.4 das schon erwähnte Rahmenwerk entwickelt,
und dieses dann in Abschnitt 3.5 in ein erweitertes Metamodell für DW-Systeme umgesetzt. Ab-
schnitt 3.6 präsentiert dann an einigen Beispielen, wie das Modell angewendet werden kann.
Abgeschlossen wird das Kapitel mit einer Diskussion des Modells und einem Ausblick auf die
folgenden Kapitel.
3.1 DW-Architekturen in kommerziellen Produkten
Die kommerziell verfügbaren Produkte im Bereich Data Warehousing kann man im wesentli-
chen in zwei Gruppen unterteilen. Auf der einen Seite gibt es die ETL-Werkzeuge (Extraktion–
Transformation–Laden), die für die Beschaffung der Daten aus den Quellsystemen verantwort-
lich sind. Andererseits gibt es einen Markt für OLAP-Werkzeuge, die die Daten multidimen-
sional aufbereiten, daraus Berichte generieren und über verschiedene Benutzerschnittstellen zur
Verfügung stellen. Da in dieser Arbeit die Integration von Daten im Vordergrund steht, werden
hier die ETL-Werkzeuge genauer betrachtet.
Verschiedene Marktstudien belegen [Agosta, 2002; Friedman, 2002], dass der Markt für ETL-
Produkte vor allem von Firmen beherrscht wird, die entweder sich auf ETL-Produkte spezialisiert
haben (wie z.B. Ascential Software oder Informatica) oder die ETL-Produkte mit ihren Daten-
bankprodukten ausliefern (wie z.B. IBM, Microsoft oder Oracle). In den folgenden Abschnitten
wird jeweils ein Beispiel dieser beiden Kategorien vorgestellt.
3.1.1 Beispiel eines speziellen ETL-Produkts
Als Beispiel für die Gruppe der speziellen ETL-Produkte wird hier das Produkt DataStage von
Ascential Software vorgestellt [Ascential Software, 2002]. DataStage ist eine Zusammenstel-
lung von Werkzeugen, die die Integration von Daten in einem Unternehmen erleichtern sollen.
DW-Systeme sind zwar das Haupteinsatzgebiet von DataStage, jedoch können die Werkzeuge
auch in anderen Kontexten eingesetzt werden, wo die Integration von Daten erforderlich ist. Ne-
ben Funktionen zur Extraktion, Transformation und Integration von Daten bietet DataStage auch
Möglichkeiten zur Verwaltung von Datenqualitätsmerkmalen und zur Integration der Metada-
ten unterschiedlicher Datenquellen. Die angebotenen Funktionalitäten stehen also in direktem
Zusammenhang mit den Kernthemen dieser Arbeit.
Die Hauptkomponente von DataStage ist der DataStage Server, in dem die eigentlichen Integra-
tionsprozesse ablaufen. Dieser Server ist darauf ausgelegt eine große Menge von Daten parallel
zu verarbeiten und kann daher auch die Vorteile von Mehrprozessormaschinen nutzen. Des Wei-
teren bietet der Server eine Vielzahl von Schnittstellen zu Datenbanksystemen (wie z.B. Oracle,
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Abbildung 3.1: Entwurf von ETL-Prozessen mit DataStage [Ascential Software, 2002]
MS SQL Server) oder speziellen Software-Systemen (wie z.B. SAP R/3). Der Server dient aller-
dings nicht dazu um Daten zu speichern, sondern ist eine reine Datenverarbeitungskomponente.
In der Beschreibung von Ascential Software wird Wert daraufgelegt, dass die Daten direkt wei-
terverarbeitet werden können, ohne sie vorher zwischenspeichern zu müssen.
Gesteuert wird der Server durch verschiedene Werkzeuge auf Client-Seite. Der Manager or-
ganisiert die Hauptkomponenten eines Integrationsprojekts wie zum Beispiel Definitionen der
Datenquellen und Transformationsroutinen. Der Director kontrolliert die Ausführung von Pro-
zessen. Das wichtigste Werkzeug für den DW-Administrator bzw. -Entwickler ist der Designer.
Im Designer können die Integrationsprozesse graphisch definiert werden. Dies ist beispielhaft in
Abbildung 3.1 dargestellt.
Der Entwickler kann also sehr einfach einen Datenintegrationsprozess definieren. Die notwen-
digen Elemente wie z.B. Datenquellen oder Transformationsfunktionen können per „Drag-and-
Drop“ auf die Arbeitsfläche gezogen werden. Die Pfeile zwischen den Komponenten zeigen den
Fluss von Daten bzw. Metadaten an. Die Abbildung von einzelnen Feldern der Relationen zwi-
schen Datenquellen und Datenziel können dann ebenfalls graphisch durch Verbinden der Felder
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definiert werden. Auch hier lassen sich Transformations- und Konvertierungsfunktionen einfü-
gen. Zu den einzelnen Bausteinen des Integrationsprozesses kann der Entwickler noch Anmer-
kungen hinzufügen. Die Prozesse können dann zu komplexen Integrationsvorgängen zusammen-
gefügt werden.
Für die Definition der Prozesse ist es notwendig, Metadaten aus den vorhandenen Datenquel-
len oder Software-Werkzeugen zu extrahieren. DataStage beinhaltet dafür ein integriertes Me-
tadatenschema, dass die Vereinigung der verschiedenen Metamodelle der anderen Software-
Komponenten darstellen soll. Laut Dokumentation werden die Metadaten eines externen Werk-
zeugs in die einzelnen atomaren Bestandteile zerlegt und dann in das integrierte Metadatenmo-
dell überführt. Diese Arbeit wird von einem werkzeug-spezifischen MetaBroker durchgeführt
und soll die Semantik der Metadaten erhalten. Auch der umgekehrte Weg vom integrierten Me-
tadatenmodell in ein spezifisches Modell eines Werkzeugs ist möglich, wodurch der Austausch
von Metadaten zwischen verschiedenen Komponenten ermöglicht wird.
Das integrierte Metadatenmodell wird durch den Meta Data Integration Hub verwaltet. Neben
den „statischen“ Metadaten (z.B. Definition von Relationen), die für die Entwicklung des Daten-
integrationsprozesses wichtig sind, werden auch Metadaten zur Laufzeit erfasst (z.B. Ergebnisse
von Transformationsprozessen). Mit all diesen Metadaten lassen sich dann beispielsweise die
Abhängigkeiten zwischen den Komponenten des DW-Systems feststellen und welche Auswir-
kungen auf das Gesamtsystem durch die Änderungen an einer Komponente zu erwarten sind.
Darüber hinaus bieten die zur Laufzeit erfassten Metadaten die Möglichkeit, den Ablauf eines
Prozesses nachvollziehen zu können. All diese Informationen können auch zur Notifikation des
Entwicklers genutzt werden, falls Änderungen oder Probleme auftreten.
Schließlich bietet DataStage noch die Möglichkeit, die Datenqualität in den Datenquellen bzw.
während der Integration zu überwachen. Dabei kann die referenzielle Integrität und die Konfor-
mität der Daten bzgl. beliebiger Geschäftsregeln geprüft werden. Die so festgestellten Datenqua-
litätsmerkmale werden zu den bereits vorhandenen Metadaten in Beziehung gesetzt, so dass man
Informationen über die Datenqualität in einer Datenquelle erhält. Des Weiteren ist es möglich,
Änderungen der Datenqualität zu simulieren und deren Auswirkungen zu berechnen. Mit dieser
Funktion kann man also die Datenqualität im DW planen und die Änderungen an den Stellen
vornehmen, die die größten Verbesserungen erwarten lassen.
Die Architektur eines DW-Systems in DataStage besteht also im Wesentlichen aus einer Menge
von Datenspeichern, aus denen Daten gelesen oder in die Daten geschrieben werden können, und
Prozessen, die die Daten verarbeiten. DataStage selbst führt den Datenfluss durch und steuert
diesen auch. Bei den Metadaten stehen die Schemata der Datenspeicher im Vordergrund, da
durch sie die Transformations- und Konvertierungsfunktionen für die Übertragung der Daten
definiert werden.
3.1.2 Beispiel einer Data-Warehouse-Lösung eines Datenbankherstellers
Alle führenden Hersteller von relationalen Datenbanksystemen bieten zu ihrem Produkt passende
DW-Lösungen an, die die Werkzeuge für die Entwicklung und Verwaltung von DW-Systemen
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beinhalten. In diesem Abschnitt wird der Oracle Warehouse Builder [Oracle Corp., 2002] als
Beispiel genauer beschrieben.
Der Oracle Warehouse Builder (OWB) besteht im wesentlichen aus zwei Komponenten:
• der OWB Design Client ist die graphische Benutzerschnittstelle, in der der Entwickler des
DW-Systems Datenquellen, das DW und die ETL-Prozesse definieren kann,
• die MetaBase (bzw. OWB Repository) ist die zentrale Metadatenbank für den OWB.
Der OWB Design Client ist vergleichbar mit dem DataStage Designer. Mit diesem Werkzeug
können die Datenbanken und die notwendigen Prozesse zur Extraktion, zur Transformation und
zum Laden graphisch entwickelt werden. Der OWB stellt aber dabei die verschiedenen Daten-
speicher in den Mittelpunkt, während bei DataStage eher die Transformationsprozesse im Vor-
dergrund standen. So soll zunächst das Schema im DW definiert werden. Da das DW durch das
relationale Datenbanksystem Oracle realsiert wird, werden dafür vom OWB Star Schema bzw.
Snowflake Schema angeboten. Aber auch die Verwendung eines normalisierten Datenbanksche-
mas ist möglich. Im nächsten Schritt sollen dann die Datenquellen definiert werden. Der OWB
kann die Metadaten aus den Datenquellen automatisch extrahieren (sofern für die Datenquelle ei-
ne Zugriffsmethode existiert). Die Definition eines Datenspeichers (DW oder Datenquelle) wird
zu einem Modul zusammengefasst. Da Module für Datenquellen oder DW nicht unterschiedlich
behandelt werden, kann ein DW auch als Datenquelle für andere Datenspeicher (z.B. Data Marts)
betrachtet werden. Erst dann sollen die ETL-Prozesse definiert werden, die die Quelldaten in das
DW laden. Wie bei DataStage sind auch hier viele Transformations- und Konvertierungsfunktio-
nen bereits vordefiniert, sie können jedoch um selbstentwickelte Funktionen erweitert werden.
Der OWB trennt während der Entwicklung des DW-Systems strikt zwischen logischem und phy-
sischem Entwurf. Auf der logischen Ebene befinden sich die Definitionen von Schemata, Tabel-
len, Transformationen, usw. Die physische Ebene betrachtet die Umsetzung dieser Konzepte auf
konkrete Software- bzw. Hardwarekomponenten. Es ist z.B. beim Entwurf des Schemas des DW
nicht relevant, wo die Daten tatsächlich gespeichert werden.
Die vom OWB benutzte Metadatenbank MetaBase ist als Oracle-Datenbank mit mehreren Rela-
tionen implementiert. Wie bei DataStage, werden auch hier die Daten also in ein zentrales Da-
tenmodell überführt. Für die Metadatenextraktion aus speziellen Quellsystemen (wie z.B. SAP
R/3) oder Datenmodellierungswerkzeugen (wie z.B. ERWin) werden besondere Zugriffswerk-
zeuge eingesetzt. Aber auch die Integration von Metadaten als CWM-Modelle (vgl. Abschnitt
2.3.2 bzw. 3.2) ist möglich, jedoch wird nur eine Teilmenge des CWM-Standards unterstützt.
Das Speichern der Metadaten in relationalen Tabellen erfordert allerdings besondere Methoden
zum Sperren der Daten beim parallelen Zugriff durch mehrere Benutzer, da die Metadaten in der
Regel komplexe Objekte sind, die auf mehrere Tabellen verteilt werden müssen. Andererseits er-
möglicht diese Art der Speicherung den einfachen Zugriff durch andere Werkzeuge. Eines dieser
Werkzeuge generiert Metadatenberichte bzw. -diagramme, die die Analyse der Abhängigkeiten
zwischen den Daten ähnlich wie bei DataStage ermöglichen. Des Weiteren kann man über eine
Programmierschnittstelle auf die Metadatenbank zugreifen.
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Durch einen Code-Generator lässt sich der im OWB Design Client festgelegte Entwurf eines
DW und der notwendigen ETL-Prozesse in lauffähige Programme umwandeln. Die erzeugten
Programme sind entweder SQL-Skripte, PL/SQL-Programme oder ABAP-Programme (für die
Anbindung von SAP R/3). Diese Programme werden durch den Oracle-Server ausgeführt, der
auch das DW verwaltet. Dies hat zwar den Vorteil, dass die Daten direkt an der richtigen Stelle
sind, jedoch ist diese Lösung nicht so gut skalierbar, da hier ein Server für den ETL-Prozess und
die Verwaltung der Daten zuständig ist. Ähnlich wie bei DataStage werden auch während der
Laufzeit Metadaten erfasst und in ein Runtime Repository geschrieben. Diese Metadaten können
später dann auch in Berichten ausgewertet werden.
Datenqualitätsaspekte werden vom OWB nur am Rande angesprochen. Der OWB beinhaltet eine
Komponente zum Abgleich von Namens- und Adressdaten. Weitergehende Funktionalitäten wie
bei DataStage sind nicht möglich.
Im OWB wird die Architektur eines DW-Systems also ähnlich dargestellt wie bei DataStage.
Interessant beim OWB ist die strikte Trennung zwischen logischen Schemata und physischen
Aspekten der Datenspeicher. Der Entwurf des DW-Systems geschieht aber in beiden Produkten
in ähnlicher Weise durch die Definition der beteiligten Datenspeicher und der notwendigen ETL-
Prozesse. Im Vergleich zu der in Abbildung 2.1 dargestellten Architektur eines DW-Systems
machen beide Produkte keine Unterscheidung zwischen den verschiedenen Arten von Daten-
speichern, da sie so auch für andere Architekturvarianten einsetzbar sind. Die Metadaten werden
durch ein einheitliches Datenmodell integriert. Unterschiede gibt es vor allem bei der Sichtweise
(prozessorientiert bei DataStage, datenbankorientiert bei OWB), der Realisierung des Integrati-
onsprozesses und der Behandlung der Datenqualität.
3.2 Metadatenstandards für Data-Warehouse-Systeme
Wie schon in Abschnitt 2.3.2 erwähnt wurde, gab es zwei konkurrierende Standards für Me-
tadaten im DW-Bereich: das Open Information Model (OIM) der Metadata Coalition und das
Common Warehouse Metamodel (CWM) der Object Management Group (OMG). Inzwischen
hat die Metadata Coalition die Entwicklung eines separaten Standards aufgegeben und der OIM-
Standard soll in den CWM-Standard integriert werden. Deshalb werden hier nur Pakete aus dem
CWM vorgestellt, die entsprechenden Modelle im OIM sind aber ähnlich.
Im Folgenden wird jeweils ein Paket aus den Ebenen Foundation, Resource und Analysis be-
schrieben, weil sie für die weitere Entwicklung eines erweiterten Metadatenmodells relevant
sind. Das Paket Software Deployment stellt grundlegende Konstrukte zur Definition von Softwa-
resystemen und deren Einsatz (engl.: Deployment) zur Verfügung. Die wichtigsten Konzepte des
Pakets sind in Abbildung 3.2 in UML-Notation dargestellt.
Ein Software-System besteht aus mehreren Komponenten und Komponenten können auch von
Software-Systemen importiert werden. Generell wird zwischen der „abstrakten“ Beschreibung
einer Software-Komponente und deren Einsatz auf einer konkreten Maschine unterschieden, was
durch die separaten Konzepte DeployedComponent und DeployedSoftwareSystem dargestellt ist.
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Abbildung 3.2: SoftwareDeployment-Paket
Datenbanksysteme werden durch die spezielle Komponente DataManager beschrieben. Ein Da-
taManager stellt ein DataPackage zur Verfügung, das in der Regel ein Schema einer Datenbank
ist, auch wenn dies durch die Verbindung zu Package im Metamodell nicht explizit ausdrückt ist.
Ein DataProvider ist eine Komponente, die Zugriff auf die Daten ermöglicht, also eine Schnitt-
stellenkomponente wie z.B. ODBC oder JDBC. Das SoftwareDeployment-Paket stellt somit vor-
wiegend die physischen Aspekte eines DW-Systems dar.
Die logischen Schemata von Datenspeichern werden durch die Pakete der Resource-Ebene be-
schrieben. Als Beispiel wird hier das Paket Relational zur Darstellung relationaler Datenbanken
kurz beschrieben (vgl. Abbildung 3.3). Ein Catalog kann mehrere Schemata beinhalten. Der
Bezug zu einer Softwarekomponente, die dieses Schema bereitstellt, wird durch das Attribut
dataPackage von DataManager hergestellt. Wie in den meisten relationalen Datenbanksyste-
men, besteht ein Schema aus Triggern, Prozeduren, Tabellen und Sichten. Tabellen und Sichten
werden einfach als Mengen von Spalten dargestellt. In der Spezifikation des CWM sind auch
noch weitere Konzepte beschrieben, die eine sehr genaue Darstellung relationaler Datenbanken
ermöglichen (z.B. Index, Schlüssel, SQL-Datentypen).
Das BusinessNomenclature-Paket ist Teil der Analysis-Ebene des CWM und ermöglicht die Be-
schreibung von Taxonomien und Glossaren. Dieses Paket bietet also die Möglichkeit einige kon-
zeptuelle Aspekte zu beschreiben. Das Ziel des in Abbildung 3.4 dargestellten Modells ist es,
Terme, Konzepte und ihre Beziehungen untereinander zu beschreiben. Es somit sehr ähnlich zu
den Modellen, die in der Terminologiearbeit eingesetzt werden (siehe z.B. [von Buol, 1999]).
Die Verbindung zu anderen Modellen wird durch die Verbindung zu ModelElement hergestellt,
d.h. VocabularyElements können Elemente anderer Modelle repräsentieren und somit mehr se-
mantische Information über diese Elemente dokumentieren.
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Abbildung 3.4: Das Paket
BusinessNomenclature des CWM
An diesen Beispielen kann man gut erkennen, wie das CWM aufgebaut ist. Wie schon in Ab-
schnitt 2.3.2 erwähnt wurde, sind die Abhängigkeiten zwischen den Paketen häufig nur durch die
Konzept der Kernpakete hergestellt. So kann zum Beispiel ein DataManager irgendein Packa-
ge verwalten, obwohl offensichtlich nur bestimmte Typen von Paketen (nämlich Schemata oder
Kataloge) relevant sein können. Wie an den Beispielmodellen zu erkennen ist, sind auch einige
andere Konzepte im CWM als Spezialisierung von Package modelliert, die aber nichts mit einem
DataManager zu tun haben sollten (z.B. DeployedSoftwareSystem). Das CWM bietet also durch
das Metamodell alleine nicht ausreichend Restriktionen um fehlerhafte Metadaten im Austausch
zwischen mehreren Werkzeugen zu vermeiden. Andererseits bietet die gewählte Modellierungs-
technik den Vorteil einfach erweiterbar zu sein.
3.3 Motivation für ein erweitertes Metadatenmodell
Die Analyse von DW-Produkten und Metadatenstandards in den vorangegangenen Abschnitten
hat ergeben, dass die existierenden Werkzeuge einen Entwurf des DW-Systems auf logischer
und physischer Ebene ermöglichen. Die Schemata von DW und Datenquellen können ebenso
graphisch definiert werden wie die ETL-Prozesse. Die vorgestellten Produkte bieten eine Viel-
zahl von Schnittstellen, so dass auch alte Datenbestände integriert werden können.
Die zugehörigen Metamodelle sind in den Bereichen der Modellierung von unterschiedlichen
Schemata und Transformationsprozessen sehr detailliert beschrieben und entwickelt. Die Modell
sind außerdem sehr ähnlich aufgebaut oder basieren auf einem Standard wie CWM. Somit ist
der Austausch von Metadaten sehr einfach möglich. Allerdings stellen die in den Produkten
verwendeten Metamodelle nur einen Ausschnitt der Metadaten dar, die tatsächlich in einem DW-
System relevant sind [Vetterli et al., 2000; Vaduva und Vetterli, 2001]. Dies wird zum einen daran
deutlich, dass es bisher noch kein Produkt gibt, das den CWM-Standard vollständig unterstützt.
Aufgrund dessen gibt es keinen vollständigen, integrierten Metadatenbestand, und es entwickeln
sich viele „Insellösungen“ zur Metadatenverwaltung für die einzelnen Komponenten.
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Die momentan verfügbaren Produkte zum DW-Entwurf konzentrieren sich auf den logischen
und physischen Entwurf und bieten kaum Unterstützung für die konzeptuelle Ebene an. Dabei
geht es nicht nur um die Erfassung von Entity-Relationship-Diagrammen und deren Überfüh-
rung in relationale Datenbankschema, sondern insbesondere um die Erfassung der semantischen
Beziehungen zwischen den Konzepten eines Modells oder verschiedenen Modellen für Daten-
quellen und DW. Eines der Hauptprobleme beim Aufbau eines DW-Systems ist die Auswahl der
geeigneten Datenquellen, bei der Fragen wie „Welche Konzepte sollen überhaupt im DW mate-
rialisiert werden?“, „Welche Datenquellen beinhalten Informationen über diese Konzepte?“ und
„Wenn die Datenquellen A und B die gleiche Information anbieten, welche Datenquelle ist dann
zu bevorzugen?“ zu beantworten sind. Die Integration von Daten in das DW ist also nicht nur
eine technische Frage, sondern vor allem eine konzeptuelle Frage bei der auch Qualitätsaspekte
eine Rolle spielen. Die Daten können nur dann in wertvolle Informationen umgewandelt, wenn
sie von den Nutzern interpretiert werden können, und wenn sie die geforderte Datenqualität be-
sitzen.
Die Notwendigkeit für mehr Unterstützung im Bereich der konzeptuellen Modellierung wird
auch durch eine Studie des Kompetenzzentrums für Data Warehousing der Universität St. Gallen
belegt [Melchert et al., 2002]. In dieser Studie sollten DW-Experten aus mehreren Großunter-
nehmen ihre Einschätzung zu Aufwand, Nutzen und Praktikabilität verschiedener Metadaten-
kategorien abgeben. Die Aufteilung der Kategorien orientierte sich an den Paketen des CWM.
Die insgesamt höchsten Werte bekamen dabei die Bereiche Datenmodell, Warehouse Operation
und Transformation. Diese Bereiche erzielten zwar nicht in der Bewertungskategorie „Nutzen“
die höchsten Werte, jedoch ist die Praktikabilität und der Aufwand in diesen Bereich positiv zu
beurteilen. Dies ist dadurch zu begründen, dass die Unterstützung durch existierende Produkte
in diesen Bereichen wie oben beschrieben sehr gut ist. Den höchsten Nutzen sahen die Experten
aber im Bereich „Business Nomenclature“, der Aufwand wurde hier aber sehr hoch eingeschätzt.
Die Gründe hierfür liegen im Bedarf für Modelle, die Semantik und die reichhaltigen komplexen
Beziehungen von Begriffen und Konzepten in den Datenquellen eines Großunternehmens erfas-
sen. Andererseits wird der Aufwand dafür sehr hoch eingeschätzt, da die momentan verfügbaren
Produkte nicht ausreichend Unterstützung für solche Modelle bieten. Dies wird auch durch eine
weitere Untersuchung des Kompetenzzentrums belegt [Helfert, 2000a], in der der Forschungs-
bedarf für unterschiedliche Bereiche bei der Realisierung eines DW-Systems untersucht wurden.
Für den Bereich Metadaten-Management wurde dabei der höchste Forschungsbedarf festgestellt.
Ein weiteres Argument für die Notwendigkeit für eine erweiterte Metadatenverwaltung in DW-
Systemen wird durch ein Beispiel aus der Praxis gegeben. Schäfer et al. [2000] beschreiben
die Entwicklung des DW-Systems der Deutschen Bank, das zur Überwachung der Finanzen
und Erstellung von Bilanzberichten eingesetzt wird. Dabei stellen die Autoren auch die Wich-
tigkeit der Metadaten in den verschiedenen Phasen des DW-Prozesses heraus. Abbildung 3.5
zeigt die Phasen und die zugehörigen Metadaten des DW-Systems. Die Metamodelle, die in den
verschiedenen Phasen relevant sind, stellen jeweils einen Teilaspekt eines umfassenden Meta-
modells dar. So sind einerseits Daten über die physischen Eigenschaften von Datenspeichern
relevant, um den ETL-Prozess und den Zugriff auf das DW zu optimieren. Andererseits ist es
aber auch wichtig, semantische Informationen über Dimensionen, Organisationseinheiten und
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Abbildung 3.5: Rolle von Metadaten bei der Deutschen Bank [Schäfer et al., 2000]
auch Transformations- und Aggregationsregeln zu erfassen, damit die Bedeutung von einzelnen
Werten in den Ergebnisberichten klar definiert ist und deren Entstehung eindeutig nachvollzo-
gen werden kann. Daher ist es wichtig, nicht nur die Beziehungen zwischen den Datenquellen
und dem DW auf einer Ebene zu betrachten, sondern auch die Querbezüge zwischen mehre-
ren Ebenen. Damit ist es dann möglich, Fragen wie zum Beispiel „In welcher Relation wird
Konzept X gespeichert?“ (Verbindung zwischen konzeptueller und logischer Ebene) oder „Wel-
che Hardware-Komponente ist führt den Prozess Y aus?“ (Verbindung zwischen logischer und
physischer Ebene) zu beantworten. Das Hauptziel der Metadatenverwaltung im DW-System der
Deutschen Bank ist daher die präzise Dokumentation des gesamten Systems, so dass zu Proble-
men schnell die Ursachen gefunden werden können.
Den ersten Baustein für das erweiterte Metamodell bildet ein erweitertes Architekturmodell,
das neben der logischen und der physischen Ebene auch die konzeptuelle Ebene eines DW-
Systems erfasst. Die Modelle auf der konzeptuellen Ebene stellen dabei nicht nur wie üblich eine
abstraktere Repräsentation der Datenmodelle dar, sondern bilden insbesondere die Beziehungen
zwischen den einzelnen Teilmodellen der beteiligten Datenspeicher ab. Dieses Modell wird im
nächsten Abschnitt vorgestellt.
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3.4 Ein erweitertes Metamodell für Data-Warehouse-Systeme
Die Diskussion in den vorherigen Abschnitten hat gezeigt, dass die traditionelle Sichtweise auf
ein DW-System, die im Wesentlichen nur die physische und logische Perspektive betrachtet,
nicht ausreicht um die ganze Komplexität des Systems zu erfassen. Dieser Abschnitt betrachtet
ein DW-System aus der Sicht des Unternehmens und berücksichtigt vor allem den gesamten
Prozess des Data Warehousing, der im Kontext eines Unternehmens zu beachten ist.
Dieser Zusammenhang soll an der Abbildung 3.6 verdeutlicht werden. Die Abbildung stellt den
Fluss der Daten bzw. Informationen in einem Unternehmen dar, das ein DW-System einsetzt.
Ziel des DW-Systems ist die Bereitstellung von Daten über das Unternehmen für Analysten bzw.
Entscheider. Der Aufbau eines solchen Systems ist deshalb notwendig, weil die direkte Beobach-
tung des Unternehmens durch den Analysten aufgrund der Komplexität nicht möglich ist. Dieses
Ziel ist durch den gestrichelten Pfeil mit dem Fragezeichen in der Abbildung dargestellt.
Anstatt der direkten Beobachtung muss der Analyst also auf die Daten des DW-Systems zu-
rückgreifen, die in mehrere Schritten erfasst, transformiert, aggregiert und interpretiert werden
müssen. Möglicherweise lange bevor ein Unternehmen plant ein DW-System aufzubauen, wur-
den die Daten des Unternehmens in Datenspeichern erfasst. Diese Erfassung wurde durch die
operationalen Abteilungen vorgenommen, die die tägliche Arbeit des Unternehmens unterstüt-
zen sollen. Wie es in der Software-Entwicklung bzw. Datenmodellierung üblich ist, wurde dazu
zunächst die realen Prozesse und Daten des Unternehmens beobachtet und dann dementspre-
chend modelliert. Die operationalen Abteilungen haben dann diese Modelle in Datenerfassungs-
systemen implementiert, die aus der DW-Sicht die OLTP-Systeme bilden und die Datenquellen
bereitstellen. Die Datenquellen sollen also Daten enthalten, die das Unternehmen beschreiben.
Die Qualität der Datenquellen hängt dementsprechend von der Qualität der Beobachtung, der
Umsetzung der Modelle und der Datenerfassung ab, d.h. wie gut die Informationen über das
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Unternehmen in den Datenquellen dargestellt sind.
In den weiteren Schritten, bei der Extraktion der Daten aus den Datenquellen in das DW und bei
der anschließenden Aggregation in Data Marts, werden die Daten auch wieder in andere Modelle
transformiert. Auch hier bestimmen die Transformationen inwiefern die Semantik in den Daten
erhalten bleibt oder verändert wird. Zum Schluss muss schließlich der Anwender die Daten ana-
lysieren, d.h. die Ergebnisse seiner Anfragen an das System interpretieren und verstehen. Eine
der Hauptfragen hierbei ist, ob die Daten vom Anwender so verstanden werden wie das bei der
Datenerfassung gedacht war. Andererseits werden häufig schon bei der Datenerfassung Fehler
gemacht, so dass die Analyse auf falschen Daten basiert. Außerdem kann eine Fehlinterpretation
der Daten bzw. der zugrunde liegenden Modelle in jedem der fünf Schritte geschehen.
Ein Beispiel, das zugleich Fehler bei der Datenerfassung und die Schwierigkeit der Interpretation
der Daten aufzeigt, ist der Skandal um die Vermittlungszahlen der Arbeitsämter in Deutschland
im Februar 2002 [Bundesanstalt für Arbeit, 2002]. Der Bundesrechnungshof hatte die Vermitt-
lungsstatistiken der Arbeitsämter untersucht und festgestellt, dass ein Grossteil der Vermittlun-
gen keine neuen Arbeitsverhältnisse zur Folge hatten und somit keine Vermittlungen im Sinne
des Sozialgesetzbuches waren. Die Mitarbeiter der Arbeitsämter verstanden unter „Vermittlung“
die Vermittlung eines Arbeitslosen an eine andere Stelle, was natürlich nicht notwendigerweise
ein neuer Arbeitgeber ist. Abgesehen von der politischen Problematik, lag das Problem an der
falschen Auslegung des Begriffs „Vermittlung“ und der mangelnden Sorgfalt beim Erfassen der
Daten bei den Mitarbeitern. Diese Tatsachen sind bei der Erstellung der Statistik nicht berück-
sichtigt worden und wurden erst durch eine genauere Analyse der Daten bekannt.
Die ideale Lösung für Probleme dieser Art wäre die Vermeidung von solchen Unstimmigkeiten
schon bei der Datenerfassung. Die verschiedenen Prozesse und Datenmodelle im Kontext ei-
nes DW-Systems werden so aufeinander abgestimmt und verbessert, dass alle Komponenten das
gleiche Datenmodell verwenden und Fehler vermieden werden. Dies ist jedoch nicht möglich,
weil es in einem Unternehmen so viele verschiedene Datenmodelle gibt, die sich kaum alle in ein
einheitliches Modell überführen lassen. Des Weiteren können die OLTP-Prozesse zur Datener-
fassung nicht so einfach geändert werden, da sie zum einen wichtig für den täglichen Betrieb des
Unternehmens sind, und zum anderen meist nicht im direkten Einflussbereich des Entwickler-
teams des DW-Systems sind. Zu den technischen Problemen kommen also noch organisatorische
Probleme hinzu.
Daher hatten wir im DWQ-Projekt das Ziel, die konzeptuelle Perspektive (d.h. die linke Hälfte der
Abbildung 3.6) eines DW-Systems explizit zu erfassen [Quix et al., 1997; Jarke et al., 1999a]. Die
konzeptuellen Modelle beschreiben die Semantik der Daten in Bezug auf die „reale Welt“ des
Unternehmens. Gegenüber den logischen Schemata eines DW-Systems sind die konzeptuellen
Modelle näher an der realen Welt. Die in den Modellen enthaltene Semantik ist reichhaltiger als
bei den logischen Schemata, die sich eher an die Implementierung der Datenmodelle in einem
Datenbanksystem orientieren.
Die Idee einer konzeptuellen Perspektive bei der Datenmodellierung ist nicht neu. Konzeptuel-
le Modelle werden auch beim Entwurf von Datenbanksystemen eingesetzt. Jedoch bilden die
konzeptuellen Modelle alleine keinen besonderen Informationsgewinn, wichtig ist vor allem die
Verbindung zu den existierenden Formalismen in der logischen und der physischen Perspektive
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Abbildung 3.7: Rahmenwerk für das erweiterte DW-Metamodell
eines DW-Systems. Diese Verbindung wird später noch in Abschnitt 3.6 und Kapitel 6 genauer
dargestellt.
Das konzeptuelle Unternehmensmodell bildet in diesem Ansatz einen zentralen Baustein des
Rahmenwerks (s. Abbildung 3.7), da es die Basis für alle anderen Modelle im DW-System ist.
Insbesondere werden auch die Datenmodelle der Datenquelle als Sicht auf das Unternehmens-
modell dargestellt. Wir nutzen hier also auch das Local-as-View-Prinzip (vgl. Abschnitt 2.2),
bei dem es ein globales Modell gibt, und die anderen lokalen Modelle als Sicht auf das globale
Modell dargestellt werden. Der Local-as-View-Ansatz hat den Vorteil, dass man genau beschrei-
ben kann, welche Informationen in den Datenquellen bzw. im DW vorhanden sind. Insbesondere
kann man so auch semantische Unterschiede oder fehlende Daten in Datenquellen beschreiben.
Dadurch weiß man, welche Daten in den Datenquellen nicht vorhanden sind und kann Infor-
mationsdefizite (d.h. Qualitätsprobleme) in den Datenquellen erkennen. Daher ist der Local-as-
View-Ansatz für eine qualitätsorientierte Integration besser geeignet. Im Gegensatz dazu werden
im Global-as-View-Ansatz die Datenquellen als gegeben betrachtet und der Inhalt des DW wird
als Sicht auf die Datenquellen beschrieben. Hat ein Analyst zum Beispiel die Anforderung nach
einem Bericht über ein bestimmtes Konzept, so kann man mit Hilfe des Local-as-View-Ansatzes
feststellen, wo dieses Konzept vorhanden ist und welche Datenquelle es „am besten“ abbildet.
Die Bereitstellung der Informationen für das gewünschte Konzept könnte einfach durch die De-
finition eines Datenwürfels geleistet werden (basierend auf den vorhandenen Daten im DW), die
Integration neuer Datenquellen in das DW erfordern, oder die Erfassung dieses Konzepts auf
OLTP-Ebene notwendig machen.
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Die Stärken des Rahmenwerks liegen nicht nur in der konzeptuellen Perspektive, sondern insbe-
sondere auch in der Verbindung zwischen den einzelnen Perspektiven. Durch diese Verbindungen
ist es möglich festzustellen, welche Datenquelle Informationen über ein Konzept anbietet oder
welche Daten überhaupt in den Datenquellen erfasst sind. Dennoch werden die Perspektiven auch
explizit getrennt, da für die unterschiedlichen Aspekte in physischer, logischer oder konzeptuel-
ler Perspektive auch unterschiedliche Formalismen eingesetzt werden müssen. Dieses Vorgehen
wird zum Beispiel auch im CWM-Standard oder dem Oracle Warehouse Builder verfolgt.
3.5 Umsetzung des Rahmenwerks in Telos
Das vorgestellte Rahmenwerk bildet nur die Grundlage für das erweiterte Metadatenmodell. In
diesem Abschnitt präsentiere ich die formale Darstellung des Rahmenwerks in der konzeptuellen
Modellierungssprache Telos und dem Metadatenbanksystem ConceptBase. Durch die Einfüh-
rung einer expliziten konzeptuellen Perspektive ist es nun möglich, die Modelle auf der logischen
und physischen Ebene auf Korrektheit und Vollständigkeit bezüglich des Unternehmensmodells
zu überprüfen. Diese Überprüfung setzt natürlich adäquate Verfahren und Algorithmen voraus,
die durch die Formalisierung der Modelle unterstützt werden.
Das Metadatenbanksystem ConceptBase selbst kann nur einen Teil der Überprüfung überneh-
men, da der zugrundeliegende logische Formalismus nicht die notwendige Ausdrucksstärke hat,
um Konsistenz, Korrektheit und Vollständigkeit der konzeptuellen Modelle zu überprüfen. Auf-
grund dessen werden für spezielle Aufgaben externe Werkzeuge eingesetzt. Diese Werkzeuge
nutzen die Metadaten in ConceptBase als Eingabe und können diese Metadaten mit ihren Ergeb-
nissen auch anreichern. Dies gewährleistet, dass die Metadaten in ConceptBase eine umfassende
Beschreibung aller relevanten Metadaten für das DW-System darstellen. Beispiele für die Inte-
gration externer Werkzeuge werden im Abschnitt 3.6 besprochen.
Die Anfrage- und Integritätsprüfungsmechanismen von ConceptBase erlauben zwar keine tief-
gehende Überprüfung der konzeptuellen Modelle, dennoch können die meisten Integritätsbedin-
gungen als Constraints formalisiert werden. Im Gegensatz dazu sind die Integritätsbedingun-
gen im CWM nur als Anmerkungen den UML-Konzepten hinzugefügt. Dies und die leichte
Erweiterbarkeit der Metamodelle durch die objekt-orientierte Modellierungssprache waren die
Hauptgründe für den Einsatz von Telos und ConceptBase bei der Entwicklung der Metamodelle.
Bevor auf die einzelnen Teilmodelle für die drei Perspektiven eingegangen wird, gibt Abbil-
dung 3.8 einen Überblick über das Metamodell. Die Basisklasse in unserem Metamodell ist
DW_Object, die für alle DW-Objekte in allen Perspektiven und in den verschiedenen Ebenen
(Source, DW und Client) steht. Die horizontalen Verbindungen zwischen den Perspektiven has-
Schema und isViewOn repräsentieren die horizontalen Verbindungen in Abbildung 3.7: Typen
(z.B. Relationen oder multidimensionale Würfel) sind eine logische Sicht auf die Konzepte aus
der konzeptuelle Perspektive und eine Komponente aus der physischen Perspektive beinhaltet
die Implementierung eines logischen Schemas. Die Konzepte Source und Client stellen eine Da-
tenquelle bzw. ein Client-Programm unabhängig von einer konkreten Perspektive dar.
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Abbildung 3.8: Übersicht über das Metamodell
Conceptual
Object
Concept
Relationship
Concept Relationship Integer
Concept
Domain
Domain arity
isA isA
isA isA
Assertion
component
isSubsumedBy
Model
Client
ModelEnterprise
ModelSource
Model
position
Abbildung 3.9: Konzeptuelle Perspektive des Metamodells
In den folgenden Abschnitten werden nur Ausschnitte aus den Telos-Modellen (meist graphisch)
dargestellt. Die vollständigen Modelle befinden sich in Anhang A.1.
3.5.1 Konzeptuelle Perspektive
Das konzeptuelle Modell soll eine abstrakte Darstellung der verfügbaren Informationen unab-
hängig von logischen Schemata und physischen Implementierungsdetails geben. Die Beziehun-
gen zwischen Konzepten in diesem Modell sollen formal dargestellt werden, so dass intelligente
Werkzeuge die Abhängigkeiten analysieren können und somit mehr Wissen über die Inhalte von
Datenquellen und DW den Anwendern bzw. Entwicklern des DW-Systems zur Verfügung stellen
können. Diese Technik kann z.B. bei der Datenintegration eingesetzt werden, um die relevanten
Datenquellen für eine bestimmte Informationsanforderung zu bestimmen. Das hier dargestell-
te Modell basiert im Wesentlichen auf den von Calvanese et al. [2001] im DWQ-Projekt ent-
wickelten Formalismus zur konzeptuellen Integration in DW-Systemen, der die Semantik von
Entity-Relationship-Modellen erweitert.
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Abbildung 3.10: Beispiel für konzeptuelle Modelle von Unternehmen und Datenquelle
In der Umsetzung des konzeptuellen Modells in das Metadatenbanksystem ConceptBase spielt
die Klasse Model eine zentrale Rolle (siehe Abbildung 3.9). Ein Modell steht in Beziehung zu
einer Datenquelle, einem Client oder dem Unternehmen selbst und beinhaltet die Konzepte, die
in diesen Kontexten relevant sind. Ein Concept repräsentiert ein Konzept der realen Welt bzw.
Geschäftswelt des Unternehmens. Eine Relationship ist eine n-stellige Beziehung zwischen Kon-
zepten oder Domänen. Domänen repräsentieren atomare Datentypen wie zum Beispiel Integer
oder String, können aber auch konkretere Wertebereiche darstellen wie zum Beispiel „Geldein-
heit“ oder „Länge“. Die Generalisierungen ConceptDomain und ConceptRelationship sind zur
Vereinfachung des Modells eingefügt, da an manchen Stellen Konzepte oder Domänen bzw.
Konzepte oder Beziehungen eingesetzt werden können. In dem in Abbildung 3.10 dargestell-
ten Beispiel sind Employee und Department als Konzepte modelliert. Die dreistellige Beziehung
WorksIn stellt dar, dass Angestellte seit einem Datum in einer Abteilung arbeiten. Die Beziehung
EmployeeSalary stellt dar, dass Beziehungen, die im ER-Modell gewöhnlich als Attributbezie-
hungen dargestellt werden, hier auch als Relationship dargestellt werden können. Dadurch ist
es möglich, die unterschiedliche Domäne der Gehälter im Unternehmensmodell und der Daten-
quelle zu erfassen.
Des Weiteren kann das Modell die Beziehungen zwischen Konzepten innerhalb eines Modells
oder in verschiedenen Modellen erfassen. Einerseits kann der Entwickler explizite Assertions
definieren, die in einer Beschreibungslogik die semantischen Beziehungen zwischen den Kon-
zepten formalisieren. Diese Assertions können Beziehungen zwischen Domänen darstellen (z.B.
ist MoneyEuro eine Teilmenge von Money, aber disjunkt mit MoneyDM) oder Beziehungen zwi-
schen Konzepten (z.B. ist das Konzept EmployeeS1 eine Teilmenge von Employee). Andererseits
können diese Informationen von einem Beweissystem1 (engl.: Reasoner) ausgewertet werden,
1Ein Beweissystem ist ein Werkzeug zur Überprüfung der Konsistenz und Korrektheit von Formeln in einer
3.5 Umsetzung des Rahmenwerks in Telos 49
Class Relationship isA ConceptRelationship with
attribute,single,necessary
arity : Integer
attribute
component : ConceptDomain
constraint
arity_constraint :
$ forall r/Relationship i/Integer (r arity i) ==> (i >= 2 ) $;
position_constraint :
$ forall r/Relationship a/Integer p1,p2/Integer
(exists c1,c2/Relationship!component
Ai(r,component,c1) and Ai(r,component,c2) and (c1 position p1)
and (c2 position p2) and
not(c1 == c2) and A(r,arity,a)) ==>
(not (p1 == p2) and (p1 <= a) and (p2 <= a)) $;
all_positions_constraint :
$ forall r/Relationship i/Integer a/Integer (i<= a) and (i>0)
A(r,arity,a) ==> (exists c/Relationship!component
Ai(r,component,c) and A(c,position,i)) $
end
Abbildung 3.11: Definition des Konzepts Relationship in Telos
das dann seine Ergebnisse in die Metadatenbank einfügen kann. Neue Subsumtionsbeziehungen
werden zum Beispiel durch das isSubsumedBy-Attribut dargestellt. Mit Hilfe dieser Informa-
tionen kann man dann feststellen, welche Datenquelle zur Materialisierung eines Konzepts im
Unternehmensmodell genutzt werden soll. Die Informationen in der Metadatenbank können also
von allen Werkzeugen genutzt und geändert werden, so dass auch Werkzeuge von den Ergebnis-
sen anderer Werkzeuge profitieren.
Das Metadatenbanksystem dient nicht nur als reiner Datenspeicher, sondern bietet auch eine
Basisfunktionalität zur Überprüfung der Korrektheit des konzeptuellen Modells. Dies soll am
Beispiel der Definition der Klasse Relationship in Abbildung 3.11 illustriert werden. Wie vorher
in Abbildung 3.9 dargestellt, hat eine Relationship eine Stelligkeit (arity) und stellt Konzep-
te oder Domänen in Beziehung. Die Integritätsbedingungen (Constraints) stellen sicher, dass
eine Beziehung mindestens eine Stelligkeit von zwei hat (arity_constraint), dass keine Stelle
doppelt definiert ist (position_constraint), und dass alle Stellen der Beziehung definiert sind
(all_positions_constraint). Das Metadatenbanksystem überprüft diese Bedingungen beim Ein-
fügen einer neuen Relationship.
3.5.2 Logische Perspektive
Die logische Perspektive erfasst das DW-System aus dem Blickpunkt der Datenmodelle und der
Datentypen. Während es bei der konzeptuellen Perspektive hauptsächlich um die Inhalte bzw.
semantische Bedeutung der Daten geht, beschreibt die logische Perspektive die Strukturen und
Beschreibungslogik und zur Ableitung neuer Beziehungen zwischen den Konzepten durch die Auswertung der
Formeln.
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Abbildung 3.12: Logische Perspektive des Metamodells
Typen der Daten. In dieser Perspektive müssen auch die Datentransformationen und Integrations-
vorschriften modelliert werden. Dies auch der Grund dafür, weshalb die kommerziellen Produkte
und Metadaten-Standards diese Perspektive sehr gut darstellen.
Das hier vorgestellte Rahmenwerk und das Metamodell wurde 1997/1998 entwickelt, als die
Standards CWM und OIM noch nicht existierten. Aus diesem Grund enthält das Metamodell
auf der logischen Ebene nur eine relativ vage Beschreibung von Schemata und Relationen. Die
Schwerpunkte beim Entwurf dieses Modells lagen zum einen auf der Erweiterbarkeit, zum Bei-
spiel durch spezielle Modelle für multidimensionale Strukturen oder relationale Datenbanken.
Die Erweiterbarkeit und Flexibilität ist zum Beispiel deswegen wichtig, weil bis heute noch
kein einheitliches Datenmodell für multidimensionale Strukturen standardisiert wurde. Ande-
rerseits sollten die Beziehungen der logischen Elemente zur konzeptuellen und zur physischen
Perspektive erfasst werden, um die horizontalen Verbindungen im Rahmenwerk aus Abbildung
3.7 darstellen zu können.
Das logische Modell, dass in Abbildung 3.12 dargestellt ist, hat als zentralen Bestandteil das
Element Schema. Analog zu Model im konzeptuellen Modell, besteht ein Schema aus mehre-
ren Typen. Die Schemata für Datenquellen, DW und Clients werden durch die Spezialisierungen
SourceSchema, DWSchema und ClientSchema klassifiziert. Ein Typ kann als Feld mehrere ande-
re Typen enthalten, womit Typen in verschiedenen Datenmodellen (relational, objekt-orientiert,
record-basiert) beschrieben werden können. Als Beispiel für eine Spezialisierung dieses gene-
rischen Modells ist in der Abbildung das relationale Modell angegeben. Ein RelationalSchema
besteht aus mehreren Relationen, und eine Relation besteht aus mehreren Feldern, die Werte ei-
ne bestimmten Domäne enthalten müssen. Dieses Modell für relationale Datenbanken stellt nur
einen Teil des Relational-Pakets des CWM dar. Wie nachher noch in Abschnitt 3.6 gezeigt wird,
lässt sich aber das CWM in unser Metamodell integrieren. Dort wird auch auf eine Erweiterung
des hier vorgestellten Modells eingegangen, die zur Erfassung der Metadaten während Datenin-
tegration nach Calvanese et al. [2001] notwendig ist.
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Abbildung 3.13: Physische Perspektive des Metamodells
3.5.3 Physische Perspektive
Da die kommerziellen Produkte auch die physische Perspektive eines DW-Systems gut darstel-
len, basiert das Metamodell in dieser Perspektive hauptsächlich auf den Ergebnissen der Ana-
lyse von existierenden DW-Produkten (vgl. Abschnitt 3.1 oder [Quix und Jarke, 2000]). Wir
haben festgestellt, dass die grundlegenden Komponenten in diesen Architekturen Datenspeicher
und Programme sind. Ein Datenspeicher (DataStore) ist vergleichbar mit einem DataManager
aus dem CWM und verwaltet Daten, also zum Beispiel ein Datenbanksystem. Programme grei-
fen auf Datenspeicher zu, um Daten zu lesen oder zu schreiben, oder notifizieren auch andere
Programme über Ereignisse. Beispiele hierfür sind Extraktionsprogramme, die Daten aus einer
Datenquelle in eine Datenbank schreiben, aber auch Kontrollprogramme, die den Status einer
Datenquelle überwachen und bei bestimmten Ereignissen ein Extraktionsprogramm starten.
Im Modell in Abbildung 3.13 sind die Konzepte durch die Klasse DW_Component und deren
Spezialisierungen Program und DataStore dargestellt. Eine DW_Component kann aus mehrere
anderen Komponenten bestehen und auch Daten an andere Komponenten liefern. Die Verbin-
dung zur logischen Perspektive ist zum einen durch die Attributbeziehung hasSchema zwischen
DW_Component und Schema (siehe Abbildung 3.8) hergestellt. Zum anderen sind die Attribute
deliversTo und notifies auch mit einem Typ in Verbindung gesetzt, d.h. eine Komponente liefert
einen bestimmten Datentyp an eine andere Komponente.
3.6 Anwendungen und Beispiele
Das vorgestellte Rahmenwerk definiert das grundlegende Metamodell des Metadatenbanksy-
stems. Das soweit definierte Modell ist aber noch zu abstrakt um wirklich anwendbar zu sein.
Im Rahmen des DWQ-Projekts wurde deshalb das Metamodell in einigen Bereich verfeinert,
52 3 Ein Metamodell für die Architektur von Data-Warehouse-Systemen
Abbildung 3.14: Erweiterung der konzeptuellen Perspektive
um die Werkzeuge und Entwickler beim Entwurf und Betrieb eines DW-Systems ausreichend
zu unterstützen. In diesem Abschnitt stelle ich drei dieser Verfeinerungen vor. Dies zeigt einer-
seits die Erweiterbarkeit des Modells und andererseits das Zusammenspiel der verschiedenen
Perspektiven.
Die Modelle wurden gemeinsam mit den Partnern im DWQ-Projekt entwickelt und von mir in
Telos implementiert.
3.6.1 Erweiterung der konzeptuellen Perspektive
Die Erweiterung in der konzeptuellen Perspektive dient dazu, die verschiedenen konzeptuellen
Modelle des Unternehmens und der Datenquellen zu formalisieren und miteinander in Beziehung
zu setzen. Mit Hilfe der formalen Darstellung kann man dann entscheiden, welche Datenquelle
zur Materialisierung eines Konzepts des Unternehmensmodells ausgewählt werden muss. Des
Weiteren kann dann ein Beweissystem die Konsistenz und Korrektheit der Modelle prüfen und
neue Beziehungen ableiten.
Das erweiterte Modell ist in Abbildung 3.14 im graphischen Browser des ConceptBase-Systems
dargestellt. In dieser Abbildung und den folgenden Abbildungen 3.16 bis 3.19 stellen die fett ge-
zeichneten Pfeile ohne Bezeichner Spezialisierungsbeziehung dar, dünne Pfeile ohne Bezeichner
sind Instanziierungsbeziehungen und die restlichen Pfeile mit Bezeichner sind Attributbezie-
hungen. Der dem Modell zugrundeliegende Formalismus wurde im Rahmen des DWQ-Projekts
entwickelt [Calvanese et al., 1997, 1998c,e]. Ein Teil des Modells wurde schon in Abbildung
3.9 dargestellt, die Erweiterung dient vor allem zur Darstellung der Assertions. Zunächst werden
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die Assertions in unterschiedliche Typen klassifiziert. IntraModelAssertions stellen Beziehungen
zwischen Konzepten innerhalb eines Modells dar, eine InterModelAssertion ist entsprechend ei-
ne Beziehung von Konzepten aus unterschiedlichen Modellen. DomainAssertions repräsentieren
Beziehungen zwischen Domänen.
Die Assertions haben jeweils auf der rechten und linken Seite Konzeptausdrücke. Ein Operator
wird nicht explizit modelliert, d.h. die linke Seite wird als Teilmenge der rechten Seiten auf-
gefasst. Konzeptausdrücke sind entweder atomare Konzepte, die nicht durch Formeln definiert
sind, oder es stellen komplexe Ausdrücke in der Beschreibungslogik DLR dar.2 Der folgende
Telos-Frame stellt das komplexe Konzept PhoneWithoutOrder dar, d.h. alle Telefone, für die es
keine Bestellung gibt.
PhoneWithoutOrder in ComplexConcept with
definition
d : "(and Phone (not some $1 Order))"
containsSyntactically
cs1 : Phone;
cs2 : Order
end
Die Formel wird in ConceptBase nur als Zeichenkette gespeichert, da das System selber diesen
Ausdruck nicht auswerten kann. Um aber die Abhängigkeiten zwischen Konzepten festzuhalten,
werden zusätzlich die atomaren Konzepte, die in der Formel auftauchen, als Attribute gespei-
chert.
Da die Erstellung der konzeptuellen Modelle ein sehr langwieriger Prozess sein kann, wird der
Benutzer des Systems (d.h. der Entwickler des DW-Systems) durch Werkzeuge unterstützt. Fran-
coni und Ng [2000] haben den graphischen Editor i.com für die konzeptuellen Modelle ent-
wickelt, in dem die konzeptuellen Modelle interaktiv erstellt werden können. Durch die An-
bindung des Beweissystems FaCT [Horrocks, 1999] können die Modelle zur Laufzeit überprüft
werden. In Abbildung 3.15 ist examplarisch der Entwurf eines Modells für eine Datenquelle und
des Unternehmensmodells dargestellt. Die Verbindungen zwischen den beiden Teilfenstern stel-
len die InterModelAssertions dar. Die Modelle werden dann einerseits an FaCT übertragen, um
sie zu überprüfen und auszuwerten, andererseits erzeugt i.com Telos-Modelle, die die konzeptu-
ellen Modelle in ConceptBase darstellen. Somit können dann wieder andere Werkzeuge davon
Gebrauch machen.
3.6.2 Datenintegration mit Hilfe der konzeptuellen Modelle
Das Hauptanwendungsgebiet für die konzeptuellen Datenmodelle ist die Datenintegration auf
logischer Ebene. Die logische Perspektive stellt die Schemata der beteiligten Datenspeicher dar.
Wie schon vorher diskutiert wurde, spielt das konzeptuelle Unternehmensmodell eine zentrale
Rolle in unserem Rahmenwerk. Daher werden auch die Schemata in der logischen Perspektive
2DLR steht für Description Logic with Relations und wurde in [Calvanese et al., 1997] definiert.
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Abbildung 3.15: Entwurf von konzeptuellen Modellen mit i.com [Franconi und Ng, 2000]
als Sicht auf die konzeptuellen Modelle dargestellt, d.h. die Schemata werden als Anfragen an
das konzeptuelle Modell dargestellt. Das hier vorgestellte Verfahren wurde ebenfalls im DWQ-
Projekt entwickelt [Calvanese et al., 1998d, 1999a,b].
In diesem Verfahren werden sowohl die Schemata der Datenquellen als auch das Schema des
DW als Sicht auf die entsprechenden konzeptuellen Modelle dargestellt. Da das konzeptuelle
Modell einer Datenquelle aber schon als Sicht auf das Unternehmensmodell definiert ist, ist auch
das Schema der Datenquelle indirekt als Sicht auf das Unternehmensmodell repräsentiert. Das
Problem besteht nun darin, die Anfrage für das Schema des DW so umzuschreiben, dass sie sich
nur auf die Relationen aus den Datenquellen beziehen und äquivalent zur ursprünglichen Anfrage
über dem konzeptuellen Modell ist (siehe Anfragenproblem in Abschnitt 2.2.2).
Um die notwendigen Metadaten für dieses Verfahren zu erfassen, wurde die logische Perspektive
wie in Abbildung 3.16 dargestellt erweitert. Die Relationen eines Schemas werden als konjunk-
tive Anfragen (Conjunctive Queries) definiert. Das Ergebnis der Umschreibung der Anfrage für
eine Relation im DW kann auch eine disjunktive Anfrage (Disjunctive Query) sein, da die Er-
gebnisse aus mehreren Datenquellen zusammengefasst werden müssen. Wie bei den komplexen
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Abbildung 3.16: Erweiterung der logischen Perspektive
Konzepten im konzeptuellen Modell wird die Definition einer Anfrage nur als Zeichenkette im
Metadatenbanksystem gespeichert und die vorkommenden Konzepte bzw. Relationen werden
durch die Attributbeziehung containsSyntactically gespeichert. In der Abbildung sind auch die
Spezialisierungen der Klasse Conjunct zu erkennen. Zum Beispiel ist auch die Klasse Concept-
Relationship aus der konzeptuellen Perspektive eine Spezialisierung von Conjunct und kann so-
mit auch Konzepte in einer Anfrage vorkommen.
Neben der Integration der Schemata, müssen auch die unterschiedlichen Datentypen und Ko-
dierungen in den Datenquellen vereinheitlicht werden. Dies geschieht durch zusätzliche Funk-
tionen in einer Anfrage, den sogenannten Adornments3. Diese Adornments stellen sowohl Kon-
vertierungs- und Transformationsfunktionen als auch Wertebereichseinschränkungen dar. Das
Ergebnis der Umschreibung ist ein Mediator, der neben der umgeschriebenen Anfrage auch ei-
ne MergingClause enthält. Diese MergingClause gibt an, wie die Daten aus unterschiedlichen
Datenquellen zusammengefügt werden müssen.
Ein Beispiel für die Metadaten des Ansatzes ist in den Abbildungen 3.17 und 3.18 angegeben.
Die Definition der Relationen in den Datenquellen und der gewünschten Relationen im DW wird
durch das Werkzeug DaRe (Data Reconciliation) unterstützt. Das Werkzeug generiert auch die
Metadaten, die in Abbildung 3.17 dargestellt sind. Die Datenquelle Source_1 wird durch das
konzeptuelle Modell Model_1 und das Schema SourceSchema_1 beschrieben.4 Die Rela-
3In der neuesten Arbeit von Calvanese et al. [2001] werden diese Zusätze Annotationen genannt, siehe auch
Abschnitt 6.1.1
4Zur leichteren Identifizierung haben alle Objekte, die zu Datenquelle Source_1 gehören, das Suffix _1 im
Objektnamen.
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Abbildung 3.17: Metadaten zur Definition einer Relation in DaRe
tion Agreement_table_1 wird durch die „adorned query“ AdQuAgreement_table_1
definiert. Dieses Objekt besteht zum einen aus der Anfrage selbst (QuAgreement_table_1)
und aus den Einschränkungen für den Wertebereich der Variablen (ValueConstraints), und den
Identifizierungen von konzeptuellen Objekten durch relationale Variablen (Identify).
Abbildung 3.18 zeigt die Metadaten zur Definition einer DW-Relation auf Basis des Unterneh-
mensmodells. Die Darstellung ist analog zu den Relationen der Datenquellen. In der rechten
Hälfte der Abbildung sind die Konzepte aus dem Unternehmensmodell dargestellt. Mittels eines
Algorithmus zur Umschreibung kann aus dieser Darstellung eine Anfrage über die Datenquellen
generiert werden [Calvanese et al., 2001].
Das Beispiel zeigt, dass das hier vorgestellte Metamodell leicht erweitert werden kann, um Me-
tadaten unterschiedlicher Formalismen zu verwalten. Außerdem zeigt das Beispiel, dass die Mo-
dellierung der konzeptuellen Perspektive nicht nur zur Dokumentation und zum besseren Ver-
ständnis des DW-Systems beiträgt, sondern auch zur Bestimmung eines geeigneten Integrations-
schemas notwendig ist.
3.6.3 Erweiterung für konzeptuelle Modelle multidimensionaler Struktu-
ren
Als letztes Beispiel für die Erweiterung des Metamodells wird auf die konzeptuelle Darstellung
multidimensionaler Datenmodelle eingegangen [Franconi und Sattler, 1999]. Das oben vorge-
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Abbildung 3.18: Metadaten für die Definition der DW-Relation auf Basis des
Unternehmensmodells
Abbildung 3.19: Erweiterung der konzeptuelle Perspektive um multidimensionale
Datenmodelle
stellte Werkzeug i.com kann auch zur Modellierung dieser Modelle benutzt werden. Dazu wurde
das Metamodell wie in Abbildung 3.19 dargestellt erweitert.
Aggregationen sind spezielle Konzepte, die wiederum Konzepte bzgl. einer bestimmten Dimen-
sionsebene (DimensionLevel) zusammenfassen. Die Dimensionsebenen sind durch ein Attribut
(z.B. Adresse) und eine Ebene definiert (z.B. Stadt oder Region). Außerdem gehört zu einer Ag-
gregation die Information, welche Attribute mit welchen Funktionen aggregiert werden sollen.
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Abbildung 3.20: Einbettung der CWM-Pakete in das DWQ-Rahmenwerk
3.6.4 Einbettung des CWM in das Rahmenwerk
Das Rahmenwerk und erweiterte Metamodell erfassen zwar alle Aspekte eines DW-Systems, die
Modelle können aber auf der Detailebene nicht mit einem Standard wie dem CWM verglichen
werden, der von einem Industriekonsortium entwickelt wurde. Das Hauptziel bei der Entwick-
lung des Metamodells war auch die Erfassung „neuer“ Metadaten, die in bisherigen Produkten
oder Standards noch nicht berücksichtigt werden.
Zum Abschluss dieses Kapitels soll hier auf die mögliche Integration des CWM in das Rah-
menwerk eingegangen werden. Bei der Vorstellung des Standards und der DW-Produkte wurde
schon erkannt, dass auch dort eine Trennung zwischen den unterschiedlichen Perspektiven ge-
macht wird. Somit ist eine Einordnung des CWM relativ leicht möglich.
Abbildung 3.20 zeigt das Rahmenwerk und im Hintergrund die Pakete des CWM. In der phy-
sischen Perspektive wurden von uns Komponenten und deren Abhängigkeiten modelliert. Im
CWM entspricht dies dem SoftwareDeployment-Paket. Da dort keine Unterschiede zwischen
den Typen von Datenspeichern gemacht werden, denkt das SoftwareDeployment-Paket also die
gesamte physische Perspektive ab.
In der logischen Perspektive stehen die Schemata im Vordergrund. Die Pakete Relational, XML
und Record beschreiben Schemata unterschiedlicher Strukturen. Da in der Regel relationale Da-
tenbankmanagementsysteme für das DW eingesetzt werden, wurde das Relational-Paket der DW-
Ebene zugeordnet. Die Pakete Record und XML könnten für die Beschreibung von Datenquellen
eingesetzt werden. Das Transformation-Paket beschreibt die Aktivitäten die zur Integration von
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"SoftwareDeployment_ProviderConnection" with
constraint
c82 : $ forall pc/"SoftwareDeployment_ProviderConnection"
dp/"SoftwareDeployment_DataProvider"
dm/"SoftwareDeployment_DataManager"
A(pc,dataProvider,dp) and A(pc,dataManager,dm)
==> not(dp==dm) $
Abbildung 3.21: Definition der Constraint C-8-2 des CWM in Telos
Daten aus den Quellen notwendig sind und bildet somit die Brücke zwischen DW-Ebene und den
Datenquellen.
Die Anwendung der Daten aus dem DW wird durch Pakete Multidimensional, OLAP und Data
Mining beschrieben. Da diese Pakete auch teilweise den Transformationsprozess (d.h. die Ag-
gregation) der Daten beschreiben, stellen sie auch die Verbindung zur DW-Ebene her.
In der konzeptuellen Perspektive ist das Paket BusinessNomenclature einzuordnen. Es beschreibt
auch Konzepte und ihre Beziehungen, allerdings können die hier entwickelten Modelle die se-
mantischen Beziehungen viel reichhaltiger darstellen als es mit einem Glossar oder Taxonomie
möglich ist. Daher stellt dieses Paket nur eine unvollständige Abbildung der konzeptuellen Per-
spektive dar.
Leider wurde das CWM erst nach dem Ende des DWQ-Projekts veröffentlicht, sonst wäre eine
direkte Erweiterung des Modells möglich gewesen. Im Rahmen dieser Arbeit wurde zur Analyse
des CWM, die Darstellung des CWM im XMI-Format mittels der XML-Transformationssprache
XSLT in ein Telos-Modell überführt. Die Abbildung des Modells auf das Datenmodell von Telos
war einfach, da beide objekt-orientiert sind. Somit wäre eine Integration des erweiterten Meta-
modells aus dem DWQ-Projekt und dem CWM-Modell sehr leicht möglich.
Darüber hinaus kann man die Integritätsbedingungen von ConceptBase dazu nutzen, die im
CWM-Standard informell definierten Bedingungen, formal umzusetzen. Abbildung 3.21 zeigt
dazu ein Beispiel. Die Bedingung C-8-2 des SoftwareDeployment-Pakets im CWM besagt, dass
eine ProviderConnection nicht einen DataProvider mit sich selbst verbinden darf [Object Ma-
nagement Group, 2001, S. 193]. Laut Modell wäre dies möglich (vgl. Abbildung 3.2). Um die
Eindeutigkeit zu garantieren, wurden die Objektnamen für die Metaklassen des CWM bei der
Transformation in Telos aus dem Paketnamen und dem Klassennamen zusammengesetzt.
3.7 Fazit
Das Ziel dieses Kapitels war die Entwicklung eines Metamodells für DW-Systeme, das als
Grundlage für die weiteren Schwerpunkte Datenqualität und Datenintegration geeignet ist.
Zunächst habe ich deshalb die existierenden Modelle in kommerziellen Produkten und Standards
für DW-Systeme untersucht. Die Analyse hat gezeigt, dass diese Modelle vor allem bei der Erfas-
sung der konzeptuellen Perspektive eines DW-Systems Schwächen haben, während die Reprä-
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sentation logischer bzw. physischer Aspekte sehr stark ist. Durch Diskussionen mit Partnern aus
der Industrie im Rahmen des DWQ-Projekts und weiteren Studien anderer Forschungsinstitute
wurde aber deutlich, dass gerade die konzeptuellen Aspekte wichtig sind, um die semantischen
Abhängigkeiten der Daten in den Datenquellen und im DW zu verstehen.
Das vorgestellte Rahmenwerk bildet die Grundlage für ein erweitertes Metadatenmodell, das ge-
nau diese konzeptuellen Aspekte versucht zu erfassen. Dabei werden die Abhängigkeiten und
Beziehungen zwischen den Konzepten von der Erfassung durch die operationalen Abteilungen
bis hin zur Interpretation durch den Analysten erfasst. Die Einführung eines expliziten Unter-
nehmensmodells als zentraler Bestandteil des Metadatenmodell ermöglicht die Bezugnahme der
Teilmodelle zu einem Modell mit zentraler Semantik.
Der Entwurf eines zentralen Unternehmensmodells, das alle Aspekte eines Unternehmens ab-
deckt, ist natürlich nicht in einem Schritt möglich. Wie an den Beispielen aus Abschnitt 3.6 zu
erkennen ist, ist unser Ansatz inkrementell, d.h. ein Unternehmensmodell wird Schritt für Schritt
mit der Erfassung weiterer Datenquellen aufgebaut. Darüber hinaus wird der Benutzer des Me-
tadatenverwaltungssystems durch verschiedene Werkzeuge unterstützt (s. Abschnitt 6.5).
Der Vergleich mit dem CWM-Standard hat gezeigt, dass das hier entwickelte Metamodell mehr
Aspekte abdeckt als das CWM. Das CWM bietet jedoch mehr Möglichkeiten bei der Modellie-
rung logischer Schemata oder physischer Eigenschaften von Software-Komponenten. Die Ent-
wicklung vergleichbarer Modelle in diesen Bereichen würde aber den Rahmen dieser Arbeit
sprengen und bestenfalls marginale Vorteile bringen, wie dies auch der Vergleich zwischen OIM
und CWM in Abschnitt 2.3.2 zeigt. Das vorgestellte Modell ist daher nicht als Ersatz für be-
stehende Metadatenmodelle gedacht, sondern als Erweiterung. Das eine Erweiterung modell-
technisch relativ leicht möglich ist, zeigt die Umsetzung des CWM als Telos-Modell. Auch die
Erweiterung unseres Metamodells für spezielle Zwecke in der konzeptuellen und logischen Per-
spektive zeigt dessen Erweiterbarkeit und Flexibilität. Des Weiteren kann man durch eine Erwei-
terung des Modells weitere Formalismen integrieren, so wie das mit der Beschreibungslogik in
der konzeptuellen Perspektive geschehen ist.
Dieses Modell stellt ein DW-System aber nur aus einer Perspektive dar. Wie in der Einleitung
angedeutet wurde, sind verschiedene Sichtweisen notwendig um ein DW-System umfassend zu
beschreiben. Im folgenden Kapitel wird das Modell daher um ein Prozessmodell erweitert, das
die dynamischen Aspekte und die Interaktion zwischen den DW-Komponenten beschreibt.
Kapitel 4
Prozesse in Data-Warehouse-Systemen
Dieses Kapitel beschreibt den dynamischen Teil von DW-Systemen. Bisher wurde dargestellt,
wie die Architektur eines DW-Systems aussieht, d.h. aus welchen Komponenten es besteht, wie
diese Komponenten zusammenhängen und welche Schemata die Komponenten haben. Diese sta-
tische Beschreibung wird nun durch die Repräsentation der Prozesse und Arbeitsabläufe (Work-
flows) eines DW-Systems vervollständigt.
In einem DW-System treten verschiedene Arten von Prozessen auf. Die wichtigsten Prozesse sind
die Transformations- oder Datenverarbeitungsprozesse, die die Daten von einem Datenspeicher
in einen anderen übertragen und dabei die Daten transformieren, aggregieren, bereinigen oder
integrieren. Darüber hinaus sind die Aktivitäten bzgl. (Weiter-)Entwicklung und Administrati-
on ebenfalls Prozesse im DW-System, die aber die Struktur des Systems ändern können. Inmon
[1996] argumentiert, dass die Entwicklung eines DW-Systems daten-orientiert ist und im Gegen-
satz zu klassischen Systemen, die Anforderungen an das System nicht vor dem Entwurf bekannt
sind. Daher lehnt er eine prozess-orientierte Sicht ab, da für die Modellierung der Prozesse die
Anforderungen an das DW-System vorher bekannt sein müssten. Eine prozess-orientierte Sicht
auf das DW-System und damit die Modellierung der DW-Prozesse ist aber meiner Meinung nach
notwendig um die Zusammenhänge im DW-System vollständig zu verstehen. Auch in anderen
Arbeiten wird ein prozess-orientierte Sicht verwendet [Kimball, 1996; Bouzeghoub et al., 1999;
List et al., 2000].
Ein einfacher Ansatz zur Modellierung von DW-Prozessen könnte darin bestehen, zu den pro-
zessausführenden Komponenten des DW-Systems (z.B. das Konzept Program aus Abschnitt 3.5)
entsprechende Informationen über die deklarative oder funktionale Semantik des Prozesses hin-
zuzufügen. Diese Art der Modellierung ist aber für ein effizientes Prozessmanagement nicht
ausreichend, da man auch Informationen über den Zweck und die Intention von Prozessen benö-
tigt, um sie zu vollständig zu verstehen und verbessern zu können [Yu und Mylopoulos, 1994].
In der Prozessmodellierung werden daher unterschiedliche Perspektiven genutzt, um einen Pro-
zess zu beschreiben. Ein Überblick über die Arbeiten zu Prozess- und Workflowmodellierung
wird zum Beispiel in [Rolland, 1998] und [Georgakopoulos et al., 1995] gegeben, auf die ich
genauer im Abschnitt 4.1 eingehen werde. Darauf aufbauend beschreibt Abschnitt 4.2 die Mo-
delle der DW-Standards OIM und CWM. Kommerzielle Werkzeuge, die diese Modelle teilweise
61
62 4 Prozesse in Data-Warehouse-Systemen
benutzen, werden ebenfalls betrachtet.
Basierend auf diesen Untersuchungen werde ich dann in Abschnitt 4.3 mein Modell für DW-
Prozesse vorstellen, das neben einer funktionalen Beschreibung der Prozesse auch den Zweck
und die Intention von Prozessen modelliert. Dieses Modell wird dann in Abschnitt 4.4 um Kon-
zepte für Evolutionsprozesse erweitert. Zum Abschluss dieses Kapitels zeige ich an einigen Bei-
spielen, inwiefern man mit Hilfe des Metadatenbanksystems die Informationen des Prozessmo-
dells zur Analyse des DW-Systems nutzen kann.
Die Grundlagen für diese Modelle wurden auch im DWQ-Projekt erarbeitet [Quix et al., 1998;
Quix, 1999; Vassiliadis et al., 2001].
4.1 Prozess- und Workflow-Modellierung
Grundsätzlich kann man in einem DW-System zwei Arten von Prozessen unterscheiden. Zum
einen gibt es die Prozesse, die sich mit der Verarbeitung der Daten beschäftigen, z.B. Extraktions-,
Transformations- und Bereinigungsprozesse. Andererseits gibt es Entwicklungsprozesse, die die
Architektur des Systems ändern. Dies sind in gewisser Weise Meta-Prozesse, da sie auch die
datenverarbeitenden Prozesse beeinflussen. Die Software-Prozessmodellierung beschäftigt sich
mit den Prozessen, die zur Entwicklung und Ausführung eines Software-Produkts notwendig
sind. Da es sich bei einem DW-System auch um Software-System handelt, wird dieser Bereich
zunächst betrachtet.
Curtis et al. [1992] geben fünf Hauptziele für die Modellierung von Software-Prozessen an:
Erleichterung des Verständnisses und der Kommunikation: Der Prozess soll in einer
menschlich verständlichen Form dargestellt werden und somit die Kommunikation und
Vereinbarungen über Software-Prozesse ermöglichen.
Unterstützung der Prozessverbesserung: Durch Identifikation der notwendigen Komponen-
ten eines Software-Prozesses, die Wiederverwendung erfolgreicher Software-Prozesse,
den Vergleich von Prozessen und durch die Abschätzung der Auswirkungen von mögli-
chen Änderungen soll die Weiterentwicklung und Verbesserung von Prozessen unterstützt
werden.
Unterstützung des Prozessmanagements: Die Modellierung der Entwicklungsprozesse er-
möglicht die Überwachung, Verwaltung und Koordination des Software-Projekts sowie
die detaillierte Planung von zukünftigen Aktivitäten.
Automatisierte Anleitung für die Ausführung von Prozessen: Durch die detaillierte Be-
schreibung der Prozesse wird die Ausführung erleichtert.
Automatisierte Ausführungsunterstützung: Teile des Prozesses können automatisiert wer-
den, und Regeln zur Beibehaltung der Prozessintegrität können durchgesetzt werden.
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Diese Ziele lassen sich auch auf eine DW-Umgebung übertragen und teilweise auf beide Arten
von DW-Prozessen anwenden. Zum Beispiel ist das erste Ziel in der Entwurfsphase des DW-
Systems sinnvoll, in der die Anforderungen an das System gesammelt werden müssen. Durch
die klare Definition der (Geschäfts-)Prozesse, in die ein DW-System eingebettet werden soll,
wird die Kommunikation zwischen den Beteiligten (Entwickler, Benutzer, Administratoren der
Datenquellen, etc.) erleichtert und das Verständnis für die Anforderungen erhöht. Das Erkennen
von Abhängigkeiten zwischen Prozessen, DW-Komponenten und Daten erleichtert die Wartung
und Weiterentwicklung des Systems.
Die Modellierung von Prozessen und die Erfassung der Prozessdaten bietet also eine Reihe von
Vorteilen, die die Entwicklung und Wartung eines DW-Systems erleichtern. Bei der Modellie-
rung von Software-Prozessen werden verschiedene Perspektiven genutzt, die die unterschied-
lichen Aspekte eines Software-Prozesses beschreiben sollen. Curtis et al. [1992] identifizieren
zum Beispiel die funktionale, die verhaltensorientierte, die organisatorische und die informato-
rische Perspektive. Ein andere Klassifizierung von Perspektiven für Software-Prozesse wird in
[Rolland, 1998] vorgenommen, die auf einer Charakterisierung von Perspektiven für Informati-
onssysteme aus [Jarke et al., 1992] basiert. Dort werden die folgenden Perspektiven identifiziert:
Subject World: Diese Perspektive stellt das Wissen über die Domänen dar, die durch das zu
entwickelnde Informationssystem dargestellt werden soll. Die Perspektive repräsentiert die
Objekte der realen Welt.
System World: Hier wird spezifiziert, wie das System funktioniert. Entitäten und Prozesse der
Subject World werden mit Spezifikationen und deren Implementierungen in Verbindung
gesetzt.
Usage World: Diese Welt beschreibt den organisatorischen Kontext des Systems, d.h. welche
Personen es benutzen, wie das System genutzt wird und welchen Zweck das System hat.
Development World: Die Entwicklungsperspektive betrachtet die Prozesse, die zur Entwick-
lung des Systems notwendig.
Neben der funktionalen Beschreibung der Prozesse (System World), ist also auch eine benut-
zerorientierte Sicht (Usage World) wichtig, die den Zweck des Systems darstellt. Die Notwen-
digkeit für verschiedene Arten von Prozessmodellen für Software-Produkte wird auch an der
Verwendung von unterschiedlichen Modellierungssprachen für die verschiedenen Ebenen eines
Software-Produkts deutlich [Jarke et al., 1990]: die Anforderungen werden als Grundlage für
Entwurfsentscheidungen in einer konzeptuellen Wissensrepräsentationssprache dargestellt, die
Ergebnisse des Entwurfsprozesses in einer deklarativen konzeptuellen Sprache, und eine Daten-
bankprogrammiersprache wird für die Implementierung verwendet.
Auch Yu und Mylopoulos [1994] unterscheiden verschiedene Perspektiven bei der Prozessmo-
dellierung, unterteilt nach den drei Fragestellungen How (Wie wird ein Prozess ausgeführt?),
What (Aus welchen Schritten besteht der Prozess?) und Why (Warum existiert der Prozess und
warum wird er so umgesetzt?). Um die Gründe für Prozesse zu verstehen, schlagen sie das Actor-
Dependency-Modell vor, in dem die Akteure einer Prozessumgebung und ihre Abhängigkeiten
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Abbildung 4.1: Teil des Metamodells für die Definition eines Workflows [Workflow
Management Coalition, 2002]
dargestellt werden. Die Abhängigkeiten von Akteuren werden in unterschiedliche Kategorien
eingeteilt. Eine Goal Dependency bedeutet zum Beispiel, dass ein Akteur von dem Erreichen
eines Ziels eines anderen Akteurs abhängt. Bei einer Task Dependency wartet ein Akteur darauf,
dass jemand anders eine bestimmte Aktivität durchführt.
Im Rahmen der Definition des ETL-Prozesses im DW-System gibt es auch Ansätze, diesen Pro-
zess als Workflow zu modellieren [Bouzeghoub et al., 1999; Bartel et al., 2000]. Die Workflow
Management Coalition [1999] definiert einen Workflow als einen „vollständig oder teilweise au-
tomatisierten Geschäftsprozess, während dessen Ausführung Dokumente, Informationen, oder
Aufgaben, von einem Prozessteilnehmer zum nächsten gereicht werden, um an diesen Aktionen
auszuführen, die auf Grundlage von prozeduralen Regeln definiert sind“. Formal wird ein Work-
flow durch das in Abbildung 4.1 dargestellte Modell repräsentiert. Ein Workflow besteht aus
einer Menge von Aktivitäten, die durch Transitionen miteinander verknüpft sind. Des Weiteren
enthält ein Workflow Daten, die für die Ausführung relevant sind, und Informationen über die
Teilnehmer (d.h. die ausführenden Personen).
Workflow-Modelle wurden auch für die Repräsentation erweiterter Transaktionen in Datenbank-
systemen eingesetzt [Alonso et al., 1996; Abiteboul et al., 1999]. Gegenüber herkömmlichen
Transaktionsmodellen haben Workflow-Modelle den Vorteil, dass sie auch die Benutzer und Pro-
gramme modellieren und nicht nur die Aktivitäten und Daten. Dadurch können die erweiterten
komplexen Transaktionen wie sie in DW- oder E-Commerce-Systemen auftreten, genauer erfasst
werden. Demgegenüber steht allerdings, dass die Daten in den meisten Workflow-Systemen oder
Referenzmodellen wie in Abbildung 4.1 nur unzureichend dargestellt werden.
4.2 Repräsentation von DW-Prozessen in Standards und Pro-
dukten
Die Modelle zur Repräsentation von Transformationsprozessen in den Standards Open Informa-
tion Model (OIM) und Common Warehouse Metamodel (CWM) gehören zu den aussagekräf-
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Abbildung 4.2: Transformation-Paket des CWM [Object Management Group, 2001]
tigsten Modellen in den Standards. Das Modell ist nicht nur geeignet für die Darstellung von
Prozessen in der Transformationsphase eines ETL-Prozesses, sondern kann generell für daten-
verarbeitende Prozesse im DW-System eingesetzt werden (z.B. also auch für Prozesse, die Daten
aus dem DW in weitere Data Marts extrahieren). Dabei ist das Data Transformation Package aus
dem OIM mittlerweile in das CWM übernommen wurden. Die Beschreibung der Modelle in den
beiden Standards ist wörtlich fast identisch. Da es sich bei dem Modell im CWM-Standard um
die neuere Fassung handelt, beschränke ich mich auf die Darstellung dieser Version.
Im CWM werden DW-Prozesse in drei verschiedenen Paketen dargestellt. Transformationspro-
zesse werden in dem Paket Transformation behandelt, dessen wesentliche Konzepte in Abbil-
dung 4.2 zu sehen sind. Das Hauptkonzept ist TransformationTask, das eine Menge von Trans-
formationsoperationen als logische Einheit repräsentiert. Ein TransformationTask wird auf zwei
Arten beschrieben. Einerseits gibt es eine funktionale Beschreibung, d.h. eine Menge von Trans-
formationen, die jeweils eine Menge von Modellelementen (DataObjectSet) als Quelle und Ziel
hat. Zur genaueren Beschreibung der Transformation, können Funktionen bzw. deren Beschrei-
bung als Attribut hinzugefügt werden. Die Modellelemente, die Quelle und Ziel darstellen, kön-
nen aus beliebigen Datenmodellen stammen (z.B. relational, objekt-orientiert) und eine beliebi-
ge Granularitätsstufe haben (z.B. Relation, Attribut). Diese Flexibilität ist auch der wesentliche
Unterschied des „neuen“ Modells im CWM gegenüber des OIM, wo nur Transformationen zwi-
schen relationalen Datenobjekten dargestellt werden konnten.
Auf der Ausführungsebene werden TransformationTasks durch eine Menge von Transformati-
onSteps beschrieben, die zu TransformationActivities zusammen gruppiert werden können. Der
wesentliche Unterschied zur funktionalen Beschreibung besteht darin, dass hier die einzelnen
Schritte in einer bestimmten Reihenfolge bearbeitet werden, was durch die Konzepte StepPrece-
dence und PrecedenceConstraint beschrieben ist.
Die eigentliche Ausführung der Prozesse wird durch die Pakete Warehouse Process und Ware-
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Abbildung 4.3: Die Pakete Warehouse Process und Operation des CWM
house Operation beschrieben (siehe Abbildung 4.3). Das Paket Warehouse Process beschreibt
dabei den Ablauf der Ausführungen, d.h. welche Ereignisse die Ausführung auslösen und in wel-
cher Reihenfolge die Transformationsschritte ausgeführt wurden. Die Ausführung einer Trans-
formation wird dann durch das Paket Warehouse Operation beschrieben. Die Konzepte Acti-
vityExecution und StepExecution dokumentieren den Status einer Transformation während der
Laufzeit ebenso wie das Ergebnis nach der Ausführung (z.B. erfolgreiche Ausführung, Start-
und Endzeit).
Im Paket Warehouse Operation ist ebenfalls das Konzept ChangeRequest (Änderungsanforde-
rung) enthalten, das die Entwicklung von Elementen des CWM-Modells dokumentieren kann. Zu
einer Änderungsanforderung können Beschreibung, Grund, Datum und Status angegeben wer-
den. Die Darstellung ist allerdings informell, da Beschreibung und Grund nur als Zeichenkette
gespeichert werden und ein ChangeRequest nur über die Verbindung zum betreffenden Modell-
element mit dem restlichen Metadaten verbunden ist.
Transformationsprozesse werden vor allem in Integrationswerkzeugen definiert, wie z.B. DataS-
tage von Ascential Software, das schon in Abschnitt 3.1 vorgestellt wurde [Ascential Software,
2002]. Die Transformationsprozesse werden dabei so definiert, wie es auch im CWM-Standard
vorgesehen ist. Auf unterster Ebene können einzelne Datenfelder miteinander verknüpft werden,
diese können dann auf einer höheren Ebene (z.B. Relationen) als Transformationen zwischen
Modellelementen zusammengefasst werden. Daraus kann man dann den Fluss der Daten (wie in
Abbildung 3.1) darstellen. Die einzelnen Transformationsschritte können dann zu einem kom-
plexen Integrationsvorgang zusammengefasst werden.
Eine frühere Version des OIM wird von den Data Transformation Services von Microsoft benutzt
[Bernstein und Bergstraesser, 1999]. Auch hier können die Transformationen graphisch definiert
und zu komplexen Integrationsprozessen zusammengefasst werden.
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Basierend auf der Diskussion von Prozessmodellen in den vorhergehenden Abschnitten, kann
man für ein Prozessmodell für DW-Prozesse folgende Anforderungen spezifizieren. Zunächst ist
es wichtig, einen Prozess aus unterschiedlichen Perspektiven zu modellieren, um die verschie-
denen Aspekte zu erfassen. Dabei sollte eine an dem Zweck des Prozesses orientierte Perspek-
tive genauso berücksichtigt werden wie die Darstellung der Prozessausführung und der funk-
tionalen Semantik des Prozesses. Insbesondere sollte beachtet werden, dass DW-Prozesse Da-
tenverarbeitungsprozesse sind. Daher ist eine explizite Verknüpfung zwischen Prozessen und
Daten erforderlich. Des Weiteren sollte es möglich sein, die Daten der Prozessausführung aufzu-
zeichnen und damit den Ablauf der Prozesse zu analysieren. Außerdem sollte das Modell mit den
anderen Modellen für die DW-Architektur und DW-Qualität integriert sein. Schließlich sollten
sowohl die operationellen Prozesse dokumentiert werden, als auch die Entwicklungsprozesse.
Vergleicht man diese Anforderungen mit den oben genannten Modellen bzw. Rahmenwerken, so
kann man feststellen, dass dem CWM-Standard eine zweckorientierte Darstellung fehlt. Demge-
genüber sind die funktionale Darstellung und die Informationen über die Prozessausführung aus-
reichend. Im Standard der Workflow Management Coalition fehlt hingegen eine genaue Darstel-
lung der involvierten Daten. Die erwähnten Erweiterungen des ETL-Prozesses bzw. herkömm-
liche Transaktionsmodelle um Workflowelemente geben keine genauen Metamodelle vor, mit
denen sich die Prozesse bzw. Workflows genau beschreiben lassen.
Die in dieser Arbeit vorgestellte Lösung versucht, die wesentlichsten Elemente aus den ver-
schiedenen Ansätzen zu kombinieren, um so eine umfassende Modellierung der DW-Prozesse
zu ermöglichen. Abbildung 4.4 gibt einen Überblick über das Prozessmodell (dargestellt als
Telos-Modell). Es ist in drei Ebenen aufgeteilt. Die Ausführungsebene und die funktionale Ebe-
ne entsprechen im Wesentlichen den Modellen aus dem CWM. Hinzugefügt wurde eine orga-
nisatorische Ebene, in der die organisatorischen Abhängigkeiten zwischen den Prozessen und
Akteuren im DW-System beschrieben werden. Das Konzept DW_Process ist eine abstrakte Dar-
stellung eines DW-Prozesses und dient dazu, die verschiedenen Perspektiven des Prozessmodells
zu verbinden.
Im Folgenden werden die einzelnen Ebenen detailliert beschrieben. Die dazugehörenden Telos-
Modelle sind in Anhang A.2 aufgeführt.
Organisatorische Ebene
Die organisatorische Ebene befasst sich mit den Gründen und Zielen von Prozessen. Das hier
vorgestellte Modell basiert auf den Ideen des Actor-Dependency-Modells von Yu und Mylopou-
los [1994]. Die Grundidee des Modells ist, dass Akteure davon abhängen, dass andere Akteure
Ziele erreichen, Aufgaben erledigen oder Ressourcen zur Verfügung stellen. Diese intentionalen
Beziehungen sagen mehr über die Abhängigkeiten zwischen Prozessen aus als es alleine durch
physische Beziehungen wie Ein-/Ausgabe-Abhängigkeiten möglich ist. Zum Beispiel kann ein
Prozess erst dann gestartet werden, wenn ein anderer Prozess beendet wird und somit die von
ihm verwendeten Ressourcen freigibt. Ein weiteres Beispiel ist ein Analyst, der täglich aktuelle
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Abbildung 4.5: Organisatorische Ebene des Prozessmodells
Daten benötigt, die durch einen täglichen Aktualisierungsprozess des DW bereitgestellt werden
müssen.
Abbildung 4.5 zeigt das detaillierte Modell für die organisatorische Ebene. Aufgaben (Task)
sind abstrakte Beschreibungen von Funktionen, die entweder von Prozessen oder Personen (Sta-
keholder) durchgeführt werden können. Dies ist auch der wesentliche Unterschied zum Actor-
Dependency-Modell. Dort stehen die Akteure im Mittelpunkt, d.h. die „Objekte“, die Aktionen
ausführen. Dies würde aber im DW-Kontext nicht viel Sinn machen, da hier die Akteure ent-
weder Personen oder Systemkomponenten darstellen. Dadurch würden dann organisatorische
Aspekte (Welche Personen sind für welche Aufgaben verantwortlich?) mit Elementen aus der
Ausführungsebene (Welche Komponenten führen den Prozess aus?) vermischt. Zu dem wird aus
den Abhängigkeiten zwischen Akteuren nicht der zeitliche Ablauf der Aktivitäten deutlich, d.h.
welche Aufgaben vor anderen ausgeführt werden müssen. Aus diesen Gründen habe ich hier
das Konzept Task (Aufgabe) in den Mittelpunkt gestellt, das entweder einer Person oder einem
Prozess zugeordnet ist.1
1In einer früheren Version des Prozessmodells aus [Vassiliadis et al., 2001] wurde dieses Konzept Role genannt
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Die wesentlichen Informationen hängen an der dependsOn-Beziehung zwischen Aufgaben. Zu-
nächst wird der Abhängigkeitsbeziehung ein Typ zugeordnet (vgl. [Yu und Mylopoulos, 1994]):
Goal Dependency: Eine Aufgabe hängt insofern von einer anderen Aufgabe ab, dass ein vorge-
gebenes Ziel durch Erledigung der Aufgabe erreicht werden soll. Ein Aktualisierungspro-
zess hat zum Beispiel die Aufgabe, die Daten im DW zu aktualisieren, d.h. das Ziel ist die
Bereitstellung aktueller Daten. Im o.g. Beispiel hätte die Aufgabe des Analysten also eine
Goal Dependency zu der Aktualisierungsaufgabe, da es wichtig ist, dass die Daten aktuell
sind. Wie das Ziel erreicht wird, ist in diesem Fall nicht interessant.
Task Dependency: Eine Aufgabe muss durchgeführt werden, damit eine andere Aufgabe an-
gefangen werden kann. Im Gegensatz zur Goal Dependency ist hier kein konkretes Ziel
vorgegeben. Zum Beispiel kann die weitere Programmierung einer Komponenten vom Te-
sten einzelner Bestandteile abhängen, oder die Beurteilung der Datenqualität hängt von
der Ermittlung eines Qualitätswertes durch eine Anfrage ab.
Resource Dependency: Eine Aufgabe kann erst dann ausgeführt werden, wenn bei der Durch-
führung einer anderen Aufgabe, die entsprechenden Ressourcen freigegeben wurden. Zum
Beispiel kann ein Lesezugriff auf eine DW-Relation zur Erstellung eines Berichts erst dann
erfolgen, wenn andere Prozesse (z.B. Aktualisierungsprozesse) eine Sperre auf der Relati-
on aufheben.
Neben diesen Abhängigkeitstypen nennen Yu und Mylopoulos [1994] noch die Soft-Goal Depen-
dency, die einer „Goal Dependency“ entspricht, bei der sich die Bedingungen für das Erreichen
des Ziels nicht genau angeben lassen.
Neben des Typs kann man auch die Stärke der Abhängigkeit angeben. Yu und Mylopoulos [1994]
nennen die folgenden Kategorien, die auch hier übernommen werden:
Open Dependency: Bei dieser Art von Abhängigkeit ist die abhängige Aufgabe nicht unbedingt
an der Erfüllung der anderen Aufgabe gebunden. Zum Beispiel kann die Datenanalyse
davon abhängen, dass ein benutzerfreundliches Programm zur Verfügung steht. Dies ist
zum einen eine „Soft-Goal Dependency“, da sich das Ziel nicht genau definieren lässt, zum
anderen kann die Datenanalyse auch mit einem weniger benutzerfreundlichen Programm
durchgeführt werden.
Committed Dependency: Die abhängige Aufgabe ist wesentlich an die Erfüllung der ande-
ren Aufgabe gebunden, und die verantwortliche Person letztere Aufgabe zu erfüllen. Das
bereits oben erwähnte Beispiel des Analysten, der auf die Bereitstellung aktueller Daten
angewiesen ist, kann als „Committed Dependency“ angesehen werden. Er verlässt sich auf
die Zusicherung des DW-Administrators, dass die Daten zu einem bestimmten Zeitpunkt
vorliegen.
und von Personen und Aktivitäten subsumiert. Dies ist aber nicht passend, da Rollen in der Regel Personen zuge-
ordnet sind und keine Aktivitäten darstellen.
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Critical Dependency: Hierbei ist die Erfüllung einer Aufgabe eine notwendige Bedingung für
die Ausführung einer anderen Aufgabe. Zum Beispiel können Daten nur dann in ein ge-
meinsames Schema integriert werden, wenn sie vorher transformiert wurden, z.B. Daten-
typen und Kodierungen vereinheitlicht wurden.
Neben dem Typ und der Stärke wird die Abhängigkeit auch durch ein DW_Object beschrieben,
bezüglich dessen die Abhängigkeit existiert (Attribut wrt, with respect to). Die Beispiele zeigen,
dass die Abhängigkeiten sich immer auf ein oder mehrere Objekte beziehen, z.B. ein Programm
oder Daten, die bereitgestellt werden sollen. Schließlich kann die Abhängigkeit und auch die
Aufgabe selbst durch eine textuelle Beschreibung genauer definiert werden.
Funktionale Ebene
Abbildung 4.6 zeigt die funktionale Ebene des Prozessmodells, die zum Teil auf dem Paket
„Transformation“ des CWM basiert. Das Konzept Transformation entspricht dem Konzept aus
dem CWM und stellt Transformationen zwischen logischen Objekten (z.B. Schema, Relation)
dar. Transformationen können dabei eine hierarchische Struktur haben. Zum Beispiel gibt es
eine Transformation auf Schemaebene, die weiter detailliert wird durch Transformationen auf
Relationenebene, und letztlich durch Transformationen auf Attributebene genau definiert wird.
Im Gegensatz zum CWM, können mit dem Modell hier nicht nur Transformationen dargestellt
werden. Deshalb wurde das allgemeinere Konzept Function eingeführt, mit dem auch Prozesse
repräsentiert werden können, die keine Transformationen darstellen. Zum Beispiel ist das Über-
prüfen einer Relation auf fehlerhafte Einträge ein Prozess, aber kein Transformationsprozess.
Allerdings kann man aufgrund der vielfältigen Prozessarten keine genaue Darstellung auf dieser
Ebene machen. Ein formaler Ausdruck (z.B. eine SQL-Anfrage) und eine Beschreibung können
einer Funktion als Attribut hinzugefügt werden, um die Bedeutung der Funktion genauer zu be-
schreiben. Das Modell kann aber mit weiteren Subklassen von Funktion erweitert werden, wenn
dies für die Darstellung besonderer Prozesstypen erforderlich ist.
Ausführungsebene
Auch die Darstellung der Prozesse auf der Ausführungsebene basiert auf dem CWM (siehe Ab-
bildung 4.7). Ein Prozess wird durch eine Aktivität durchgeführt, die von einer DW-Komponente
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Abbildung 4.7: Ausführungsebene des Prozessmodells
(DW_Component) ausgeführt wird. Im Architekturmodell wurde schon eine deliversTo-Bezie-
hung zwischen Komponenten definiert. Diese Beziehung wird hier erweitert um darzustellen,
während welcher Aktivität die Daten zwischen den Komponenten übertragen werden. Prinzipi-
ell ist es möglich, dass die gleiche Komponente Daten an unterschiedliche Komponenten bei
verschiedenen Aktivität liefert. Eine Aktivität besteht aus einer Menge von Schritten (Step), die
in einer bestimmten Reihenfolge ausgeführt werden sollen. Diese Reihenfolge wird durch das
Attribut next beschrieben, das zusätzlich die Information über die Bedingung enthält, zu der der
nächste Schritt ausgeführt werden soll. Um verschachtelte Aktivitäten zu ermöglichen, ist das
Konzept Step als Subklasse von Activity definiert, so dass ein Step wieder selbst Steps enthalten
kann.
Zusätzlich wird zu einer Aktivität vermerkt, welche Art von Ereignis (Event) die Ausführung
der Aktivität auslösen kann. Wie im CWM, kann man hier auch weitere Spezialisierungen von
Event (wie zum Beispiel ScheduleEvent, ExternalEvent oder InternalEvent) angeben, um die
verschiedenen Arten von Ereignissen zu charakterisieren.
Die eigentliche Ausführung der Aktivität wird durch das Element ProcessExecution beschrieben.
Hierzu wird registriert, wann die Ausführung begonnen und geendet hat und im welchem Status
sie sich befindet (z.B. abgeschlossen, abgebrochen oder noch laufend). Da die Aktivitäten ver-
schachtelt sein können, müssen die Ausführungen auch Verschachtelungen darstellen können,
was durch das Attribut subProcess erreicht wird.
4.4 Evolution des Data-Warehouse-Systems
DW-Systeme haben eine komplexe Struktur und sind aus vielen verschiedenen Komponenten
aufgebaut. Die Anforderungen an das System sind vielfältig und stammen hauptsächlich von
Managern und Analysten, die sich um das tägliche Geschäft des Unternehmens kümmern. Die
Anforderungen dieser Benutzer ändern sich sehr häufig, weil sie für ihre Arbeit ständig neue
Daten brauchen. Die neuen Anforderungen sind daher nicht immer nur durch den Einsatz von
verbesserter Hardware zu erfüllen, sondern erfordern einen Neuentwurf von Architektur, Daten-
modellen und Prozessen des DW-Systems.
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Aus diesem Grund kann ein DW-System nicht in einem Schritt implementiert werden, sondern
es ist ein sich ständig weiterentwickelndes System. Ein DW-System kann sich von einer lose ge-
koppelten föderierten Architektur zu einem komplexen mehrschichtigen System entwickeln. In
dieser Zeit steigen auch die Anforderungen an das System. Die Weiterentwicklung (bzw. Evolu-
tion) des Systems ist also ein immanenter Bestandteil des DW-Systems. Daher ist es erforderlich,
die entsprechenden Evolutionsprozesse auch in einem Modell zu erfassen, um die Entwicklung
des Systems nachvollziehen zu können. Das zuvor entwickelte Modell zur Darstellung von DW-
Prozessen wird demzufolge um Konzepte zur Repräsentation von Evolutionsprozessen erweitert.
Zunächst wird aber geklärt, wie ein DW-System weiterentwickelt wird und welche Arten von
Evolutionsprozessen stattfinden.
4.4.1 Arten von Evolutionsprozessen
In einem DW-System können Änderungen an vielen unterschiedlichen Komponenten in ver-
schiedenen Situationen erfolgen. Zunächst können die OLTP-Systeme sich ändern. Da die Daten
aus diesen Quellen extrahiert werden, müssen bei Änderungen die entsprechenden Prozesse und
evtl. auch Datenmodelle angepasst werden. Zum Beispiel kann sich das Schema der Datenquel-
le, die Adresse zum Zugriff oder das Zeitfenster zur Extraktion ändern. Auf der anderen Seite
können sich die Anforderungen der Benutzer, wie oben beschrieben, ändern. Auch die Prozesse
können sich ändern, z.B. neue Zeitplanung oder geänderte Transformationsregeln.
Änderungen im DW-System können also aufgrund interner oder externer Ereignisse bzw. An-
forderungen erforderlich sein. Zu den internen Gründen zählen z.B. die kontinuierliche Ver-
besserung des gesamten Systems, Änderungen des Standorts bzw. der Internet-Adresse einer
Komponente oder das Hinzufügen oder Entfernen von Komponenten. Externe Gründe sind z.B.
Änderungen der Benutzeranforderungen oder gesetzlicher Bestimmungen und Änderungen bei
(externen) Datenquellen (Verfügbarkeit oder Schema).
Die Forschung im Bereich Evolution in einem DW-System konzentriert sich auf das Gebiet der
Schemaevolution. Dabei ist das Hauptproblem wie die Definition von Sichten im DW geändert
werden müssen, damit nach Schemaänderungen in den Datenquellen die gleichen Daten in der
Sicht enthalten sind [Bellahsène, 1998, 2002; Blaschka, 1999]. Ein weiteres Problem in diesem
Kontext ist die Wartung der Daten in einer materialisierten Sicht, wenn sich die Definition der
Sicht ändert [Gupta et al., 1995].
In [Claypool et al., 2000] wird eine Klassifikation für Schemaevolutionsoperatoren in objekt-
orientierten Datenbanken angegeben. Diese Klassifikation kann auf den Kontext von DW-Syste-
men übertragen werden, in denen oft relationale Systeme eingesetzt werden. Grundsätzlich kann
man die Operationen durch die Schemaobjekte unterscheiden, die sie betreffen. Für relationale
Datenbanken kann man die folgenden Evolutionsoperationen nennen:
• Löschen bzw. Hinzufügen einer Relation in einer Datenquelle
• Löschen bzw. Hinzufügen einer Sicht und ihrer Materialisierung im DW
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Abbildung 4.8: Erweiterung der funktionalen Ebene für Evolutionsprozesse
• Löschen bzw. Hinzufügen von Attributen zu Basisrelationen oder Sichten
• Ändern der Domänen eines Attributs
• Umbenennen von Attributen, Relationen oder Sichten
• Löschen bzw. Hinzufügen von Integritätsbedingungen
• Ändern der Sichtendefinition
In dieser Arbeit sollen keine neuen Algorithmen zur Behandlung von Schemaevolutionsproble-
men entworfen werden. Ein Ziel dieser Arbeit ist es, die für die (Schema-)Evolution in einem
DW-System notwendigen Metadaten zu erfassen, um somit die Administration und Weiterent-
wicklung des Systems zu unterstützen. Daher wird im nächsten Abschnitt ein Modell für die
Erfassung der relevanten Daten vorgestellt.
4.4.2 Modell für Data-Warehouse-Evolution
Eine Möglichkeit zur Kontrolle der Entwicklung eines DW-Systems ist die Erfassung der oben
beschriebenen Evolutionsprozesse in einem Metamodell. Mit diesem Modell ist es dann mög-
lich, die Historie des Systems nachzuvollziehen. Dafür ist eine Erweiterung des in Abschnitt 4.3
vorgestellten Modells notwendig, die in Abbildung 4.8 dargestellt ist.
Wie in der Abbildung zu erkennen ist, wurde die funktionale Ebene des Prozessmodells spezielle
Klassen für die Repräsentation von Evolutionsprozessen und ihrer Semantik hinzugefügt. Eine
Änderung der organisatorischen Ebene und der Ausführungsebene ist nicht notwendig, da es
auf diesen Ebenen nur geringe Unterschiede zwischen Evolutions- und „normalen“ Prozessen
gibt. Zu dem steht die Ausführungsebene bei den Evolutionsprozessen nicht im Vordergrund,
wichtiger ist die Erfassung was geändert wurde, wie es geändert wurde, und warum es geändert
wurde.
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Diese Fragen können durch das Modell beantwortet werden. Zunächst wurde zur Unterscheidung
von normalen DW-Prozessen ein Subklasse EvolutionProcess hinzugefügt. Analog dazu wurde
die Klasse Function durch die Klasse EvolutionFunction spezialisiert. Dies zeigt auch, dass nicht
notwendigerweise alle Prozesse in einem DW-System als Transformationen dargestellt werden
können, wie dies im CWM erfolgt. Die betroffenen Komponenten bzw. Prozesse eines Evolu-
tionsprozesses werden durch das Attribut worksOn identifiziert. Bei dieser Attributbeziehung
wird auch die Semantik des Evolutionsprozesses definiert (z.B. geändert, hinzugefügt, gelöscht).
Damit lassen sich dann auch die oben erwähnten Schemaevolutionsoperationen darstellen. Eine
genauere Definition des Prozesses kann durch eine textuelle Beschreibung erfolgen. Eine forma-
le Darstellung der Semantik der Evolutionsoperation kann im Modell nicht erfolgen, da aufgrund
der Heterogenität der DW-Komponenten kein einheitlicher Formalismus zur Beschreibung von
Änderungsoperationen angegeben werden kann. Es ist aber möglich entsprechende formale Aus-
drücke als Text (z.B. SQL-Befehl ALTER TABLE) der Funktion als Attribut hinzuzufügen.
4.5 Unterstützung durch das Metadatenbanksystem
Die in den vorhergehenden Abschnitten dargestellten Metamodelle wurden alle in der Model-
lierungssprache Telos formal dargestellt und in dem Metadatenbanksystem ConceptBase imple-
mentiert. In diesem Abschnitt zeige ich die Vorteile dieses metadaten-basierten Ansatzes für die
Modellierung von DW-Prozessen an den von Curtis et al. [1992] genannten Zielen.
Das erste Ziel der Prozessmodellierung ist die Verbesserung des Verständnisses der Prozesse.
Die Unterstützung dieses Ziels kann man nicht direkt durch konkrete Eigenschaften des Systems
belegen. Jedoch bietet das hier vorgestellte Modell die Möglichkeit, DW-Prozesse umfassend zu
beschreiben. Insbesondere können auch der Zweck und die intentionalen Zusammenhänge eines
Prozesses durch die organisatorische Ebene beschrieben werden. Dies erleichtert das Verständnis
der Prozesse insofern, da man auch erkennt, für welche Aufgaben ein Prozess eingesetzt wird.
Die Unterstützung der Prozessverbesserung ist ein weiteres Ziel. Um einen Prozess verbessern
zu können, muss man wissen, welche Komponenten an dem Prozess beteiligt sind. Dies kann
man z.B. durch folgende Anfragen ermitteln:
GenericQueryClass ComponentsOfProcess isA DW_Component with
parameter
process : DW_Process
constraint
c: $ exists a/Activity
(~process performedBy a) and ((a executedBy this)
or (exists a2/Activity (a2 in SubActivity[a/act])
and (a2 executedBy this)))$
end
GenericQueryClass SubActivity isA Step with
parameter
act : Activity
constraint
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c: $ (~act steps this) or (exists s/Step
(~act steps s) and (s in SubActivity[s/act])) $
end
Mit der Anfrage ComponentsOfProcess erhält man die Komponenten, die einen Prozess
ausführen. Zur Verbesserung eines Prozesses braucht man aber auch die Informationen, von wel-
chen Prozessen ein Prozess abhängt. Die Abhängigkeiten können dabei auf unterschiedlichen
Ebenen existieren. Auf der organisatorischen Ebene gibt es Abhängigkeiten zwischen Tasks.
Auf der funktionalen Ebene können Transformationen voneinander abhängen, indem das Ziel-
objekt der einen Transformation das Quellobjekt einer anderen Transformation ist. Auf der Aus-
führungsebene hängen DW-Komponenten durch die deliversTo-Beziehung voneinander ab. Das
nachfolgende Beispiel ermittelt die Abhängigkeiten auf organisatorischer Ebene:
GenericQueryClass OrganisationalDependence isA DW_Process with
parameter
process : DW_Process
constraint
c: $ exists t1,t2/Task
((~process intendedFor t1) and (t1 dependsOn t2)
and (this intendedFor t2)) or
(exists p/DW_Process (~process intendedFor t1) and
(t1 dependsOn t2) and (p intendedFor t2) and
(this in OrganisationalDepence[p/process])) $
end
Das nächste Beispiel hilft beim Prozessmanagement. Die Anfrage ermittelt alle abgebrochen Ak-
tivitäten. Mit einer zusätzlichen rekursiven Anfrage könnte man noch wie oben bei den Anfragen
ComponentsOfProcess und SubActivity die zugehörigen Prozesse ermitteln.
QueryClass AbortedActivities isA Activity with
constraint
c: $ exists pe/ProcessExecution
(pe state Abort) and (pe executes this) $
end
Schließlich wird auch die Automatisierung der Anleitung für die Prozessausführung und die Pro-
zessausführung selbst unterstützt. Die Metadaten beschreiben zum Beispiel bei welchen Ereig-
nissen Prozesse ausgeführt werden sollen oder unter welchen Bedingungen eine Folgeaktivität
ausgelöst werden soll. Die Werkzeuge zur Prozessausführung können diese Metadaten auslesen
und die Ausführung dementsprechend steuern.
4.6 Fazit
In diesem Kapitel habe ich ein Modell für die Erfassung von DW-Prozessen vorgestellt. Zusam-
men mit dem Architektur-Modell aus dem vorhergehendem Kapitel ist somit eine umfassende
Darstellung der Struktur und Funktion eines DW-Systems möglich.
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Der wichtigste Punkt des Prozessmodells ist die unterschiedliche Repräsentation eines Prozesses
auf der organisatorischen, der funktionalen und der Ausführungsebene. Dadurch werden die ver-
schiedenen Aspekte eines Prozesses modelliert, und ein besseres Verständnis der Funktionsweise
eines DW-Systems ist möglich.
Insbesondere die organisatorische Ebene ermöglicht die Darstellung der intentionalen Zusam-
menhänge der Prozesse. Während sich die Modelle für die funktionale Ebene und die Ausfüh-
rungsebene am Standard CWM orientieren, stellt das Modell für die organisatorische Ebene eine
Erweiterung bisheriger Prozessmodelle für DW-Systeme dar. Damit kann auch die Beschreibung
des Zwecks eines Prozesses realisiert werden.
Die Erfüllung bestimmter Aufgaben von DW-Benutzern stellt aber nur einen Aspekt der Intention
von Prozessen im DW-System dar. Ein Bereinigungsprozess dient zum Beispiel nicht unmittelbar
einer Aufgabe eines Benutzers, sondern soll primär die Qualität der Daten im DW verbessern.
Dieser Zusammenhang wird im nächsten Kapitel eingehender betrachtet, in dem ein Modell für
das Qualitätsmanagement in einem DW-System vorgestellt wird, und das auch mit dem hier
entwickelten Prozessmodell integriert wird.
Kapitel 5
Datenqualität in
Data-Warehouse-Systemen
Die Datenqualität hat durch die vielfältigen Analysemöglichkeiten, die durch DW-Systeme er-
möglicht werden, an Bedeutung gewonnen. Durch die Integration der Daten in ein DW treten
Probleme auf, die oft auf fehlerhafte Daten zurückzuführen sind. Zum Beispiel ist die Zusam-
menführung von Kundendaten problematisch, wenn Schlüsselwerte wie Name oder Geburtsda-
tum nicht übereinstimmen. Darüber hinaus werden bei der Analyse der Daten Eingabefehler
erkannt, die im täglichen Betrieb des Unternehmens keine Auswirkung haben. English [1999]
nennt als Beispiel ein Versicherungsunternehmen, in dem die Angestellten bei der Erfassung ei-
nes Versicherungsfalls sehr häufig „gebrochenes Bein“ als Diagnose eingaben, da dieses Datum
in der weiteren Bearbeitung des Versicherungsfalls keine Rolle spielte. Erst bei der Analyse der
Daten zur Anfertigung einer Statistik der Versicherungsfälle fiel dieser Datenfehler auf.
Es ist daher offensichtlich, dass die Datenqualität im DW-System eine wichtige Rolle spielt. Die
in den vorherigen Kapiteln vorgestellten Modelle können die Architektur und Prozesse eines
DW-Systems beschreiben. Um den Betrieb eines DW-Systems aber vollständig zu unterstützen,
müssen auch die Qualitätsaspekte modelliert werden. Für Administratoren ist es wichtig, die
Qualitätsziele der Benutzer des DW-Systems zu kennen und die Qualität des Systems durch
Messungen beurteilen zu können. Die Benutzer müssen in der Lage sein, Qualitätsinformationen
zu Anfrageergebnissen des DW-Systems zu erhalten, und ihre Anforderungen sollten als Qua-
litätsziele formal erfasst werden. Zu diesem Zweck wird in diesem Kapitel ein Qualitätsmodell
entworfen, dass auf der einen Seite die Erfassung der Benutzeranforderungen in Form von Qua-
litätszielen erlaubt, und auf der anderen Seite die Ergebnisse von Qualitätsmessungen erfasst.
Hierfür wird zunächst der Stand der Forschung und der Praxis untersucht (Abschnitt 5.1). Basie-
rend auf diesen Arbeiten werden zunächst in Abschnitt 5.2 die Dimensionen der Datenqualität
für DW-Systeme klassifiziert. Anschließend wird das Modell zur Unterstützung des Datenquali-
tätsmanagements in DW-Systemen vorgestellt. Grundlage des Modells bildet der Goal-Question-
Metric-Ansatz (Ziel-Frage-Metrik, kurz GQM) von Oivo und Basili [1992], der unter anderem
zum Qualitätsmanagement in der Softwareentwicklung erfolgreich eingesetzt wird [Fuggetta
et al., 1998; van Latum et al., 1998; Barnard und Price, 1994]. Die Grundidee von GQM ist, die
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abstrakten Ziele der Benutzer auf der einen Seite, und die konkrete Qualitätsmessungen auf der
anderen Seite, durch Fragen zu verbinden. Durch die Umsetzung des Modells in das Metadaten-
banksystem ConceptBase wird eine teilweise automatisierte Unterstützung bei der Formulierung
und Auswertung von Qualitätszielen gegeben.
Eine besondere Stärke des Modells ist es, dass sich die Qualitätsanforderungen und -messungen
sich nicht nur direkt auf die Daten des DW-Systems beziehen können, wie dies in den meisten
Arbeiten zum Thema Datenqualität der Fall ist, sondern auf alle Komponenten und Prozesse des
Systems, die im Architektur- oder Prozessmodell beschrieben sind. Der Grund für diesen erwei-
terten Ansatz liegt in der Beobachtung, dass die Qualität der DW-Daten nicht alleine durch innere
Eigenschaften der Daten bestimmt ist, sondern durch die Eigenschaften des gesamten Systems
(z.B. Benutzerfreundlichkeit, Antwortverhalten). Daher werden in Abschnitt 5.4 Qualitätsfak-
toren anhand der in Abschnitt 5.2 identifizierten Qualitätsdimensionen und der verschiedenen
Objekttypen (z.B. Softwarekomponente, Relation, Prozess) definiert.
Das Modell bietet also die Möglichkeit, die Qualitätsziele und -messungen zu dokumentieren.
Für die Anwendung des Qualitätsmodells muss aber noch ein Vorgehensweise vorgegeben wer-
den, die Richtlinien für das Qualitätsmanagement vorgibt. Ein auf dem Prinzip des Total Quality
Management (TQM) basierendes Modell wird in Abschnitt 5.5 vorgestellt. Konkretisiert wird
dieses Modell durch eine genaue Beschreibung der notwendigen Schritte bei der Anwendung
eines Data-Auditing-Verfahrens zur Qualitätsmessung und -verbesserung (Abschnitt 5.6).
Zum Ende des Kapitels wird auf die Verbindung zwischen Qualität und Prozessen eingegangen.
Einerseits kann man die Qualität von Prozessen beurteilen und dafür auch bestimmte Ziele vorge-
ben. Andererseits verändern Prozesse auch die Qualität des DW-Systems, indem sie den Zustand
einzelner Komponenten ändern. Dieser Zusammenhang ist besonders bei Evolutionsprozessen
zu beachten, die die Architektur und die Prozesse ändern. Eine Dokumentation der Prozesse ist
für die Nachvollziehbarkeit der Änderungen wichtig. Insbesondere erfolgen Änderungen in der
Regel mit der Absicht ein bestimmtes Qualitätsziel zu verbessern oder zu erreichen. Daher wird
in Abschnitt 5.7 die Integration von Qualitäts- und Prozessmodell vorgestellt.
Auch die in diesem Kapitel beschriebenen Ergebnisse entstanden zum Großteil im DWQ-Projekt.
Frühere Versionen der hier dargestellten Resultate sind in [Quix et al., 1997, 1998, 1999; Jeusfeld
et al., 1998b; Jarke et al., 1999a; Vassiliadis et al., 2000, 2001] zu finden.
5.1 Stand der Praxis und Forschung
Bei der Betrachtung anderer relevanter Arbeiten wird zunächst auf die Definition des Begriffs
Datenqualität eingegangen. Dann werden ausgehend von einer Klassifikation von Datenquali-
tätsmängeln einige kommerzielle Werkzeuge vorgestellt, die die Datenqualität verbessern sollen.
Im Anschluss daran werden dann verschiedene Ansätze aus dem Bereich der Forschung für das
Datenqualitätsmanagement vorgestellt und diskutiert. In der abschließenden Diskussion wird ei-
ne für diese Arbeit gültige Definition der Datenqualität aufgestellt, und es werden die Anforde-
rungen an ein Datenqualitätsmanagementsystem genannt.
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5.1.1 Definitionen für Datenqualität
Für den Begriff der Datenqualität existiert keine allgemein anerkannte Definition. Vielmehr fin-
det man in fast jeder Publikation zum Thema Datenqualität oder Datenqualitätsmanagement eine
neues Klassifizierungsschema verschiedener Datenqualitätsaspekte. Bevor der Begriff Datenqua-
lität genauer diskutiert wird, soll zunächst die Bedeutung des Begriffes „Qualität“ geklärt wer-
den.
Qualität kann aus verschiedenen Perspektiven beurteilt werden. Garvin [1994] unterscheidet zum
Beispiel zwischen produktbezogenen, anwenderbezogenen, prozessbezogenen, wertbezogenen
und transzendenten Ansätzen. Im produktbezogenen Ansatz wird die Qualität durch die Pro-
dukteigenschaften bestimmt, so dass die Qualität eines Produkts messbar ist und eine inhärente
Eigenschaft des Produkts darstellt. In der anwenderorientierten Sicht wird ein Produkt dann als
qualitativ hochwertig bezeichnet, wenn es den Bedürfnissen des Anwenders dient. Die Qualität
des Produkts wird also nicht mehr alleine durch seine Eigenschaften beurteilt. Im prozessbezoge-
nen Ansatz steht die Einhaltung von Spezifikationen beim Produktionsprozess im Vordergrund.
Wenn ein Produkt entsprechend den Spezifikationen produziert wurde, gilt es als qualitativ hoch-
wertig. Der wertbezogene Ansatz richtet sich nach dem Preis-Leistung-Verhältnis eines Produkts.
Produkte mit verhältnismäßig niedrigem Preis und hoher Leistung haben eine hohe Qualität.
Schließlich stellt der transzendente Ansatz einen eher abstrakten und vagen Qualitätsbegriff dar,
der auf hohen Standards und Ansprüchen basiert.
Die Normierungsorganisationen ISO und DIN haben ebenfalls den Begriff Qualität definiert. In
[ISO, 2000b] wird Qualität definiert als „der Grad, in dem ein Satz inhärenter Merkmale An-
forderungen erfüllt“. Die DIN-Norm 55 350 definiert Qualität als „Beschaffenheit einer Einheit
bezüglich ihrer Eignung, festgelegte und vorausgesetzte Erfordernisse zu erfüllen“ [DIN, 1987]1.
Beide Standards sehen Qualität also mehr aus der anwenderorientierten Perspektive, da die An-
forderungen bzw. Erfordernisse der Anwender eine Rolle spielen. Andere Autoren präzisieren
diese Definitionen noch, in dem sie fordern, die Anforderungen der Anwender möglichst genau
zu treffen und nicht zu übertreffen [Crosby, 1979; English, 1999]. Dies wird damit begründet,
dass ein Übersteigen der Anforderungen eine Verschwendung von Ressourcen wäre und das Pro-
dukt somit nutzlose Eigenschaften beinhalten würde.
Die anwenderbezogene Sichtweise hat sich auch bei der Datenqualität durchgesetzt. Eppler
[2001] gibt in seinem Artikel eine Übersicht über aktuelle Rahmenwerke zum Datenqualitätsma-
nagement. Die dort verglichenen Arbeiten definieren Datenqualität nicht formal, sondern stellen
immer einen Bezug zum Anwender der Daten her, d.h. Datenqualität ist vor allem eine subjektive
Größe. Dies wird vor allem durch Definitionen wie zum Beispiel „fitness for use“ (Gebrauchs-
tauglichkeit) [Tayi und Ballou, 1998] deutlich. Für Redman [1996] hat ein Datum X ein höhere
Qualität als ein Datum Y, wenn X die Bedürfnisse des Anwenders besser erfüllt als Y.
Diese Definitionen ermöglichen aber keine genauen Messungen der Datenqualität. Daher unter-
suchen einige Ansätze auch die inhärenten Fähigkeiten von Daten (wie z.B. Genauigkeit, Ak-
tualität). So wurde im Rahmen des Projekts „Total Data Quality Management“ [TDQM Project,
1Die Norm DIN 55350-11 wurde seitdem mehrfach überarbeitet und inzwischen zurückgezogen und durch die
deutsche Fassung der ISO-Norm 9000:2000 ersetzt.
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Kategorie Datenqualitätsdimensionen
Innere Genauigkeit, Objektivität,
Datenqualität Glaubwürdigkeit, Vertrauenswürdigkeit
Zugriffsqualität Zugriffsmöglichkeit, Zugriffssicherheit
Kontextuelle Relevanz, Mehrwert, Aktualität,
Datenqualität Vollständigkeit, Informationsgehalt
Darstellungs- Interpretierbarkeit, Verständlichkeit,
qualität Prägnanz, konsistente Darstellung, Anpassungsfähigkeit
Tabelle 5.1: Kategorien und Qualitätsdimensionen nach Wang und Strong [1996]
2002] das relationale Datenmodell erweitert um Qualitätsmerkmale einzelner Datensätze zu er-
fassen [Wang et al., 1995; Wang und Madnick, 1990]. Darüber hinaus wurde in [Wang und
Strong, 1996] empirisch untersucht, welche Merkmale eines Datums überhaupt dessen Qualität
bestimmen. Diese Merkmale wurden dann in verschiedene Kategorien unterteilt wie in Tabel-
le 5.1 dargestellt. In weiteren Arbeiten des TDQM-Projekts wird Datenqualität auch noch aus
anderen Blickwinkeln betrachtet. Wand und Wang [1996] haben einen eher theoretischen An-
satz, in dem sie Datenqualität danach beurteilen, inwiefern die Realität korrekt durch eine Da-
tenbank abgebildet wird. Verschiedene Fehlerarten bei der Abbildung von Objekten der realen
Welt in das Informationssystem werden betrachtet und daraus Qualitätsdimensionen abgeleitet.
Die Fehlerarten sind zum Beispiel unvollständige Repräsentation bei fehlenden Objekten im In-
formationssystem oder mehrdeutige Repräsentation, d.h. verschiedene Objekte der realen Welt
werden auf das gleiche Objekt im Datenbanksystem abgebildet. Ein Vergleich von Informati-
onssystemen mit Produktionssystemen wird in [Wang, 1998] vorgenommen. Dabei wird auf die
grundlegenden Unterschiede bei Prozessen in diesen zwei Systemen eingegangen. Während in
einem Produktionssystem die Rohstoffe nur einmal gebraucht werden können, können Daten in
einem Informationssystem mehrfach verwendet werden. Auch die relevanten Qualitätsdimen-
sionen sind verschieden: so spielt Vertrauenswürdigkeit und Aktualität bei Daten eine wichtige
Rolle, bei Produkten gibt es aber keine entsprechenden Dimensionen. Dies begründet den For-
schungsbedarf im Bereich Datenqualität und Datenqualitätsmanagement, da sich die Ergebnisse
des Qualitätsmanagements für Produktionssysteme nicht direkt auf Informationssysteme über-
tragen lassen. Dennoch gibt es Analogien zwischen beiden Bereichen und fast alle Ansätze zum
Datenqualitätsmanagement versuchen entsprechende Ansätze aus anderen Bereichen des Quali-
tätsmanagements zu adaptieren.
Das Zerlegen des abstrakten Qualitätsbegriffs in Kategorien, Qualitätsmerkmalen und Qualitäts-
dimensionen wird auch in anderen Arbeiten durchgeführt. Naumann und Rolker [1999] benutzen
dabei eine ähnliche Hierarchie wie die in Tabelle 5.1. Shanks und Corbitt [1999] unterscheiden
die Qualitätsdimensionen anhand der semiotischen Ebenen. Die syntaktische Ebene beschäftigt
sich dabei mit der Struktur der Daten und einer konsistenten Repräsentation der Werte. Auf der
semantischen Ebene steht die Bedeutung der Daten im Mittelpunkt, z.B. die Vollständigkeit und
Genauigkeit der Daten im Vergleich zur realen Welt. Die pragmatische Ebene betrachtet die An-
wendung der Daten, hier spielen die Qualitätsdimensionen Anwendbarkeit und Nützlichkeit eine
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Datenqualitäts-
probleme
Einzelquellen-Probleme Mehrquellen-Probleme
Instanzebene Dateneingabefehler, Duplika-
te, fehlende Werte
redundante, inkonsistente,
widersprüchliche Daten
Schemaebene mangelhaftes Schemadesign,
fehlende Integritätsbedingun-
gen
heterogene Datenmodelle,
homonyme und synome
Konzept- bzw. Attributbe-
zeichnungen
Tabelle 5.2: Klassifikation von Datenqualitätsproblemen [Rahm und Do, 2000]
wichtig Rolle. Schließlich beschäftigt sich die soziale Ebene mit dem gemeinsamen Verständnis
der Daten. Wichtig ist hier, dass die Daten von verschiedenen Gruppen von Interessenten verstan-
den wird, und dass ein Bewusstsein für unterschiedliche Neigungen der Gruppen vorhanden ist.
Die Unterscheidung der Qualitätsmerkmale anhand der Ebenen Syntax, Semantik und Pragmatik
wird auch in [Helfert, 2001] vorgeschlagen.
English [1999] teilt die Datenqualität in zwei Kategorien ein. Auf der einen Seite betrachtet er die
inhärente Datenqualität als die Qualität, die durch innere Eigenschaften eines Datums bestimmt
wird. Andererseits betrachtet er auch die pragmatische Ebene, in der Datenqualität in erster Linie
durch den Benutzer bestimmt wird. Die Anwendbarkeit und der Mehrwert für den Benutzer steht
in dieser Ebene im Mittelpunkt. English übernimmt daher auch seine vorher erwähnte Definition
zur allgemeinen Qualität auf den Bereich der Datenqualität und definiert sie als „die Anforde-
rungen der Nutzer des Informationssystems und der Endkunden übereinstimmend treffen“.
5.1.2 Klassifikationen von Datenqualitätsmängeln in DW-Systemen
Um eine qualitätsorientierte Entwicklung von DW-Systemen zu ermöglichen, muss zunächst ge-
klärt werden, welche Arten von Datenqualitätsproblemen in einem DW-System auftreten können.
Diese Klassifikation von Datenqualitätsproblemen bildet die Grundlage für die folgenden Mo-
delle und Vorgehensweise zur Verbesserung der Datenqualität. Die Datenqualität kann nur dann
erkannt und verbessert werden, wenn die Ursachen der Mängel eingeordnet werden können.
In der Literatur gibt es verschiedene Klassifikationen von Datenqualitätsproblemen. Greenfield
[2002] gibt eine einfache Aufstellung von typischen Datenfehlern an. Datenfehler werden in die
Kategorien unvollständig, inkorrekt, unverständlich und inkonsistent eingeteilt.
Eine weitergehende Einteilung wird in [Rahm und Do, 2000] vorgenommen. Dort werden die
Datenqualitätsprobleme durch zwei Dimensionen unterschieden. Zum einen wird zwischen Ein-
zelquellen- und Mehrquellenproblemen unterschieden, zum anderen werden Probleme auf In-
stanzebene und auf Schemaebene der Daten unterschieden. Diese Einteilung ist in Tabelle 5.2
angegeben.
Einzelquellen-Probleme sind demnach Qualitätsprobleme, die bei der isolierten Betrachtung ei-
ner Datenquelle auftreten und dadurch auch erkennen lassen. Demgegenüber können Mehrquel-
len-Probleme nur bei der Integration mehrere Datenquellen auftreten und nur beim Vergleich
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verschiedener Datenquellen erkannt werden. Beide Problemklassen können auf der Instanzebe-
ne oder auf der Schemaebene der Daten auftreten.
Hinrichs [2002] charakterisiert die Datenqualitätsmängel anhand der Phasen im Lebenszyklus
eines Datenbank- bzw. DW-Systems. Dabei unterscheidet er zunächst grob die Entwicklungs-
phase und die Betriebsphase des Systems. Die Entwicklungsphase besteht aus den Teilphasen
Systemanalyse, Entwurf, Implementierung (und Softwareauswahl) und Test. Beispiele für Qua-
litätsprobleme, die in diesen Phasen verursacht werden können, sind mangelhaft modellierte Da-
tenschemata oder falsche Beschreibung bzw. Dokumentation der Schemata in den Metadaten.
Diese Probleme sind also vergleichbar mit den Problemen auf Schemaebene nach [Rahm und
Do, 2000]. Darüber hinaus betrachtet Hinrichs aber auch noch die Implementierungs- und Test-
phase, wo weitere Fehler auftreten können, wie z.B. nicht korrekte Umsetzung der Datenmodelle,
Programmierfehler und Auswahl ungeeigneter Komponenten.
Schwerpunkt der Arbeit von Hinrichs ist aber die Betriebsphase eines DW-Systems. Diese un-
tergliedert sich in die Datenerfassungsphase, die Datenübertragungsphase, die Datenintegrati-
onsphase und die Datenhaltungs- und Analysephase. Neben den oben aufgeführten Fehlern auf
Instanzenebene wie z.B. Fehler bei der Datenerfassung, spielen hier auch Probleme eine Rolle,
die durch technische Defekte wie z.B. Netzwerkfehler oder fehlerhaften Datenträger verursacht
werden können. In der Datenhaltungs- und Analysephase sieht Hinrichs nur das Problem der
Datenalterung, Fehlinterpretation durch den Benutzer werden nicht beachtet. In Abschnitt 5.1.4
werde ich nochmal genauer auf den Ansatz zum Datenqualitätsmanagement von Hinrichs einge-
hen, in dem die Datenqualität auch nach einem Phasenmodell beurteilt wird.
5.1.3 Datenqualitätsmanagement in der Praxis
In Unternehmen wird der Begriff Datenqualitätsmanagement häufig noch mit Datenbereinigung
(Data Cleansing) gleichgesetzt. Daher existieren eine Vielzahl von Werkzeugen zur Erkennung,
Verhinderung und Verbesserung von Datenfehlern. Diese Werkzeuge lassen sich in der Regel in
die Integrationsprozesse eines DW-Systems einbetten.
Das Spektrum der kommerziell verfügbaren Werkzeuge im Bereich Datenqualität kann man in
die folgenden fünf Kategorien einteilen [English, 1999]:
Analysewerkzeuge messen die Datenqualität durch die Überprüfung der Gültigkeit der Daten
(z.B. bei Adress- oder Datumsangaben) oder durch die Auswertung von Geschäftsregeln.
Werkzeuge zum Entdecken von Geschäftsregeln wenden Data-Mining-Algorithmen an, um
Regelmäßigkeiten in den Daten zu erkennen.
Datenbereinigungs- und Transformationswerkzeuge standardisieren, korrigieren und erwei-
tern Daten.
Fehlervermeidungswerkzeuge überprüfen bei der Eingabe die Daten auf Gültigkeit und Kon-
formität mit den Geschäftsregeln. Solche Funktionen können auch als Module in Applika-
tionsprogramme eingebettet sein, damit die Fehler schon bei der Eingabe erkannt werden.
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Allgemeine Qualitätswerkzeuge und Metadatensysteme kontrollieren alle Aktivitäten im Zu-
sammenhang mit Datenqualität und verwalten Metadaten wie z.B. Geschäfts- oder Trans-
formationsregeln.
Ein Werkzeug kann natürlich auch mehreren Kategorien angehören, insbesondere die ersten drei
Kategorien werden oft sinnvollerweise in einem Werkzeug integriert. Ein Beispiel für ein solches
Werkzeug ist dfPower Studio von DataFlux [http://www.dataflux.com]. dfPower Studio
bietet Funktionen
• zum Messen von Datenqualität mittels Data Auditing, d.h. Häufigkeit und Wertebereich
von Daten(-feldern) wird analysiert,
• zur Analyse von Werten innerhalb von Textfeldern (Parsing), insbesondere von Adressda-
ten,
• zur Standardisierung von Daten, d.h. Vereinheitlichung der Repräsentation bestimmter
Werte, z.B. Firmennamen, Adressangaben, Produktbezeichnungen,
• zur Überprüfung von Adressdaten und
• zum Zusammenführen (Matching) von Daten, um Duplikate in Datenbanken zu entfernen.
Die Mehrzahl der Funktionen ist also speziell für Adressangaben entwickelt worden, jedoch
können die Funktionen teilweise auch auf allgemeine Textdaten benutzt werden, da die Über-
einstimmung von verschiedenen Angaben auch durch phonetische Kriterien bestimmt wird. Dar-
über hinaus soll das Produkt auch die Daten um demographische oder geographische Angaben
erweitern können und Fehler schon bei der Eingabe der Daten vermeiden. Da solche Werkzeuge
vor allem bei der Integration mehrerer Datenquellen eingesetzt werden können, bietet dfPower
Studio auch Funktionen zur Datenintegration an. Da aber andere Hersteller auf diesem Gebiet
weiter fortgeschritten (z.B. Ascential Software, vgl. Kapitel 3) sind, werden diese Funktionen
vom Hersteller nicht hervorgehoben. Ein vergleichbarer Hersteller von Datenqualitätsprodukten
ist Firstlogic [http://www.firstlogic.com], die aber ihr Produkt insbesondere als Erwei-
terung zu den Integrationswerkzeugen anderer Hersteller ansehen.
Die genannten Produkte betrachten Qualitätsmängel auf Instanzenebene. Demgegenüber über-
prüft das Produkt DB-Examiner der Firma DBE Software [http://www.dbesoftware.com]
die Qualität des Schemas einer relationalen Datenbank. Dies wird dadurch erreicht, dass aus
dem relationalen Schema ein erweitertes Modell aufgebaut wird (vergleichbar mit einem Entity-
Relationship-Diagramm), das die expliziten und impliziten Beziehungen zwischen einzelnen
Komponenten des Schemas dokumentiert. Darüber hinaus kann DB-Examiner auch unzurei-
chende oder mangelhafte Schemadefinitionen erkennen, die zu Inkonsistenzen und Fehlern in
der Datenbank führen können. Dazu gehören z.B. fehlerhaft definierte Fremdschlüsselbeziehun-
gen, fehlende oder überflüssige Integritätsbedingungen oder fehlende Normailisierung.
Immer mehr Unternehmen wird mittlerweile bewusst, dass eine Bereinigung der Daten während
der Integration alleine nicht ausreicht, um eine gute Datenqualität im DW zu erreichen [Eckerson,
84 5 Datenqualität in Data-Warehouse-Systemen
2002]. Eine Studie der Universität St. Gallen stellt zwei Beispiele des „erweiterten“ Datenquali-
tätsmanagements in Unternehmen vor [Helfert et al., 2001]. Die Firma SwissRe setzt neben der
Datenbereinigung auch auf erweiterte Metadaten. Benutzer können Datenqualitätsanmerkungen
in den Metadaten ablegen, die dann auch auf weitere Aggregationen oder Transformationen einer
Relation zutreffen. Andere Benutzer können dann anhand dieser Anmerkungen die Datenquali-
tät eines Anfrageergebnisses abschätzen, wodurch bei den Anwendern gleichzeitig ein größeres
Bewusstsein für Datenqualität geschaffen wird.
Das Unternehmen Credit Suisse verfolgt ebenfalls einen auf Metadaten basierenden Ansatz. An-
hand der Ergebnisse des ETL-Prozesses kann bestimmt werden, wie aktuell die Daten im DW
sind. Wenn zum Beipsiel alle Ladevorgänge erfolgreich beendet wurden, sind im DW aktuelle
Daten vorhanden (vorausgesetzt, die Datenquellen haben aktuelle Daten geliefert). Bei Fehlern
ist hingegen die Aktualität der Daten beeinträchtigt.
In beiden Beispielen ist jedoch die Quantifizierbarkeit der Qualitätskriterien ein Hauptproblem.
Detaillierte Aussagen über die Datenqualität können nur von Experten vorgenommen werden.
Dies wurde auch im Rahmen eines Workshops mit Industriepartnern im Rahmen des DWQ-
Projekts deutlich. Den meisten Firmen war zwar das Problem der Datenqualität bewusst, jedoch
wussten die Firmen nicht, wie Datenqualität zu messen ist und welche Schritte konkret zur Ver-
besserung der Datenqualität notwendig sind.
5.1.4 Vergleichbare Forschungsansätze zum Datenqualitätsmanagement
Bei der Klärung des Begriffs „Datenqualität“ wurden bereits verschiedene Arbeiten in diesem
Bereich vorgestellt. Die Definition der Datenqualität bildet auch für diese Arbeiten nur eine
Grundlage für Systeme bzw. Modelle zur Verwaltung und Verbesserung von Datenqualität. In
den folgenden Abschnitten werden daher diese Ansätze kurz vorgetellt.
Total Data Quality Management (TDQM)
Das Projekt „Total Data Quality Management“ [TDQM Project, 2002] des MIT in Boston er-
forscht die Grundlagen der Datenqualität. Neben den schon in Kapitel 2 erwähnten Studien zur
Definition des Datenqualitätsbegriffs und zur Identifizierung relevanter Qualitätsdimensionen be-
schäftigt sich das TDQM-Projekt auch mit Prozessmodellen zur Analyse und Verbesserung der
Datenqualität. Ein zentraler Punkt bei den Arbeiten im TDQM-Projekt ist die Analogie zum Qua-
litätsmanagement in traditionellen Produktionsprozessen. Ergebnisse aus dem Bereich des Total
Quality Management (TQM) in Produktionssystemen wurden auf Informationssysteme übertra-
gen.
Ein zentraler Punkt von TQM ist der Deming-Zyklus oder auch PDCA-Cycle (Plan-Do-Check-
Act) [Deming, 1986]. Ziel des TQM-Ansatzes ist die Optimierung von Handlungsabläufen im
Unternehmen, so dass eine schlechte Qualität im Vorfeld verhindert werden kann. Zur Erreichung
dieses Zieles gehört nicht nur die Anwendung statistischer Kontrollverfahren, sondern auch eine
Mitarbeiter-Motivation und die Verbesserung der innerbetrieblichen Kommunikationsstrukturen.
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Abbildung 5.1: Verfeinerter
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Abbildung 5.2: TDQM-Zyklus [Wang,
1998; Wang et al., 2001]
Der PDCA-Zyklus wurde von Ishikawa [1985] noch weiter verfeinert und in sechs Phasen un-
terteilt (siehe Abbildung 5.1). In der Planungsphase werden zunächst die Ziele definiert und die
Methoden zur Umsetzung dieser Ziele bestimmt. Dann müssen diese Methoden im Unternehmen
eingesetzt werden, indem zunächst die die Mitarbeiter entsprechend geschult werden, damit sie
später die Methoden korrekt anwenden können. In der Check-Phase werden die Ergebnisse der
Umsetzung überprüft, um dann in der letzten Phase entsprechende Verbesserungsmassnahmen
bei Schwachstellen durchzuführen. Dann beginnt der Zyklus wieder von vorne, indem wieder
neue Ziele gesetzt werden.
Das TDQM-Projekt überträgt diese etablierte Vorgehensweise auf das Datenqualitätsmanage-
ment. Zunächst ist dafür eine Analogie zwischen traditionellen Produktionsprozessen und der
Datenverarbeitung herzustellen. Wang [1998] definiert Informationsprodukte als das Ergebnis
bzw. die Ausgabe eines Informationssystems. In der ersten der vier Phasen des TDQM-Zyklus
müssen daher zunächst die Informationsprodukte (IP) definiert werden, z.B. durch ein ER-Dia-
gramm. Darauf basierend können die verschiedenen Benutzergruppen des Informationssystems
ihre Qualitätsanforderungen spezifizieren, z.B. Forderung nach aktuellen Daten. Diese Informa-
tion wird dann im ER-Diagramm dem entsprechenden Konzept hinzugefügt. Bei der Umsetzung
des ER-Diagramms in ein Datenbanksystem müssen dann auch Datenfelder für die Erfassung
der Qualitätsmerkmale vorgesehen werden, damit man später die Qualität eines Datums messen
kann. Die Forderung nach Aktualität von Daten kann z.B. durch die Speicherung eines Zeitstem-
pels für die Erfassung bzw. letzte Änderung überprüft werden. Schließlich muss noch das Infor-
mationsproduktionssystem definiert werden, d.h. Datenquellen, Datenspeicher, Transferkompo-
nenten und deren Abhängigkeiten untereinander müssen erfasst werden.
Beim Messen muss man zunächst geeignete Metriken definieren. Da beim Entwurf des Datenmo-
dells Datenfelder für die Qualitätsmerkmale vorgesehen wurden, sollten die notwendigen Daten
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vorhanden sein.
In der Analyse-Phase wird dann festgestellt, was die gemessen Werte zu bedeuten haben, und
die „schlechten“ Informationsprodukte werden identifiziert. Dazu werden die Messergebnisse
mit den in der ersten Phase definierten Anforderungen verglichen. Bei Abweichung müssen die
Prozesse identifiziert werden, die für die mangelhafte Qualität verantwortlich sind.
Die letzte Phase umfasst die Verbesserung der im vorigen Schritt identifizierten Prozesse. Außer-
dem müssen evtl.. die Charakteristika des Informationsprodukts den sich ändernden Geschäfts-
bedürfnissen angepasst werden, womit der Zyklus wieder von vorne beginnt.
Die Mess- und Analysephase wird in [Huang et al., 1998] konkretisiert. Ziel dieses Ansatzes ist
es, die subjektiven und objektiven Aspekte der Datenqualität miteinander zu kombinieren bzw.
zu vergleichen. Das vorgeschlagene Messsystem setzt sich aus drei Komponenten zusammen:
1. Ein zielgerichteter Fragebogen, der von den Nutzern der Daten auszufüllen ist, erfasst
subjektive Aspekte der Datenqualität.
2. Anwendungsunabhängige Messsysteme werden zur Bewertung der Ausprägung von „inne-
ren Datenqualitätsmerkmalen“ wie z.B. Korrektheit und Vollständigkeit herangezogen.
3. Schließlich ist ein anwendungsabhängiges Messsystem zu entwickeln, das mit Hilfe von
Wissen über die Verwendung der Daten im Anwendungskontext die anwendungsspezifi-
sche Datenqualität bewerten soll.
In [Pipino et al., 2002] wird dieser Ansatz erweitert. Wie in den ersten beiden Schritten oben
beschrieben werden zunächst die subjektiven und objektiven Datenqualitätsmerkmale gemes-
sen. Die Ergebnisse werden dann gegenüber gestellt und miteinander verglichen. Wenn die Er-
gebnisse sich zwischen subjektiven und objektiven Messergebnissen unterscheiden oder beide
Ergebnisse eine schlechte Datenqualität signalisieren, müssen die Ursachen für die schlechte
Datenqualität bzw. unterschiedlichen Messergebnisse festgestellt werden.
Total Quality data Management (TQdM)
English [1999] erweitert und detailliert die Ideen des TDQM-Ansatzes in seinem Ansatz des
Total Quality data Managements. Dabei betont er, dass TQdM nicht nur ein Prozessmodell ist,
sondern eine „Unternehmensphilosophie“, bei der die Daten und deren Qualität und Wert im
Vordergrund steht. Dies soll nicht nur für informationsverarbeitende Prozesse gelten, sondern
auch für Geschäfts- und Produktionsprozesse, da bei diesen die Daten entstehen, geändert oder
weiterverbreitet werden.
Die Wichtigkeit der Durchsetzung einer unternehmensweiten Qualitätsumgebung wird im Pro-
zessmodell des TQdM deutlich (siehe Abbildung 5.3). Grundlage für alle Arbeiten zur Verbes-
serung der Datenqualität ist die Etablierung einer Datenqualitätsumgebung (P6). Laut English
werden Qualitätsvorhaben ohne diese Umgebung nur kurzfristige Erfolge erzielen. Ziel dieses
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Abbildung 5.3: Prozessmodell des Total Quality data Management [English, 1999]
Prozesses ist es, im Unternehmen ein Bewusstsein für die Bedeutung von Datenqualität zu schaf-
fen. Dazu gehört zum einen, dass die „Produktion“ von Daten als Wissensproduktion angesehen
wird. Andererseits muss auch bewusst gemacht werden, dass die Kosten, die durch mangelnde
Datenqualität verursacht werden, nicht als „normale“ Kosten des Geschäftsbetriebs betrachtet
werden, sondern als unnötig und nicht akzeptierbar erkannt werden. Ein solches Bewusstsein
lässt sich nicht in kurzer Zeit schaffen, daher schlägt English vor, diesen Prozess parallel zu den
anderen Prozessen immer fortzuführen.
Im Gegensatz zum TDQM-Modell ist das Modell von English auch nicht rein zyklisch, son-
dern zwischen den Phasen gibt es verschiedene Möglichkeiten zu den vorhergehenden Phasen
zurückzuspringen. In der ersten Phase werden auch wie bei der Definitionsphase im TDQM die
Definitionen der Datenschemata und die Architektur der Informationssysteme untersucht. Hier
wird die Qualität der Schemata und Architekturen beurteilt und mit den Anforderungen und der
Zufriedenheit der Datennutzer verglichen.
Der Prozess P2 beschäftigt sich dann mit der eigentlichen Messung der Datenqualität. Hierbei
muss zunächst festgelegt werden, was und wie überhaupt gemessen wird. Durch eine Analyse
des Datenflusses in einem Unternehmen kann man die Daten erkennen, die an vielen Stellen
genutzt werden oder bei mangelnder Qualität hohe Kosten verursachen. Die Messung erfolgt
dann z.B. durch die Analyse eines Auszugs der Daten, und ein Datenqualitätsbericht fasst dann
die Ergebnisse zusammen.
Im Prozess P3 sollen die Kosten, die mangelnde Datenqualität verursacht, berechnet werden.
Ziel dieses Prozesses ist es, Maßnahmen zur Verbesserung der Datenqualität zu motivieren. Die
Kosten setzen sich aus zusätzlichen Prozesskosten für die Behandlung fehlerhaften Daten und
entgangenen Profit durch unzufriedene Kunden zusammen.
Die nächsten beiden Prozesse beschäftigen sich mit der Verbesserung der Datenqualität. Pro-
zess P4 bereinigt oder restrukturiert die Daten, so dass sie eine bessere Qualität erhalten. Dieser
Schritt ist vergleichbar mit der Datenbereinigungsphase im DW-System. Der Prozess P5 ist wei-
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tergehend, da hier die Prozesse betrachtet werden, die die mangelhaften Daten erzeugen, und
nicht nur die Daten selbst. Daher werden hier die Ursachen für schlechte Datenqualität besei-
tigt und somit der Produktion von fehlerhaften Daten präventiv verhindert. English schlägt als
Grundmodell für die Verbesserung eines Informationsprozesses den PDCA-Zyklus vor, d.h. In-
formationsprozesse sollen kontinuierlich untersucht, verbessert und kontrolliert werden.
Methodenbasiertes Datenqualitätsmanagement
Helfert [2000b] erweitert den TDQM-Ansatz in der Analysephase, indem er einen methoden-
basierten Analyseansatz vorschlägt. Das Ziel dieses Ansatzes ist Entwicklung von Methoden
zur Identifizierung von Erscheinungsformen, Ursachen und Auswirkungen von unzureichender
Datenqualität.
Erscheinungsformen von unzureichender Datenqualität sind Datenqualitätsmerkmale, die nicht
die erforderliche Ausprägung haben. Den Erscheinungsformen werden Ursachen und Auswir-
kungen zugeordnet. Ursachen dienen zur Erkennung von Lösungsansätzen, und Auswirkungen
bilden die Basis von Wirtschaftlichkeitsuntersuchungen. In den untersuchten Quellen [Helfert,
2000b, 2001; Helfert und Radon, 2000] wird aber nicht näher auf die zu benutzenden Methoden
eingegangen und die Betrachtung bleibt auf einer eher abstrakten Ebene. Als Beispiel werden
lediglich die üblichen Methoden zur Datenbereinigung angegeben (z.B. Daten vereinheitlichen
und zusammenführen, Duplikate entfernen).
In [Helfert und Herrmann, 2002] wird dieser Ansatz um ein Metadatensystem erweitert. Das Me-
tadatensystem speichert Informationen über Qualitätsanforderungen, Messverfahren und -ergeb-
nisse. Die „Messverfahren“ werden beispielsweise als SQL-Anfragen in der Metadatenbank ab-
gelegt und dann zu bestimmten Zeiten ausgeführt. Darüber hinaus kann über das Metadatensy-
stem ein „Datenqualitätsbeauftragter“ benachrichtigt werden, wenn ein Messverfahren oder ein
Benutzer unzureichende Datenqualität feststellt.
Datenqualitätsmanagement nach ISO 9001
Bei den bisher genannten Prozessmodellen handelt es sich um relativ „abstrakte“ Prozessmodel-
le ohne konkrete Hinweise wie diese Modelle im Einzelnen im Kontext anzuwenden sind. Sie
beschreiben, welche grundlegenden Tätigkeiten zur Sicherung einer angestrebten Datenqualität
im Unternehmen durchgeführt werden müssen.
In verschiedenen Arbeiten schlägt Hinrichs eine Konkretisierung dieser Modelle vor, indem er
den ETL-Prozess (Extraktion-Transformation-Laden) um Schritte zum Datenqualitätsmanage-
ment erweitert [Hinrichs, 2002; Hinrichs und Aden, 2001; Grimmer und Hinrichs, 2001]. Mit
diesen Erweiterungen kann die Konformität des Prozesses zu den Anforderungen an ein Quali-
tätsmanagementsystem (QMS), wie sie in der Norm ISO 9001:2000 2 definiert sind, nachgewie-
sen werden. Voraussetzung hierfür ist die Übertragung der QMS-Begriffe auf die Situation des
Datenqualitätsmanagements unter Benutzung der Analogie zwischen erstellten bzw. veredelten
2Die Norm wird im Weiteren kurz mit ISO 9001 bezeichnet.
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Abbildung 5.4: Prozessorientiertes Qualitätsmanagementsystem nach ISO 9001 [ISO, 2000a]
Produkten und integrierten (aus Quelldaten „erzeugten“) Daten wie sie auch im TDQM-Projekt
vorgenommen wird.
Die Norm ISO 9001 legt die Anforderungen an ein Qualitätsmanagementsystem zur Erfüllung
von Kundenanforderungen fest. Daneben gibt es noch die Normen ISO 9000 und ISO 9004. ISO
9000 definiert die grundlegenden Begriffe im Bereich Qualitätsmanagement, während ISO 9004
ein allgemeiner Leitfaden zur Leistungsverbesserung ist, um die Gesamtleistung, Effizienz und
Wirksamkeit einer Organisation ständig zu verbessern. Relevant für das Datenqualitätsmanage-
ment ist also die Norm ISO 9001, da ISO 9004 weitergehende Forderungen stellt und eher im
Kontext der gesamten Organisation anzuwenden ist. Darüber hinaus kann ISO 9001 auch für
Zertifizierungs- oder Vertragszwecke verwendet werden.
Grundlage von ISO 9001 ist ein prozessorientierter Ansatz, ähnlich wie beim TQM. Die Prozes-
se und die Wechselwirkungen der Prozesse untereinander müssen erkannt werden. Das Modell
des prozessorientierten Qualitätsmanagements besteht aus vier grundlegenden Prozessen, die in
einem Zyklus angeordnet sind (siehe Abbildung 5.4). Zunächst ist die Leitung der Organisati-
on dafür verantwortlich die Qualitätspolitik und -ziele festzulegen, Ressourcen zur Verfügung
zu stellen und in der Organisation die Bedeutung der Erfüllung von Kundenanforderungen her-
vorhebt. Die zur Verfügung gestellten Ressourcen (Personal und Infrastruktur) realisieren und
betreiben das QMS. Zum Management von Ressourcen gehört auch die Schulung des Personals,
um das Bewusstsein und die nötigen Fähigkeiten zur Erreichung der Qualitätsziele zu schaffen.
Bei der Produktrealisierung ist auf ein qualitätsorientiertes Arbeiten zu achten, d.h. die Qualitäts-
ziele und Anforderungen für das Produkt müssen festgelegt sein, Produktionsprozesse müssen
überwacht und validiert werden und alle Schritte sollen dokumentiert werden. In der letzten Pha-
se muss die Organisation die Konformität der Produkte mit den Anforderungen messen und die
Wirksamkeit des Qualitätsmanagementsystems überprüfen. Ziel ist hier also nicht nur die Ver-
besserung der Produktqualität, sondern auch der Prozesse zum Messen der Qualität. Bei allen
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Abbildung 5.5: Vorgehensmodell zur Datenintegration nach Hinrichs [2002]
Schritten sind die Anforderungen des Kunden bzw. die Rückmeldungen des Kunden zu berück-
sichtigen.
Hinrichs hat den ETL-Prozess für DW-Systeme erweitert, indem er die Anforderungen der Norm
ISO 9001 berücksichtigt hat. Sein Vorgehensmodell ist in Abbildung 5.5 dargestellt. Im Gegen-
satz zum normalen ETL-Prozess berücksichtigt Hinrichs auch Schritte zur Messung der Qualität,
zur Qualitätsverbesserung und zur Analyse der Rückmeldungen der Kunden. Ebenso sieht er in-
nerhalb seines Modells an verschiedenen Positionen Rückschritte vor, wenn Daten nicht die ge-
forderte Qualität haben bzw. ungültig sind. Nicht betrachtet werden die Maßnahmen, die direkt
bei der Datenerfassung in den Quellsystemen zur Erhöhung der Datenqualität führen können.
Hinrichs identifiziert zehn Prozessschritte, die im folgenden kurz erläutert werden [Hinrichs,
2002]:
1. Zunächst wird innerhalb jeder Datenquelle die Korrektheit von Primärschlüsseln und Fremd-
schlüsselbeziehungen (referenzielle Integrität) überprüft.
2. Die Vereinheitlichung der Repräsentation dient beispielsweise zur Erzeugung eindeutiger
Primärschlüssel oder zur Abbildung von Attributwerten zwischen verschiedenen Domänen
(z.B. Zeichenketten und Zahlen oder verschiedene Kodierungen).
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3. Aufgabe der statistischen Prozesskontrolle ist eine erste Plausibilitätsüberprüfung der Da-
ten, die ins DW integriert werden sollen. Meist werden dazu pro Feld statistische Kennwer-
te wie Mittelwert und Varianz auf Grundlage des DW-Datenbestandes berechnet. Dadurch
ergeben sich Konfidenz-Intervalle für gültige Feldinhalte. Hierdurch können Ausreißer als
potentielle Datenfehler sehr früh im Transformationsprozess identifiziert werden.
4. Die domänenspezifische Konsistenzprüfung wendet zuvor formulierte Überprüfungen an,
um die Gültigkeit der zu integrierenden Daten sicherzustellen, z.B. Wenn-Dann-Regeln.
5. In der Phase Record Linkage werden unterschiedliche Tupel, die das gleiche Objekt der
realen Welt beschreiben, zueinander zugeordnet.
6. Das Merging verschmilzt die vorher zueinander zugeordneten Tupel miteinander. Beim
Record Linkage und Merging können auch bereits integrierte Daten aus dem Zielbereich
relevant sein.
7. Die Qualitätsmessung und -analyse misst bestimmte Qualitätsmerkmale der Daten. Dies
geschieht wie beim methodenbasierten Datenqualitätsmanagement von Helfert (siehe oben)
mit Hilfe von SQL-Anfragen, die einzelne numerische Werte zurückliefern müssen. Hin-
richs hat auch eine Reihe von Metriken für Qualitätskriterien wie z.B. Korrektheit, Kon-
sistenz und Genauigkeit entwickelt, mit der die Qualität der Daten beurteilt werden kann.
Die Metriken sind zwar für verschiedene Granularitätsebenen definiert, werden aber nur
auf Tupelebene ausgeführt.
8. Das in der vorherigen Phase ermittelte Ergebnis entscheidet darüber, ob ein Tupel in
den Zielbereich überführt, weiteren Verbesserungsmaßnahmen unterzogen oder abgelehnt
wird. Im Falle der Ablehnung ist die Ursache des Mangels festzustellen, und falls die Ursa-
che behoben werden konnte, eine erneute Integration beginnend mit Phase 1 zu versuchen.
Zur Qualitätsverbesserung schlägt Hinrichs Data-Mining-Verfahren vor, die aufgrund von
Regelmäßigkeiten in den Datenbeständen, Vorschläge zur Beseitigung des Mangels ma-
chen können. Ein Tupel kann ebenfalls mit Nutzungsauflagen versehen werden, d.h. das
Tupel kann nicht für alle Arten von Analyseverfahren bzw. Datenabfragen genutzt wer-
den.
9. Die Tupel, die die vorhergehenden Qualitätsprüfungen erfolgreich bestanden haben, wer-
den nun explizit freigegeben, eventuell findet noch eine Endkontrolle durch eine Person
statt, die sicherstellt, dass alle erforderliche Verarbeitungs- und Prüfschritte absolviert wur-
den.
10. Aus Gründen der Konformität zur ISO 9001-Norm muss ein bereits freigegebenes Da-
tenprodukt, falls es sich bei der Nutzung durch den „Kunden“ als qualitativ mangelhaft
erweist, zurückgenommen werden. Anschließend müssen ähnliche Methoden wie vorher
bei der Qualitätsverbesserung vorgenommen werden, d.h. Ursachensuche, Korrektur oder
Einschränkung der Nutzung.
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Die Anwendung der Norm ISO 9001 auf das Datenqualitätsmanagement ist sinnvoll, da dadurch
einige Schritte systematisiert und verbindlich werden. Insbesondere die Berücksichtigung der
Rückmeldungen von Kunden ist in den anderen Ansätzen nicht vorhanden.
Qualitätsorientierte Anfrageverarbeitung in integrierten Informationssystemen
Naumann [Naumann et al., 1999; Naumann, 2002] stellt ein System zur qualitätsgesteuerten An-
frageverarbeitung in integrierten Informationssystemen vor. Im Gegensatz zu den anderen vor-
gestellten Systemen bzw. Ansätzen, handelt es sich hierbei nicht um ein Vorgehensmodell zum
Datenqualitätsmanagement. Ziel der Arbeit von Naumann ist die Entwicklung von Methoden zur
Qualitätsmessung und -vergleich in verteilten Informationssystemen wie das World Wide Web.
Neben den üblichen Qualitätskriterien wie Aktualität und Genauigkeit spielen in dieser Arbeit
auch der Preis und die Qualität der Benutzerunterstützung des Informationsanbieters eine Rolle,
da die Arbeit im Kontext von biologischen Informationssystemen entwickelt wurde, die teilweise
nur gegen Entgelt genutzt werden können.
Da der Schwerpunkt der Arbeit auf der Anfrageverarbeitung liegt, ist das Qualitätsmodell relativ
einfach. Naumann definiert für jede Datenquelle einen Vektor, der für jedes Qualitätskriterium
einen Wert enthält. Durch eine Gewichtung der Qualitätskriterien (durch den Benutzer) kann
man dann für jede Datenquelle eine Punktzahl (IQ-Score) berechnen. Um nun den besten Plan
zur Beantwortung einer Anfrage zu berechnen, müssen einerseits die verfügbaren Informationen
in einer Datenquelle untersucht werden, andererseits spielen auch die Qualitätsinformationen ei-
ne Rolle. Je nach Gewichtung der Qualitätskriterien kann zu Beantwortung einer Anfrage zum
Beispiel eine kostenlose Datenquelle mit ungenauen Daten oder eine kostenpflichtige Datenquel-
len mit sehr präzisen Informationen genutzt werden.
Naumann nennt auch einige Möglichkeiten zur Messung der Datenqualität. Insbesondere hat er
auch Metadatenstandards (wie zum Beispiel von der Dublin Core Metadata Initiative [2002])
untersucht, um die Metadaten auf die relevanten Datenqualitätskriterien abzubilden. Da aber bei
der Entwicklung der Metadatenstandards Datenqualitätsaspekte nicht im Vordergrund standen,
sind diese nur teilweise für diesen Zweck nutzbar [Naumann und Rolker, 1999].
5.1.5 Diskussion
Für den Begriff „Datenqualität“ gibt es eine Reihe von Ansätzen, aber keine einheitliche Defini-
tion. Gemeinsam bei den meisten Ansätzen ist jedoch eine Unterscheidung zwischen inhärenten
und anwenderbezogenen Datenqualitätsdimensionen. Doch auch die Identifizierung von Daten-
qualitätsdimensionen schafft keine letztliche Klarheit, da die Dimensionsbenennungen ihrerseits
Spielraum für Interpretationen lassen. Die Problematik einer allgemein gültigen Datenqualitäts-
definition ist u.a. durch die Subjektivität der Beurteilung von Datenqualität zu erklären. Die un-
terschiedlichen Kontexte der vorliegenden Arbeiten lassen keine allgemein gültige Definition
zu. Für diese Arbeit definiere ich Datenqualität als die Eignung des DW-Systems, die erforderli-
chen Daten entsprechend den Anforderungen bereitzustellen. Datenqualität bezieht sich hier also
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nicht nur auf die Qualität der Daten, sondern auch auf die Qualität des gesamten Systems, das
die Daten bereitstellt.
Aufgrund dessen reicht es auch nicht aus Datenqualitätsmängel nur bei den Daten zu betrach-
ten, sondern man muss den ganzen Lebenszyklus eines DW-Systems betrachten, wie dies in
[Hinrichs, 2002] erfolgt ist. Dies hat auch Auswirkungen auf das Datenqualitätsmanagement.
Die heutigen Produkte konzentrieren sich auf die inhärenten Datenfehler, da diese mit objekti-
ven Kriterien identifiziert und ggf. korrigiert werden können. Das Beispiel der Firma SwissRe
zeigt, dass aber auch eine benutzerbezogene Erfassung der Datenqualität erforderlich ist. Der
Anwender und seine Anforderungen müssen also in das Datenqualitätsmanagement einbezogen
werden.
Die anwenderbezogene Sicht wird zum Beispiel auch im TDQM-Projekt verfolgt. Die Arbeiten
geben aber nur ein abstraktes Vorgehensmodell vor, dass die Verwirklichung von Datenqualitäts-
projekten unterstützen soll. Im Unterschied zum TDQM-Ansatz führt English in seinem TQdM-
Modell explizit eine Phase zur Bewertung der Schema- und Architektur-Qualität des Informati-
onssystems an. Ebenfalls neu ist die Phase der Kostenbewertung schlechter Datenqualität. Ferner
unterscheidet English zwischen symptomorientierter (Datenumstrukturierung & -bereinigung)
und ursachenorientierten Datenqualitätsverbesserung (Optimierung der Datenverarbeitungspro-
zesse). English sieht als langfristiges Ziel die Etablierung einer Datenqualitätskultur im Un-
ternehmen. Daten dürfen nicht mehr nur als Nebenprodukt aufgefasst werden, sondern müssen
als mitunter geschäftsentscheidender Faktor begriffen werden. Im Modell von Helfert wird dies
durch die Schaffung entsprechender Organisationsformen unterstützt. Alle Arbeiten in diesem
Bereich bleiben auf einer abstrakten Modellebene und geben nur wenig Hilfe für die konkrete
Umsetzung eines Datenqualitätsmanagementsystems.
Die Arbeiten von Hinrichs und Naumann schlagen dagegen konkrete Systeme und Algorithmen
vor, um die qualitätsorientierte Datenintegration zu unterstützen. Hinrichs schlägt Metriken für
einige Qualitätskriterien vor. Wie bei den vorgestellten Produkten, beurteilt Hinrichs die Qualität
nicht anwenderbezogen. Des Weiteren schließt er explizit die Entwurfs- und Entwicklungspha-
sen des DW-Systems aus. Qualitätsbetrachtungen der Schemata oder der verwendeten bzw. ent-
wickelten Komponenten finden daher nicht statt. Die Prozesse außerhalb des DW-Systems, wie
z.B. Dateneingabe oder Interpretation der Daten, werden ebenfalls nicht betrachtet. Auch die or-
ganisatorischen Aspekte des ISO 9001-Standards spielen im Ansatz von Hinrichs keine Rolle.
Der Ansatz von Naumann entwickelt kein Datenqualitätsmanagementsystem im engeren Sinne,
organisatorische Aspekte betrachtet er daher nicht. Der Schwerpunkt seiner Arbeit liegt auf der
qualitätsorientierten Integration und Anfrageverarbeitung.
Basierend auf der Analyse aktueller Systeme und Modelle zum Datenqualitätsmanagement und
den Forderungen in Standards zum Qualitätsmanagement (ISO 900x), stelle ich folgende Anfor-
derungen an ein Datenqualitätsmanagementsystem:
• Das System muss auf einem benutzerorientierten Ansatz beruhen, d.h. die Subjektivität der
Datenqualität muss berücksichtigt werden.
• Die Qualitätsziele und Qualitätsmessungen müssen im System dokumentiert werden. Um
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Ziele und Ergebnisse besser verstehen zu können, soll diese Dokumentation mit den ande-
ren Metadaten des DW-Systems verknüpft sein.
• Die verschiedenen beteiligten Gruppen (z.B. Benutzer, Administratoren, Entwickler) sol-
len bei der Erstellung von Qualitätszielen unterstützt werden, indem ein Rahmen für Qua-
litätsziele vorgegeben wird. Dieses Rahmenwerk soll auch helfen, entsprechende Metriken
zur Validierung des Qualitätsziels zu definieren.
• Änderungen am DW-System sollen nachvollziehbar sein und mit Qualitätszielen verknüpft
werden, die die Ursache für die Änderungen waren.
• Die Prozesse im DW-System sollen erfasst werden, insbesondere die Wechselwirkungen
und Abhängigkeiten zwischen den Prozessen sollen definiert werden, damit die Ursache
von Qualitätsmängeln schneller erkannt werden können. Dies wird zum Beispiel auch von
ISO 9001 gefordert.
Der in dieser Arbeit entwickelte Ansatz berücksichtigt die Anforderungen auf verschiedene Ar-
ten. Zunächst werden die Datenqualitätsdimensionen anhand der verschiedenen Prozesse im
DW-System klassifiziert (Abschnitt 5.2). Des Weiteren werden die Anforderungen (oder auch
Qualitätsziele) eines Benutzers explizit modelliert. Den Anforderungen werden in einem mehr-
stufigen Prozess Qualitätsmetrikten zugeordnet, so dass die Messbarkeit der Qualitätsziele er-
möglicht wird. Eine Grundvoraussetzung für die Kontrolle der Datenqualität in einem Informa-
tionssystem ist deren Messbarkeit. Nur so kann über die (ggf. eingeschränkte) Verwertbarkeit
der Daten oder über die Notwendigkeit der Einleitung von Qualitätsverbesserungsmaßnahmen
entschieden werden. In Abschnitt 5.4 werden daher Qualitätsfaktoren zur Messung der Daten-
qualität in DW-Systemen definiert.
Ein Metadatenbanksystem unterstützt das Datenqualitätsmanagement, indem es die entwickel-
ten Modelle implementiert und somit den Vergleich zwischen Qualitätszielen und tatsächlicher
Qualität ermöglicht. Durch die Integration des Qualitätsmodells mit den in Kapitel 3 und 4 vorge-
stellten Modellen für die Architetkur und die Prozesse von DW-Systemen wird die Verknüpfung
zwischen Qualitätsinformationen und anderen Metadaten hergestellt. Das Prozessmodell liefert
die Informationen wie Prozesse zusammenhängen und wird um die Auswirkungen der Prozesse
auf die Qualität eines DW-Systems erweitert.
5.2 Qualitätsdimensionen in Data-Warehouse-Systemen
Qualitätsdimensionen für DW-Systeme sind die Dimensionen anhand derer man die Qualität
eines Datenobjekts oder Komponenten beurteilen kann. Im Gegensatz zu Qualitätsmerkmalen
stellen Qualitätsdimensionen abstrakte Begriffe dar und sind nicht direkte Eigenschaften von
Objekten. Genauigkeit und Aktualität sind Beispiele für Qualitätsdimensionen, die für Datenob-
jekte relevant sind (vgl. Tabelle 5.1). Das Datum der letzten Aktualisierung eines Datenobjekts
ist hingegen ein Qualitätsmerkmal, d.h. ein Indiz für die Aktualität des Objektes.
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Ziel dieses Abschnitts ist die Identifizierung und Kategorisierung relevanter Qualitätsdimensio-
nen für DW-Systeme. Damit lassen sich Qualitätsziele und Qualitätsmetriken bestimmten Klas-
sen (den Qualitätsdimensionen) zuordnen, so dass Zuordnung von Qualitätsmetriken für Quali-
tätsziele vereinfacht wird. DW-Systeme sind komplexe Software-Systeme, daher werden Qua-
litätsdimensionen nicht nur im Bereich Datenqualität, sondern auch im Bereich der Software-
Qualität betrachtet.
5.2.1 Datenqualitätsdimensionen in anderen Arbeiten
Obwohl das Thema Datenqualität durch den Aufbau integrierter Datenbestände in den 1990er
Jahren an Aktualität gewann, wird schon seit mehr als 20 Jahren an diesem Thema gearbeitet.
Die ersten Arbeiten beschäftigten vor allem mit der Qualitätsdimension Genauigkeit [Morey,
1982; Ballou und Pazer, 1985]. Spätere Arbeiten beschäftigen sich dann auch mit Aktualität,
Vollständigkeit und Konsistenz [Ballou und Tayi, 1989; Ballou et al., 1993].
Eine erste umfassende empirische Studie zum Thema Datenqualität wurde im TDQM-Projekt
vorgenommen [Wang et al., 1994; Wang und Strong, 1996]. Ausgehend von vier Basisdimen-
sionen (Zugreifbarkeit, Interpretierbarkeit, Relevanz und Genauigkeit) wurden Datennutzer nach
Qualitätsdimensionen gefragt, die aus ihrer Sicht wichtig sind. 179 Qualitätsdimensionen wur-
den genannt, die in weiteren Bewertungen durch die Datennutzer nach Wichtigkeit sortiert und
in Kategorien eingeteilt wurden. Das Ergebnis der Studie wurde bereits in Tabelle 5.1 dargestellt:
die Qualitätsdimensionen wurden in die vier Kategorien innere Datenqualität, Zugriffsqualität,
kontextuelle Datenqualität und Darstellungsqualität eingeteilt.
Der eher theoretische Ansatz von Wand und Wang [1996] kategorisiert die Qualitätsdimensio-
nen nach interner und externer Sicht bzw. daten- und systembezogenen Aspekten. Die interne
Sicht bezieht sich auf den Entwurf bzw. Betrieb des Informationssystems und schließt Dimen-
sionen wie z.B. Genauigkeit, Zuverlässigkeit, Aktualität und Vollständigkeit ein. Die externe
Sicht betrifft die Anwendung oder den Wert eines Informationssystems und betrachtet Qualitäts-
dimensionen wie Relevanz, Brauchbarkeit, Verständlichkeit und Flexibilität.
Redman [1996] identifiziert drei Hauptkategorien der Qualitätsdimensionen. Die konzeptuelle
Sicht betrachtet den Inhalt, den Umfang, den Detaillierungsgrad, die Zusammensetzung, die
Konsistenz und die Flexibilität der Schemata bzw. semantischen Modelle. In der datenbezoge-
nen Sicht geht es um Genauigkeit, Vollständigkeit, Aktualität und Konsistenz der Daten. In der
darstellungsbezogenen Kategorie werden Qualitätsdimensionen wie Angemessenheit, Interpre-
tierbarkeit und Flexibilität der Darstellung der Daten betrachtet.
Hinrichs [2002] definiert in seiner Arbeit auch Metriken für die Qualitätsdimensionen Kor-
rektheit, Konsistenz, Vollständigkeit, Redundanzfreiheit, Genauigkeit, Zeitnähe, Eindeutigkeit,
Schlüsseleindeutigkeit und referenzielle Integrität. Anwendungsbezogene Qualitätsdimensionen
wie Relevanz und Interpretierbarkeit werden nicht betrachtet.
Naumann [2002] unterteilt die Dimensionen der Datenqualität in subjektive, objektive und pro-
zessbezogene Kriterien. Subjektive Kriterien können nur durch den Benutzer bestimmt werden
(z.B. Glaubwürdigkeit, Relevanz, Verständlichkeit). Objektive Kriterien können durch Analyse
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der Datenquelle bestimmt werden (z.B. Vollständigkeit, Objektivität). Es können aber auch der
Datenquelle zugeordnete Informationen wie z.B. das Vertragsdokument zwischen Informations-
anbieter und Nutzer benutzt werden, um die Qualität zu bestimmen. Daher spielen in diesem
Kontext auch Preis und Kundenbetreuung eine Rolle. Prozessbezogene Kriterien betreffen den
Anfrageprozess und können daher erst bei der Ausführung einer Anfrage bestimmt werden. Dazu
gehören beispielsweise die Dimensionen Genauigkeit, Verfügbarkeit und Antwortzeit.
Das Qualitätsmanagement im Softwarebereich ist weiter fortgeschritten und schon teilweise stan-
dardisiert. Ausgangspunkt waren die Modelle von McCall et al. [1997] und Boehm et al. [1978],
die mehrstufige Hierarchien von Qualitätsdimensionen für Softwaresysteme definieren. In der
Norm ISO 9126 wurden Aspekte dieser Modelle standardisiert. Vergleiche der Modelle finden
sich in [Fenton und Pfleeger, 1996; Hyatt und Rosenberg, 1996]. Aufgrund der Standardisierung
werden die Qualitätsdimensionen der ISO 9126 für den Bereich der Softwarekomponenten eines
DW-Systems übernommen und später detailliert erläutert (s. Tabelle B.2).
Im folgenden Abschnitt werde ich eine Kombination aus den genannten Qualitätsdimensionen
und zugrundeliegenden Modellen vorschlagen.
5.2.2 Qualitätsdimensionen für Data-Warehouse-Prozesse
Die vorherige Abschnitt hat gezeigt, dass Qualitätsdimensionen nach unterschiedlichen Gesichts-
punkten eingeteilt werden können. Im Vordergrund meiner Einteilung stehen die verschiedenen
Phasen bzw. Prozesse eines DW-Systems, da in jeder Phase andere Qualitätsaspekte im Vor-
dergrund stehen. Andererseits werden die Sichtweisen der beteiligten Personen (z.B. Benutzer,
Entwickler, Administratoren) berücksichtigt, so dass auch der anwenderbezogene Aspekt der Da-
tenqualität beachtet wird. Der Hauptteil der hier vorgestellten Dimensionen stammen aus [Quix
et al., 1997, 1999], jedoch wurden einige Dimensionen im Rahmen dieser Arbeit überarbeitet
und verfeinert.
Grundsätzlich kann man bei DW-Systemen zwischen Prozessen in der Entwicklungs- und Be-
triebsphase unterscheiden. Da ein DW-System ein ständig zu verbesserndes und zu erweiterndes
Software-System ist, sind diese Phasen nicht strikt voneinander getrennt. Zu dem findet z.B. der
Entwurf auf unterschiedlichen Ebenen statt: zunächst muss eine Architektur für das gesamte Sy-
stem entworfen werden, dann eine Struktur für die Komponenten bzw. Programme und (teilweise
parallel dazu) konzeptuelle, logische und physische Datenmodelle.
Die Entwicklung eines DW-Systems kann man wie bei der Entwicklung eines Software-Systems
in die folgenden Phasen einteilen [Pfleeger, 1991; Hinrichs, 2002]:
Anforderungsanalyse: Festlegen der Anforderungen an das System, insbesondere welche Da-
ten im DW zur Verfügung stehen sollen, welche Analysemethoden möglich sein sollen und
detaillierte Anforderungen an die Programme zum Zugriff auf das oder zur Steuerung des
DW-Systems
Entwurf: Wie oben erwähnt gibt es verschiedene Entwurfsprozesse: Systementwurf, Programm-
entwurf, Entwurf der Datenmodelle
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Implementierung: Implementierung der im Entwurf festgelegten Bestandteile, dabei können
auch fertige Softwarekomponenten eingesetzt werden. Der Implementierungsprozess be-
steht also auch aus der Auswahl der geeigneten Softwarewerkzeuge. Neben den Program-
men müssen auch die Datenmodelle in Datenbanksysteme implementiert werden
Test: Test der Implementierung auf Fehler und Konformität mit den Anforderungen
Während des Betriebs eines DW-Systems sind folgende Prozesse zu berücksichtigen [Bauer und
Günzel, 2001; Elmasri und Navathe, 1999; Hinrichs, 2002]:
Datenerfassung: Erfassung der Daten in den operativen Systemen durch manuelle Eingabe oder
automatische Erfassungssysteme
Datenbeschaffung: Extraktion der Daten aus den Datenquellen, Transformation, Bereinigung
und Integration in das DW
Datenhaltung: Bereitstellung der Daten im DW bzw. Data Marts zur Analyse
Datennutzung: Auswertung und Interpretation der Ergebnisse
Administration: Steuerung des Betriebs des DW-Systems
Wartung und Erweiterung: Anpassung des Systems an neue Anforderungen, Behebung von
Fehlern in der Implementierung
Da während des Betriebs des DW-Systems diese Aktivitäten teilweise parallel und nicht in ei-
ner festgelegten Reihenfolge ablaufen, bezeichne ich diese Aktivitäten als „Prozesse“ und nicht
als Phasen. Von diesen Prozessen aus sind auch Rücksprünge in die oben genannten Entwick-
lungsphasen möglich, insbesondere wenn die Erweiterung des Systems die Entwicklung neuer
Komponenten erforderlich macht.
Für die Klassifizierung der Qualitätsdimensionen werde ich die Prozesse wie folgt zusammen-
fassen, da einige Prozesse ähnliche Qualitätsdimensionen betreffen. Die Prozesse Anforderungs-
analyse und Test werden hier nicht mehr betrachtet, da die Anforderungen die Qualitätsziele
beschreiben und der Test sich mit der Prüfung der Konformität des entwickelten Systems mit
den Anforderungen bzw. Qualitätszielen beschäftigt. Die Betrachtung der Qualität von Anforde-
rungen (z.B. deren Verständlichkeit, Angemessenheit, Genauigkeit) würde den Rahmen dieser
Arbeit sprengen.
Entwurf: Entwurf der Architektur und der konzeptuellen Datenmodelle des DW-Systems
Implementierung: Implementierung bzw. Auswahl der Softwarekomponenten und Umsetzung
des konzeptuellen Modells in logische und physische Datenmodelle
Datenverarbeitung: Erfassung, Speicherung und Bereitstellung der Daten in Datenquellen oder
DW (Zusammenfassung von Datenerfassung und Datenhaltung)
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Datenbeschaffung: Extraktion der Daten aus den Datenquellen und Integration in das DW
Datennutzung: Analyse der Daten durch den Benutzer
Administration und Wartung: Steuerung der Prozesse des DW-Systems und Anpassung des
Systems wenn erforderlich
Die Aufstellung der Qualitätsdimensionen und deren Aufteilung zwischen den verschiedenen
Prozessen ist nicht als strikte Vorschrift zu verstehen. Sie soll helfen, die relevanten Qualitätsa-
spekte in den Prozessen zu erkennen. Weitere Qualitätsdimensionen können hinzugefügt werden,
andere Qualitätsdimensionen sind in einem spezifischen Kontext nicht relevant und können daher
ignoriert werden. Darüber hinaus gibt es Abhängigkeiten zwischen den Qualitätsdimensionen,
z.B. das Zeitverhalten einer Softwarekomponente hat Einfluss auf die Effizienz des Datenbe-
schaffungsprozesses, in dem die Komponente verwendet wird. Solche Abhängigkeiten sind aber
aus meiner Sicht erwünscht, da sie helfen die Ursachen für Qualitätsprobleme zu finden. Aus
diesem Grund werden solche Abhängigkeiten später auch explizit modelliert.
In diesem Kapitel gebe ich als Beispiel nur die Qualitätsdimensionen für die Datenbeschaffung
an. Die Qualitätsdimensionen für die anderen Prozesse sind in Anhang B.1 aufgeführt.
Die Datenbeschaffung lässt sich in drei Teilprozesse untergliedern. Zunächst müssen die Daten
aus den Quellsystem extrahiert werden, anschließend werden sie transformiert und bereinigt und
dann schließlich integriert und in das DW geladen. Tabelle 5.3 zeigt die Qualitätsdimensionen
dieser drei Teilprozesse. Die Extraktion sollte vollständig, effizient und nachvollziehbar sein. Bei
der Transformation kommt es auf die Korrektheit und Genauigkeit der Funktionen und Prozesse
an, da Daten nicht weiterverfälscht werden sollen. Außerdem ist die Effizienz und der Mehrwert
wichtig, um z.B. den Nutzen von Bereinigungsprozessen beurteilen zu können. Bei der Integra-
tion der Daten sollen möglichst vollständige und korrekte Daten integriert werden. Auch hier ist
die Nachvollziehbarkeit wichtig, da nicht nur der Ablauf des Prozesses nachvollzogen werden
muss, sondern auch der Verlauf der Daten. So kann man die Ursache für fehlerhaft integrierte
Daten einfacher finden. Darüber hinaus sollte der Integrationsprozess robust und flexibel sein,
d.h. nicht bei jeder Änderung der Quellsysteme sollte eine Änderung des Integrationsprozesses
notwendig sein, und wenn doch Änderungen vorgenommen werden müssen, sollten diese mit
möglichst wenig Aufwand durchführbar sein.
5.2.3 Rollen und Qualitätsdimensionen
Die beteiligten Personen an einem DW-System haben verschiedene Rollen. Eine Person kann
mehrere Rollen haben und Rollen können von mehreren Personen verwirklicht werden. Es wer-
den folgende Rollen betrachtet:
Datennutzer: alle Benutzer aller Datenspeicher im DW-System, insbesondere auch die Benut-
zer der Datenquellen,
Administrator: Personen, die für den laufenden Betrieb des DW-Systems verantwortlich sind,
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Qualitätsdimension Beschreibung
Extraktion Qualitätsmerkmale des Extraktionsprozesses
Vollständigkeit Verhältnis zwischen extrahierten und verfügbaren Daten
Effizienz Durchsatz, Zeit- und Verbrauchsverhalten des Extraktionsprozesses
Nachvollziehbarkeit Vorhandensein von Funktionen zum Nachvollziehen des tatsächlichen
Ablaufs eines Extraktionsprozesses
Transformation und
Bereinigung
Qualitätsmerkmale des Transformations- und Bereinigungsprozesses
Effizienz Durchsatz, Zeit- und Verbrauchsverhalten des Transformationsprozes-
ses
Korrektheit Korrektheit der Transformationsfunktionen und Bereinigungsprozesse
Genauigkeit Genauigkeit der transformierten oder bereinigten Daten
Mehrwert Grad der Verbesserung durch Transformation und Bereinigung
Integration und La-
den
Qualitätsmerkmale des Integrations- und Ladeprozesses
Vollständigkeit Grad, zu dem die Integrationsprozesse die vollständigen Daten inte-
grieren
Korrektheit Korrektheit der Integrationsregeln und Ladevorschriften
Nachvollziehbarkeit Vorhandensein von Funktionen zum Nachvollziehen des tatsächlichen
Ablaufs eines Integrationsprozesses und zum Ursprung der Daten
Robustheit Aufwand für Anpassungen im Integrations- und Ladeprozess auf-
grund von Änderungen in den Datenquellen
Flexibilität Aufwand für Verbesserungen und Anpassungen des Integrations- und
Ladeprozesses
Tabelle 5.3: Qualitätsdimensionen für den Datenbeschaffungsprozess
Designer: Personen, die den Systementwurf (Architektur) und Modellentwurf (Daten) durch-
führen,
Entwickler: Programmierer und anderes IT-Personal, die die Implementierung des DW-Systems
durchführen.
Die Datennutzer lassen sich in zwei Gruppen einteilen. Zum einen sind es die Analysten, die
die Daten aus dem DW in Berichtsform geliefert bekommen und diese interpretieren. Für sie
sind vor allem die Qualitätsdimensionen im Bereich Datennutzung und Datenverarbeitung inter-
essant, um möglichst genaue, aktuelle, verständliche und vollständige Daten zu bekommen. Die
andere Gruppe der Datennutzer sind die Benutzer der Datenquellen, die teilweise auch für die
Dateneingabe verantwortlich sind. Zu einem wollen diese Benutzer effiziente Extraktionsprozes-
se, um möglichst wenig Beeinträchtigung ihrer Systeme zu haben. Darüber hinaus könnten sie
auch an guten Bereinigungsprozessen interessiert sein, um so Rückmeldung über die Datenqua-
lität in ihren Systemen zu erhalten.
Für die Administratoren sind aufgrund ihrer Verantwortung für das Gesamtsystem auch fast alle
Qualitätsdimensionen relevant. Für ihre tägliche Arbeit sind neben den Dimensionen im Bereich
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„Administration und Wartung“ aber auch die zum Datenbeschaffungsprozess gehörenden Quali-
tätsdimensionen von Bedeutung, da dieser Prozess intensive Administration erfordert.
Die Designer sind verantwortlich für die Qualität im Bereich Entwurf. Oft wird die Rolle des De-
signer und die Rolle der Entwickler von den gleichen Personen wahrgenommen, so dass für diese
dann auch implementierungsspezifische Qualitätsaspekte relevant sind. Die Entwickler sind aber
auch an den Qualitätsdimensionen für Administration und Wartung interessiert, damit sie wäh-
rend der Entwicklung, des Testens und der Wartung ausreichend Informationen (in Form von
Metadaten, Dokumentation oder Berichten) zur Verfügung haben.
Aufgrund dieser Analyse kann man feststellen, dass unterschiedliche Rollen auch unterschiedli-
ches Interesse an den Qualitätsdimensionen haben. Dieser Aspekt wird auch im Qualitätsmodell
berücksichtigt, indem den Beteiligten bevorzugte Qualitätsdimensionen zugewiesen werden kön-
nen.
5.3 Ein Modell zur Erfassung der Qualität eines DW-Systems
In diesem Abschnitt werden die zuvor entwickelten Modelle für die Architektur und Prozesse in
DW-Systeme um ein Modell zur Qualitätserfassung erweitert. Dabei müssen mehrere Aspekte
berücktsichtigt werden.
Auf der einen Seite sind die subjektiven Aspekte der Datenqualität durch eine benutzerbezogene
Modellierierung der Qualitätsziele zu beachten. Andererseits müssen Datenqualitätsmerkmale
gemessen werden, möglichst anhand objektiver Kriterien. Da Qualitätsziele oft sehr komplex
sind und eine Kombination von verschiedenen einzelnen (eventuell in Konflikt zueinander ste-
henden) Qualitätsmerkmalen darstellen, ist eine direkte Messung nicht immer möglich. Daher
ist eine Verbindung zwischen den Qualitätszielen auf der einen Seite und den konkreten Qua-
litätsmessungen auf der anderen Seite notwendig. Das Ziel des Qualitätsmodells ist daher eine
möglichst breite Erfassung der Eigenschaften der Datenqualität. Dabei sollen trotzdem Detailin-
formationen für einzelne Datenqualitätsmerkmale mit einbezogen werden. Durch diese umfas-
sende Modellierung wird ein systematisches Qualitätsmanagement ermöglicht.
Zunächst wird untersucht, welches Rahmenwerk aus dem Bereich des Qualitätsmanagements
für das Datenqualitätsmanagement angewendet werden kann. Dabei wird vor allem das Problem
betrachtet, wie man die benutzerorientierten Qualitätsziele auf verschiedene technische Kriterien
abbilden kann. Dies stellt eins der Hauptprobleme im (Daten-)Qualitätsmanagement dar, da in
der Regel Kunden (bzw. Datennutzer) ihre Probleme nicht in Form von technischen Kriterien
formulieren. Zu diesem Zweck betrachten wir zwei Ansätze: das Quality Function Deployment
(QFD) und den Goal-Question-Metric-Ansatz (GQM). Diese Verfahren bilden einen Teil der in
Abschnitt 5.1.4 vorgestellten umfassenderen Qualitätsprogramme.
5.3.1 Quality Function Deployment
Quality Function Deployment [Akao, 1990] ist eine Methode um Kundenanforderungen in der
Entwurfsphase eines Produkts auf technische Spezifikationen abzubilden. Grundlage des QFD
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Abbildung 5.6: House of Quality mit einigen exemplarischen Werten
sind eine Reihe von Matrizen, in denen zum Beispiel Kundenanforderungen, Qualitätsmerkmale,
Funktionen oder Produktteile gegenüber gestellt werden. Ziel der QFD-Methode ist eine Priori-
sierung der Kundenwünsche um innovative, zuverlässige und kostengünstige Möglichkeiten zur
Produktentwicklung zu finden [King, 1994].
Die Beziehungen zwischen den beiden Größen einer Matrix werden dabei entweder numerisch
oder symbolisch erfasst. Numerische Werte werden bei Beziehungen benutzt, die relativ genau
bestimmt werden können. Zum Beispiel können Ergebnisse einer Marktforschung die Eigen-
schaft eines Produkts des Unternehmens (oder der Mitbewerber) bzgl. einer Kundenanforderung
auf einer Skala von 1 bis 10 beschreiben. Demgegenüber, setzt man Symbole bei nicht genau
quantifizierbaren Beziehungen ein (z.B. schwache, mittlere oder starke Korrelation zwischen
Kundenanforderungen und Qualitätsmerkmalen). Die Symbole werden bei der Berechnung wei-
terer Werte aber in numerische Werte umgesetzt.
Ein Teil der im QFD verwendeten Matrizen kann im sogenannten „House of Quality“ zusam-
mengefasst werden. In der Praxis werden verschiedene Varianten des House of Quality verwen-
det. Das hier in Abbildung 5.6 skizzierte House of Quality basiert auf den Darstellungen in [King,
1994; Mennicke, 2000; Redeker, 2002]. Demnach werden zur Erstellung des House of Quality
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folgende Schritte durchlaufen:
Ermittlung der Kundenanforderungen: Zunächst müssen durch eine Marktforschung die
Kundenanforderungen ermittelt werden. Da diese evtl. vage formuliert sind, müssen sie
in einem mehrstufigen Prozess detailliert und verfeinert werden, so dass sie schließlich in
die linke Spalte (WAS) des House of Quality eingetragen werden können.
Bearbeitung der Kundenanforderungen: Die ermittelten Kundenanforderungen werden ge-
wichtet (Spalte Wichtigkeitsgrad) und der IST-Zustand des Unternehmens und möglicher
Mitbewerber wird bzgl. der Kundenanforderung beurteilt (WARUM). Aus dem Verhält-
nis zwischen geplanter Beurteilung und dem IST-Zustand wird ein Verbesserungsgrad er-
rechnet, der zusammen mit den Verkaufspunkten (d.h. Wichtigkeit der Anforderung als
Verkaufsargument) zur Gewichtung der Kundenanforderung benutzt wird.
Ableitung der Qualitätsmerkmale (bzw. technischen Merkmale): Anhand der Anforderun-
gen der Kunden werden die relevanten technischen Merkmale ermittelt (WIE). Ziel dieses
Schrittes ist die Beantwortung von Fragen wie z.B. „Wie erfüllen wir die Forderungen?“
Korrelation zwischen Qualitätsmerkmalen und Kundenanforderungen: Der Zusammen-
hang zwischen Qualitätsmerkmalen und Kundenanforderungen wird in die mittlere
Matrix durch Symbole eingetragen (z.B. 4 für eine schwache Korrelation). Der Wert des
Symbols (z.B. 1 für 4) wird mit der prozentualen Gewichtung der Kundenanforderung
multipliziert, und das Ergebnis wird ebenfalls in die Matrix eingetragen.
Analyse der Qualitätsmerkmale: Zunächst wird die Wichtigkeit der einzelnen Qualitätsmerk-
male durch Bildung der Summe einer Spalte der mittleren Matrix ermittelt. Dann werden
das aktuelle Produkt des Unternehmens und die Produkte der Mitbewerber bzgl. der Quali-
tätsmerkmale beurteilt. Durch Analyse dieser Werte und Berücksichtigung der Gewichtung
der Qualitätsmerkmale sollten nun Planwerte für die Merkmale angegeben werden.
Korrelationen zwischen Qualitätsmerkmalen untersuchen: Verschiedene Qualitätsmerkma-
le können zueinander in Konflikt stehen (z.B. Größe und Kapazität einer Autobatterie).
Sollte ein Konflikt zwischen zwei zu verbessernden Merkmalen festgestellt werden, so
müssen die zuvor festgelegten Planwerte revidiert werden.
Die ermittelten Planwerte sind dann die zu erreichenden Kennzahlen beim Entwurf bzw. der
Herstellung des Produkts. Wie oben erwähnt, stellt QFD also nur einen Teil des Qualitätsmana-
gements dar. QFD muss wie die Kontrolle und Verbesserung der Prozesse in ein unternehmens-
weites Qualitätsmanagement integriert sein.
Redman [1996] wendet QFD zum Datenqualitätsmanagement an. Er benutzt eine Reihe von
Matrizen, um Benutzeranforderungen in konkrete Qualitätsanforderungen für die einzelnen Pro-
zess(schritt)e eines Informationssystems abzubilden. Redmans Ansatz basiert auf fünf Schritten:
1. Verstehen der Benutzeranforderungen: Die Benutzeranforderungen müssen ermittelt (z.B.
durch Interviews oder Workshops) und verstanden werden.
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2. Entwicklung konsistenter Benutzeranforderungen: Die zuvor ermittelten Anforderungen
werden durch die Verwendung von Auswirkungsmatrizen (Impact Matrix) konsolidiert.
Dabei werden die Anforderungen den Bereichen eines Informationssystems (z.B. Daten-
modell, Präsentation, System) und den Qualitätsdimensionen (Genauigkeit, Vollständig-
keit, Konsistenz und Aktualität) gegenübergestellt. Durch Kennzeichnung der Beziehun-
gen mit schwach, mittel oder stark kann man Gemeinsamkeiten oder Konflikte zwischen
den Anforderungen erkennen. Auch unvollständige Anforderungen können erkannt wer-
den, wenn z.B. ein Systembereich oder eine Qualitätsdimension nur schwache Beziehun-
gen zu den Anforderungen hat.
3. Übersetzung der Benutzeranforderungen in eine technische Sprache: Zu jeder Benutzeran-
forderung müssen entsprechende technische Anforderungen formuliert werden. Diese An-
forderungen stellen dann konkrete Forderungen an die Datenqualität dar.
4. Abbildung der DQ-Anforderungen auf individuelle Performanceanforderungen: In diesem
Schritt werden die zuvor ermittelten technischen Anforderungen auf Prozess(schritt)e ab-
gebildet.
5. Erstellung von Performancespezifikationen für die Prozess(schritt)e: Das Ergebnis der
ganzen Methode ist eine Matrix, die für jeden Prozess(schritt) und für jede Qualitätsdi-
mension die Anforderungen genau festgehalten werden. Eventuell können verschiedene
Anforderungen in einem Prozessschritt zusammengefasst werden.
QFD ist eine beliebte Methode, da man durch sie bereits frühzeitig die Probleme eines Produkts
erkennen kann und man relativ kurze Entwicklungszeiten hat [Redeker, 2002]. Ein Nachteil von
QFD ist, dass das Problem der Übersetzung von Kundenanforderungen in technische Anfor-
derungen zwar in ein formales Rahmenwerk eingebunden wird, und die Übersetzung dadurch
unterstützt wird, das Problem aber grundsätzlich bestehen bleibt. Zu dem müssen relativ viele
Größen quantitativ erfasst werden, eine entsprechende Metrik ist aber nicht immer einfach zu
bestimmen.
Der Ansatz von Redman gibt zwar vor, QFD zu benutzen, hat aber bis auf die Matrizen wenig
mit QFD gemeinsam. Redman gibt keine konkrete Metriken an und die vorgeschlagenen Matri-
zen sind teilweise recht statisch, z.B. werden immer die gleichen Qualitätsdimensionen und die
gleichen Teilbereiche eines Informationssystems genutzt.
Darüber hinaus gibt QFD nur wenig Hilfestellung bei der Auswahl geeigneter Qualitätsmetriken.
Ein erster Ansatz für den Einsatz von QFD im Rahmen des Datenqualitätsmanagements könnte
durch die Erfassung der Anforderungen (WAS-Teil im House of Quality, Abbildung 5.6) und
eine subjektive Evaluation dieser Anforderungen durch den Benutzer (WARUM) sein. Die Ver-
antwortlichen der IT-Abteilung ermitteln dann die relevanten technische Merkmale (WIE) und
müssten dann durch diese Merkmale zu den Anforderungen in Beziehung setzen. Schließlich
könnte man Messungen der Merkmale durchführen und Zielwerte für zukünftige Entwicklungen
vorgeben. Der Knackpunkt dieser Methode liegt aber wie bei der allgemeinen QFD-Methode in
der Ermittlung der technischen Merkmale und deren Korrelationen mit den Benutzeranforderun-
gen.
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Abbildung 5.7: Beispiel für Ziele, Fragen und Metriken im GQM-Ansatz
Im Rahmen des DWQ-Projekts haben wir deshalb einen mehrstufiges Modell zur Abbildung der
Qualitätsanforderungen auf konkrete Qualitätsmetriken entwickelt, das auf dem Goal-Question-
Metric-Ansatz (GQM) von Oivo und Basili [1992] basiert. GQM wird daher im nächsten Ab-
schnitt genauer vorgestellt.
5.3.2 Der Goal-Question-Metric-Ansatz
Der GQM-Ansatz stammt aus dem Bereich des Softwarequalitätsmanagements und ist ein Me-
chanismus zur Definition und Interpretation von operationellen und messbaren Softwarezielen
[Oivo und Basili, 1992]. GQM wurde schon in verschiedenen Softwareprojekten erfolgreich an-
gewendet [Barnard und Price, 1994; Fuggetta et al., 1998; van Latum et al., 1998]. Die Grundidee
von GQM basiert auf der Annahme, dass Qualitätsziele normalerweise nicht direkt bewertet wer-
den können, sondern zunächst durch eine Reihe von Fragen konkretisiert werden müssen, deren
Antworten durch Qualitätsmessungen ermittelt werden. Ein Vorteil von GQM ist, dass es nicht
eine „starre“ Struktur vorgibt wie zum Beispiel das House of Quality beim QFD. Zur Definiti-
on der Qualitätsziele werden Schablonen vorgegeben, die die Bestimmung von Qualitätszielen,
Fragen und den dazu gehörigen Metriken erleichtern sollen. Wie ich nachher noch zeigen werde,
können diese Schablonen leicht in das Metamodell integriert werden, und die Anwendung der
Schablonen wird durch das Metadatensystem unterstützt.
Bevor auf die Details der GQM-Methode eingegangen wird, gebe ich ein Beispiel zum besseren
Verständnis der grundlegenden Konzepte an. Das Ziel ist in diesem Beispiel die „Verbesserung
der Dokumentation innerhalb des Quelltexts“ eines Software-Projekts (siehe Abbildung 5.7).
Um dieses Ziel zu konkretisieren könnte man Fragen wie z.B. „Wie hoch ist der Anteil der Kom-
mentarzeilen momentan?“, „Wie viele Methoden sind nicht dokumentiert?“ oder „Wie haben
sich diese Werte in den letzten Wochen verändert?“ stellen. Relevante Metriken für diese Fragen
sind der Anteil der Kommentarzeilen am Gesamtquelltext, die Anzahl der Methoden oder die An-
zahl der kommentierten Methoden. Die Fragen erlauben also die genauere Definition der Ziele
und erleichtern so die Identifikation relevanter Metriken.
Das GQM-Modell kann man gemäß den drei Hauptbestandteilen Ziel, Frage und Metrik in drei
Ebenen unterteilen [Basili et al., 1994]:
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• Ziele (konzeptuelle Ebene): Ein Ziel wird für ein Objekt (z.B. Produkt, Prozess, Ressource)
definiert und hat einen bestimmten Zweck (z.B. Verbesserung, Erreichung). Ferner wird
das Ziel durch den Standpunkt einer Rolle beschrieben (z.B. Programmierer, Projektlei-
ter, Produktmanager). Jedes Ziel ist zu einer oder mehreren Qualitätskategorien bzw. -
dimensionen zugeordnet.
• Fragen (operationelle Ebene): Fragen beschreiben wie die Bewertung eines Ziels zu er-
folgen hat. Wie an dem Beispiel in Abbildung 5.7 zu erkennen ist, sind Fragen einem
bestimmten Ziel zugeordnet. Eine Frage konkretisiert also ein Ziel, indem sie Qualitätsa-
spekte des zu betrachtenden Objekts untersucht.
• Metriken (quantitative Ebene): Metriken liefern die quantitativen Daten zur Beantwortung
der Fragen. Metriken (und deren Ergebnisse) können entweder objektiv sein, wenn sie nur
vom betrachteten Objekt abhängen und nicht vom Standpunkt der Messung (z.B. Anzahl
der Kommentarzeilen). Subjektive Metriken hängen z.B. von der Einschätzung desjenigen
ab, der die Messung durchführt (z.B. Verständlichkeit der Kommentare). Metriken können
Antworten zu unterschiedlichen Fragen liefern.
Aufgrund dieser Struktur kann man für die Definition eines Qualitätsziels eine Schablone (Tem-
plate) vorgeben, in der zunächst das Ziel und dann die Fragen und Metriken beschrieben werden.
Zur Definition eines Ziels muss man dann den Zweck, die Qualitätskategorie (bzw. -dimension),
das zu betrachtende Objekt und den Standpunkt bestimmen. Entsprechende Auswahlwerte kön-
nen durch ein IT-gestütztes Qualitätsmanagementsystem vorgegeben werden.
Die Definition von GQM-Modellen besteht daher nach [Oivo und Basili, 1992] aus zwei paral-
lelen Prozessen. Zum einen muss eine Menge von Template-Objekten definiert werden, die die
Basis für die Definition von Zielen, Fragen und Metriken bilden. Zum anderen müssen die Scha-
blonen mit konkreten Objekten instanziiert werden um konkrete, ausführbare Ziele zu definieren.
Der GQM-Prozess ist die Anwendung der GQM-Methode auf ein Softwareprojekt und die In-
stanziierung der Schablonen. Basili [1992] definiert den GQM-Prozess die folgenden Schritte:
• Zunächst müssen Produktivitäts- bzw. Qualitätsziele auf Unternehmens-, Abteilungs- oder
Projektebene definiert werden. Oivo und Basili [1992] beschreiben dies als einen Top-
Down-Prozess bei der zunächst die Ziele auf einer hohen Ebene definiert werden und dann
sukzessive auf tieferen Ebenen in Teilziele verfeinert werden.
• Für diese Ziele müssen Fragen definiert werden, die die Ziele soweit wie möglich auf eine
quantifizierbare Art beschreiben.
• Dann ist die Spezifikation der Metriken notwendig, die für die Beantwortung der Fragen
erforderlich sind.
• Wenn die Metriken definiert wurden, kann man Mechanismen zur Sammlung der Daten
definieren.
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• Letztendlich müssen die Daten gesammelt und ausgewertet werden, um zu überprüfen, ob
die vorgegebenen Ziele erreicht wurden.
Die Anwendung von GQM zum Datenqualitätsmanagement bietet verschiedene Vorteile. Zu-
nächst erleichtert die stufenweise Näherung an Qualitätsmetriken ausgehend von den Qualitäts-
zielen die Definition relevanter Metriken. Durch diese Vorgehensweise werden nur Messungen
durchgeführt, die auch für ein Qualitätsziel interessante Daten liefern. Messungen verursachen
einen zusätzlichen Aufwand und damit Kosten, unnötige Messungen sollten daher vermieden
werden. Darüber hinaus repräsentieren die Qualitätsziele Anforderungen verschiedener Benut-
zergruppen und bilden den Startpunkt im GQM-Prozess. Schließlich gibt die Struktur der Ziele,
Fragen und Metriken bereits einen Rahmen für ein Metamodell vor. Dieses Modell wird im
nächsten Abschnitt vorgestellt.
5.3.3 Metadatenmodell für Datenqualitätsmanagement
Abbildung 5.8 zeigt das Metamodell im graphischen Browser des ConceptBase-Systems. Die
entsprechenden Definitionen dazu in Telos sind in Anhang A.3 dargestellt. Die Umsetzung von
GQM auf das Metamodell ist analog zu der oben beschriebenen Struktur von GQM, macht aber
an einigen Stellen Gebrauch von den Daten, die in der Metadatenbank des DW-Systems vorhan-
den sind. Im oberen Teil der Abbildung sind Qualitätsziele (QualityGoalType) dargestellt. Ein
Qualitätsziel hat einen bestimmten Zweck (Purpose, z.B. Verbesserung, Erreichung) und wird
von einer Benutzerrolle (StakeholderType) etabliert. Qualitätsziele sind darüber hinaus Qualitäts-
dimensionen bzw. -kategorien (QualityDimension und QualityCategory) zugeordnet, wie sie in
Abschnitt 5.2.2 definiert wurden. Benutzerrollen können bestimmte Qualitätsdimensionen bevor-
zugen, was durch das prefers-Attribut dargestellt wird. Schließlich beziehen sich Qualitätsziele
auf DW-Objekte bzw. -Prozesse (Beziehung imposedOn zu ObjectType).
Konkretisiert werden die Qualitätsziele durch Qualitätsfragen (QualityQuestionType), die in un-
serem Modell durch Qualitätsanfragen (QualityQuery) an die Metadatenbank implementiert sein
können. Dies ist eine Erweiterung gegenüber dem ursprünglichen GQM-Ansatz, da dort die Fra-
gen nur als „Text“ erfasst werden. Die Qualitätsanfrage kann die vorhandenen Metadaten über
DW-Objekte und DW-Prozesse nutzen, um Antworten zu den Qualitätsfragen zu liefern. Dar-
über hinaus können die Anfragen auch Qualitätsfaktoren (QualityFactorType) auswerten, die
die Metriken repräsentieren. Qualitätsfaktoren sind in der Abbildung als Beziehungstyp wie im
ER-Modell dargestellt, da sie eine Beziehungen zwischen DW-Objekten und Qualitätsdimensio-
nen herstellen. Des Weiteren nutzen Qualitätsfaktoren ein Messprogramm (MeasuringProgram)
um die Messung zu einem bestimmten Zeitpunkt (TimestampType) durchzuführen. Außerdem
werden zu einem Qualitätsfaktor der erwartete Wertebereich und der tatsächlich erreichte Wert
notiert. Eine einfache Form einer Qualitätsanfrage könnte also überprüfen, ob der erreichte Wert
innerhalb des erwarteten Wertebereichs liegt.
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Abbildung 5.8: Metamodell für DW-Qualität basierend auf dem GQM-Ansatz
5.3.4 Systemunterstützung für metadatenbasiertes Datenqualitätsmanage-
ment
Das oben vorgestellt Metamodell habe ich in dem Metadatenbanksystem ConceptBase imple-
mentiert. Die Umsetzung und Integration des Modells in ein Metadatenbanksystem hat ver-
schiedene Vorteile. Zunächst ist ein Metadatenbanksystem ein zentraler Bestandteil eines DW-
Systems. Daher sollten auch Qualitätsinformationen, die in gewisser Weise auch Metadaten dar-
stellen, in dieses System integriert werden und der Aufwand für zusätzliche Systeme vermieden
werden. Ferner können die existierenden Metadaten direkt genutzt werden, um Qualitätsziele,
-fragen, oder faktoren zu definieren. Dadurch ist dann auch die Konsistenz des Qualitätsmodells
mit den anderen Modellen gewährleistet, z.B. können keinen Qualitätsziele für Komponenten
definiert werden, die nicht mehr existieren. Schließlich kann ein Nutzer des DW-Systems (z.B.
Anwender, Administrator, Programmierer) aus dem Metadatenbanksystem nicht nur Informatio-
nen über die Bedeutung der vorhandenen Daten erhalten, sondern auch über deren Qualität, z.B.
in Form von Qualitätsberichten.
Abbildung 5.9 veranschaulicht den Ablauf des metadatenbasierten Datenqualitätsmanagement.
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Abbildung 5.9: Metadatenbasiertes Datenqualitätsmanagement
Der Benutzer kann Qualitätsziele definieren und somit einen Qualitätsplan festlegen. Diese Zie-
le dienen als Anforderungen für den Entwurf und die weitere Evolution des DW-Systems, die
zum Teil über das Metadatenbanksystem gesteuert werden kann (z.B. durch die Definition von
neuen materialisierten Sichten oder die Veränderung von Parametern der Extraktionsprozesse).
Die Ergebnisse dieses Prozesses werden in den Metadaten mit den Modellen aus Kapitel 3 und 4
dokumentiert. Umgekehrt werden Qualitätsmessungen durchgeführt und im Rahmen des Quali-
tätsmodells in der Metadatenbank gespeichert. Diese Informationen können von einem Benutzer
nun zur Analyse der Datenqualität genutzt werden.
Das Metadatenbanksystem bietet Unterstützung für diesen Prozess durch Verwaltung der Meta-
und Qualitätsdaten und durch Anfragen, die die Analyse des Systems ermöglichen. Darüber hin-
aus können Vorlagen (Templates) für Qualitätsziele und -messungen definiert werden. Dies wird
durch mehrere Instanziierungsebenen des in Abbildung 5.8 dargestellten Modells erreicht. Die
verschiedenen Instanziierungsebenen (oder Abstraktionsebenen) haben im Rahmen des Quali-
tätsmodells eine besondere Bedeutung. Zunächst kann man feststellen, dass durch Qualitätsfak-
toren Elemente unterschiedliche Abstraktionsebenen miteinander verknüpft werden. Elemente
von der Modellebene (z.B. eine Relation) werden mit Werten (z.B. 0,8 Prozent für die Anzahl
der Null-Werte der Relation) verknüpft. Solche Beziehungen zwischen Objekten unterschiedli-
chen Abstraktionsebenen sind mit der Modellierungssprache Telos möglich.
Auf der ersten Instanziierungsebene des Qualitätsmodells werden die Vorlagen für Qualitätsziele
und -faktoren definiert. Aus diesem Grund haben die Elemente des Metamodells zum Teil auch
die Endung „Type“, da die Instanzen Klassen von Objekten, Qualitätszielen oder Qualitätsfakto-
ren beschreiben. Die Instanzen des Elements ObjectType sind Objekte wie Relation, DataStore
oder Concept (vgl. Kapitel 3). Analog dazu beschreiben Instanzen von QualityGoalType Klassen
von Qualitätszielen (z.B. Relationen sollen möglichst wenig Null-Werte haben oder Attribute
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Abbildung 5.10: Abstraktionsebenen für Qualitätsziele
sollen verständlich sein).
Dies ist an einem Beispiel in Abbildung 5.10 veranschaulicht. Die dunkelgrauen Objekte auf
der mittleren Ebene des Bildes sind Instanzen des Metamodells. Das Objekt AchieveMoreCur-
rentData beschreibt ein Klasse von Qualitätszielen, nämlich Ziele, die aktuellere Daten in einem
Datenspeicher (Data Store) erreichen (Achieve) sollen. Auf dieser Ebene sind auch die Qualitäts-
fragen und -anfragen definiert, da diese für die konkreten Qualitätsziele in dieser Klasse gleich
sind. Ein Qualitätsziel kann dann einfach durch einen Benutzer (im Beispiel „John Doe“) defi-
niert werden, in dem er die entsprechende Vorlage instanziiert und die notwendigen Parameter
definiert (im Beispiel ist noch der Datenspeicher zu definieren, auf den sich das Ziel bezieht).
Die Definition von Qualitätsfaktoren geschieht nach dem gleichen Schema wie die Definition von
Qualitätszielen. Das Beispiel in Abbildung 5.11 zeigt die Festlegung der Klasse von Qualitäts-
faktoren DataStoreTimeliness, die den Anteil von veralteten Datentupeln in einem Datenspeicher
messen. Auf der mittleren Ebene werden die Domänen der Werte des Qualitätsfaktors definiert
(z.B. [0;100] als Wertebereich für die zu erreichenden Werte). Auf der Instanzenebene sind
zwei Qualitätsfaktoren dargestellt, die unterschiedlichen Messungen an verschiedenen Tagen do-
kumentieren. Die zweite Messung am 18. Februar ist rot dargestellt, da der gemessene Wert (12)
nicht innerhalb der erwarteten Bandbreite ([0;10]) liegt. Dieses Beispiel zeigt auch einen weite-
ren Vorteil des eingesetzten Metadatenbanksystems: Objekte können innerhalb des graphischen
Editors durch unterschiedliche graphische Typen dargestellt werden. In diesem Fall definiert eine
Regel, dass Qualitätsfaktoren, deren gemessener Wert außerhalb des erwarteten Bereichs liegt,
rot dargestellt werden sollen.
Zum Schluss dieses Abschnittes gebe ich ein Beispiel für ein Qualitätsanfrage an. Das Qualitäts-
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Abbildung 5.11: Abstraktionsebenen für Qualitätsfaktoren
ziel AchieveMoreCurrentData aus dem Beispiel in Abbildung 5.10 wurde durch die Frage „Bei
welchen Datenspeichern liegt die Aktualität außerhalb des erwarteten Bereichs?“ konkretisiert.
Diese Frage kann man durch die Anfrage BadVolatilityOfDataStores implementieren wie sie in
Abbildung 5.12 dargestellt ist. Die Anfrage gibt die Qualitätsfaktoren vom Typ DataStoreTime-
liness zurück, die nicht die erwarteten Werte erreichen. Die zweite Anfrage ist die allgemeinere
Version, die Qualitätsfaktoren unterschiedlicher Typen betrachtet.
Ein wesentlicher Vorteil der mehrfachen Instanziierungsebenen liegt in der Bereitstellung von
Vorlagen für Qualitätsziele und Qualitätsfaktoren. Einerseits können Benutzer die Schablonen
benutzen um ihre Anforderungen zu spezifizieren, andererseits können die Administratoren des
DW-Systems durch die Instanziierung von Qualitätsfaktoren entsprechende Qualitätsmessungen
im System veranlassen. Die Menge der Qualitätsziele und Qualitätsfaktoren ist dabei nicht be-
schränkt durch die Anzahl der Vorlagen: neue Vorlagen können jederzeit bei Bedarf definiert
werden. Darüber hinaus vereinfacht diese Herangehensweise die Definition von Qualitätsme-
triken, was (wie vorher schon beschrieben) ein wesentliches Problem beim Datenqualitätsma-
nagement darstellt. Eine Aufstellung von Qualitätsfaktoren, die im Rahmen von DW-Systemen
relevant sind, stelle ich im nächsten Abschnitt vor.
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QualityQuery BadVolatilityOfDataStores isA DataStoreTimeliness
with constraint
c: $ exists i/Integer s/"P[0;100]"
(this achieved i) and (this expected s)
and not (i in s) $
end
QualityQuery BadQualityFactor isA QualityFactor with
constraint
c: $ exists s/QualityValueSet a/Proposition
(this expected s) and (this achieved a) and
not(s contains a) $
end
Abbildung 5.12: Beispiele für Qualitätsanfragen
5.4 Qualitätsfaktoren für Data-Warehouse-Systeme
Durch das im vorangegangenen Abschnitt vorgestellte Metamodell wurde das Rahmenwerk für
ein Qualitätsmanagement in DW-Systemen geschaffen. Anforderungen können als Qualitätsziele
erfasst werden, durch Qualitätsfragen konkretisiert werden, und schließlich können durch Qua-
litätsfaktoren die Erfüllung der Qualitätsfaktoren überprüft werden. Das Rahmenwerk ist aber
noch zu einem Großteil „leer“, d.h. es muss mit konkreteren Angaben gefüllt werden. Wäh-
rend die Qualitätsziele sich in jedem DW-System unterscheiden und andere Schwerpunkte ge-
legt werden können, kann man andererseits Qualitätsfaktoren vorgeben, die im Rahmen von
DW-Systemen gemessen werden können und Aussagen über die Qualität des Systems machen.
Wie in Abschnitt 5.1 bereits diskutiert wurde, gibt es eine Reihe von Ansätzen zur Definition
von Datenqualität und zur Bestimmung geeigneter Metriken. In dieser Arbeit soll nicht ein neu-
er Satz von Metriken zur Datenqualität erstellt werden, sondern vorhandene Verfahren sollen in
das vorgestellte Rahmenwerk integriert werden. Generell kann man sagen, dass sich ein Groß-
teil der Fachliteratur im Bereich Informationssysteme, Datenbanksysteme, Datenmodellierung
und Datenverwaltung mit dem Thema Datenqualität beschäftigen, auch wenn dies nicht explizit
erwähnt wird. So können zum Beispiel Methoden um Inkonsistenzen in konzeptuellen oder lo-
gischen Modellen zu erkennen zur Messung der Datenqualitätsdimension „Konsistenz“ benutzt
werden.
Im Folgenden werde ich daher eine Menge von Qualitätsfaktoren definieren, gruppiert nach den
Qualitätsdimensionen aus Abschnitt 5.2. Wie bei den Qualitätsdimensionen werden in diesem
Kapitel nur die Qualitätsfaktoren für den Datenbeschaffungsprozess detailliert dargestellt. Die
weiteren Qualitätsfaktoren sind in Anhang B.2 aufgeführt.
Da Qualitätsfaktoren sich auf Objekte beziehen, werden die Qualitätsfaktoren zu den Objekten
aus den Metamodellen für DW-Architektur und -Prozesse aus Kapitel 3 und 4 in Beziehung
gesetzt. Die Qualitätsfaktoren werden auch in das Metadatenbanksystem eingetragen und bilden
somit die erste Instanziierungsebene, die in Abbildung 5.11 dargestellt wurde.
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Diese Aufstellung hat nicht den Anspruch auf Vollständigkeit. Die hier dargestellten Qualitäts-
faktoren sollen eine erste Vorstellung davon geben, welche Daten für die Beurteilung der Qualität
eines DW-Systems genutzt werden können. Im Vergleich zu anderen Arbeiten verfolge ich hier
einen ganzheitlichen Ansatz und betrachte nicht nur einen Teil der in Abschnitt 5.2 vorgestellten
Qualitätsdimensionen, da die Qualität eines DW-Systems durch viele Faktoren bestimmt wird,
z.B. auch durch die Kosten, die es verursacht oder einspart. Dennoch können weitere Qualitäts-
faktoren in speziellen Kontexten sinnvoll sein. Die Erweiterbarkeit des hier entwickelten Modells
um weitere Qualitätsfaktoren ist gerade eine Stärke dieses Ansatzes. Ein Teil der Qualitätsfak-
toren wurde im Rahmen des DWQ-Projekts entwickelt [Quix et al., 1997, 1998, 1999], diese
Faktoren werden ergänzt um Metriken aus anderen Arbeiten über Datenqualität (z.B. [English,
1999; Hinrichs, 2002]) und aus Standards wie ISO 9126.
Der Integrationsprozess unterteilt sich in die Teilprozesse Extraktion, Transformation und Laden.
Die Qualitätsfaktoren in diesem Bereich beziehen sich auf die DW-Prozesse bzw. -Komponenten,
die die Integration durchführen. Die Tabelle 5.4 stellt die Qualitätsfaktoren für den ETL-Prozess
dar. Die Messungen können oft durch Auswertung der Protokolldateien erfolgen, z.B. um die
Effizienz und Fehlerhäufigkeit zu ermitteln. Darüber hinaus sind auch die Dokumentation und
Metadaten zu den Komponenten relevant, um z.B. die Möglichkeiten zur Nachvollziehbarkeit
oder die Flexibilität bei Änderungen zu beurteilen. Schließlich können auch formale Methoden
angewendet werden, um z.B. die Korrektheit einer Integrations- und Ladevorschrift zu belegen.
5.5 Vorgehensmodell für das Qualitätsmanagement
Mit Hilfe des GQM-basierten Qualitätsmodells lassen sich Qualitätsziele formalisieren, durch
Qualitätsfragen konkretisieren und durch Qualitätsfaktoren beurteilen. Die Bereitstellung eines
solchen Modells und einer Liste von Qualitätsfaktoren alleine reicht jedoch nicht aus, um ein
Datenqualitätsmanagement zu verwirklichen. Daher stelle ich in diesem Abschnitt ein Vorge-
hensmodell vor, dass Regeln für die Anwendung der entwickelten Modelle vorgibt.
Die Basis des Vorgehensmodells bilden die Modelle zum TQM bzw. TDQM (vgl. Abschnitt
5.1.4). Abbildung 5.13 stellt das Vorgehensmodell dar. Wie bei TDQM besteht das Modell aus
einem Kreislauf mit den vier Phasen Definieren, Messen, Analysieren und Verbessern.
In den folgenden Abschnitten werde ich die einzelnen Phasen des Modells genauer beschreiben.
5.5.1 Definieren
Die Definitionsphase im TDQM umfasst die Definition des Informationsprodukts, z.B. die Mo-
dellierung in Form eines ER-Diagramms, und die Spezifikation von Anforderungen an das In-
formationsprodukt durch den Benutzer. In dieser Arbeit wird das Informationsprodukt durch die
Metadatenmodelle aus den vorangegangenen Kapiteln beschrieben. Die notwendigen Metada-
ten können teilweise automatisch aus den Komponenten extrahiert und in das Metadatensystem
übertragen werden, wie es in Kapitel 3 am Beispiel des Standards CWM gezeigt wurde. Da es
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DW_Process bzw. DW_Component
Extraktion
Vollständig-
keit
- Verhältnis zwischen den extrahierten Daten und den vorhandenen Daten
- Anzahl der unvollständigen Extraktionsvorgänge (z.B. Abbrüche durch Fehler)
Effizienz - Durchsatzrate
- Benötigte Zeit für den Extraktionsprozess
- Benötigte Ressourcen (Zwischenspeicher, CPU-Zeit, Netzwerk)
Nachvoll-
ziehbarkeit
- Anzahl und Ausführlichkeit der generierten Protokolldateien
- Grad zu dem der Inhalt der Protokolldateien konfigurierbar ist
- Detaillierungsgrad der Fehlermeldungen
Transformation und Bereinigung
Effizienz - Durchsatzrate
- Benötigte Zeit für den Extraktionsprozess
- Benötigte Ressourcen (Zwischenspeicher, CPU-Zeit, Netzwerk)
Korrektheit - Grad der formalen Korrektheit der Transformations- und Bereiningungsfkt.
- Anzahl der inkorrekten Transformationen/Bereinigungen
- Anzahl der Abbrüche aufgrund von unerwarteten Fehlern
Genauigkeit - Grad der Genauigkeit, der durch die Funktionen erreicht werden kann
- Verhältnis zwischen erreichter und geforderter Präzision
Mehrwert - Anzahl der erkannten Datenfehler
- Anzahl der durchgeführten Transformationen
- Grad, um den die Korrektheit und Genauigkeit der Daten verbessert wurde
Integration und Laden
Vollständig-
keit
- Grad, zu dem der Integrations- und Ladeprozess den konzeptuellen und logi-
schen Modellen entspricht
- Verhältnis zwischen den tatsächlich ins DW geladenen Daten und der erwarteten
Datenmenge
- Anzahl der Fehler während des Prozesses
Korrektheit - Grad der formalen Korrektheit der Transformations- und Bereiningungsfkt.
- Anzahl der inkorrekten Integrations- bzw. Ladevorschriften
- Anzahl der Fehler während des Prozesses
Nachvoll-
ziehbarkeit
- Anzahl und Ausführlichkeit der generierten Protokolldateien
- Grad zu dem der Inhalt der Protokolldateien konfigurierbar ist
- Detaillierungsgrad der Fehlermeldungen
Robustheit - Personenstunden, die für die Wartung und Pflege der Prozesse eingesetzt werden
- Anzahl der Situationen, in denen die Integrations- und Ladeprozesse aufgrund
von Änderungen in den Datenquellen geändert werden mussten
- Häufigkeit von Änderungen bei den Schemata der Datenquellen
Flexibilität - Personenstunden, die für die Wartung und Pflege der Prozesse eingesetzt werden
- Anzahl der Situationen, in denen die Prozesse verbessert wurden
Tabelle 5.4: Qualitätsfaktoren für den ETL-Prozess
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• Definition der
Qualitätsfaktoren
• Erkennen von
Abhängigkeiten
• Durchführung der
Messung
• Erfassung der
Metadaten
• Erfassung der
Anforderungen
• Definition der
Qualitätsziele
Definieren Messen
AnalysierenVerbessern
Mediator
Basis-
datenbank
Data
Warehouse
Meta-
daten-
bank
• Bestimmung
„schlechter“ QFen
• Untersuchung der
Abhängigkeiten
• Verbesserungs-
möglichkeiten
bestimmen
• Verbesserung der
Daten
• Optimierung der
DV-Prozesse
• Auswirkungen auf
andere Komponen-
ten abschätzen
Abbildung 5.13: Vorgehensmodell für Qualitätsmanagement in DW-Systemen
sich bei den konzeptuellen Modellen um eine semantische Darstellung der Datenmodelle han-
delt, ist eine automatische Erstellung dieser Modelle nicht unbedingt möglich. Eine manuelle
Anreicherung der Datenmodelle um semantische Informationen ist erforderlich.
Neben der Erfassung der Metadaten müssen auch die Anforderungen der Benutzer erfasst wer-
den. Die zunächst informell erfassten Anforderungen müssen dann mit Hilfe der zuvor erstellten
Metamodelle genauer spezifiziert werden und konkreten Objekten (Datenobjekte oder System-
komponenten) im DW-System zugeordnet werden. Durch das Qualitätsmodell können diese An-
forderungen zu Qualitätszielen formalisiert werden und dann im Metadatensystem abgelegt wer-
den. Wie im GQM-Prozess [Basili, 1992] ist auch hier eine Top-Down-Vorgehensweise sinnvoll:
Qualitätsziele sollten zunächst auf einer grob granularen Ebene definiert werden und dann durch
Dekomposition sukzessive in genauer definierte Teilziele verfeinert werden.
Schließlich kann man für die Qualitätsziele Qualitätsfragen definieren. Die Qualitätsfragen soll-
ten nicht nur den aktuellen Stand des betroffenen Objekts evaluieren, sondern auch den Verlauf
der Entwicklung eines Objekts ermitteln, z.B. „Wie hat sich die Qualität des Objekts verbes-
sert?“ oder „Welchen Wert hatte der Qualitätsfaktor letzte Woche?“. Eine Implementierung der
Qualitätsfragen durch Qualitätsanfragen an dieser Stelle ist in der Regel nicht möglich, da die
Qualitätsfaktoren noch definiert werden müssen.
Betrachtet man als Beispiel das Qualitätsziel AchieveMoreCurrentData aus Abbildung 5.10, so
kann man dieses Qualitätsziel durch die folgenden Fragen konkretisieren:
• Werden regelmäßig Aktualisierungen der Daten durchgeführt?
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• Ist die Aktualisierung der Daten zuverlässig?
• Sind die Daten in den Datenquellen aktuell?
• Enthalten die Daten das Datum der letzten Aktualisierung?
5.5.2 Messen
Für die nun vorliegenden Qualitätsfragen muss man dann entscheiden, welche Qualitätsfakto-
ren gemessen werden sollen. Dazu kann die Aufstellung aus Abschnitt 5.4 genutzt werden. Die
Klassifikation nach Qualitätsdimension und Objekttyp hilft dabei, die relevanten Qualitätsfakto-
ren zu finden. Eventuell müssen weitere Typen von Qualitätsfaktoren (d.h. Instanzen von Qua-
lityFactorType) definiert werden, wenn weitere Metriken genutzt werden sollen. Wenn man die
Qualitätsfaktoren bestimmt hat, kann man nun auch die Qualitätsanfragen definieren, die die
Qualitätsfaktoren auswerten.
Das Ergebnis des ersten Schritts dieser Phase sollte also neben den Qualitätsanfragen eine Liste
von Qualitätsfaktoren sein, die für die Bestimmung der Qualität eines Objekts relevant sind. Nun
muss man die notwendigen Prozesse definieren, die zur Messung eines Qualitätsfaktors notwen-
dig sind. Zum Beispiel müssen Anfragen an das Metadatensystem oder das DW zu bestimmten
Zeiten gestellt werden, oder die Befragung der Benutzer muss veranlasst werden.
An dieser Stelle sollte ebenfalls eine Abhängigkeitsanalyse der Qualitätsfaktoren durchgeführt
werden, d.h. inwiefern der Wert eines Qualitätsfaktors von dem Wert eines anderen abhängt.
Diese Zusammenhänge ergeben sich zum einen aus der Definition der Qualitätsfaktoren, zum
anderen aus den Datenflüssen innerhalb des DW-Systems.
Nachdem die Messungen durchgeführt wurden, müssen die Messergebnisse überprüft werden.
Extreme Abweichungen von den erwarteten Werten müssen nicht durch mangelnde Datenquali-
tät verursacht sein, sondern können auch die Ursache von fehlerhaften Messungen sein. Neben
dem Vergleich der gemessenen Werte mit den erwarteten Werten, kann man auch verschiedene
Metriken miteinander vergleichen. Bei inkonsistenten Aussagen bzgl. der Qualität eines Objekts
muss man die Definition der Qualitätsfaktoren überprüfen.
In Bezug auf das vorherige Beispiel kann man für die oben definierten Qualitätsfragen die fol-
genden Qualitätsfaktoren bestimmen:
• Werden regelmäßig Aktualisierungen der Daten durchgeführt?
– Häufigkeit der Aktualisierungen im DW
– Anzahl der abgebrochenen Aktualisierungsprozesse
• Ist die Extraktion der Daten zuverlässig?
– Anzahl der abgebrochenen Aktualisierungsprozesse
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– Anzahl der Situationen, in denen der Aktualisierungsprozess nicht die erwartete Lei-
stung lieferte
• Sind die Daten in den Datenquellen aktuell?
– Durchschnittliches Alter der Daten
– Anzahl der Daten mit Zeitstempel
– Häufigkeit der Aktualisierungen in der Datenquelle
• Enthalten die Daten das Datum der letzten Aktualisierung?
– Anzahl der Null-Werte für das Zeitstempel-Attribut
– Anzahl der Relationen, die keinen Zeitstempel beinhalten
Darüber hinaus müssen hier ist die Zusammenhänge zwischen den Qualitätsfaktoren überprüft
werden. Zum Beispiel ist die „Anzahl der Daten mit Zeitstempel“ abhängig von den beiden
letzten Qualitätsfaktoren. Außerdem sollte eine Abhängigkeit zwischen der „Häufigkeit der Ak-
tualisierungen im DW“ und der „Häufigkeit der Aktualisierungen in der Datenquelle“ bestehen.
5.5.3 Analysieren
Nach der Messung der Qualitätsfaktoren muss die Qualität des DW-Systems bzgl. der anfangs
definierten Qualitätsziele analysiert werden. Dazu können die Qualitätsanfragen benutzt werden,
um zum Beispiel die „schlechten“ Qualitätsfaktoren zu identifizieren, deren gemessener Werte
außerhalb des erwarteten Bereichs liegt. Wenn solche Qualitätsfaktoren gefunden wurden, muss
man die Ursachen für den schlechten Qualitätswert ermitteln. Dabei helfen die zuvor erkannten
Abhängigkeiten der Qualitätsfaktoren, aber auch die allgemeinen Informationen des Metadaten-
systems über die Architektur und Prozesse des DW-Systems.
Wenn man die Ursachen für mangelnde Datenqualität erkannt, kann man Verbesserungsmöglich-
keiten vorschlagen, die den Grund für schlechte Daten beseitigt oder zumindest ausbessert.
Im Beispiel könnte man bei der Analyse der Qualitätsfaktoren für das Qualitätsziel AchieveMo-
reCurrentData feststellen, dass man über die Aktualität der Daten keine genaue Aussage treffen
kann, weil die Anzahl der Daten mit Zeitstempel gering ist. Eine weitere Analyse der anderen
Qualitätsfaktoren und der Relationen könnte ergeben, dass Datenfelder für Zeitstempel in den
Relationen nicht vorgesehen sind, die Dateneingabeprozesse könnten diese Information aber lie-
fern. Ein weiteres Problem könnte die Aktualisierungshäufigkeit sein: die Daten werden nur wö-
chentlich im DW aktualisiert, obwohl die Aktualisierungsrate bei den Datenquellen wesentlich
höher ist.
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5.5.4 Verbessern
Die während der Analyse-Phase erkannten Verbesserungsmöglichkeiten müssen dann in kon-
krete Pläne umgesetzt werden und diese dann auch durchgeführt werden, um die Datenverabei-
tungsprozesse zu optimieren. Vorher ist aber eine Analyse der möglichen Auswirkungen sinnvoll.
Auch dabei helfen wieder die Abhängigkeiten zwischen den Qualitätsfaktoren und die Metada-
ten über das DW-System. Durch die Änderung an einer Komponente des DW-Systems können
andere Komponenten betroffen sein, die von dieser direkt oder indirekt abhängen. Da man in
einem komplexen System diese Abhängigkeiten nicht immer kennen kann, muss das Metada-
tensystem an dieser Stelle die entsprechende Unterstützung liefern. Darüber hinaus können die
Qualitätsziele auch in Konflikt zu einander stehen, z.B. Reduzierung der Hardwarekosten ge-
genüber Verbesserung der Performanz des Systems. In solchen Fällen muss abgewogen werden,
welche Ziele eine höhere Priorität haben als andere, oder wie eine Kompromisslösung aussehen
könnte.
Für das oben genannte Beispiel könnten die Lösungen darin bestehen, die Relationen um Fel-
der für Zeitstempel zu erweitern und die Dateneingabeprozesse entsprechend anzupassen. Eine
solche Änderung hat wahrscheinlich nur wenige Auswirkungen auf andere Teile des Systems.
Ein häufigere Aktualisierung des DW könnte aber die Last auf einige Komponenten erhöhen,
wodurch weitere Hardware erforderlich wäre, um diese Belastung auszugleichen.
Nachdem die Verbesserungen am DW-System verwirklicht wurden, beginnt der Kreislauf wieder
vorne: Metadaten zu neuen Komponenten des Systems müssen erfasst werden, alte Metadaten
aktualisiert werden, neue Anforderungen der Benutzer müssen in Qualitätsziele umgesetzt wer-
den.
5.6 Messung und Verbesserung der Datenqualität durch Data-
Mining-Verfahren
Ein grundlegendes Problem beim Datenqualitätsmanagement ist die Messung der Datenquali-
tät. Bei Qualitätsfaktoren wie z.B. „Prozentsatz der Datenwerte, die nicht korrekt sind“ ist es
schwierig, einen konkreten Wert zu ermitteln, da man nicht weiß, welche Daten inkorrekt sind.
Insbesondere bei Datenbanken mit historischen Daten ist eine Überprüfung mit Hilfe von Inte-
gritätsbedingungen schwierig, da sich die Schemata und Integritätsbedingungen mit dem Lauf
der Zeit geändert haben können. Durch maschinelle Lernverfahren versuchen Data-Auditing-
Werkzeuge Strukturen bzw. Regeln in Datenbeständen zu erkennen [Dasu und Johnson, 1999;
Maletic und Marcus, 2000; Hipp et al., 2001]. Daten, die nicht in die erkannten Strukturen pas-
sen, werden als Fehler klassifiziert.
Bevor man solche Verfahren aber anwenden kann, muss genau untersucht werden, welches ma-
schinelle Lernverfahren für den gegebenen Datenbestand angewendet werden kann. In einer Di-
plomarbeit [Lübbers, 2002; Lübbers et al., 2003] wurde daher ein Prozess für den Einsatz von
Data-Auditing-Verfahren definiert, in dem solche Verfahren systematisch getestet und eingesetzt
werden können. Dieser Prozess gliedert sich demnach in die folgenden Phasen:
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Domänenanalyse: Zunächst ist eine Analyse der vorhandenen Daten und deren Modelle not-
wendig. Ziel hierbei ist die Erkennung der Strukturstärke und wie hoch (in etwa) der Anteil
der fehlerhaften Daten ist. Diese Aufgaben müssen manuell von einem Domänenexperten
durchgeführt werden.
Testdatengenerierung: Die in der vorangegangenen Phase gewonnenen Ergebnisse fließen als
Parameter in die Testdatengenerierung ein. Die Testdaten sollen ähnliche Eigenschaften
haben wie die realen Daten, damit ein Verfahren, das für die Testdaten gute Ergebnisse lie-
fert, auch bei den realen Daten ähnliche Ergebnisse liefert. Die Attributtypen der Testdaten
sollten daher mit den Typen der realen Daten übereinstimmen. Darüber hinaus müssen Re-
geln generiert werden, die die Strukturen der realen Daten widerspiegeln. Anschließend
müssen die Daten dann kontrolliert verunreinigt werden, so dass man weiß, welche Daten
korrekt oder inkorrekt sind.
Auswahl und Anpassung eines Data-Mining-Algorithmus: Für die Strukturerkennung muss
nun ein geeigneter Data-Mining-Algorithmus ausgewählt werden. In der Diplomarbeit
wurde als Data-Mining-Algorithmus testweise ein Entscheidungsbaumverfahren imple-
mentiert, basierend auf dem C4.5-Algorithmus von Quinlan [1993]. Dieses Verfahren hat
den Vorteil, dass sich aus dem generierten Entscheidungsbaum Regeln zur Überprüfung
der Daten ableiten lassen, und dass es eine gute Laufzeitkomplexität hat. Darüber hinaus
müssen die Parameter für den Algorithmus festgelegt werden, z.B. ab welchem Konfidenz-
grad Datensätze als fehlerhaft markiert oder korrigiert werden sollen.
Struktur- und Abweichererkennung: Nach der Auswahl eines geeigneten Verfahrens, kann
man es auf die Testdatenmenge anwenden. Dabei werden Regeln generiert, die mit ei-
ner bestimmten Wahrscheinlichkeit die Daten als fehlerhaft markieren. Da man im Fall
der Testdaten weiß, welche Daten fehlerhaft sind, kann man überprüfen, ob das gewählte
Verfahren befriedigende Ergebnisse liefert. Sollte dies nicht der Fall, so kann man zu vor-
herigen Phase zurückgehen und ein anderes Verfahren wählen bzw. die Parameter ändern.
Interaktive Korrektur: Schließlich wird das angepaßte Data-Auditing-Verfahren zur Quali-
tätsmessung und Qualitätsverbesserung auf den realen Daten angewendet. Da die als feh-
lerhaft erkannten Datensätze aber nicht wirklich fehlerhaft sein müssen, sollte diese Auf-
gabe interaktiv durchgeführt werden. Eventuell kann man Fehler oberhalb eines gewissen
Konfidenzgrades automatisch korrigieren.
Zunächst wurde im Rahmen der Diplomarbeit überprüft, wie hoch die Fehlererkennungsrate des
Entscheidungsbaumverfahrens ist. Dafür wurden die Eigenschaften der Testdatenmengen (z.B.
Größe, Strukturstärke, Verunreinigungsfaktor) variiert. Dabei wurde festgestellt, dass die Fehler-
erkennungsrate bis zu 30% betragen kann. Dies ist auf dem ersten Blick kein guter Wert, man
muss aber berücksichtigen, dass nicht alle Fehler in den Daten auch wirklich eine Abweichung
von den Regeln sind.
Das Verfahren wurde auch auf einem realen Datenbestand angewendet. Grundlage dafür war ein
Ausschnitt aus dem Qualitätsinformationssystem (QUIS) der Firma DaimlerChrysler. Die Daten-
bank enthält Informationen über die Bestandteile aller Fahrzeuge und deren Zusammensetzung,
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sowie Informationen über Werkstattaufenthalte der Fahrzeuge (z.B. Datum und Kilometerstand),
Garantie- und Kulanzfälle. Da diese Informationen teilweise manuell in den Werkstätten einge-
tragen werden, können häufig Datenerfassungsfehler auftreten.
Zur Evaluation wurde eine Relation mit über 200000 Datensätzen betrachtet. Dabei wurden etwa
6900 „verdächtige“ Datensätze erkannt. Eine stichprobenartige Überprüfung dieser Datensätze
durch einen Domänenexperten ergab, dass es sich fast immer um tatsächliche Fehler handelt.
5.7 Data-Warehouse-Prozesse und Qualität
Qualitätsziele sind abstrakte Darstellungen der Zwecke und Pläne, die DW-Benutzer verfol-
gen. Das Metadatensystem beschreibt, wie Qualitätsziele durch Qualitätsfragen konkretisiert und
durch Qualitätsfaktoren ausgewertet werden können. Demgegenüber beschreibt das Architektur-
modell und das Prozessmodell die Struktur des DW-Systems und welche Aktivitäten im System
ausgeführt werden.
Die im Qualitätsmodell dargestellte Beziehung zwischen Qualität und Prozessen (bzw. Kompo-
nenten) stellt aber nur einen Aspekt dar. Man kann nicht nur die Qualität von Prozessen beurtei-
len, sondern Prozesse haben auch Einfluss auf die Qualität des DW-Systems. Ein Prozess wird
ausgeführt um Qualitätsziele zu erreichen oder bestimmte Qualitätsmerkmale des DW-Systems
zu verbessern. Zum Beispiel soll ein Bereinigungsprozess die Korrektheit der Daten im DW
verbessern, ein täglicher Aktualisierungsprozess garantiert die Zeitnähe der Daten im DW.
Neben den operativen Prozessen haben die Evolutionsprozesse noch eine viel größere Auswir-
kung auf die Qualität des DW-Systems. Sie verändern nicht nur einzelne Datensätze, sondern
beeinflussen die Struktur und den Ablauf des gesamten Systems. Änderungen an einzelnen Kom-
ponenten oder Prozessen des Systems können Auswirkungen auf alle anderen Teile des Systems
haben. Aus diesem Grund ist es wichtig, die Auswirkungen von möglichen Änderungen abzu-
schätzen und die tatsächlichen Änderungen zu dokumentieren.
5.7.1 Integration von Qualitäts- und Prozessmodell
Das Prozessmodell aus Kapitel 4 stellt neben der funktionalen und der ausführungsorientierten
Sicht auch eine organisatorische Sicht dar, die die Zusammenhänge zwischen DW-Prozessen und
den organisatorischen Aufgaben eines Unternehmens darstellt. Wie vorher erwähnt gibt es aber
auch einen Zusammenhang zwischen Prozessen und Qualitätszielen. Um diesen Zusammenhang
darzustellen, werden die Modelle für DW-Qualität und DW-Prozesse integriert.
Die Integration erfolgt durch Verknüpfungen auf zwei Ebenen (siehe Abbildung 5.14). Zunächst
werden die Aufgaben (Tasks) der organisatorischen Ebene des Prozessmodells mit den Quali-
tätszielen verknüpft. Dabei ist zu beachten, dass das Konzept QualityGoalType eine Klasse von
Qualitätszielen beschreibt und erst auf der zweiten Instanziierungsebene konkrete Qualitätsziele
definiert werden. Deshalb wurde die Klasse QualityGoalForTask eingeführt, die Qualitätsziele
mit Aufgaben in Beziehung setzt.
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Abbildung 5.14: Verknüpfung von Qualitäts- und Prozessmodell
Auf der Ausführungsebene werden hingegen Klassen von Qualitätsfaktoren mit Aktivitäten in
Verbindung gesetzt. Beide Konzepte stellen „Mengen“ von konkreten Aktionen dar: eine Instanz
von QualityFactorType beschreibt eine Klasse von Qualitätsmessungen, eine Instanz von Activity
steht für eine Menge von Prozessausführungen. Den voraussichtlichen Effekt eines Prozesses auf
einen Qualitätsfaktor kann man nur auf dieser Abstraktionsebene erfassen, da im Betrieb eines
DW-Systems die Auswirkungen eines Prozesses nur durch neue Qualitätsmessungen verifiziert
werden können.
Das Beispiel in Abbildung 5.15 soll diesen Zusammenhang verdeutlichen. Es ist die Fortführung
des Beispiels aus den vorangegangenen Abschnitten. Im oberen Teil der Abbildung ist ein Teil
des Prozessmodells zu sehen, der untere Teil stellt den Prozess LoadStatisticsDataStore
dar, d.h. das Laden von statistischen Daten in einen Datenspeicher. Die organisatorische Ebe-
ne des Prozesses ist links dargestellt, während rechts die Ausführungsebene mit den einzelnen
Schritten (Initialisierung, Daten aus Zwischenspeicher lesen, Daten in Datenspeicher laden und
Abschluss der Aktivität) dargestellt ist.
Im obigen Beispiel wurde erkannt, dass der gemessene Wert eines Qualitätsfaktors nicht in-
nerhalb des erwarteten Wertebereichs liegt. Der DW-Administrator hat nun die Aufgabe, die
Ursache für dieses Problem herauszufinden. Dazu kann man die folgende Anfrage an das Meta-
datenbanksystem nutzen, die die Aktivitäten als Resultat hat, die den betroffenen Datenspeicher
mit Daten beliefern.
GenericQueryClass ActivitiesAffectingTimeliness isA Activity with
parameter
datastore : DataStore
constraint
c : $ exists d/DW_Component!deliversTo c/DW_Component l/Label
(this affects DataStoreTimeliness) and (d activity this)
and P(d,c,l,~datastore) $
end
Damit wird es ermöglicht, die fehlerhafte Aktivität zu erkennen und entsprechende Korrekturen
zu veranlassen. Andererseits kann der DW-Administrator auch feststellen, welche Qualitätszie-
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Task
DW_Process
Activity
Abbildung 5.15: Beispiel für die Beziehungen zwischen DW-Prozessen und Qualität
le von diesem Qualitätsproblem betroffen sind und welche Aufgaben mit diesen Qualitätszie-
len in Verbindung stehen. Sofern das Problem nicht direkt behoben werden kann, kann man
über die organisatorische Darstellung eines Prozesse die Nutzer der Daten identifizieren und
über das Qualitätsproblem informieren bzw. einen entsprechenden Eintrag im Metadatenbank-
system vornehmen (sofern die mangelnde Aktualität der Daten nicht durch weitere Qualitäts-
messungen auffällt). Im Beispiel ist zu erkennen, dass die Aggregation der statistischen Daten
(AggregateStatisticsData) vom Laden des Datenspeichers abhängt, von der wiederum
die Auswertung der Daten (EvaluateData) durch den DW-Benutzer „John Smith“ abhängt.
Der Benutzer könnte in diesem Fall also benachrichtigt werden, dass seine Daten nicht die übli-
che Qualität haben.
5.7.2 Data-Warehouse-Qualität und Data-Warehouse-Evolution
Zwischen DW-Qualität und DW-Evolution gibt es zwei verschiedene Arten von Beziehungen.
Einerseits kann sich das Qualitätsmodell selbst weiterentwickeln, z.B. durch neue Qualitätsfak-
toren oder Qualitätsziele. Durch die Weiterentwicklung des Systems, können vorher gemessene
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Qualitätsfaktoren nicht mehr gültig sein. „Alte“ Qualitätsziele sind evtl. nicht mehr relevant, da
die dazugehörigen Aufgaben nicht mehr bearbeitet werden müssen. Zum Beispiel ist die Bereit-
stellung von aktuellen Daten nur dann nötig, wenn diese Daten auch in irgendeinem Kontext
genutzt werden. Andererseits beeinflussen Evolutionsprozesse die Qualität des DW-Systems, in-
dem sie die Architektur und die Prozesse ändern.
Der erste Fall der Evolution wird durch das Qualitätsmodell unterstützt. Wenn Qualitätsfakto-
ren neu gemessen werden oder sich ihre Definition ändert, so kann man anhand der Abhän-
gigkeitsbeziehungen (dependsOn) die Qualitätsfaktoren bestimmen, die neu berechnet werden
müssen. Ähnliches gilt für Qualitätsziele. Wenn ein Qualitätsziel neu definiert wird, so müssen
nach dem oben angegebenen Vorgehensmodell zunächst Qualitätsfragen und dann die dazuge-
hörenden Qualitätsfaktoren bestimmt werden. Anhand des Modells kann man feststellen, welche
Qualitätsfaktoren überhaupt gemessen werden müssen.
Der zweite Art von Evolution wird durch die Integration von Qualitäts- und Prozessmodell ab-
gedeckt, wie sie im vorherigem Abschnitt vorgestellt wurde. Prozesse, also auch Evolutionspro-
zesse, beeinflussen die Qualität des DW-Systems. Durch die Erfassung der Evolutionsprozesse
und deren Verknüpfung mit Qualitätszielen und -faktoren kann man die Entwicklung des DW-
Systems nachvollziehen, z.B. wird der Grund für eine Änderung durch die Verbindung mit einem
Qualitätsziel deutlich.
Darüber hinaus kann man den Entwurf des DW-Systems dadurch unterstützen, indem man für
die gängigen Evolutionsoperationen die möglichen Auswirkungen auf die Qualitätsfaktoren dar-
stellt. Für die in Abschnitt 4.4 exemplarisch aufgeführten Evolutionsoperationen kann man die
betroffenen Qualitätsfaktoren angeben. Diese Zusammenhänge sind in Tabelle 5.5 dargestellt.
Eine Änderung des Schemas einer Datenquelle oder des DW hat Auswirkungen auf die Korrekt-
heit, Konsistenz und Vollständigkeit der logischen bzw. konzeptuellen Modelle, d.h. inwieweit
diese beiden Perspektiven übereinstimmen. Darüber hinaus haben die Operationen Einfluss auf
die Verständlichkeit und Relevanz des Schemas, da durch die Änderungen diese Faktoren in der
Regel verbessert werden sollen (z.B. sinnvollere Attributbezeichnungen oder Hinzufügen not-
wendiger Datenfelder). Außerdem kann die Minimalität oder Redundanz von Schemata oder
Datenquellen verbessert werden, indem nicht mehr notwendige Daten (Relationen oder Attribu-
te) entfernt werden.
Durch das Hinzufügen von neuen Integritätsbedingungen kann die Korrektheit und Konsistenz
der Daten erhöht werden. Zusätzliche Integritätsbedingungen erhöhen damit auch die Glaubwür-
digkeit der Datenquelle durch die Benutzer.
Schemaänderungen können auch Auswirkungen auf die physische Perspektive des Systems ha-
ben. Wenn neue Sichten zum DW hinzugefügt werden, müssen dementsprechend Prozesse zur
Materialisierung und Aktualisierung der Sichten eingerichtet werden. Dies kann Auswirkungen
auf die Verfügbarkeit der beteiligten Datenspeicher und die Effizienz des Ladevorgangs haben.
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Evolutionsoperation Betroffene Qualitätsfaktoren
Löschen bzw. Hinzufügen ei-
ner Relation in einer Daten-
quelle
- Korrektheit, Vollständigkeit und Konsistenz der logischen
und konzeptuellen Modelle
- Effizienz und Angemessenheit des Schemas
- Relevanz, Verständlichkeit, Benutzbarkeit der Daten
Löschen bzw. Hinzufügen ei-
ner Sicht und ihrer Materiali-
sierung im DW
- Minimalität, Redundanz, Effizienz, Angemessenheit des
Schemas
- Korrektheit, Vollständigkeit und Konsistenz der logischen
und konzeptuellen Modelle
- Verfügbarkeit des Datenspeichers, Effizienz des Ladepro-
zesses
Löschen bzw. Hinzufügen
von Attributen zu Basisrela-
tionen oder Sichten
- Korrektheit, Vollständigkeit und Konsistenz der logischen
und konzeptuellen Modelle
- Verständlichkeit, Benutzbarkeit, Relevanz, Redundanz des
Schemas/der Daten
Ändern der Domänen eines
Attributs
- Genauigkeit der Daten
- Verständlichkeit des Schemas
Umbenennen von Attributen,
Relationen oder Sichten
- Verständlichkeit des Schemas
- Angemessenheit des Schemas
Löschen bzw. Hinzufügen
von Integritätsbedingungen
- Korrektheit und Konsistenz der Daten
- Glaubwürdigkeit der Daten
Ändern der Sichtendefinition - Korrektheit, Vollständigkeit und Konsistenz der logischen
und konzeptuellen Modelle
- Relevanz und Vollständigkeit der Sicht
Tabelle 5.5: Evolutionsoperationen und deren Auswirkungen auf Qualitätsfaktoren
5.8 Fazit
Das hier entwickelte Qualitätsmodell unterstützt das Datenqualitätsmanagement auf verschiede-
ne Arten. Zunächst bildet das Modell das Rahmenwerk für die Erfassung von qualitätsrelevanten
Informationen wie z.B. Qualitätsmessungen und Qualitätsziele der Benutzer. Im Vergleich zu an-
deren Ansätzen werden diese Informationen hier formaler dargestellt, so dass eine automatisierte
Auswertung der Informationen durch das Metadatenbanksystem oder andere Werkzeuge ermög-
licht wird. Der GQM-Ansatz, auf dem das Qualitätsmodell basiert, ermöglicht die schrittwei-
se Konkretisierung von benutzerorientierten Qualitätszielen hinzu messbaren Qualitätsfaktoren.
Darüber hinaus sind die Qualitätsdaten mit den übrigen Metadaten des DW-Systems integriert,
so dass eine genaue Zuordnung zu den Komponenten bzw. Prozessen möglich ist.
Ein wichtiger Vorteil des Qualitätsmodells ist, dass es nicht auf bestimmte Aspekte der Da-
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tenqualität in einem DW-System beschränkt ist, sondern eine umfassende Erfassung alle Qua-
litätsaspekte im DW-System ermöglicht. Dies wird deutlich an der Aufstellung der Qualitäts-
dimensionen und -faktoren, die über die in anderen Arbeiten beachteten Qualitätsdimensionen
hinausgehen. Des Weiteren wird durch die Zuordnung von Qualitätsszielen zu Benutzern der
benutzerbezogene Aspekt der Datenqualität entsprechend modelliert.
Um erfolgreich zu sein, muss ein Datenqualitätsmanagement einen bestimmten Prozess folgen.
Im Abschnitt 5.5 habe ich daher ein Vorgehensmodell vorgestellt, dass das Qualitätsmodell in den
TDQM-Prozess einbettet. Die Phasen Messen und Verbessern wurden durch die Vorstellung der
Ergebnisse der Diplomarbeit von Lübbers [2002] konkretisiert, in der Data-Auditing-Verfahren
auf die Eignung zur Qualitätsmessung und Qualitätsverbesserung untersucht wurden. Schließlich
ist durch die Erweiterung des Qualitätsmodells für DW-Prozesse und Evolutionsprozesse eine
vollständige Erfassung von Datenqualitätsaspekten im DW-System möglich.
Im folgenden Kapitel werde ich auf die Anwendung des Qualitätsmodells im Bereich Datenin-
tegration eingehen. Qualitätsziele und Qualitätsfaktoren werden in ein formales Verfahren zur
Datenintegration integriert, um so eine qualitätsorientierte Datenintegration zu ermöglichen.
Kapitel 6
Ein Verfahren zur qualitätsorientierten
Datenintegration in
Data-Warehouse-Systemen
Die Diskussion mit den Partnern und Firmen im DWQ-Projekt hat gezeigt, dass die Modelle
alleine keine Hilfe für die Entwicklung von besseren DW-Systemen sind. Vielmehr braucht man
eine Anleitung zur Vorgehensweise bei der Entwicklung von DW-Systemen, insbesondere wie
Qualitätsaspekte dabei berücksichtigt werden können. Das im vorherigen Kapitel entwickelte
Vorgehensmodell zum Qualitätsmanagement ist ein erster Ansatz in diese Richtung. In diesem
Kapitel wird an einem konkreten Problem, dem Entwurf und der Umsetzung eines Dateninte-
grationsverfahrens für ein DW-System, gezeigt, wie man die in den vorangegangenen Kapiteln
entwickelten Modelle nutzen kann.
Die grundsätzliche Problematik der Datenintegration wurde schon in Abschnitt 2.2 angespro-
chen. Eine Analyse existierender Ansätze zur Datenintegration hat gezeigt, dass die Datenqualität
in nur wenigen Arbeiten explizit betrachtet wird. Ziel dieses Kapitels ist daher die Entwicklung
eines Verfahrens zur qualitätsorientierten Datenintegration. Das Ergebnis des Verfahrens soll eine
Spezifikation für einen Mediator sein, der zu einem gegebenen Informationsbedarf die notwendi-
gen Datenquellen identifiziert und angibt, wie die Daten aus diesen Quellen zusammenzuführen
sind. Die Anwendung eines solchen Verfahrens liegt beim Entwurf eines DW-Systems, während
dem entschieden werden muss, auf welchem Weg die Relationen in der Basisdatenbank bzw. im
Data Warehouse zu materialisieren sind. Das Verfahren kann in einen Gesamtprozess zum qua-
litätsorientierten Entwurf und Betrieb eines DW-Systems integriert werden, wie er im Rahmen
des DWQ-Projekts entwickelt wurde [Jarke und Quix, 1999; Jarke et al., 2000b]. Dieser Prozess
enthält auch weitere Schritte wie z.B. Anfrageoptimierung, Optimierung der Lade- und Aktuali-
sierungsprozesse und Definition von multidimensionalen Datenmodellen auf konzeptueller und
logischer Ebene.
Eine Grundvoraussetzung für eine gute Integration der Daten ist das Verständnis der Semantik
der Daten. Dafür wurde in Kapitel 3 ein erweitertes Metadatenmodell entworfen, dass auch die
konzeptuelle Perspektive der Daten explizit modelliert. Ferner wurde diese Perspektive mit der
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logischen und physischen Repräsentation der Daten verknüpft. Die zentrale Rolle des Unter-
nehmensmodells ergibt den Vorteil, dass alle Modelle im DW-System sich auf ein einheitliches
Datenmodell beziehen. Es wurde gezeigt, dass diese Metadaten und die Art der Modellierung
für Verfahren genutzt werden können, die auf reichhaltigen semantischen Daten basieren (u.a.
Datenintegration).
Weiß man, welche Daten in das DW geladen werden sollen, und welche Daten in den Datenquel-
len vorhanden sind, so muss man bestimmen, welche Datenquellen für die Materialisierung der
Daten im DW genutzt werden. Dieses Problem wurde in Abschnitt 2.2 als das Anfragenproblem
bezeichnet. Zu diesem Problem wurden in der Literatur verschiedene Algorithmen vorgeschla-
gen. Jedoch konzentrieren sich diese Methoden alleine auf die logische Darstellung der Daten-
modelle und berücksichtigen nicht die konzeptuellen Zusammenhänge. Auch Qualitätsaspekte
werden dabei nicht betrachtet.
In dieser Arbeit entwickle ich ein Verfahren zur qualitätsorientierten Datenintegration, das ins-
besondere auf den folgenden Punkten basiert:
• deklarative Spezifikation der zu materialisierenden Daten im DW und der Daten in den
Datenquellen,
• explizite Modellierung der Zusammenhänge auf konzeptueller und logischer Ebene,
• Generierung einer Spezifikation für einen Mediator zur Materialisierung der Daten im DW,
basierend auf den zuvor definierten Metadaten und
• Berücktsichtigung von benutzerdefinierten Qualitätszielen.
Dafür betrachte ich zunächst in Abschnitt 6.1 verwandte Arbeiten zu diesen Bereichen. In jedem
dieser Bereiche wurden effiziente Verfahren bzw. Modelle entwickelt, die von mir hier zu einem
qualitätsorientierten Datenintegrationsverfahren zusammengeführt werden. Abschnitt 6.2 stellt
dann die Formalisierung des Rahmenwerks für DW-Metamodelle vor. Die konzeptuellen und
logischen Modelle des DW-Rahmenwerks werden formal spezifiziert, so dass sie in Algorith-
men verwendet werden können. Diese Algorithmen werden in Abschnitt 6.3 entwickelt um die
deklarative Spezifikation einer DW-Relation in eine Spezifikation für einen Mediator zur Daten-
integration zu transformieren. In Abschnitt 6.4 werden dann Qualitätsziele und Qualitätsfaktoren
in das Verfahren integriert, um die Qualität der Lösungsmöglichkeiten ermitteln und vergleichen
zu können. Schließlich werden in Abschnitt 6.5 einige Werkzeuge vorgestellt, die zur Umsetzung
des Datenintegrationsverfahrens genutzt werden können.
6.1 Bisherige Algorithmen zur Datenintegration
Dieser Abschnitt gibt einen Überblick über andere Forschungsarbeiten in den für diese Arbeit
relevanten Bereichen der Datenintegration: formale Darstellung der konzeptuellen und logischen
Modelle, Umschreibung von Anfragen und qualitätsorientierte Datenintegration.
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Person
Male Female
isA
name
ssn
dob
income
CHILD
Abbildung 6.1: ER-Modell für
Beispiel [Calvanese et al., 2001]
Person v (= 1 name) u ∀name.NameString u
(= 1 ssn) u ∀ssn.SSNString u
(= 1 dob) u ∀dob.Date u
(= 1 income) u ∀income.Money
Person ≡ Female unionsqMale
Female v ¬Male
CHILD v ($1 : Person) u ($2 : Person)
Abbildung 6.2: Formale Darstellung in DLR
6.1.1 Formalisierung der konzeptuellen und logischen Modelle
Einen wesentlichen Beitrag für die Formalisierung von Datenmodellen wurde durch die Gruppe
um Maurizio Lenzerini geleistet. Die Arbeiten dieser Gruppe konzentrieren sich auf die Dar-
stellung von konzeptuellen und logischen Datenmodellen mit Hilfe von Beschreibungslogiken.
Beschreibungslogiken ermöglichen eine sehr genaue Definition der semantische Zusammenhän-
ge zwischen verschiedenen Datenmodelle [Calvanese et al., 2002].
Im Rahmen des DWQ-Projekts wurde ein Formalismus entwickelt, der das konzeptuelle Mo-
dell durch formale Ausdrücke in der BeschreibungslogikDLR darstellt [Calvanese et al., 1997].
Die logischen Modelle werden durch konjunktive Anfragen über das konzeptuelle Modell spe-
zifiziert. Die konjunktiven Anfragen werden in einer Datalog-ähnlichen Syntax dargestellt. Die
Spezifikation einer Relation enthält neben der Anfrage zusätzlich eine Annotation, die angibt,
wie die logischen Objekte mit den konzeptuellen Objekten zusammenhängen.
Die Darstellung des Formalismus innerhalb des Metadatenmodells wurde bereits in Kapitel 3.6
gezeigt. Hier erläutere ich nun die theoretischen Grundlagen des Modells anhand eines Beispiels
aus [Calvanese et al., 2001], da sie für eine qualitätsorientierte Datenintegration von großer Be-
deutung sind.
Abbildung 6.1 zeigt das ER-Modell zu diesem Beispiel, Abbildung 6.2 die dazugehörende For-
malisierung. Die erste Formel besagt, dass Personen jeweils genau ein Attribut name, ssn, dob
bzw. income haben. Darüber hinaus wird „Person“ auch als disjunkte Vereinigung von weibli-
chen und männlichen Personen definiert, und CHILD ist eine zweistellige Beziehung zwischen
Personen. Die Überführung eines ER-Diagramms in DLR ist also leicht möglich. Des Weiteren
können Entitäten aber auch durch komplexe Ausdrücke wie z.B.
MotherWith3Sons ≡ Female u (≥ 3[$1](CHILD u ($2 : Male)))
definiert werden. Durch die Formalisierung kann man dann mit Hilfe eines Beweissystems die
Konsistenz des konzeptuellen Modells oder Subsumtionsbeziehungen zwischen Entitäten über-
prüfen.
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Auf der logischen Ebene werden dann die Relationen als Sicht auf das konzeptuelle Modell
definiert. Zum Beispiel kann man eine Relation FATHER mit den Namen und Geburtstagen von
Vätern und deren Kinder wie folgt definieren:
FATHER(Nf , Df , Nc, Dc) ← Male(F ),Person(C),CHILD(F,C),
name(F,Nf ), dob(F,Df ), name(C,Nc), dob(C,Dc)|
Nf , Nc :: NameString, Df , Dc :: Date,
Identify([Nf , Df ], F ), Identify([Nc, Dc], C)
Der erste Teil der Definition spezifiziert die Extension der Relation in Bezug auf das konzeptuelle
Modell. Der zweite Teil der Anfrage (die Annotation) bestimmt die Domänen der relationalen
Variablen und wie die konzeptuellen Variablen mit den relationalen Variablen zusammenhängen.
Zum Beispiel werden die Objekte, die durch die Variable F repräsentiert werden, durch die
Attribute Name und Geburtstag (Variablen Nf und Df ) identifiziert.
Auf diese Weise können die Relationen im DW und in den Datenquellen definiert werden. Die
Datenquellen werden also nach dem Local-as-View-Prinzip (LAV, vgl. Abschnitt 2.2.2) als Sicht
auf das konzeptuelle Modell dargestellt, das in diesem Kontext das integrierte bzw. globale Sche-
ma bildet.
Notwendige Konvertierungen oder Zusammenführungen von Datenwerten bei der Integration
der Daten aus mehreren Datenquellen werden durch die sogenannten Korrespondenzen definiert.
Calvanese et al. [2001] definieren dafür drei Prädikate: convert, match und merge. Das Prädikat
convert steht für Konvertierungen zwischen unterschiedlichen Datentypen, match überprüft, ob
zwei (oder mehrere) Objekte übereinstimmen, und merge bildet n Datenwerte auf einen Wert ab.
Die Semantik dieser Operationen muss als logischer Ausdruck definiert werden.
Diese Prädikate können in der Spezifikation eines Mediators benutzt werden. Das folgende Bei-
spiel definiert einen Mediator für eine Relation mit den Sozialversicherungsnummern (SSN) von
Vätern und Müttern, die die gleichen Kinder haben:
R(Sf , Sm) ← FATHER(Nf , Df , Nc, Dc),MOTHER(Sm, Sc)
matchperson,ssn([Nc, Dc], Sc), convertperson,ssn([Nf , Df ], Sf ).
Die Relation FATHER ist definiert wie im obigen Beispiel, die Relation MOTHER ist ähnlich,
jedoch werden die Personen durch die Sozialversicherungsnummer identifiziert. Daher ist die
match-Funktion notwendig, um zu überprüfen, ob die durch die Daten beschriebenen Kinder
übereinstimmen. Die convert-Funktion konvertiert dann Name und Geburtsdatum des Vaters in
eine Sozialversicherungsnummer (z.B. durch den Abgleich mit einem externen Verzeichnis mit
Personendaten).
Die Stärken dieses Ansatzes liegen in der ausdrucksstarken semantischen Darstellung der kon-
zeptuellen Modelle und der getrennten Betrachtung von logischen Modellen und konzeptuellen
Modellen. Vergleichbare Ansätze, die auch Beschreibungslogiken benutzen, sind die Systeme
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Picsel [Goasdoué et al., 2000] und SIMS [Arens et al., 1996]. Der Nachteil bei diesen Ansätzen
ist die Vermischung von konzeptuellen und logischen Elementen. Semantische Zusammenhänge
zwischen den Daten können nicht unabhängig von ihrer Struktur (der logischen Repräsentation)
formuliert werden.
Die wesentlichen Punkte des Ansatzes von Lenzerini werden in den später vorgestellten Lö-
sungsansatz zur qualitätsorientierten Datenintegration übernommen. Auch die Modellierung der
Datenquellen nach dem Local-As-View-Ansatz wird hier verwendet, da durch die Beschreibung
der Datenquellen als Sicht auf das globale Modell in gewisser Weise auch die Qualität der Da-
tenquellen beschrieben wird. Calvanese et al. [2001] geben auch ein Verfahren zur Anfrageum-
schreibung an, d.h. ein Verfahren um die Definition der DW-Relationen in eine Spezifikation
für einen Mediator umzuwandeln. Aufgrund der Komplexität der Beschreibungslogik DLR ist
dieses Verfahren aber sehr komplex und nicht praktikabel anwendbar. Zum Beispiel müssen alle
möglichen convert-, match- oder merge-Funktionen vorher definiert werden, damit der Algorith-
mus sie in Betracht nimmt. Des Weiteren muss für jede mögliche Umschreibung der Anfrage
geprüft werden, ob sie in der ursprünglichen Anfrage enthalten ist. Wie nachher an einem Bei-
spiel gezeigt wird, kann es bereits bei einer geringen Anzahl an Datenquellen zu einer großen
Zahl an möglichen Umschreibungen kommen. Die Komplexität für jede Überprüfung, ob die
Umschreibung in der Anfrage enthalten ist, ist nach [Calvanese et al., 1998a] exponentiell in der
Größe des Schemas und der Anzahl der Variablen in der Anfrage.
Aus diesem Grunde habe ich in dieser Arbeit andere Verfahren untersucht, die die Anfrageum-
schreibung effizienter durchführen können.
6.1.2 Umschreibung von Anfragen
Das Problem der Anfrageumschreibung wurde schon in Abschnitt 2.2.2 erläutert. Dabei soll eine
Anfrage an ein Datenmodell so umgeschrieben werden, dass nur Sichten verwendet werden. Im
Kontext der Datenintegration nach dem Modell von Lenzerini bildet das konzeptuelle Modell das
Datenmodell, das zur Formulierung der Anfragen und zur Definition der Sichten benutzt wird.
Die Anfragen sind die Spezifikationen der DW-Relationen, und die Sichten sind die Definitionen
der Relationen der Datenquellen.
Der Inhalt einer DW-Relation wird also deklarativ durch eine Anfrage an das konzeptuelle Mo-
dell spezifiziert. Zur Materialisierung dieser Relation im DW ist jedoch ein Mediator notwendig,
der die Daten aus den Datenquellen extrahiert, d.h. auch die Anfrage muss als Ausdruck über
den Datenquellen formuliert werden. Dieses Problem wird Anfrageumschreibung (engl.: query
rewriting) genannt.
Der in Abschnitt 2.2.2 kurz vorgestellte Bucket-Algorithmus von Levy et al. [1996] war einer
der ersten Algorithmen, die dieses Problem betrachteten. Seitdem wurden verschiedene Opti-
mierungen bzw. Erweiterungen des Algorithmus und auch prinzipiell andere Algorithmen zur
Anfrageumschreibung vorgeschlagen. Im Folgenden werde ich drei dieser Algorithmen vorstel-
len: den Inverse-Rules-Algorithmus von Duschka und Genesereth [1997], den Shared-Variable-
Bucket-Algorithmus von Mitra [2001] und den MiniCon-Algorithmus von Pottinger und Halevy
[2001].
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Dabei werde ich die Datalog-Notation für die Darstellung der Anfragen und Sichten verwenden
[Ceri et al., 1990]. In Datalog werden konjunktive Anfragen in der Form
q(
−→
X ) : −r1(−→X1), . . . , rn(−→Xn)
dargestellt, wobei q und r1, . . . , rn Prädikatennamen sind. q(
−→
X ) bildet den Kopf der Anfrage,
r1(
−→
X1), . . . , rn(
−→
Xn) ist der Rumpf der Anfrage, und die einzelnen ri beziehen sich auf Daten-
bankrelationen (in diesem Kontext auf Elemente des globalen Schemas). −→X und alle −→Xi sind
Tupeln von Variablen. Im Folgenden wird angenommen, dass Anfragen sicher sind, d.h. alle
Variablen des Kopfes tauchen auch im Rumpf auf (formal: −→X ⊆ −→X1 ∪ . . . ∪ −→Xn) Sofern nicht
explizit ausgeschlossen, können Anfragen auch arithmetische Vergleichsliterale wie <,≤,=, 6=
enthalten. Damit ist es möglich, Select-Project-Join-Anfragen darzustellen.
Sichten werden in diesem Formalismus auf die gleiche Weise formuliert wie Anfragen. Im Local-
As-View-Ansatz beziehen sich die Prädikate im Rumpf aber auf Elemente des globalen Schemas.
Inverse-Rules-Algorithmus
Die Grundidee des Inverse-Rules-Algorithmus von Duschka und Genesereth [1997] ist, wie der
Name vermuten lässt, die Invertierung der Regeln für die Relationen in den Datenquellen. Da-
durch ist es möglich, die Auswertung einer Anfrage auf ähnliche Weise vorzunehmen wie im
Global-As-View-Ansatz. Bei der Umkehrung der Regeln sind aber einige Besonderheiten zu be-
achten.
Angenommen, eine Relation einer Datenquelle wird definiert als
v(X,Y ) : − r(X,Z), s(Y, Z)
dann haben die dazu inversen Regeln die folgende Form:
r(X, f(X, Y )) : − v(X, Y )
s(Y, f(X, Y )) : − v(X, Y )
Existenz-quantifizierte Variablen im Rumpf werden also durch Skolem-Funktionen ersetzt. Für
jede Variable wird eine andere Skolem-Funktion verwendet, die Argumente der Skolem-Funk-
tionen sind alle Variablen, die im Kopf der Regel auftauchen.
Durch die Einführung der Funktionssymbole verlässt man die „Datalog-Welt“, da in Datalog
keine Funktionssymbole erlaubt sind. Durch einen weiteren Transformationsschritt kann man
aber in den Regeln die Funktionssymbole entfernen. Wenn man die Funktionssymbole in den
Regeln beibehält, so erreicht man eine korrektes Ergebnis nach Auswertung der Regeln, indem
man die Tupel mit Funktionssymbolen aus der Menge der Ergebnistupel entfernt.
Generell liefert der Algorithmus das maximal-enthaltene Logikprogramm zum Ausgangspro-
gramm (das Programm besteht aus der Anfrage und den Regeln). Die Vorteile des Algorithmus
sind offensichtlich: er ist einfach zu verstehen und zu implementieren. Außerdem muss das Ge-
nerieren der invertierten Regeln nur einmal gemacht werden, unabhängig von der Anfrage.
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Andererseits ist die Auswertung der umgeschriebenen Regeln aufwendig, da im Prinzip die Re-
lationen des globalen Schemas (im Beispiel r und s) neu berechnet werden. Effizienter ist es
direkt die Sichten bei der Auswertung zu benutzen ohne diese Zwischenergebnisse zu produzie-
ren. Dieser Nachteil kann aber durch nachträgliche Optimierungen, wie z.B. das „Auffalten“ der
Regeln, abgeschwächt werden.
MiniCon-Algorithmus
Eine Schwäche des Bucket-Algorithmus von Levy et al. [1996] ist, dass in der zweiten Phase des
Algorithmus zu viele Sichten betrachtet werden, obwohl sie offensichtlich für die Beantwortung
einer Anfrage nicht relevant sein können. Dies liegt daran, dass der Bucket-Algorithmus nicht
die Variablen der Prädikate betrachtet, sondern nur die Prädikatsnamen. Dieses Problem wird
am folgenden Beispiel erläutert.
Beispiel 6.1:
Gegeben sind eine Anfrage q und die Sichten v1, v2 und v3.
q(X) : − r(X,Y ), r(Y,X), s(X, Y )
v1(A) : − r(A,B), r(B,A)
v2(C,D) : − s(C,D)
v3(F,H) : − r(F,G), r(G,H), s(F,G)
Der Bucket-Algorithmus würde für das Teilziel r(X, Y ) sowohl v1 als auch v3 als relevant ein-
stufen. v1 kann aber nicht für die Beantwortung von q benutzt werden, da die Variable B nicht
von v1 „exportiert“ wird. Diese Variable ist aber für den Verbund mit der Relation s (bzw. einer
entsprechenden Sicht) notwendig. 2
Der Shared-Variable-Bucket- (SVB) und der MiniCon-Algorithmus gehen genau auf diese Schwä-
che des Algorithmus ein. Die Algorithmen wurden getrennt von Mitra [2001] bzw. Pottinger und
Halevy [2001] entwickelt und beziehen beide die Rolle der Variablen mit ein.
Der MiniCon-Algorithmus [Pottinger und Levy, 2000; Pottinger und Halevy, 2001] arbeitet ähn-
lich wie der Bucket-Algorithmus in zwei Phasen. Zunächst werden in der ersten sogenannte
MiniCon-Descriptions (MCDs) konstruiert, die im Wesentlichen einem „Bucket“ mit zusätz-
lichen Informationen entsprechen. Ein MCD für eine Anfrage q über eine Sicht v enthält die
folgenden Informationen:
• ein Kopf-Homomorphismus h, der (falls notwendig) Variablen aus dem Kopf von v aufein-
ander abbildet,
• den durch h modifizierten Kopf von v, also v(−→Y ), wobei −→Y = h(−→X ), wenn −→X die Origi-
nalvariablen im Kopf von v sind,
• eine partielle Abbildung ϕ der Variablen von q auf die Variablen von v, und
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• eine Teilmenge G der Teilziele von q, welche durch ein Teilziel von v nach Anwendung
der Abbildungen h und ϕ abgedeckt wird.
Die Schwierigkeit in der ersten Phase liegt in der Bestimmung der Abbildungen h und ϕ. Die-
se Abbildungen sollen die Teilziele der Anfrage q mit den Teilzielen der Sicht v unifizieren.
Pottinger und Halevy [2001] geben noch weitere Bedingungen für diese Abbildungen an:
1. Wenn eine Variable X aus dem Kopf von q durch ϕ abgebildet wird, dann ist ϕ(X) eine
Kopf-Variable in h(v).
2. Wenn ϕ(X) eine existenz-quantifizierte Variable in h(v) ist, dann werden auch alle Varia-
blen eines Teilziels g von q, in dem X vorkommt, durch ϕ auf h(v) abgebildet, und ϕ(g)
kommt im Rumpf h(v) vor.
Die erste Bedingung sichert zu, dass die Variablen, die von q ausgegeben werden sollen, auch
von den Sichten exportiert werden. Die zweite Bedingung stellt das Problem im vorher genannten
Beispiel dar: WennX auf eine existenz-quantifizierte Variable in v abgebildet wird, dann müssen
alle Teilziele von q, in denen X vorkommt, auch durch die Sicht v abgedeckt sein, da X nicht
mehr zu einem Verbund mit anderen Sichten benutzt werden kann.
In der zweiten Phase werden dann die MCDs zu konjunktiven Anfragen zusammengeführt. Die
Vereinigung aller möglichen konjunktiven Anfragen ist dann das Ergebnis des Algorithmus.
Durch die besondere Konstruktion der MCDs reicht es aus, in dieser Phase nur Kombinatio-
nen von MCDs zu berücksichtigen, bei denen die Mengen der Teilziele G disjunkt sind und
insgesamt alle Teilziele der Anfrage q ergeben.
Beispiel 6.2:
Zur Erläuterung setzen wir das Beispiel 6.1 fort. Wie oben bereits erwähnt, kann v1 nicht für die
Beantwortung der Anfrage q benutzt werden. Im Algorithmus wird das dadurch erkannt, dass die
zweite Bedingung verletzt ist. Für v2 und v3 können jedoch die folgenden MCDs erstellt werden:
v(
−→
Y ) h ϕ G
v2(C,D) C → C,D → D X → C, Y → D s(X,Y )
v3(F, F ) F → F,H → F X → F, Y → F r(X, Y ), r(Y,X), s(X,Y )
Im zweiten Schritt stellt man dann fest, dass v2 nicht für eine Umschreibung der Anfrage in Frage
kommt, da es alleine nur das dritte Teilziel der Anfrage abdeckt, und da es keine anderen Sichten
gibt, die nur die ersten beiden Teilziele abdecken. v3 hingegen deckt alle Teilziele der Anfrage q
ab und die Lösung q′(X) : − v3(X,X) ist nicht nur in q enthalten, sondern ist auch äquivalent
dazu. Der Algorithmus garantiert aber nur, eine maximal-enthaltene Umschreibung zu finden,
sofern die Anfragen und Sichten keine Vergleichsprädikate und Konstanten enthalten. 2
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Shared-Variable-Bucket-Algorithmus
Der Shared-Variable-Bucket-Algorithmus (SVB, [Mitra, 1999, 2001]) hat große Ähnlichkeiten
mit dem MiniCon-Algorithmus. Beim SVB-Algorithmus werden zwei Typen von „Buckets“ be-
trachtet:
• Single-Subgoal-Buckets (SSB) enthalten die Sichten für ein einzelnes Teilziel einer Anfra-
ge (ähnlich zu den Buckets im ursprünglichen Bucket-Algorithmus).
• Shared-Variable-Buckets (SVB) enthalten die Sichten, die alle Teilziele einer Anfrage ab-
decken, in denen eine bestimmte Menge von Variablen vorkommt.
Eine Sicht wird nur dann in ein SSB eingefügt, wenn ein Teilziel v der Sicht mit einem Teilziel
q der Anfrage unifiziert werden kann, und wenn die existenz-quantifizierten Variablen in q, die
auch noch in anderen Teilzielen der Anfrage auftauchen, auf eine Kopf-Variable der Sicht ab-
gebildet wird. Diese Bedingungen sind in etwa identisch zu den vorher genannten Bedingungen
des MiniCon-Algorithmus zur Konstruktion der Abbildung h und ϕ.
Wenn eine Sicht nicht in ein SSB eingefügt werden kann, wird geprüft, ob man die Sicht in ein
SVB einfügen kann. Ein SVB entspricht in etwa einem MCD aus dem MiniCon-Algorithmus.
Eine Sicht ist dann in einem SVB für eine Menge von Variablen −→Y enthalten, wenn die Sicht
alle Teilziele der Anfrage abdeckt, in denen Variablen aus −→Y auftauchen. Des Weiteren müssen
die Variablen aus −→Y immer auf die gleichen Variablen in der Sicht abgebildet werden. Wie ein
MCD, repräsentiert ein SVB also eine Menge von Teilzielen der Anfrage und enthält implizit
auch eine Abbildung der Variablen der Anfrage auf die Variablen der Sicht.
Das Ergebnis wird im SVB-Algorithmus ebenfalls auf ähnliche Weise wie im MiniCon-Algorith-
mus konstruiert. Die Sichten aus den Buckets werden so kombiniert, dass sie alle Teilziele der
Anfrage abdecken, aber kein Teilziel mehrmals abgedeckt wird.
Beispiel 6.3:
Wir betrachten wieder die Anfrage und die Sichten aus Beispiel 6.1. Der SVB-Algorithmus legt
vier Buckets an, drei SSBs und ein SVB:
r(X,Y ) r(Y,X) s(X, Y ) SV B(Y )
∅ ∅ v2(C,D) v3(F,H)
v1 ist aus den bereits oben erwähnten Gründen in keinem Bucket enthalten. v2 deckt nur die
Relation s ab. Der SVB für Y repräsentiert alle drei Teilziele der Anfrage, da Y in all diesen
Teilzielen vorkommt. v3 ist in diesem SVB enthalten, weil es eine Abbildung der Variablen von
q auf die Variablen von v3 gibt (siehe zweiter MCD in Beispiel 6.2). v3 taucht hingegen nicht in
den ersten beiden Buckets auf, weil die Variable G nicht exportiert wird.
Das Ergebnis des Algorithmus für dieses Beispiel ist identisch mit der Lösung des MiniCon-
Algorithmus. Auch der SVB-Algorithmus garantiert, dass eine maximal-enthaltene Umschrei-
bung gefunden wird, sofern die Anfrage und die Sichten keine Vergleichsprädiakte enthalten. 2
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Erweiterungen
Die hier vorgestellten Algorithmen garantieren, dass eine maximal-enthaltene Umschreibung ei-
ner Anfrage gefunden wird, sofern die Anfrage und die Sichten keine Vergleichsprädikate enthal-
ten. In [Pottinger und Halevy, 2001] und [Mitra, 2001] gehen die Autoren kurz darauf ein, wie
man ihre Algorithmen erweitern kann, so dass sie auch bei Vergleichsprädikaten ein Ergebnis
liefern. Dieses Ergebnis ist jedoch nicht unbedingt ein maximal-enthaltene Umschreibung.
Afrati et al. [2002] präsentieren eine Erweiterung des MiniCon- bzw. SVB-Algorithmus, die auch
für Sichten und Anfragen mit Vergleichsliteralen eine maximal-enthaltene Lösung liefern soll.
Wang et al. [2002] geben eine Erweiterung des Inverse-Rules-Algorithmus an, die Sichten und
Anfragen mit Vergleichsliteralen effizient verarbeiten soll, allerdings können sie nicht garantie-
ren, dass die Lösung die maximal-enthaltene Umschreibung ist.
Duschka et al. [2000] erweitern den Inverse-Rules-Algorithmus, so dass auch funktionale Ab-
hängigkeiten und Zugriffseinschränkungen berücktsichtigt werden. Einen ähnliches Ziel wird in
[Gryz, 1998] verfolgt, dort werden aber nur Inklusionsabhängigkeiten betrachtet, nicht allgemei-
ne funktionale Abhängigkeiten.
6.1.3 Qualitätsgesteuerte Anfrageplanung in integrierten Informationssy-
stemen
Naumann [2002] stellt in seiner Dissertation eine Methode zur qualitätsgesteuerten Anfragepla-
nung in integrierten Informationssystemen vor. Das Qualitätsmodell der Arbeit von Naumann
wurde schon kurz in Abschnitt 5.1.4 angesprochen. Hier gehe ich nun auf die Darstellung der
Datenquellen, des globalen Schemas und der Anfragen ein.
Das Basiselement im Ansatz von Naumann stellt die Universalrelation (UR) dar, in der alle Attri-
bute enthalten sind, die in den Datenquellen bzw. im globalen Schema vorkommen. Die Relatio-
nen des globalen Schemas und die Datenquellen werden dann als Sicht auf die Universalrelation
definiert (durch Verwendung von Selektions- und Projektionsoperationen). Diese Zusammen-
hänge können in einem UR-Tableau wie in Abbildung 6.3 dargestellt werden.
Im obersten Teil des Tableaus sind die Relationen definiert, ein Haken zeigt an, dass die Relation
dieses Attribut beinhaltet. Die Relationen sind allerdings nur virtuell vorhanden, die tatsächlichen
Daten sind in den Datenquellen. Bei den Datenquellen kann man dann auch Selektionskriterien
angeben, z.B. dass die Datenquelle S3 nur Tupel beinhaltet, bei denen das Attribut a4 größer als
10 ist. Auf die gleiche Weise werden in dem Tableau auch die Anfragen definiert.
Bei der Erstellung eines Anfrageplans, wird nun zunächst untersucht, welche Relationen für eine
Anfrage relevant sind, d.h. welche Relationen Attribute beinhalten, die in der Anfrage vorkom-
men. Im Beispiel sind die RelationenR1 undR2 für die AnfrageQ1 relevant, und fürQ2 sind alle
Relationen relevant. Im zweiten Schritt werden dann die für eine Relation relevanten Datenquel-
len bestimmt. Im Beispiel entsprechen die Datenquellen S1 und S2 der Relation R1, auch wenn
S2 keine Daten für das Attribut a2 hat. In diesem Fall werden fehlende Werte als Null-Werte
dargestellt.
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UR : a1 a2 a3 a4 a5 a6
R1 :
√ √ √
R2 :
√ √ √
R3 :
√ √
S1 :
√ √ √
S2 :
√ √
S3 :
√
> 10
S4 :
√
> 50
√
S5 :
√ √
Q1 :
√ √
Q2 :
√
< 10
√ √
Abbildung 6.3: Beispiel für ein UR-Tableau [Naumann, 2002, S. 71]
Der wesentliche Punkt in Naumanns Arbeit ist jedoch die Berücksichtigung der Qualität. Für
jede Datenquelle definiert er einen IQ-Vektor, der für verschiedene Qualitätskriterien (z.B. Ver-
fügbarkeit, Antwortzeit, Genauigkeit) jeweils einen Wert enthält. Ebenfalls wird für jedes Qua-
litätskriterium eine Merge-Funktion definiert, die angibt, wie der Qualitätswert zu berechnen
ist, wenn zwei Datenquellen kombiniert werden. Zum Beispiel kann man die Wahrscheinlichkeit
der Verfügbarkeit für zwei Datenquellen als das Produkt der Wahrscheinlichkeit für die einzelnen
Datenquellen berechnen.
Ist nun laut Anfrageplan der Verbund zwischen zwei Datenquellen notwendig, so werden die IQ-
Vektoren dieser Datenquellen entsprechend der Merge-Funktionen zusammengefügt. Durch eine
Gewichtung der Qualitätskriterien erhält man dann einen einzelnen Qualitätswert (IQ-Score),
so dass man unterschiedliche Anfragepläne miteinander vergleichen kann. Naumann stellt noch
einen Algorithmus vor, mit dem man die besten Pläne für eine Anfrage mittels eines Branch-
and-Bound-Verfahrens effizient bestimmen kann.
6.1.4 Fazit
Die vorgestellten Arbeiten adressieren unterschiedliche Problembereiche der Datenintegration.
Mit dem Ansatz von Lenzerini können die Zusammenhänge auf konzeptueller und logischer
Ebene formalisiert werden. Allerdings ist das in [Calvanese et al., 2001] dargestellte Vorgehen
zur Übersetzung der deklarativen Definition einer DW-Relation in eine Spezifikation für einen
Mediator nicht praktikabel. Neben der Komplexität der zugrunde liegenden Logik und der damit
verbundenen komplexen Überprüfung, ob eine mögliche Umschreibung in der ursprünglichen
Anfrage enthalten ist, liegt das Problem vor allem in der notwendigen Definition aller potenzi-
ellen Match-, Merge- bzw. Convert-Funktionen. Die Definition einer Funktion, obwohl sie evtl.
für die Integration nicht gebraucht wird, verursacht unnötigen Aufwand.
Aufgrund eines fehlenden effizienten Algorithmus zur Umschreibung der Anfragen in diesem
Rahmenwerk, habe ich verschiedene Algorithmen zur Anfrageumschreibung untersucht. Dabei
scheint der MiniCon-Algorithmus von Pottinger und Halevy [2001] der geeignetste Ansatz zu
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Abbildung 6.4: Übersicht über den Ansatz zur qualitätsorientierten Datenintegration
sein, da der Algorithmus für eine praktische Umsetzung einerseits ausreichend effizient ist, an-
dererseits ist er auch ausführlich dokumentiert und wird bereits von anderen Forschern weiter
entwickelt (z.B. in [Afrati et al., 2002]). Beim ähnlichen Shared-Variable-Bucket-Algorithmus
gibt es einige Unstimmigkeiten in der mir vorliegenden Beschreibung [Mitra, 1999, 2001], so
dass eine direkte Umsetzung schwierig ist. Der Inverse-Rules-Algorithmus scheidet aufgrund der
mangelnden Effizienz der generierten Regeln aus. Die Effizienz des MiniCon-Algorithmus wird
auch durch Laufzeitvergleiche mit dem Bucket- und dem Inverse-Rules-Algorithmus in [Pottin-
ger und Halevy, 2001] belegt. Wie beim Ansatz von Lenzerini sorgt beim Bucket-Algorithmus
vor allem der Test, ob eine Umschreibung in der Anfrage enthalten ist, für eine hohe Komplexität.
Schließlich soll auch eine qualitätsorientierte Datenintegration ermöglicht werden. Außer in dem
Ansatz von Naumann [2002], wird die Datenqualität bei der Integration nicht explizit betrachtet.
Naumann definiert sogenannte Merge-Funktionen, die angeben wie sich Qualitätswerte für das
Ergebnis einer Verbundoperation berechnen lassen. Aufgrund des einfachen Integrationsmodells
reicht es bei Naumann aus, Verbundoperationen zu betrachten (die Anfrage an die einzelnen
Datenquellen besteht nur aus Verbundoperationen). In der Praxis sind aber auch andere Ope-
rationen notwendig, insbesondere die Vereinigung von zwei Relationen, so dass auch für diese
Operationen Merge-Funktionen definiert werden müssen. Wie ich nachher noch zeigen werde,
lässt sich die Idee der Merge-Funktionen auf einfache Weise in das Qualitätsmodell aus Kapitel
5 integrieren.
Im Folgenden stelle ich einen integrierten Ansatz vor, der die drei wesentlichen Aspekte für die
Datenintegration (Modellierung, Anfrageumschreibung und Datenqualität) zusammenfasst. Die
einzelnen Teilbereiche bauen dabei auf den hier vorgestellten Ansätzen auf. Eine Übersicht des
Ansatzes ist in Abbildung 6.4 dargestellt.
Bevor die Daten integriert werden können, müssen zunächst die Inhalte der Datenquellen und der
Informationsbedarf der Benutzer in einem einheitlichen Rahmenwerk beschrieben werden. Da-
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für greife ich auf den oben beschriebenen Ansatz von Calvanese et al. [2001] zurück, bei dem das
konzeptuelle Unternehmensmodell im Mittelpunkt steht. Die logischen Modelle der Datenquel-
len werden wie im Local-As-View-Ansatz als Sicht auf das konzeptuelle Modell beschrieben.
Ebenso werden die Anfragen der Benutzer, die letztlich als Relationen im DW materialisiert
werden sollen, als Anfrage auf das konzeptuelle Modell spezifiziert.
Aus diesen Definitionen wird dann mittels eines erweiterten MiniCon-Algorithmus die Spezi-
fikation für einen Mediator abgeleitet, der die Daten aus den verschiedenen Datenquellen inte-
griert. Die Erweiterung ist vor allem zur Berücksichtigung der Qualitätsfaktoren der Datenquel-
len notwendig. Die notwendigen Qualitätsinformationen werden in einem Metadatenbanksystem
verwaltet, wie es im Kapitel 5 beschrieben wurde.
6.2 Formalisierung des Rahmenwerks für DW-Metamodelle
Bevor ein Algorithmus zur qualitätsorientierten Datenintegration entwickelt werden kann, muss
zunächst ein Formalismus für die in Kapitel 3 entwickelten Modelle definiert werden. Ziel dieser
Formalisierung ist es, eine klare Grundlage für die Algorithmen bereitzustellen.
Die im Folgenden vorgestellte Formalisierung orientiert sich an Datalog [Ceri et al., 1990], da
dieser Formalismus auch in den vorher vorgestellten Algorithmen zur Umschreibung von An-
fragen benutzt wird. Darüber hinaus wurden auch Ideen aus der Darstellung von Regeln und
Integritätsbedingungen im ConceptBase-System übernommen.
6.2.1 Konzeptuelle Perspektive
Die wichtigsten Objekte in der konzeptuellen Perspektive des Metamodells (vgl. Abschnitt 3.5.1)
sind Concept, Relationship und Assertion. Zusätzlich können Konzepte noch Attribute haben.
Diese Objekte sind in der folgenden Definition eines konzeptuellen Modells erfasst.
Definition 6.1 (Konzeptuelles Modell):
Ein konzeptuelles ModellM wird definiert durch das Quadrupel 〈C,R,A,D〉, wobei
• C eine Menge von Konzepten {c1, . . . , cn} ist,
• R eine Menge von Beziehungen {r1, . . . , rl} ist und jedes ri = rc1,...,cm eine m-stellige
Beziehung über die Konzepte c1, . . . , cm ∈ C darstellt,
• A eine Menge von Attributen {a1, . . . , ao} ist und jedes ai = ac,d ein Attribut des Konzepts
c ∈ C mit der Domäne d ∈ C und der Bezeichnung a darstellt, und
• D eine Menge von Abhängigkeitsregeln zwischen Elementen aus C, R und A nach Defi-
nition 6.2 ist. 2
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Ein konzeptuelles Modell besteht aus einer Menge von Konzepten, Beziehungen, Attributen und
Abhängigkeitsregeln. In Abschnitt 3.5.1 wurde zusätzlich noch das Objekt Domain erfasst, das
konkrete Domänen wie z.B. Integer oder String repräsentiert. Auf eine spezifische Betrachtung
von Domänen habe ich in diesem Ansatz verzichtet. Domänen werden hier als Konzept repräsen-
tiert, ähnlich wie das auch im ConceptBase-System der Fall ist. Daher ist auch kein Unterschied
zwischen zweistelligen Beziehungen und Attributen vorhanden.
Die folgende Definition beschreibt die Form einer Abhängigkeitsregel im konzeptuellen Mo-
dell. Abhängigkeitsregeln werden ähnlich wie Datalog-Regeln beschrieben, wobei die einzelnen
Prädikate der Abhängigkeitsregel auf die Elemente des konzeptuellen Modells bezugnehmen
müssen oder ein Vergleichsprädikat sind. Um eine einheitliche Syntax zu erreichen, werden Ver-
gleichsoperationen auch als Prädikate dargestellt (analog zu der Darstellung in ConceptBase, vgl.
[Jarke et al., 2001]). Die Menge V = {EQ,LT,GT,LE,GE,NE} fasst die Vergleichsoperationen
gleich, kleiner, größer, kleiner-gleich, größer-gleich und ungleich zusammen. Die Argumente
der Prädikate wurden in der Definition zu einem Ausdruck der Form −→X zusammengefasst, −→X
(bzw. −→Zi) steht für eine Liste von Variablen oder Konstanten.
Definition 6.2 (Abhängigkeitsregeln im konzeptuellen Modell):
Eine Abhängigkeitsregel in einem konzeptuellen ModellM = 〈C,R,A,D〉 ist ein Ausdruck der
Form
p(
−→
X ) θ p1(
−→
Z1), . . . , pn(
−→
Zn)
mit
i) θ ∈ {⊆Π,=Π},
ii) p ∈ C ∪R ∪A,
iii) p1, . . . , pn ∈ C ∪R ∪A ∪ V ,
iv) |−→X | = 1 (bzw. |−→Zi| = 1), falls p ∈ C (bzw. pi ∈ C),
v) |−→X | = 2 (bzw. |−→Zi| = 2), falls p ∈ A (bzw. pi ∈ A),
vi) |−→X | = m (bzw. |−→Zi| = m), falls p ∈ R (bzw. pi ∈ R), und p (bzw. pi) = rc1,...,cm ,
vii) |−→Zi| = 2, falls pi ∈ V ,
viii) −→X = {X1, . . . , Xk},
ix) −→Zi ⊆ {X1, . . . , Xk} ∪ {Y1, . . . , Yl} ∪ {k1, . . . , ko}, und
x) −→X ∩ ⋃
i=1,...,n
−→
Zi 6= ∅ . 2
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Eine Abhängigkeitsregel definiert eine Einschränkung für ein Element p aus dem konzeptuellen
Modell (entweder Konzept, Beziehung oder Attribut), wobei die rechte Seite als Konjunktion der
Prädikate p1, . . . , pn interpretiert wird. Die Einschränkung kann entweder eine Gleichheits- oder
eine Teilmengenbeziehung sein. Da es sich hier nicht um eine wirkliche Gleichheit bzw. Teil-
mengenbeziehung handelt, werden hier die Symbole ⊆Π bzw. =Π verwendet. Es handelt sich
dann um eine wirkliche Gleichheits- bzw. Teilmengenbeziehung, wenn man auf beiden Seiten
auf die gemeinsamen Variablen projiziert. Die Bedingungen ii) und iii) bestimmen, dass es sich
bei p (bzw. pi) um ein Symbol aus dem konzeptuellen Modell (oder ein Vergleichsliteral) han-
deln muss. In den restlichen Bedingungen werden die Stelligkeit der Prädikate und die Variablen
definiert. Die Prädikate auf der rechten Seite können neben den Variablen Xi und Yj auch Kon-
stantensymbole k1, . . . , ko als Argumente haben. Die Bedingung x) legt fest, dass mindestens
eine Variable auf beiden Seiten vorkommt.
Hauptziel der Abhängigkeitsregeln ist der Aufbau einer Subsumtionshierarchie zwischen den
Elementen des konzeptuellen Modells, um nachher bei der Umschreibung einer Anfrage alter-
native Datenquellen zu identifizieren bzw. auszuschließen. Prinzipiell ist es daher auch möglich,
einen anderen Formalismus für die Darstellung der Abhängigkeitsregeln zu wählen, solange man
daraus die Subsumtionsbeziehungen ableiten kann.
Die Semantik eines konzeptuellen Modells wird durch eine Interpretation definiert, wie sie in der
folgenden Definition festgelegt wird.
Definition 6.3 (Interpretation eines konzeptuellen Modells):
Eine Interpretation I eines konzeptuellen ModellsM = 〈C,R,A,D〉 ist ein Tupel I = (∆I , ·I).
∆I ist eine Interpretationsdomäne, d.h. eine Menge von Objekten. ·I ist eine Interpretationsfunk-
tion, die den Elementen aus dem konzeptuellen Modell eine Menge von Objekten zuordnet, und
zwar unter den folgenden Bedingungen:
• cI ⊆ ∆I für c ∈ C,
• ac,dI ⊆ cI × dI für ac,d ∈ A, und
• rc1,...,cmI ⊆ cI1 × · · · × cIm für rc1,...,cm ∈ R.
Des Weiteren muss jedem konstanten Symbol ki aus den Abhängigkeitsregeln D, ein Objekt
kIi ∈ ∆I zugeordnet werden. 2
Statt (o1, . . . , on) ∈ pI kann man auch pI(o1, . . . , on) entsprechend der Datalog-Notation schrei-
ben. Die folgende Definition legt fest, wann eine Interpretation ein konzeptuelles Modell erfüllt.
Definition 6.4 (Erfüllung von konzeptuellen Modellen):
Eine Interpretation I = (∆I , ·I) erfüllt ein konzeptuellles ModellM = 〈C,R,A,D〉 , wenn die
Interpretation jede Abhängigkeitsregel erfüllt. Eine Abhängigkeitsregel
p(
−→
X ) θ p1(
−→
Z1), . . . , pn(
−→
Zn)
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Abbildung 6.5: Beispiel für ein ER-Diagram [Calvanese et al., 1999c]
ist erfüllt, wenn gilt:
{W1, . . . ,Wm | ∃U1, . . . , Ul ∈ ∆I : pI(−→X )} φ {W1, . . . ,Wm |
∃V1, . . . , Vk ∈ ∆I : pI1 (−→Z1
I
) ∧ . . . ∧ pIn(−→Zn
I
)}
gilt, mit
• φ ∈ {⊆,=}, entsprechend θ,
• −→W = {W1, . . . ,Wm} = −→X ∩ ⋃
i=1,...,n
−→
Zi (Variablen, die auf beiden Seiten vorkommen),
• −→U = {U1, . . . , Ul} = −→X \ −→W (Variablen, die nur auf der linken Seite vorkommen),
• −→V = {V1, . . . , Vk} = ⋃
i=1,...,n
−→
Zi \ (−→W ∪ {k1, . . . , ko} (Variablen, die nur auf der rechten
Seiten vorkommen), und
• in −→ZiI sind die konstanten Symbole ki durch ihre Interpretation kIi ersetzt. 2
Mit diesem Formalismus ist es nun möglich, konzeptuelle Modelle wie z.B. Entity-Relationship-
Diagramme darzustellen. Das in Abbildung 6.5 angegebene ER-Diagramm ist ein Ausschnitt aus
einer Fallstudie bei der Telecom Italia, die im Rahmen des DWQ-Projekts durchgeführt wurde
[Calvanese et al., 1999c].
Die Formalisierung dieses ER-Diagramms sieht wie folgt aus. Dabei habe ich aus Gründen der
Übersichtlichkeit auf die Angabe der hochgestellten Indizes bei Attributen und Beziehungen
verzichtet.
C = {Customer,PrivateCustomer,BusinessCustomer, Location,Contract,Service,
Integer,String}
R = {located-in, contract-location, agreement}
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A = {Street,City,Country, ID,Name,DOB,Branch,Code,Type,Number,Date }
D = {PrivateCustomer(X) ⊆Π Customer(X),
BusinessCustomer(X) ⊆Π Customer(X),
agreement(X, Y, Z) ⊆Π Customer(X),Service(Y ),Contract(Z),
Street(X, Y ) ⊆Π Location(X),String(Y ) . . .}
Die anderen Attribute und Beziehungen können auf gleiche Weise definiert werden. Darüber hin-
aus können auch Zusammenhänge spezifiziert werden, die man in „normalen“ ER-Diagrammen
nicht definieren kann. Zum Beispiel kann man Konzepte wie GermanCustomer oder Mobile-
Phone definieren, die Subkonzepte von Customer bzw. Service mit besonderen Einschränkun-
gen darstellen.
GermanCustomer(X) =Π Customer(X), located-in(X, Y ), location(Y ),
Country(Y, Z),EQ(Z, “Germany”)
MobilePhone(X) =Π Service(X),Type(X, Y ),EQ(Y, “MobilePhone”)
Die Ausdrucksstärke der Abhängigkeitsregeln hier ist allerdings geringer als die Ausdrucksstär-
ke von Beschreibungslogiken wie sie z.B. in [Calvanese et al., 1998d, 2001] benutzt werden.
Insbesondere kann man z.B. nicht darstellen, dass ein Konzept die disjunkte Vereinigung von
zwei anderen Konzepten ist. Wie aber bereits oben erwähnt können auch andere Logiken zur Be-
schreibung des konzeptuellen Modells benutzt werden, solange sich der Formalismus mit dem
restlichen Rahmenwerk vereinbaren lässt.
6.2.2 Logische Perspektive
Die logische Perspektive wurde im Metadatenmodell aus Kapitel 3 als Sicht auf die konzeptuelle
Perspektive definiert. Dieses Prinzip soll hier bei behalten werden. Das Hauptproblem bei der
Darstellung der logischen Perspektive liegt darin zu berücksichtigen, dass die Schemata tatsäch-
liche Daten repräsentieren und somit auch die Zusammenführung von Daten unterstützt werden
muss. Darüber hinaus müssen aber auch schon bei der Definition der Datenquellen die Zusam-
menhänge zwischen logischen Objekten (also den tatsächlichen Daten, z.B. die Tupel einer Rela-
tion) und den konzeptuellen Objekten definiert werden, so dass man von dem vorher definierten
konzeptuellen Modell Gebrauch machen kann. Die Basis für die hier vorgestellte Lösung bil-
det der in Abschnitt 6.1.1 vorgestellte Ansatz von Calvanese et al. [2001] zur Beschreibung der
logischen Schemata der Datenquellen und des DW.
Zunächst wird die Definition der Relationen betrachtet. Eine Relation in einer Datenquelle oder
im DW wird definiert als konjunktive Anfrage über das konzeptuelle Modell. Die Beschränkung
auf konjunktive Anfragen ist notwendig, damit später die Umschreibung der Anfragen für die
Materialisierung der Relationen im DW effizient möglich ist. Des Weiteren wird eine Zusatzin-
formation benötigt, wie die Attribute der Relation mit den konzeptuellen Objekten zusammen-
hängen. Dazu wird das Prädikat identify([−→X ], Y ) benutzt, das die Konzeptvariable Y mit einer
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Liste von relationalen Attributen−→X identifiziert. Darüber hinaus werden Angaben zu den Domä-
nen der Attribute benötigt, die in der Regel aber automatisch aus den Metadaten der Datenquellen
extrahiert werden können. Entsprechende Elemente zur Repräsentation der Attributdomäne sind
schon im DW-Metamodell enthalten (siehe Konzept RelationalDomain in Abbildung 3.12).
Definition 6.5 (Spezifikation einer Relation):
Eine Relation r wird spezifiziert durch einen Ausdruck über ein konzeptuelles Modell M =
〈C,R,A,D〉 der Form
r(
−→
X ) ← p1(−→Z1), . . . , pn(−→Zn) |
domain(X1, D1), . . . , domain(Xk, Dk),
identify([−→W1], Y1), . . . , identify([−−→Wm], Ym)
mit
i) pi und −→Zi definiert wie in Definition 6.2 (iii)-vii)),
ii) −→X = {X1, . . . , Xk} ist eine Menge von relationalen Variablen,
iii) −→Zi ⊆ {Y1, . . . , Yl} ∪ {k1, . . . , ko}, wobei die Yi konzeptuelle Variablen und die ki Kon-
stanten sind,
iv) −→X = ⋃
i=1,...,m
−→
Wi mit m ≤ l, und
v) RD = {D1, . . . , Dk} ist eine Menge von relationalen Domänen. 2
Die Definition stellt sicher, dass für alle relationalen Variablen eine Domäne spezifiziert ist, und
dass jede relationale Variable mindestens durch eine konzeptuelle Variable identifiziert wird. Da-
bei muss aber nicht jede konzeptuelle Variable durch eine relationale Variable identifiziert wer-
den, da einige konzeptuelle Variablen (Ym+1, . . . , Yl) als existenz-quantifizierte Variablen benutzt
werden können. Im Folgenden bezieht sich der Begriff „Anfrage“ auf den ersten Teil der Spezifi-
kation einer Relation, die „Annotation“ bezeichnet den zweiten Teil mit den Zusatzinformationen
über Domänen und Identifizierung.
Alle Relationen werden also als Sicht auf das konzeptuelle Modell dargestellt, sowohl die im
DW zu materialisierenden Relationen als auch die Relationen der Datenquellen. Der Vorteil die-
ser Vorgehensweise liegt in der deklarativen Spezifikation der Daten im DW. Der Informations-
bedarf der DW-Benutzer wird durch eine Anfrage über das konzeptuelle Modell bestimmt, das
eine semantikreiche Darstellung der vorhandenen Informationen gibt, unabhängig davon wie die
Daten gespeichert sind.
Damit die Daten in das DW geladen werden können, ist aber eine Definition der DW-Relationen
als Anfrage über die Datenquellen erforderlich. Dafür ist einerseits ein Algorithmus notwendig,
der die Anfrage über das konzeptuelle Modell in eine Anfrage über die Datenquellen umschreibt.
Andererseits ist ein Mediator notwendig, der angibt, wie die Daten aus den Datenquellen zu
integrieren sind.
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Bei der Integration von Daten aus unterschiedlichen Datenquellen sind drei Funktionen erfor-
derlich, um die Daten zu vereinheitlichen (vgl. [Calvanese et al., 2001]). Zunächst ist die Kon-
vertierung von Daten in unterschiedlichen Datentypen notwendig, wenn der Datentyp in der
Datenquelle nicht mit dem geforderten Datentyp im DW übereinstimmt (z.B. Umwandlung ei-
ner Zeichenkette in einen Datumstyp). Des Weiteren müssen zusammenpassende Datensätze aus
unterschiedlichen Datenquellen, die das gleiche Objekt der realen Welt beschreiben, erkannt wer-
den (z.B. Daten über Kunden sind in mehreren Datenquellen vorhanden). Schließlich müssen in
einem solchen Fall dann evtl. auch Attribute zusammengeführt werden, wenn sie das gleiche
konzeptuelle Objekt beschreiben (z.B. Adressangaben zu Kunden).
In der formalen Darstellung werden diese Funktionen durch die Operationen convert, match,
und merge beschrieben. Die Argumente dieser Operationen sind relationale Variablen, die für
einzelne Attributwerte einer Relation stehen. Zusätzlich kann man relationalen Variablen noch
den Wert anderer Variablen mittels der assign-Operation zuweisen.
• convert(−→X,−→Y ): Die Werte der Variablen in −→X sollen in den Datentyp der Variablen in −→Y
konvertiert werden. Das Ergebnis wird in −→Y gespeichert.
• match(−→X,−→Y ): Diese Operation prüft, ob die Variablen in −→X das gleiche Objekt beschrei-
ben, wie die Variablen in −→Y .
• merge(−→X,−→Y ,−→Z ): Die Werte der Variablen in −→X und −→Y werden in den Variablen aus −→Z
zusammengeführt.
• assign(−→X,−→Y ): Den Variablen in −→X werden die Werte der Variablen in −→Y zugewiesen.
Diese Funktionen können nun in der Spezifikation eines Mediators genutzt werden und werden
daher im Weiteren als Mediatoroperationen bzw. Mediatorfunktionen bezeichnet. Ein Mediator
wird auf ähnliche Weise definiert wie eine Relation. Allerdings stellt die Anfrage eine Vereini-
gung von konjunktiven Anfragen über die Datenquellen dar, und die Annotation wird um die
vorher genannten Operationen erweitert.
Definition 6.6 (Mediator):
Sei S = {s1, . . . , sm} eine Menge von relationalen Datenquellen. Ein Mediator über S ist ein
Ausdruck der Form
r(
−→
X ) ← r1(−→X ) ∪ . . . ∪ rm(−→X ) | domain(X1, D1), . . . , domain(Xk, Dk)
wobei jedes ri die folgende Form hat:
p1(
−→
Z1), . . . , pn(
−→
Zn) |
domain(Y1, Dk+1), . . . , domain(Yl, Dk+l),
convert(−→W1,−→W2), . . . , convert(−−−→Wq−1,−→Wq)
match(−−−→Wq+1,−−−→Wq+2), . . . ,match(−−−→Wr−1,−→Wr)
merge(−−−→Wr+1,−−−→Wr+2,−−−→Wr+3), . . . ,merge(−−−→Ws−2,−−−→Ws−1,−→Ws)
assign(−−−→Ws+1,−−−→Ws+2), . . . , assign(−−−→Wt−1,−→Wt)
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mit
i) pj ∈ S ∪ V für j ∈ {1, . . . , n},
ii) −→X = {X1, . . . , Xk} ist eine Menge von relationalen Ergebnisvariablen,
iii) −→Zi ⊆ {X1, . . . , Xk} ∪ {Y1, . . . , Yl} ∪ {k1, . . . , ko}, wobei die Yi existenz-quantifizierten
Variablen und die ki Konstanten sind,
iv) −→Wi ⊆ {X1, . . . , Xk} ∪ {Y1, . . . , Yl} für i ∈ {1, . . . , t}, und
v) RD = {D1, . . . , Dk+l} ist eine Menge von relationalen Domänen. 2
Die einzelnen Prädikate der Anfrage können neben Relationen auch Vergleichsprädikate wie in
der konzeptuellen Perspektive darstellen. Die Operation identify ist hier nicht mehr notwendig,
da keine konzeptuellen Variablen mehr in der Anfrage auftauchen. Im folgenden Beispiel werden
einige Relationen für das DW und die Datenquellen für das konzeptuelle Modell aus Abbildung
6.5 definiert. Dieses Beispiel wird in den folgenden Abschnitten fortgesetzt und basiert auf der
Fallstudie bei der Telecom Italia aus dem DWQ-Projekt [Calvanese et al., 1999c].
Beispiel 6.4:
Die Relation OldCustomersWithService enthalte alle Kunden mit Angaben zu den vereinbarten
Diensten, die Privatkunden sind und vor 1950 geboren wurden.
OldCustomersWithService(ID,Name,Code, Type)←
PrivateCustomer(P ), ID(P, I),DOB(P,D),Name(P,N), LE(D, 1950),
located-In(P,L), Location(L),Country(L,C),EQ(C, “Germany”), agreement(P, S, V ),
Service(S),Contract(V ),Code(S,Cd),Type(S, T )
| domain(ID, Int), domain(Name, String), domain(Code, Int), domain(Type, String),
identify([ID], P ), identify([Name], N), identify([Code], Cd), identify([Type], T )
identify([ID], I)
Die Datenquellen beinhalten unterschiedliche Teile des konzeptuellen Modells. Die Relation Cu-
stomer enthält alle Kunden mit Namen und Adresse.
Customer(ID1, Name1, Street1, City1, Country1)←
Customer(C1), ID(C1, I1),Name(C1, N1), located-in(C1, L1), Location(L1),
Street(L1, S1),City(L1, Ci1),Country(L1, Co1)
| domain(ID1, Int), domain(Name1, String), domain(Street1, String),
domain(City1, String), domain(Country1, String), identify([ID1], C1),
identify([ID1], I1), identify([Name1], N1), identify([Street1, City1, Country1], L1),
identify([Street1], S1), identify([City1], Ci1), identify([Country1], Co1)
In der Datenbank der Marketing-Abteilung gibt es Informationen über Privatkunden und deren
Geburtsdatum. Dabei ist zu beachten, dass der Schlüssel für diese Relation aus der Kombination
aus Name und Geburtsdatum gebildet wird, und dass das Geburtsdatum als String dargestellt
wird.
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Marketing(Name2, DOB2)←
PrivateCustomer(P2),Name(P2, N2),DOB(P2, D2)
| domain(Name2, String), domain(DOB2, String),
identify([Name2], N2), identify([DOB2], D2), identify([Name2, DOB2], P2)
Des Weiteren sind externe Datenquellen verfügbar, die Information über die Einwohner von
Italien und Deutschland beinhalten. Hier ist nur die Definition von ItalianCitizen angegeben, die
Relation GermanCitizen ist analog definiert. Die in der Definition benutzten Konzepte Citizen,
Name’, DOB’, located-in’ sind Verallgemeinerung der Konzepte aus Abbildung 6.5, also gilt z.B.
PrivateCustomer(X) ⊆Π Citizen(X) und Name(C,N) ⊆Π Name’(C,N).
ItalianCitizen(Name3, DOB3, City3)←
Citizen(C3),Name’(C3, N3),DOB’(C3, D3), located-in’(C3, L3), Location(L3),
City(L3, Ci3),Country(L3, Co3),EQ(Co3, “Italy”)
| domain(Name3, String), domain(DOB3, Date), domain(City3, String),
identify([Name3], N3), identify([DOB3], D3), identify([Name3, DOB3], C3),
identify([City3], Ci3)
In der Service-Abteilung gibt es eine Relation mit der Information darüber, welcher Dienst von
welchem Kunden abonniert ist. Die Beziehung agreement wird dabei nur teilweise durch die
Beziehung agreement’ dargestellt, da die Verträge in dieser Datenquelle nicht berücksichtigt
werden. Formal gilt agreement’(C, S) ⊆Π agreement(C, S, V ).
Service(ID4, Code4, T ype4)←
Customer(C4), ID(C4, I4), agreement’(C4, S4),Service(S4),Code(S4, Cd4),Type(S4, T4)
| domain(ID4, Int), domain(Code4, Int), domain(Type4, Int),
identify([ID4], C4), identify([ID4], I4), identify([Code4], S4),
identify([Code4], Cd4), identify([Type4], T4)
Schließlich werden zur Erstellung der Rechnung auch die Grundgebühren für die Dienste ei-
nes Kunden erfasst. Im konzeptuellen Modell wird dafür das Konzept Contract um das Attribut
Charge erweitert.
BasicCharge(ID5, Code5, T ype5, Number5, Amount5)←
Customer(C5), ID(C5, I5), agreement(C5, S5, V5),Service(S5),Code(S5, Cd5),
Type(S5, T5),Contract(V5),Number(V5, N5),Charge(V5, A5)
| domain(ID5, Int), domain(Code5, Int), domain(Type5, String),
domain(Number5, Int), domain(Amount5, Currency),
identify([ID5], C5), identify([ID5], I5), identify([Number5], N5), identify([Amount5], A5),
identify([Code5], S5), identify([Code5], Cd5), identify([Type5], T5), identify([Number5], V5)
Im Vergleich zur Fallstudie werden hier bei der Definition der Datenquellen fast nur Elemente aus
dem allgemeinen Unternehmensmodell aus Abbildung 6.5 benutzt. In [Calvanese et al., 1999c]
wurde für jede Datenquelle ein eigenes konzeptuelles Modell definiert, und die dort enthaltenen
Konzepte wurden mit den Konzepten des Unternehmensmodells durch Assertions in Verbindung
gesetzt. Dies ist prinzipiell hier auch möglich, aber um die Verständlichkeit des Beispiels zu
erleichtern, wurde dies nur für einige Konzepte gemacht (z.B. Citizen). 2
Der folgende Abschnitt beschäftigt sich damit, wie man einen Mediator für eine DW-Relation
aus einer Menge von relationalen Datenquellen generiert.
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6.3 Anfrageumschreibung zur Datenintegration
Wie bereits vorher diskutiert wurde, ist der MiniCon-Algorithmus von Pottinger und Halevy
[2001] für die Umschreibung der Anfragen im vorliegendem Kontext am besten geeignet. In
dieser Arbeit muss der Algorithmus jedoch um drei Aspekte erweitert werden. Zunächst sind
bei der Umschreibung von Anfragen auch die Abhängigkeitsregeln zu berücksichtigen. Dadurch
ergeben sich mehr Möglichkeiten für die Umschreibung, da nicht nur identische konzeptuelle
Objekte betrachtet werden, sondern auch deren Subklassen.
Der zweite Aspekt ist die Datenqualität. Dieser Punkt ist für den Ablauf der Anfrageumschrei-
bung zunächst nicht relevant. Erst nachdem die verschiedenen Integrationsmöglichkeiten ermit-
telt wurden, muss den einzelnen Alternativen ein Qualitätswert zugeordnet werden, um sie ver-
gleichbar zu machen. Daher wird dieser Aspekt eingehend im nächsten Abschnitt (6.4) betrach-
tet. Allerdings müssen während der Umschreibung schon einige Informationen für die Quali-
tätsbewertung gesammelt werden. Wenn z.B. eine Datenquelle ausgewählt wurde, dann muss
die Information erhalten bleiben, ob die Datenquelle das betreffende konzeptuelle Objekt enthält
oder nur eine Subklasse davon.
Des Weiteren bestimmt die Zielsetzung des Algorithmus, die Qualität der Lösung. Grundsätz-
lich findet der MiniCon-Algorithmus die maximal-enthaltene Umschreibung einer Anfrage, d.h.
alle Ergebnisse, die die umgeschriebene Anfrage liefert, sind korrekt bzgl. der originalen Anfra-
ge. Allerdings kann nicht garantiert werden, dass die umgeschriebene Anfrage eine vollständige
Ergebnismenge liefert, da im Allgemeinen nicht garantiert werden kann, dass eine äquivalente
Umschreibung überhaupt existiert. Alternativ könnte die Zielsetzung des Algorithmus sein, eine
möglichst vollständige Umschreibung der Anfrage zu finden, dabei jedoch inkorrekte Ergebnis-
se zuzulassen. Dies könnte man z.B. dadurch erreichen, indem man Datenquellen als relevant
einstuft, bei denen nur ein Teil der enthaltenen Daten bzgl. der Anfrage korrekt sind, die rest-
lichen Daten stellen somit inkorrekte Ergebnisse dar. Dadurch könnte man zwar mehr korrekte
Ergebnisse erhalten, jedoch nimmt man inkorrekte Ergebnisse in Kauf. Im Rahmen dieser Ar-
beit stehen DW-Systeme im Mittelpunkt und diesem Kontext ist die erste Zielsetzung (korrekte
Ergebnisse) eher relevant. Durch eine kleine Modifikation des nachher beschriebenen Algorith-
mus kann man aber auch eine vollständige, aber teilweise inkorrekte Lösung als Zielsetzung
annehmen.
Schließlich ist der dritte Aspekt die separate Darstellung der konzeptuellen und logischen Per-
spektive der Datenmodelle. Bei den Algorithmen zur Anfrageumschreibung wie sie in Abschnitt
6.1.2 vorgestellt wurden, werden unterschiedliche Datentypen oder notwendige Operationen zum
Zusammenführen von Relationen nicht betrachtet. Diese Operationen sind aber essenziell für die
Spezifikation eines Mediators.
Im Folgenden werde ich die drei Phasen meines Algorithmus zur Umschreibung einer Spezifi-
kation einer DW-Relation bzgl. des konzeptuellen Modells in die Spezifikation eines Mediators
bzgl. der Datenquellen vorstellen. Dabei entsprechen die ersten beiden Phasen dem MiniCon-
Algorithmus (mit einigen Erweiterungen zur Berücksichtigung der Abhängigkeitsregeln), und
die dritte Phase dient der Annotation der Anfrage mit den Mediatoroperationen, sofern sie für
den Mediator erforderlich sind.
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6.3.1 Phase 1: Generierung der MiniCon-Beschreibungen
Im Gegensatz zum originalen MiniCon-Algorithmus müssen in der hier vorgestellten erweiterten
Fassung, zusätzliche Informationen bei der Konstruktion der Minicon-Beschreibungen gesichert
werden. Aus diesem Grund wird hier eine erweiterte MiniCon-Beschreibung definiert, die zu-
sätzlich eine Abbildung ρ enthält. Diese Abbildung gibt an, welches Teilziel der Definition einer
Datenquelle für welches Teilziel der Anfrage der Spezifikation der DW-Relation relevant ist. Für
die Umschreibung der Anfrage wird diese Information nicht direkt benötigt, sie ist notwendig,
in der abschließenden Qualitätsbetrachtung. Durch diese Abbildung wird angegeben, wie „gut“
die umgeschriebene Anfrage die ursprüngliche Anfrage abdeckt.
Bevor die erweiterte MiniCon-Beschreibung definiert wird, spezifiziere ich zunächst einige Hilfs-
funktionen, die im Folgenden bei der Darstellung des Algorithmus benutzt werden:
• vars(t) bezeichnet die Menge der konzeptuellen Variablen, die in dem Term t vorkommen.
t kann dabei ein Prädikat, eine Menge von Prädikaten oder eine Definition einer Anfrage
oder Sicht sein.
• head(r) bezeichnet das Literal im Kopf der Anfrage, dabei werden die relationalen Va-
riablen durch die konzeptuellen Variablen ersetzt, die in einem identify-Prädikat in der
Spezifikation der Relation auftauchen.
• body(r) ist die Menge der konzeptuellen Ausdrücke in r, d.h. die Anfrage der Relation r.
• comp(r) beschreibt die Menge der Vergleichsprädikate in der Anfrage der Relation r.
• dom(f) ist der Definitionsbereich der Abbildung f .
• ann(r) ist die Annotation der Relation r.
Zu beachten ist hier die Definition von head(r). Nach der Definition der Spezifikation einer
Relation tauchen im Kopf relationale Variablen und in der Anfrage konzeptuelle Variablen auf.
Die Verbindung der Variablen wird durch die identify-Prädikate in der Annotation hergestellt. Da
der MiniCon-Algorithmus aber für „normale“ Datalog-Regeln vorgesehen ist, ist diese besondere
Definition für head(r) notwendig. Ansonsten werden die Annotationen der Relationen während
der ersten beiden Phasen des Algorithmus nicht weiter betrachtet.
Definition 6.7 (Erweiterte Minicon-Beschreibung):
Eine erweiterte MiniCon-Beschreibung (MCD+) für eine Anfrage q ist ein Quintupel m =
(s, ϕ, ρ, h,G) mit
• s ist die Bezeichnung einer Relation einer Datenquelle,
• ϕ ist eine partielle Abbildung von vars(q) auf vars(s),
• ρ ist eine partielle Abbildung der Prädikate im Rumpf von q auf die Prädikate im Rumpf
von s, also von body(q) auf body(s),
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• h ist ein Homomorphismus der Kopfvariablen von s, also eine Abbildung von vars(head(s))
auf vars(head(s)),
• G ist eine Teilmenge von body(q). 2
Um die Darstellung des Algorithmus zu vereinfachen, gehe ich von einigen Annahmen aus, die
den Anwendungsbereich des Algorithmus aber nicht einschränken:
• Prädikate, die sich auf Elemente des konzeptuellen Modells beziehen, enthalten nur Varia-
blen und keine Konstanten. Dies ist keine Einschränkung, da die Konstanten durch zusätz-
liche Variablen ersetzt werden können und durch die Einfügung eines Gleichheitsprädi-
kats zwischen Variablen und Konstanten die ursprüngliche Semantik der Anfrage erhalten
bleibt.
• Prädikate, die in einer Abhängigkeitsregel als äquivalent mit einer Konjunktion von Prä-
dikaten definiert wurden, werden in der Anfrage und die Definitionen der Datenquellen
durch die Konjunktion ersetzt (wobei die Variablen entsprechend umbenannt werden). Da-
durch soll verhindert werden, dass Abhängigkeiten zwischen Datenquellen und Anfrage,
die sich nur auf einen Teil der Prädikate in der Konjunktion beziehen, auch erkannt wer-
den. Zyklische Abhängigkeiten zwischen den Prädikaten sind dann auch nicht erlaubt, da
man ansonsten die Definitionen nicht auffalten kann.
• Variablenbezeichnungen sind eindeutig, d.h. in der Definition von zwei Relationen tauchen
nicht die gleichen Variablen auf.
Der zweite Punkt ist zunächst nicht offensichtlich und die Vorteile der Abhängigkeitsregeln wer-
den dadurch zum Teil nicht genutzt. Daher gebe ich dazu ein Beispiel an. Angenommen, es sind
eine Anfrage q und zwei Datenquellen s1 und s2 gegeben:
q(X, Y ) ← p1(X, Y )
s1(U,Z) ← p2(U,Z), p3(Z)
s2(V,W ) ← p4(V,W )
Des Weiteren ist p1 äquivalent zu einer Konjunktion von p2, p3 und p4, also
p1(X, Y ) =Π p2(X,Z), p3(Z), p4(X, Y )
Ohne die Abhängigkeitsregel wäre keine der Datenquellen relevant. Aus der Abhängigkeitsregel
kann man schließen, dass p1 ⊆ p4 gilt. Die Datenquelle s2 kann aber trotzdem nicht für die Be-
antwortung von q genutzt werden, da sie evtl. mehr Daten beinhaltet als in der Anfrage abgefragt
werden. Durch das Auffalten von p1 erhält man die Anfrage
q(X, Y )← p2(X,Z), p3(Z), p4(X, Y )
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und man kann direkt feststellen, dass die Anfrage
q′(X, Y )← s1(X,Z), s2(X, Y )
eine äquivalente Umschreibung der Anfrage q ist.
Das erste Problem des erweiterten Algorithmus ist zu bestimmen, wann ein Prädikat p für die
Beantwortung eines Prädikats q relevant ist. Wie vorher diskutiert wurde ist das Ziel in diesem
Kontext eine korrekte Umschreibung der gegebenen Anfrage zu finden, d.h. alle Ergebnisse, die
in der umgeschriebenen Anfrage vorkommen sind auch ein Ergebnis der ursprünglichen Anfrage.
Als einen ersten Ansatz für die Relevanz betrachte ich die Bedingung p ⊆Π q. Dabei treten
aber zwei Probleme auf. Zunächst muss man darauf achten, dass alle Variablen in q auf eine
Variable in p abgebildet werden können. Im Beispiel 6.4 ist die zweistellige Relation agreement’
nicht relevant für die dreistellige Relation agreement, da die Information über Contract nicht in
agreement’ enthalten ist. Auch wenn die Variable, die den Contract repräsentiert, ansonsten in
der Anfrage zur Relation OldCustomersWithService nicht vorkommt, so heißt dies zumindest,
dass ein solcher Contract existieren soll. Daher ist eine zusätzliche Bedingung für die Relevanz,
dass alle Variablen von q auf eine Variable von p abgebildet werden können.
Das zweite Problem betrifft die Relevanz von Attributen und Beziehungen. Bei der Definition
der Relation ItalianCitizen (bzw. GermanCitizen) im Beispiel 6.4 wurde das Attribut DOB’ und
die Beziehung located-in’ benutzt, die extensional eine Obermenge der entsprechenden Elemen-
te im konzeptuellen Modell der Abbildung 6.5 sind. Es gilt also DOB(X, Y ) ⊆Π DOB’(X,Y )
und located-in(X,Y ) ⊆Π located-in’(X, Y ). Aufgrund der oben formulierten Bedingung, dass
p ⊆Π q gelten muss, damit p für die Beantwortung von q relevant sein kann, wäre DOB’ für die
Beantwortung von DOB nicht relevant. Dies würde aber bedeuten, dass die Relation GermanCi-
tizen für die Materialisierung der Relation OldCustomersWithService nicht relevant ist, obwohl
sie evtl. qualitativ bessere Informationen über die Geburtsdaten von Personen enthält als z.B. die
Relation Marketing. Die Einschränkung auf Kunden könnte durch einen Verbund mit einer ande-
ren Relation hergestellt werden, die nur Informationen über Kunden (bzw. Privatkunden) enthält
(z.B. Customer). Daher relaxiere ich die Bedingung für Attribute und Beziehungen p ∩Π q 6= ∅,
d.h. p und q dürfen nicht disjunkt sein, damit p für q relevant ist. Die Bedingung p ⊆Π q muss
damit nur für Konzepte gelten.
Diese Definition der Relevanz kann aber unter bestimmten Bedingungen zu inkorrekten Ergeb-
nissen führen. Wenn z.B. die Beziehung located-in eine 1:n-Beziehung ist, die nur den Erstwohn-
sitz einer Person oder den Hauptsitz einer Firma darstellt, und die Beziehung located-in’ eine
m:n-Beziehung ist, die auch Zweitwohnsitze und Filialen berücksichtigt, dann wird das Ergebnis
der umgeschriebenen Anfrage bei Benutzung der Relation GermanCitizen auch Tupel enthalten,
die laut der Definition von OldCustomersWithService nicht erwünscht sind. Dieses Problem sehe
ich aber als weniger schwerwiegend an als die potenzielle Nichtbeachtung von Datenquellen. Bei
einer genaueren Betrachtung der Qualität der Datenquellen könnte die Relation GermanCitizen
immer noch ausgeschlossen werden (siehe Abschnitt 6.4).
Die einzelnen Bedingungen für die Relevanz fasse ich formal in der folgenden Definition zusam-
men.
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function relevantPredicate
Eingabe: Zwei Prädikate p und q aus der Spezifikation der Datenquelle bzw. Anfrage
Ausgabe: Eine Abbildung f : vars(q)→ vars(p), die eine Variable aus q auf eine
Variable in p abbildet, falls p für q relevant ist, sonst NULL
f :=NULL
IF q ∈ C AND p ⊆Π q THEN
f :=matchArguments(q,p)
ELSE IF p, q ∈ R ∪A AND p ∩Π q 6= ∅ THEN
f :=matchArguments(q,p)
ELSE IF p, q ∈ V AND p ist kompatibel mit und mindestens so restriktiv wie q THEN
f :=matchArguments(q,p)
END
RETURN f
Abbildung 6.6: Algorithmus zur Überprüfung, ob ein Prädikat p für ein Prädikat q relevant ist
Definition 6.8 (Relevante Prädikate):
Ein Prädikat p ist dann für ein Prädikat q relevant, falls eine Abbildung f : vars(q) → vars(p)
existiert, die jedem Element aus vars(q) ein Element aus vars(p) zuordnet, und falls die folgen-
den Bedingungen zutreffen:
• q ∈ C ⇒ p ⊆Π q
• p, q ∈ R ∪A ⇒ p ∩Π q 6= ∅ 2
In Abbildung 6.6 ist diese Definition in einem Algorithmus umgesetzt. Die Funktion relevant-
Predicate testet, ob ein Prädikat p für ein Prädikat q relevant ist. Ist dies der Fall, so gibt die
Funktion eine Abbildung f zurück, die die Variablen aus q auf die Variablen in p abbildet. Der
Algorithmus betrachtet auch Vergleichsprädikate. Der Ausdruck „p ist kompatibel mit und min-
destens so restriktiv wie q“ stellt dabei eine Relation zwischen den Vergleichsprädikaten her.
Zwei Vergleichsprädikate sind kompatibel, wenn sie die gleiche Anzahl von Konstanten enthal-
ten. Zum Beispiel ist X < Y nicht kompatibel zu X < c, da man die Variable Y nicht auf
die Konstante c abbilden kann.1 Der zweite Teil der Bedingung ist vergleichbar mit den Abhän-
gigkeiten zwischen den konzeptuellen Prädikaten: die Extension des Vergleichsprädikats p muss
eine Teilmenge der Extension des Prädikats q sein. Zum Beispiel ist X < Y restriktiver als
X ≤ Y und X < c ist restriktiver als X < d, wenn c < d ist. Die Funktion matchArguments
konstruiert dann die Abbildung der Variablen, sofern dies möglich ist. Diese Funktion wird aber
hier nicht genauer beschrieben.
1In einer Variante des MiniCon-Algorithmus wird die Abbildung ϕ auch auf die Konstanten in der Anfrage
und in den Sichten ausgeweitet. Die Bedingungen für die Konstruktion einer MiniCon-Beschreibung und für die
Kombination mehrerer MiniCon-Beschreibungen zu einer Anfrage müssen dann leicht geändert werden (s. Seite
189 in [Pottinger und Halevy, 2001]).
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function formExtendedMCDs
Eingabe: Spezifikation einer DW-Relation r,
eine Menge von S = {s1, . . . , sk} von relationalen Datenquellen
Ausgabe: eine Menge B von erweiterten MiniCon-Beschreibungen
B := ∅
FORALL s ∈ S
FORALL p ∈ body(s)
FORALL q ∈ body(r)
IF p, q ∈ C ∪R ∪A THEN
f :=relevantPredicate(p,q)
IF f 6=NULL THEN
B := B ∪ makeExtendedMCDs(s,r,p,q,f ,emptyMCD)
END
END
END
END
END
RETURN B
Abbildung 6.7: Algorithmus zur Generierung der erweiterten MiniCon-Beschreibungen für eine
Anfrage
Die Hilfsfunktion relevantPredicate kann nun in den weiteren Algorithmen benutzt werden.
Wenn man die Zielsetzung des Algorithmus ändern möchte (um z.B. möglichst vollständige Um-
schreibungen zu erhalten, die auch inkorrekte Ergebnisse enthalten können), ist es ausreichend
die Funktion relevantPredicate zu ändern.
Die Hauptfunktion in der ersten Phase zur Generierung der erweiterten MiniCon-Beschreibungen
ist die Funktion formExtendedMCDs in Abbildung 6.7. Für jedes Teilziel p aller Spezifikatio-
nen von relationalen Datenquellen wird geprüft, ob es für ein Teilziel q der Spezifikation einer
DW-Relation relevant ist. Wenn dies der Fall ist, wird versucht eine (oder mehrere) erweiterte
MiniCon-Beschreibungen dafür zu generieren. Dafür müssen die Bedingungen des MiniCon-
Algorithmus überprüft werden, die in der Funktion makeExtendedMCDs durchgeführt werden.
Diese Funktion ist in Abbildung 6.8 dargestellt. Die Funktion erhält als Eingabe zwei Teilziele p
und q und deren dazugehörenden Relationen (Datenquelle s und DW-Relation r). Des Weiteren
erhält die Funktion als Eingabe eine Abbildung f , die das Ergebnis der oben beschriebenen Funk-
tion relevantPredicate ist. Außerdem wird noch eine MiniCon-Beschreibungm übergeben, die
die bis dahin teilweise definierten Abbildung ϕ, ρ und h enthält. Beim ersten Aufruf dieser Funk-
tion in der Funktion formExtendedMCDs sind diese Abbildungen noch „leer“ (angedeutet durch
die Konstante emptyMCD). Die Funktion makeExtendedMCDs ist eine rekursive Funktion, die
versucht, nachdem die Teilziele p und q aufeinander abgebildet werden konnten, weitere Teilziele
von s und r aufeinander abzubilden. Dabei muss die bis dahin definierte MiniCon-Beschreibung
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für die Abbildung der weiteren Teilziele erweitert werden.
Die Funktion überprüft schrittweise die Bedingungen des MiniCon-Algorithmus. Der erste Teil
der Funktion (Zeile 1-11) versucht, die Teilziele p und q aufeinander abzubilden. Dafür wird
zunächst in Zeile 2 überprüft, ob die Variablen von q, die im Kopf von r auftauchen, auch im
Kopf der Datenquelle s enthalten sind. Dies ist die erste Bedingung des MiniCon-Algorithmus
(siehe Abschnitt 6.1.2). Wenn diese Bedingung verletzt ist, wird die Funktion abgebrochen. In
der darauf folgenden IF-Abfrage wird die Abbildung ϕ konstruiert. Zuerst wird überprüft, ob
die Variable Xi schon durch ϕ abgebildet wird. Wenn ja, und es wird auf eine andere Variable
als f(Xi) abgebildet, dann muss der Kopf-Homomorphismus erweitert werden. Dabei müssen
zwei Fehlerfälle berücksichtigt werden (Zeilen 4 und 5): die betreffenden Variablen sind nicht im
Kopf von s enthalten, oder die Variable ϕ(Xi) wird schon auf eine andere Variable abgebildet.
Sollte kein Fehler aufgetreten sein, dann wird entweder in Zeile 6 der Kopf-Homomorphismus h
oder in Zeile 8 die Abbildung ϕ erweitert.
Im zweiten Teil (Zeile 12-25) wird geprüft, ob die Variablen, die in q vorkommen und von der
Datenquelle s nicht exportiert werden, noch in weiteren Teilzielen q′ der DW-Relation r vor-
kommen (Zeilen 14 und 15). Wenn ja, dann muss dieses Teilziel auch durch ein Teilziel p′ der
Datenquelle s abgedeckt werden. Wie in der Funktion formExtendedMCDs wird zunächst über-
prüft, ob p′ für q′ relevant ist. Dann wird rekursiv wieder makeExtendedMCDs aufgerufen, wobei
die bis dahin teilweise definierte MiniCon-Beschreibung m übergeben wird.
Dabei ist zu beachten, dass aus anfangs einer MiniCon-Beschreibung mehrere MiniCon-Be-
schreibungen entstehen können. Der Grund dafür ist, dass ein Teilziel q′ der DW-Relation r
durch mehrere Teilziele p′ der Datenquelle abgedeckt werden kann. Daher gibt die Funktion
makeExtendedMCDs auch eine Menge von MiniCon-Beschreibungen zurück und nicht nur eine
einzelne.
Der letzte Teil der Funktion (Zeile 26-34) überprüft, ob eine weitere Rekursion durchgeführt
wurde oder nicht. Wenn nicht (ok hat den Wert true), dann muss die Kopf-Homomorphismus
h vervollständigt werden. Schließlich wird geprüft, ob die Anfrage so überhaupt noch erfüllbar
ist. Dafür muss man im Rumpf der Definition der DW-Relation r die Prädikate herausnehmen,
die durch die Datenquelle s abgedeckt werden (in der MiniCon-Beschreibung wird dies in der
Menge G erfasst) und den Rumpf der Datenquelle s einsetzen (unter Berücksichtigung der Ab-
bildung der Variablen ϕ und h). Zum Beispiel könnte durch die Kombination von verschiedenen
Vergleichsprädikaten (X < 15 und X > 20) die neue Anfrage nicht erfüllbar sein. Aber auch
durch in den Abhängigkeitsregeln definierte Zusammenhänge könnte die Anfrage nicht erfüllbar
sein. Wenn die Anfrage erfüllbar ist, ist die MiniCon-Beschreibung m das Ergebnis. Andernfalls
werden die Ergebnisse der rekursiven Aufrufe zurückgegeben, wobei die Menge B aufgrund der
nicht erfüllten MiniCon-Bedingungen evtl. leer ist.
Beispiel 6.5 (Fortsetzung von Beispiel 6.4):
Der Algorithmus ermittelt für die im Beispiel 6.4 angegebenen Datenquellen und DW-Relation
die in Tabelle 6.1 dargestellten MiniCon-Beschreibungen. Jede Zeile der Tabelle repräsentiert
eine MiniCon-Beschreibung. Aus Gründen der Übersichtlichkeit wurden die Namen der Relation
nicht in jeder Zeile wiederholt und nur die Komponenten G und ϕ einer MiniCon-Beschreibung
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function makeExtendedMCDs
Eingabe: Datenquelle s und DW-Relation r,
Teilziele p und q mit vars(p) = {Y1, . . . , Ym} und vars(q) = {X1, . . . , Xn}
Abbildung f der Variablen von q auf die Variablen von p,
MiniCon-Beschreibung m = (s, ϕ, ρ, h,G)
Ausgabe: eine Menge B von erweiterten MiniCon-Beschreibungen, falls die Bedingungen
des MiniCon-Algorithmus für p und q erfüllt sind, sonst ∅.
1: FOR i := 1, . . . , n
2: IF Xi ∈ vars(head(r)) AND f(Xi) 6∈ vars(head(s)) THEN RETURN ∅
3: IF Xi ∈ dom(ϕ) AND ϕ(Xi) 6= f(Xi) THEN
4: IF ϕ(Xi) 6∈ vars(head(s)) OR f(Xi) 6∈ vars(head(s)) THEN RETURN ∅
5: IF ϕ(Xi) ∈ dom(h) AND h(ϕ(Xi)) 6= f(Xi) THEN RETURN ∅
6: h := h ∪ {ϕ(Xi)→ f(Xi)}
7: ELSE
8: ϕ := ϕ ∪ {Xi → f(Xi)}
9: END
10: END
11: ρ := ρ ∪ {q → p}; G := G ∪ {q}
12: B := ∅; ok:=true
13: FOR i := 1, . . . , n
14: IF ϕ(Xi) 6∈ vars(head(s)) THEN
15: FORALL q′ ∈ body(r) \ {q} mit Xi ∈ vars(q′)
16: ok:=false
17: FORALL p′ ∈ body(s)
18: f :=relevantPredicate(q′,p′)
19: IF f 6= NULL THEN
20: B := B ∪ makeExtendedMCDs(s,r ← body(r) \ {q}, p′, q′, f,m)
21: END
22: END
23: END
24: END
25: END
26: IF ok=true THEN
27: FORALL Y ∈ vars(head(s)) ∧ Y 6∈ dom(h)
28: h := h ∪ {Y → Y }
29: END
30: IF NOT satisfiable(ϕ(body(r)) \G ∪ h(body(s))) THEN RETURN ∅
31: RETURN {m}
32: ELSE
33: RETURN B
34: END
Abbildung 6.8: Algorithmus zur Generierung der erweiterten MiniCon-Beschreibungen für
bestimmte Teilziele
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Nr. Relation G ϕ
1 Customer ID P → C1, I → I1
2 Name P → C1, N → N1
3 located-in P → C1, L→ L1
4 Location L→ L1
5 Country C → Co1, L→ L1
6 Marketing PrivateCustomer P → P2
7 Name P → P2, N → N2
8 DOB P → P2, D → D2
9 GermanCitizen Name P → C3, N → N3
10 DOB P → C3, D → D3
11 located-in, EQ, P → C3, L→ L3
Country, Location C → Co3
12 Service ID P → C4, I → I4
13 Service S → S4
14 Code S → S4, Cd→ Cd4
15 Type S → S4, T → T4
16 BasicCharge ID P → C5, I → I5
17 agreement P → C5, S → S5, V → V5
18 Service S → S5
19 Contract V → V5
20 Code S → S5, Cd→ Cd5
21 Type S → S5, T → T5
Tabelle 6.1: MiniCon-Beschreibungen zu den Relationen aus Beispiel 6.4
dargestellt. Der Kopf-Homomorphismus h ist in allen Fällen die identische Abbildung und die
Definition der Abbildung ρ ist offensichtlich.
Fast alle MiniCon-Beschreibungen decken nur ein Teilziel der DW-Relation ab, da die meisten
konzeptuellen Variablen in identify-Prädikaten vorkommen und damit implizit im Kopf der Re-
lation auftauchen. Aus diesem Grund wird die Schleife im zweiten Teil der Funktion makeEx-
tendedMCDs nur bei den Relationen ItalianCitizen und GermanCitizen durchlaufen. In diesen
Relationen wird die Variable L nicht durch eine relationale Variable identifiziert, und somit
müssen die Relationen auch die Teilziele der DW-Relation abdecken, in denen die Variable L
vorkommt. Bei der Relation ItalianCitizen scheitert dies letztendlich daran, dass das Vergleich-
sprädikat EQ(Co3, “Italy”) nicht relevant für das Vergleichsprädikat EQ(C, “Germany”) ist. Bei
der Relation GermanCitizen ist dies nicht der Fall, und die zugehörige MiniCon-Beschreibung
deckt mehrere Teilziele der DW-Relation ab.
Für die Relation ItalianCitizen werden auch keine weiteren MCDs für die Teilziele Name und
DOB erstellt, da der Erfüllbarkeitstest in Zeile 30 der Funktion makeExtendedMCDs fehlschlägt.
Bei der Konstruktion der weiteren MCDs ist zu beachten, dass das Teilziel agreement(P, S, V )
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nicht durch das Prädikat agreement’(C4, S4) der Relation Service abgedeckt werden kann, wie
schon vorher diskutiert wurde. Das Teilziel PrivateCustomer(P ) kann nur durch die Relation
Marketing abgedeckt werden, da die anderen Relationen nur Informationen über allgemeinere
Konzepte Customer und Citizen beinhalten. 2
6.3.2 Phase 2: Kombination der MiniCon-Beschreibungen
In der zweiten Phase müssen die einzelnen MiniCon-Beschreibungen zu Teilanfragen kombiniert
werden, so dass eine einzelne Teilanfrage in der ursprünglichen Anfrage (die Spezifikation der
DW-Relation) enthalten ist, und so dass die Vereinigung aller Teilanfragen eine möglichst voll-
ständige Repräsentation der ursprünglichen Anfrage ist. Im Allgemeinen kann nicht garantiert
werden, dass die Vereinigung der Teilanfragen die maximal-enthaltene Umschreibung liefert.
Wie in Abschnitt 6.1.2 erwähnt wurde, gilt dies nur dann, wenn keine Vergleichsprädikate be-
nutzt werden.
Das Zusammensetzen einer Teilanfrage gestaltet sich aber relativ einfach, da nach [Pottinger und
Halevy, 2001] nur die Kombinationen von MiniCon-Beschreibungen benutzt werden dürfen, bei
denen die Mengen der abgedeckten TeilzieleG disjunkt zueinander sind und die Vereinigung der
Teilziele alle Teilziele der ursprünglichen Anfrage ergeben. Besonders zu beachten sind hierbei
Vergleichsprädikate, da für sie diese Einschränkung nicht gilt. Vergleichsprädikate können, falls
sie nicht durch die Datenquellen abgedeckt werden, nachträglich in die umgeschriebene Anfrage
eingefügt werden.
Damit ergibt sich auch ein wesentliches Problem bei der Kombination der MiniCon-Beschrei-
bungen: Welche Vergleichsprädikate sind der umgeschriebenen Anfrage noch hinzuzufügen, so
dass das Ergebnis korrekt ist? Das zweite Problem besteht in der Kombination der Abbildung
für die Variablen. Bei der Konstruktion der Abbildung ϕ der Variablen der DW-Relation auf
die Variablen der Datenquelle, können mehrere Variablen der DW-Relation auf die gleiche Va-
riable der Datenquelle abgebildet werden. Für die Kombination der MiniCon-Beschreibungen
zu einer Teilanfrage muss die Abbildung ϕ umgekehrt werden, so dass im Ergebnis nur Varia-
blen der ursprünglichen Anfrage benutzt werden. Bei der Umkehrung der Funktion ϕ muss aber
die Mehrdeutigkeit aufgelöst werden, so dass eine korrektes Ergebnis entsteht. Ich erläutere das
Problem näher am folgenden Beispiel.
Beispiel 6.6:
Gegeben ist die Definition einer DW-Relation r und von zwei Datenquellen s1 und s2:
r(X,Y, Z) ← p(X, Y ), t(Z, Y ), u(Y, Z), v(X,Z)
s1(A,B) ← p(A,B), t(A,B)
s2(C,D) ← u(C,D), v(C,D)
Daraus lassen sich offensichtlich zwei MiniCon-Beschreibungen generieren, bei denen die Ab-
bildung ϕ wie folgt definiert ist:
ϕ1 = X → A, Y → B,Z → A
ϕ2 = X → C, Y → C,Z → D
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Bildet man nun die Umkehrung ψ dieser Abbildungen, so kann man für das Ergebnis von ψ1(A)
zwischen X und Z wählen. Implizit ergibt sich also daraus, dass X = Z gilt. Die Wahl für X
als repräsentative Variable für das Paar X und Z muss bei den weiteren Wahlmöglichkeiten, bei
denen X oder Z vorkommt, berücksichtigt werden.
Bei der Definition von ψ2 kann man für ψ2(C) wieder zwischen X und Y wählen. Da man
vorher schon mal X gewählt hat, muss man hier auch wieder X als Ergebnis festlegen. Darüber
hinaus muss man aber auch das Ergebnis von ψ2(D) beachten, da Z schon auf X abgebildet
wurde, muss dies nun auch berücksichtigt werden, also gilt ψ2(D) = X . Gleiches gilt für ψ1(B),
welches eigentlich Y ist, aber da wegen ψ2(C) auch Y = X gilt, ist ψ1(B) = X . Damit ergibt
sich als Ergebnis:
r(X,X,X) ← s1(X,X), s2(X,X) 2
Daraus ergibt sich die Notwendigkeit, neben der Umkehrung der Abbildung ϕ auch „Äquivalenz-
klassen“ für die konzeptuellen Variablen der DW-Relation zu bilden. In einer Äquivalenzklasse
befinden sich dann die Variablen der DW-Relation, die durch die Abbildung ϕ auf die glei-
che Variable der Datenquelle abgebildet wird. Im Algorithmus zur Kombination der MiniCon-
Beschreibungen (siehe Abbildung 6.9) definiere ich dafür eine Abbildung eq über den Variablen
der DW-Relation r, die die Variablen aus der Äquivalenzklasse auf ein beliebiges (aber fixes)
repräsentatives Element aus dieser Klasse abbildet.
Der Algorithmus definiert des Weiteren die Abbildung ψ, die die Variablen aller Datenquellen auf
die Variablen der DW-Relation abbildet. Die Abbildung ψ ist also die Umkehrung der Abbildung
ϕ. Die Abbildungen eq und ψ müssen für jede mögliche Kombination von Datenquellen definiert
werden, die die o.g. Bedingungen (disjunkte und vollständige Abdeckung der Teilziele der DW-
Relation) erfüllen.
Die Sonderrolle der Vergleichsprädikate wird am Ende des Algorithmus betrachtet. Dort wird
überprüft, ob aus der Vereinigung der Datenquellen alle Vergleichsprädikate gefolgert werden
können. Ist dies für ein Vergleichsprädikat nicht der Fall, so muss dieses nachträglich der Anfra-
ge hinzugefügt werden. Hierbei ist zu beachten, dass die Datenquellen in Phase 1 so ausgewählt
wurden, dass sie entweder die Restriktionen der Vergleichsprädikate selber darstellen, oder dass
sie die notwendigen Variablen für die Vergleichsprädikate exportieren. Somit ist sichergestellt,
dass das hinzufügen des Vergleichsprädikat auch sinnvoll ist, d.h. die Variable wird von irgend-
einer Datenquelle exportiert.
Schließlich wird noch überprüft, ob diese Kombination von Datenquellen überhaupt ein Ergebnis
liefern kann. Durch Vergleichsprädikate könnte die Kombination von verschiedenen Datenquel-
len evtl. kein Ergebnis liefern. Wenn dies nicht der Fall ist, wird ein Tupel (bestehend aus der
Menge g der MiniCon-Beschreibungen zu den betrachteten Datenquellen, den Abbildungen eq
und ψ und der Menge L der zusätzlichen Vergleichsprädikate) zur Ergebnismenge hinzugefügt.
Im Gegensatz zum originalen MiniCon-Algorithmus aus [Pottinger und Halevy, 2001] werden in
der zweiten Phase also nicht die Anfragen generiert. Dies geschieht hier in der dritten Phase, in
der aus den bisher ermittelten Ergebnissen eine Spezifikation für einen Mediator generiert wird.
6.3 Anfrageumschreibung zur Datenintegration 157
function combineMCDs
Eingabe: DW-Relation r und eine Menge B von MiniCon-Beschreibungen
Ausgabe: eine Menge K von Beschreibungen konjunktiver Anfragen
G := makeCompleteAndDisjointMCDsets(B, r)
K := ∅
FORALL g ∈ G mit g = {m1, . . . ,mn} und mi = (si, ϕi, ρi, hi, Gi)
eq := id
FOR i := 1, . . . , n
FORALL X ∈ hi(vars(si))
T := {Y | ϕi(Y ) = X}
IF T 6= ∅ THEN
ψ(X) := ein beliebiges Element aus T
ELSE
ψ(X) := eine neue Variable, die sonst noch nicht vorkommt
END
T ′ := ∅
WHILE T 6= T ′
T ′ := T
T := T ∪ {Y | ∃Z ∈ T mit eq(Z) = Y ∨ eq(Y ) = Z}
END
Y ′ :=ein beliebiges Element aus T
FORALL Z ∈ T
eq(Z) := Y ′
END
END
END
L := ∅
FORALL v ∈ comp(r)
IF ⋃
i=1,...,n
eq(ψ(hi(body(si))) 6|= eq(v) THEN
L := L ∪ {eq(v)}
END
END
IF satisfiable( ⋃
i=1,...,n
eq(ψ(hi(body(si)))) THEN
K := K ∪ {(g, eq, ψ,L)}
END
END
RETURN K
Abbildung 6.9: Algorithmus zur Kombination der MiniCon-Beschreibungen
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Teilziel Umschreibung 1 Umschreibung 2 Umschreibung 3
PrivateCustomer Marketing (6) Marketing (6) Marketing (6)
ID Customer (1) Customer (1) Service (12)
DOB Marketing (8) GermanCitizen (10) GermanCitizen (10)
Name Customer (2) Customer (2) Customer (2)
located-in Customer (3) GermanCitizen (11) GermanCitizen (11)
Location Customer (4) GermanCitizen (11) GermanCitizen (11)
Country Customer (5) GermanCitizen (11) GermanCitizen (11)
agreement BasicCharge (17) BasicCharge (17) BasicCharge (17)
Service BasicCharge (18) BasicCharge (18) Service (13)
Contract BasicCharge (19) BasicCharge (19) BasicCharge (19)
Code BasicCharge (20) BasicCharge (20) BasicCharge (20)
Type BasicCharge (21) BasicCharge (21) Service (15)
L LE, EQ LE LE
Tabelle 6.2: Drei mögliche Kombinationen von MiniCon-Beschreibungen
Beispiel 6.7 (Fortsetzung von Beispiel 6.5):
In Phase 1 wurden für die Relationen aus Beispiel 6.4 21 MiniCon-Beschreibungen ermittelt. Da
die meisten MiniCon-Beschreibung nur ein Teilziel abdecken, ergeben sich daraus insgesamt 288
Möglichkeiten2 für eine vollständige und disjunkte Abdeckung der Teilziele der DW-Relation
OldCustomersWithService. Zur Erläuterung beschränke ich die Darstellung hier auf drei reprä-
sentative Kombinationen. Diese Möglichkeiten sind in Tabelle 6.2 dargestellt.
Die linke Spalte der Tabelle listet die Teilziele der DW-Relation auf, ausgenommen sind die bei-
den Vergleichsprädikate. Die anderen drei Spalten stellen jeweils eine mögliche Kombination der
Teilziele dar. Dabei enthalten die einzelnen Zellen den Namen der Datenquellen und in Klam-
mern die Nummer der zugehörigen MiniCon-Beschreibung (siehe Tabelle 6.1), die das Teilziel
abdeckt. Da die Datenquellen Marketing und BasicCharge „exklusive“ Informationen über Pri-
vatkunden und Verträge beinhalten, tauchen diese Relationen in allen drei Möglichkeiten auf.
Bei Möglichkeit 1 werden die Adressinformationen aus der Datenquelle Customer extrahiert,
und die Geburtsdaten kommen aus der Relation Marketing. Bei Möglichkeit 2 werden diese In-
formationen aus der Datenquelle GermanCitizen extrahiert. Die dritte Möglichkeit kombiniert
die Daten aus allen fünf Datenquellen. Die Abbildung eq ist in allen Fällen die identische Abbil-
dung. Die Abbildung ψ entspricht der Umkehrung der Abbildung ϕ, da in diesem Beispiel für
alle Paare X, Y von Variablen der DW-Relation mit X 6= Y gilt: ϕ(X) 6= ϕ(Y ). 2
2Diese Zahl ergibt sich aus der Anzahl von Möglichkeiten zur Abdeckung eines Teilziels in der DW-Relation:
jeweils drei für ID und Name, jeweils zwei für DOB, Service, Code und Type und zwei Möglichkeiten für die
Gruppe von Teilzielen located-in, Location und Country. Die anderen Teilziele PrivateCustomer, agreement
und Contract werden jeweils nur durch eine Datenquelle abgedeckt.
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6.3.3 Phase 3: Annotation der Anfragen mit Mediatoroperationen
In der letzten Phase der Anfrageumschreibung müssen die Bezüge zum konzeptuellen Modell
durch entsprechende relationale Konstrukte ersetzt werden. In Abschnitt 6.2.2 wurde dazu ein
Mediator definiert, der neben den Relationen der Datenquellen auch die Mediatoroperationen
zum Zusammenführen der Daten beinhaltet. Im Gegensatz zum Vorgehen in [Calvanese et al.,
2001] müssen hier die möglichen Operationen nicht vor der Anfrageumschreibung spezifiziert
werden. In diesem Ansatz werden die Operationen in den Mediator eingefügt ohne zu wissen, ob
die Operationen überhaupt durchführbar sind. Der wichtigste Grund für dieses Vorgehen ist, dass
die Vorabdefinition der Operationen zu aufwendig ist. Jedoch werden dadurch einige Umschrei-
bungen der Anfrage erzeugt, die nicht umgesetzt werden können, weil eine Implementierung der
vorgesehenen Mediatoroperationen nicht möglich ist. Da das Ziel des Ansatzes in dieser Arbeit
aber darin besteht, eine Umschreibung der Anfrage mit möglichst hoher Datenqualität zu finden,
habe ich mich dafür entschieden, möglichst viele Umschreibungen zu betrachten. Die mögli-
cherweise zu erwartende gute Qualität einer Umschreibung rechtfertig die Implementierung von
aufwendigeren Mediatoroperationen, die bei einer Vorabdefinition evtl. nicht in Betracht gezo-
gen worden wären.
Die notwendigen Mediatoroperationen können direkt aus den in Phase 2 bestimmten Beschrei-
bungen für die Umschreibungen generiert werden. Der entsprechende Algorithmus zur Konstruk-
tion des Mediators ist in Abbildung 6.10 dargestellt. Für das Einfügen der Mediatoroperationen
muss man vier Fälle unterscheiden:
1. Zwei Variablen A,B aus zwei Datenquellen, die Konzepte repräsentieren, werden auf die
gleiche Variable der DW-Relation abgebildet. Dann muss ein Verbund zwischen den beiden
Datenquellen hergestellt werden. Die Bedingung der Verbundoperation wird dann durch
die match-Operation überprüft, die die relationalen Variablen −→X,−→Y als Argument haben,
die die Variablen A,B identifizieren.
2. Zwei Variablen A,B aus zwei Datenquellen, die Attributwerte repräsentieren, werden auf
die gleiche Variable C der DW-Relation abgebildet. Dann müssen die Attributwerte zu-
sammengeführt werden (z.B. durch Mittelwertbildung oder Präferenz für Attributwerte
aus einer Datenquelle). Diese Operation wird durch die merge-Funktion repräsentiert, die
wie die match-Operation vorher, die entsprechenden relationalen Variablen als Argument
hat.
3. Alle Variablen A, die auf eine Variable B der DW-Relation abgebildet werden, müssen der
Variablen der DW-Relation „zugewiesen“ werden. Wenn die Domänen der zugehörigen
relationalen Variablen gleich sind, dann kann dies durch die assign-Operation geschehen.
4. Falls die relationalen Variablen unterschiedliche Domänen haben, so müssen sie durch die
convert-Operation konvertiert werden.
Eine konjunktive Anfrage setzt sich dann zusammen aus den Regelköpfen der Spezifikationen
der Datenquellen und den zusätzlich notwendigen Vergleichsprädikaten. Dabei müssen bei den
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function generateMediator
Eingabe: DW-Relation r und eine Menge K von Beschreibungen konjunktiver Anfragen
Ausgabe: ein Mediator M
M := ∅
FORALL k ∈ K mit k = (g, eq, ψ,L)
ann := ∅
FORALL m1,m2 ∈ g mit mi = (si, ϕi, ρi, hi, Gi)
FORALL A ∈ vars(s1), B ∈ vars(s2) mit eq(ψ(h1(A))) = eq(ψ(h2(B)))
IF ∃p1(A) ∈ s1 mit p1 ∈ C und ∃identify(−→X,A) ∈ ann(s1) und
∃p2(B) ∈ s2 mit p2 ∈ C und ∃identify(−→Y ,B) ∈ ann(s1) THEN
ann := ann ∪match(−→X,−→Y )
END
IF ∃p1(U,A) ∈ s1 mit p1 ∈ A und ∃identify(−→X,A) ∈ ann(s1) und
∃p2(V,B) ∈ s2 mit p2 ∈ A und ∃identify(−→Y ,B) ∈ ann(s1) und
∃C ∈ vars(r) mit eq(C) = eq(ψ(h1(A))) = eq(ψ(h2(B))) und
∃identify(−→Z ,C) ∈ ann(r) THEN
ann := ann ∪merge(−→X,−→Y ,−→Z )
END
END
END
FORALL m ∈ g mit m = (s, ϕ, ρ, h,G)
ann := ann ∪ {domain(X,D) | domain(X,D) ∈ ann(s)}
FORALL A ∈ vars(s), B ∈ vars(r) mit eq(ψ(h(A))) = eq(B)
IF ∃identify(−→X,A) ∈ ann(s) und domains(−→X ) = −−→DX
∃identify(−→Y ,B) ∈ ann(r) und domainr(−→Y ) = −→DY THEN
IF −−→DX = −→DY THEN
ann := ann ∪ assign(−→Y ,−→X )
ELSE
ann := ann ∪ convert(−→X,−→Y )
END
END
END
END
M :=M ∪ head(s1), . . . head(sn), replaceV ars(L) | ann
END
RETURN M | {domain(X,D) | domain(X,D) ∈ ann(r)}
Abbildung 6.10: Algorithmus zur Konstruktion des Mediators
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Vergleichsprädikaten noch die konzeptuellen Variablen durch die relationalen Variablen ersetzt
werden, was mit Hilfe der Annotationen der Datenquellen und der DW-Relation und der Abbil-
dung ψ und eq in der Funktion replaceVars vorgenommen werden kann.
Schließlich werden der Annotation einer konjunktiven Anfrage noch die Domäneninformationen
für die relationalen Variablen hinzugefügt, die in dieser Anfrage vorkommen (also alle relatio-
nalen Variablen der Datenquellen). Die globale Annotation mit den Domänen der Ergebnisvaria-
blen wird am Schluss der Funktion hinzugefügt.
Beispiel 6.8 (Fortsetzung von Beispiel 6.7):
Die in Phase 2 bestimmten möglichen Kombinationen von MiniCon-Beschreibungen können
nun zu konjunktiven Anfragen mit einer Annotation umgewandelt werden. Dabei beschränke ich
die Darstellung hier wieder auf die drei Möglichkeiten, die in Tabelle 6.2 dargestellt sind. Aus
Gründen der Übersichtlichkeit stelle ich hier die domain-Ausdrücke in der Annotation nicht dar.
Die erste Möglichkeit ist ein Verbund der Datenquellen Marketing, Customer und BasicCharge.
Dabei wird der Verbund über das Konzept Customer bzw. PrivateCustomer hergestellt. Da in der
Relation Marketing die Kunden über den Namen und das Geburtsdatum identifiziert werden, ist
eine komplexere match-Operation mit den anderen beiden Relationen notwendig.
Customer(ID1, Name1, Street1, City1, Country1),Marketing(Name2, DOB2),
BasicCharge(ID5, Code5, T ype5, Amount5),EQ(Country1, “Germany”), LE(DOB2, 1950)
| match([Name2, DOB2], [ID1]),match([Name2, DOB2], [ID5]),match([ID1], [ID5]),
assign([ID], [ID1]), assign([Name], [Name1]),
assign([Code], [Code5]), assign([Type], [Type5])
Bei der zweiten Möglichkeit kommt zusätzlich noch die Relation GermanCitizen hinzu. Da da-
durch garantiert wird, dass es sich um deutsche Kunden handelt, muss die Einschränkung für das
Attribut Country nicht mehr geprüft werden. Insgesamt werden hier sechs match-Operationen
generiert, das entspricht allen Möglichkeiten bei vier Datenquellen. Um sicher zu stellen, dass
aus den vier Datenquellen jeweils der gleiche Kunde betrachtet wird, reichen jedoch drei match-
Operationen aus.
Customer(ID1, Name1, Street1, City1, Country1),Marketing(Name2, DOB2),
GermanCitizen(Name3, DOB3, City3),BasicCharge(ID5, Code5, T ype5, Amount5),
LE(DOB2, 1950)
| match([Name2, DOB2], [ID1]),match([Name2, DOB2], [ID5]),match([ID1], [ID5]),
match([Name2, DOB2], [Name3, DOB3]),match([Name3, DOB3], [ID1]),
match([Name3, DOB3], [ID5]), assign([ID], [ID1]), assign([Name], [Name1]),
assign([Code], [Code5]), assign([Type], [Type5])
Die letzte Möglichkeit stellt den Verbund zwischen allen fünf Relationen her. Um die unter-
schiedlichen Repräsentationen von Kunden in den Datenquellen miteinander abzugleichen, sind
insgesamt zehn match-Operationen möglich. Die angegebenen vier match-Operationen reichen
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aber aus. Bei dem Verbund zwischen Service und BasicCharge muss zusätzlich noch die Reprä-
sentation des Service-Objekts abgeglichen werden, welches in beiden Datenquellen durch sei-
nen Code identifiziert wird. Da in der Datenquelle Service der Typ als Integer dargestellt wird,
ist auch eine Konvertierung von den Integer-Werten der Variable Type4 in die String-Werte der
Ergebnisvariable Type notwendig.
Customer(ID1, Name1, Street1, City1, Country1),Marketing(Name2, DOB2),
GermanCitizen(Name3, DOB3, City3),Service(ID4, Code4, T ype4),
BasicCharge(ID5, Code5, T ype5, Amount5), LE(DOB2, 1950)
| match([Name2, DOB2], [ID1]),match([ID1], [ID5]),match([ID1], [ID4]),
match([Name3, DOB3], [ID1]), . . . ,match([Code4], [Code5]),
assign([ID], [ID4]), assign([Name], [Name1]),
assign([Code], [Code5]), convert([Type4], [Type])
Durch den Übergang zur relationalen Darstellung fallen einige der 288 Möglichkeiten zur In-
tegration weg. Zum Beispiel ist es bei der letzten Möglichkeit für die relationale Darstellung
irrelevant, ob das Teilziel Service(S) in der DW-Relation durch die Datenquelle Service oder Ba-
sicCharge abgedeckt wird. Dennoch bleiben 144 Möglichkeiten übrig. Eine weitere Reduktion
der Möglichkeiten kann sich ergeben, wenn man die match-Operation zwischen Datenquellen als
Gleichheitsbedingung implementiert (z.B. der Verbund zweier Relationen durch Attribut ID). 2
Die große Anzahl von Möglichkeiten für das relativ kleine Beispiel zeigt, dass eine genauere Be-
trachtung der einzelnen Möglichkeiten notwendig ist, um schließlich die beste Möglichkeit oder
die besten Möglichkeiten zu bestimmen. Der Mediator muss nicht aus nur einer konjunktiven
Anfrage bestehen, auch die Vereinigung mehrerer konjunktiver Anfragen ist möglich. Aus die-
sem Grund werden im nächsten Abschnitt den Ergebnissen Qualitätswerte zugeordnet, so dass
ein Vergleich der verschiedenen Alternativen möglich ist.
6.4 Qualitätsorientierte Datenintegration
Um eine qualitätsorientierte Datenintegration zu ermöglichen, ist eine Zuordnung von Qualitäts-
faktoren und Qualitätszielen zu den Bestandteilen des Integrationssystems notwendig. Ziel ist es,
die Qualität der integrierten Daten in Abhängigkeit von den verschiedenen Integrationsmöglich-
keiten zu bestimmen. Daraus ergeben sich drei Fragestellungen:
• Wie ordnet man die Qualitätsfaktoren aus Kapitel 5 bzw. Anhang B in das hier entwickelte
Verfahren zur Datenintegration ein?
• Wie werden die Qualitätsziele der Benutzer formalisiert?
• Wie kann man die verschiedenen Lösungsmöglichkeiten miteinander vergleichen?
Diese Fragestellungen werden in den folgenden Abschnitten genauer betrachtet.
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6.4.1 Qualitätsfaktoren
Wie in Kapitel 5 diskutiert wurde, können Qualitätsfaktoren für verschiedene DW-Objekte auf
unterschiedlichen Granularitätsstufen gemessen werden. Im Kontext des hier entwickelten Ver-
fahrens zur Datenintegration können entweder die Relationen als logische Objekte, die Daten-
quellen als physische Objekte oder die Elemente des konzeptuellen Modells betrachtet werden.
Zwischen den Relationen und den Datenquellen als Systeme wurde hier nicht unterschieden,
weshalb ich im Folgenden die Qualitätsfaktoren zu diesen Objekten jeweils der Spezifikation
einer Relation in einer Datenquelle zuordne. Relevant für die Qualitätsbetrachtung einer Daten-
quelle bzw. Relation sind dann beispielsweise die Qualitätsfaktoren aus der Kategorie Datenzu-
griff (siehe Tabelle B.12) oder aus den Kategorien zur Implementierung von Software (Tabelle
B.9) und Datenmodellen (Tabelle B.10).
Die Spezifikation einer Relation mittels einer Anfrage über das konzeptuelle Modell wird hier
genutzt, um zu beschreiben, wie „gut“ die Relation die konzeptuellen Objekte repräsentiert, die
in der Anfrage auftauchen. Dadurch wird eine relativ genaue Beschreibung der Datenqualität
ermöglicht, da die konzeptuellen Objekte neben Konzepten auch Attribute und Beziehungen
beschreiben. Dabei sind im Wesentlichen die Qualitätsfaktoren der Kategorie Datenqualität (Ta-
belle B.11) zu beachten.
Formal beschreibe ich die Qualität einer Relation ähnlich wie Naumann [2002] als Vektor, der
aus einer Reihe von Qualitätsfaktoren besteht. Diese Qualitätsfaktoren beschreiben dabei, wie
vorher diskutiert, entweder die Qualität der „ganzen“ Relation oder die Qualität der Datenquel-
le bzgl. eines Prädikats. Um die Darstellung hier zu vereinfachen, fasse ich beide Arten von
Qualitätsfaktoren in einem Vektor zusammen, der jeweils einem Prädikat zugewiesen wird. Die
systembezogenen Qualitätsfaktoren tauchen dabei evtl. in mehreren Qualitätsvektoren auf, dies
stellt aber keinen gravierenden Nachteil dar.
Definition 6.9 (Qualitätsvektoren für eine Spezifikation einer Relation):
Ein Qualitätsvektor ist ein Vektor−→v = (q1, . . . , qm), wobei jedes qi ein Qualitätsfaktor ist. Einer
Relation r einer Datenquelle nach Definition 6.5 der Form
r(
−→
X ) ← p1(−→Z1), . . . , pn(−→Zn), c1(−−→Zn+1), . . . , ck(−−→Zn+k) | Annotation
werden n Qualitätsvektoren −→v1 , . . . ,−→vn zugeordnet, die alle die Form −→vi = (qi1, . . . , qim) ha-
ben, d.h. die Vektoren −→vi sind gleich lang. Die Prädikate pi beziehen sich auf das konzeptuelle
Modell, die Prädikate cj sind Vergleichsprädikate. Der Qualitätsvektor −→vi wird dem Prädikat pi
zugewiesen und beschreibt die Qualität der Datenquelle bzgl. des Prädikats pi. 2
Damit die Datenquellen vergleichbar sind, müssen die Qualitätsvektoren für alle betrachteten
Datenquellen auf gleiche Weise definiert sein, d.h. die zugehörigen Qualitätsfaktoren müssen
jeweils vom gleichen Typ sein. Dies wird im Folgenden vorausgesetzt. Darüber hinaus gehe ich
davon aus, dass die gemessenen Werte der Qualitätsfaktoren reelle Zahlen sind.
164 6 Ein Verfahren zur qualitätsorientierten Datenintegration in DW-Systemen
Die Qualität des Ergebnisses der Anfrageumschreibung, die Definition der DW-Relation durch
einen Mediator, muss speziell betrachtet werden. Die Qualität ergibt sich einerseits aus der Kom-
bination der Qualitätsfaktoren der Datenquellen. Andererseits können der DW-Relation (bzw.
dem Prozess oder dem Mediator zur Materialisierung der Relation) die Qualitätsfaktoren zu-
gewiesen werden, die dem ETL-Prozess zugeordnet sind (s. Tabelle 5.4). Zum Beispiel kann
man die Qualität des Mediators dadurch beurteilen, wie viele match-, convert-, oder merge-
Operationen notwendig sind.
6.4.2 Qualitätsziele
Ein Qualitätsziel stellt eine subjektive Anforderung an ein bestimmtes DW-Objekt dar, d.h. das
DW-Objekt soll für einen gegebenen Anwendungskontext ein gewisses Maß an Qualität liefern.
Im vorherigen Kapitel wurden die Qualitätsziele nicht formal spezifiziert, sondern durch Quali-
tätsfragen konkretisiert. Eine formale Definition der Qualitätsziele ist für alle möglichen Arten
von Qualitätszielen in einem DW-System nicht möglich, da verschiedene Kriterien und Metho-
den angewendet werden müssen, um die Erfüllung der Qualitätsziele zu überprüfen. In diesem
Abschnitt gebe ich eine Formalisierung der Qualitätsziele für das hier beschriebene Datenin-
tegrationsverfahren an. Dies ist kein Ersatz für die in Kapitel 5 beschriebene Vorgehensweise
mittels des GQM-Ansatzes, sondern stellt vielmehr eine Erweiterung dar. Das grundsätzliche
Vorgehen (Definition von Qualitätszielen, Ableitung von Qualitätsfragen und Bestimmung von
Qualitätsfaktoren, siehe Abschnitt 5.5) soll auch hier beibehalten werden, nur die Auswertung
der Qualitätsfaktoren und -ziele wird durch die Formalisierung unterstützt.
Um ein Qualitätsziel zu formalisieren kann man zwei Möglichkeiten betrachten. Einerseits könn-
te man für die Qualitätsfaktoren jeweils ein Intervall festlegen, in dem der gemessene Wert des
Qualitätsfaktors liegen muss. Dies hätte aber den Nachteil, dass man die Qualitätsfaktoren se-
parat betrachten würde, wodurch evtl. Datenquellen, die nur in einzelnen Teilbereichen unzurei-
chende Qualität haben, aber insgesamt eine ausreichende Qualität haben, nicht mehr betrachtet
würden.
Andererseits stellt die Anfrage über das konzeptuelle Modell, die zur Spezifikation der DW-
Relation definiert wurde, selber schon ein Qualitätsziel dar. Die Anfrage definiert, welche Infor-
mationen im DW materialisiert werden sollen. Jedoch können die Informationen unterschiedliche
Wichtigkeit haben. In der DW-Relation OldCustomersWithService aus Beispiel 6.4 könnte man
z.B. weniger an der Genauigkeit des Geburtsdatums interessiert sein als an einer möglichst voll-
ständigen und korrekten Darstellung der Beziehung agreement. Die unterschiedliche Wichtigkeit
der Prädikate könnte man dann durch eine Gewichtung ausdrücken, so dass bei der Kombina-
tion der Qualitätsfaktoren die „Hauptbedingungen“ der Anfrage stärker beachtet werden als die
„Nebenbedingungen“.
Diese Möglichkeit werde ich hier umsetzen. Dazu definiere ich die Gewichtung für eine DW-
Relation.
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Definition 6.10 (Gewichtung der DW-Relation):
Gegeben ist eine Spezifikation einer DW-Relation r gemäß Definition 6.5 der Form
r(
−→
X ) ← p1(−→Z1), . . . , pn(−→Zn), c1(−−→Zn+1), . . . , ck(−−→Zn+k) | Annotation
wobei sich die Prädikate pi auf das konzeptuelle Modell beziehen, und die Prädikate ci Ver-
gleichsprädikate sind. Eine Gewichtung der Prädikate p1, . . . , pn wird definiert durch einen Vek-
tor −→wr = (w1, . . . , wn) mit
• wi ∈ R und 0 ≤ wi ≤ 1, und
• ∑
i=1,...,n
wi = 1. 2
Neben der Gewichtung der Prädikate ist aber auch eine Gewichtung der Qualitätsfaktoren not-
wendig, um die verschiedenen Lösungsmöglichkeiten miteinander vergleichen zu können. Da
die Gewichtung der Qualitätsfaktoren auch eine subjektive Einschätzung ist und vom Anwen-
dungskontext abhängt, wird diese Gewichtung auch dem Qualitätsziel zugeordnet.
Definition 6.11 (Gewichtung der Qualitätsfaktoren):
Gegeben sind m Typen von Qualitätsfaktoren. Die Gewichtung der Qualitätsfaktoren wird defi-
niert durch einen Vektor −→wq = (w1, . . . , wm) mit
• wi ∈ R und 0 ≤ wi ≤ 1, und
• ∑
i=1,...,m
wi = 1. 2
Mit Hilfe der Gewichtungen kann man nun für die Umschreibung einer DW-Relation einen Qua-
litätswert bestimmen, um so die verschiedenen Lösungsmöglichkeiten vergleichen zu können.
6.4.3 Bestimmung eines Qualitätswertes
Um nun die Qualität einer Umschreibung der DW-Relation festzustellen, müssen die Qualitäts-
vektoren der Datenquellen so zusammengefasst werden, wie es in der Gewichtung vorgegeben
ist. Dabei ist zu beachten, dass jedes Prädikat in der DW-Relation durch genau eine Datenquel-
le abgedeckt wird. Dies wird durch die disjunkte und vollständige Kombination der MiniCon-
Beschreibungen in Phase 2 erreicht. Da für jedes Prädikat in der Spezifikation einer Datenquelle
ein Qualitätsvektor definiert wurde, werden genau diese Qualitätsvektoren für die Beurteilung
der Umschreibung genutzt. Wenn also in der DW-Relation die Prädikate q1, . . . , qn und in der
Relation der Datenquelle die Prädikate p1, . . . , pm vorkommen, und die Abbildung ρ der zu-
gehörigen MiniCon-Beschreibung qi auf pj abbildet, dann wird qi der Qualitätsvektor von pj
zugeordnet, der im Folgenden mit −→vpj bzw. −−→vρ(qi) bezeichnet wird.
Dadurch erhält man n Qualitätsvektoren, die nun zu einem Qualitätsvektor zusammengefasst
werden müssen. Dabei sind zwei Besonderheiten zu beachten.
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• Die Art und Weise wie die n Qualitätsfaktoren des gleichen Typs zusammengefasst wer-
den, hängt von den Qualitätsfaktoren ab. Zum Beispiel kann man für die Vollständigkeit
den Mittelwert bilden, Kosten für den Zugriff müssen addiert werden, und Ausfallwahr-
scheinlichkeiten müssen miteinander multipliziert werden.
• Einige der Qualitätsfaktoren sind redundant, z.B. die Zugriffszeit für eine Datenquelle
muss nur einmal berücksichtigt werden, auch wenn evtl. mehrere Attribute daraus extra-
hiert werden.
Für den ersten Punkt definiert Naumann [2002] eine Merge-Funktion, die die Werte zweier Quali-
tätsfaktoren der Datenquellen zusammenführt, die an einer Verbundoperation beteiligt sind. Wer-
den z.B. die Datenquellen s1 und s2 verbunden, die jeweils die Antwortzeiten t1 und t2 haben,
so wird als Merge-Funktion für das Qualitätskriterium „Antwortzeit“ die Maximum-Funktion
definiert (max(t1, t2)). Dadurch können dann die Qualitätsvektoren der Datenquellen sukzessive
zu einem Qualitätsvektor zusammengefasst werden.
Um auch den zweiten Punkt zu berücksichtigen, wird die Idee der Merge-Funktion hier erwei-
tert. Da die Funktion beschreibt, wie sich die Qualitätsfaktoren berechnen lassen, wenn zwei
Datenquellen durch eine Verbundoperation miteinander verknüpft werden, wird diese Funktion
Verbundfunktion genannt. Um evtl. mehrfach vorkommende Qualitätsfaktoren nicht doppelt zu
berücksichtigen, erhält die Funktion alle Qualitätsfaktoren eines Typs als Argument. Zusätzlich
wird der Funktion auch die Gewichtung der Prädikate in der DW-Relation übergeben.
Der Qualitätsvektor −−→vjoin für eine Umschreibung einer DW-Relation r als konjunktive Anfrage
ergibt sich dann aus der Kombination der einzelnen Vektoren entsprechend der Verbundfunktio-
nen fi der Qualitätsfaktoren und der Gewichtung −→wr.
−−→vjoin =

f1(−→wr,−−→vρ(q1)1, . . . ,−−−→vρ(qn)1)
.
.
.
fm(−→wr,−−→vρ(q1)m, . . . ,−−−→vρ(qn)m)

Nun hat man für eine mögliche Umschreibung (formalisiert durch eine konjunktive Anfrage)
einen Qualitätsvektor erhalten. Das Gesamtergebnis der Anfrageumschreibung kann aber aus
der Vereinigung mehrerer einzelner Anfragen bestehen. Darüber hinaus handelt es sich immer
noch um eine Multi-Criteria-Entscheidung, da die Gewichtung der Qualitätsfaktoren noch nicht
berücksichtigt wurde.
Um die Qualität der Vereinigung mehrerer konjunktiver Anfragen zu beurteilen, ist wie bei der
Verbundoperation, eine Funktion notwendig, die die Qualitätsfaktoren zusammenführt. Die Ver-
einigungsfunktionen ist aber nicht notwendigerweise identisch mit der Verbundfunktion. Daher
werden zusätzlichen Vereinigungsfunktionen benötigt, die in der folgenden Formel mit gi ge-
kennzeichnet sind. Die Vektoren −−−→vjoin1 , . . . ,−−−→vjoinn sind die Qualitätsvektoren der konjunktiven
Anfragen, die durch die vorherige Formel berechnet wurden.
−−−→vunion =

g1(−−−→vjoin11, . . . ,−−−→vjoinn1)
.
.
.
gm(−−−→vjoin1m, . . . ,−−−→vjoinnm)

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Schließlich müssen die unterschiedlichen Qualitätsfaktoren mittels ihrer Gewichtung zu einem
Qualitätswert zusammengefasst werden. Naumann hat in seiner Arbeit dafür verschiedene Mög-
lichkeiten für Multi-Criteria-Entscheidungen [Hwang und Yoon, 1981] verglichen (s. [Naumann,
2002, S. 56ff]) und hat festgestellt, dass die einfache additive Gewichtung (Simple Additive
Weighting, SAW) die sinnvollste Methode bzgl. Stabilität und Sensitivität ist. Gegenüber anderen
Methoden ist SAW auch einfach umzusetzen. Aus diesen Gründen benutze ich diese Methode
auch in dieser Arbeit.
Zunächst ist dafür die einheitliche Skalierung der Werte der Qualitätsfaktoren notwendig. Die
SAW-Methode skaliert die Qualitätswerte einheitlich in einen Wertebereich zwischen 0 und 1.
Dabei ist zwischen positiven und negativen Qualitätsfaktoren zu unterscheiden: hohe Werte bei
positiven Qualitätsfaktoren bedeuten eine bessere Qualität als niedrige Werte, hohe Werte bei
negativen Qualitätsfaktoren bedeuten eine schlechtere Qualität als niedrige Werte (vgl. Definition
4.2.1 in [Naumann, 2002]). Die folgende Definition beschreibt die Skalierung für diesen Kontext,
dabei bezieht sich der Ausdruck achieved(qi) auf den erreichten (bzw. gemessenen) Wert des
Qualitätsfaktors qi.
Definition 6.12 (Skalierung der Qualitätsfaktoren):
Gegeben sind n Qualitätsfaktoren q1, . . . , qn des gleichen Typs. Der skalierte Wert si für einen
positiven Qualitätsfaktor qi wird berechnet durch
si =
achieved(qi)− qmin
qmax − qmin
und durch
si =
qmax − achieved(qi)
qmax − qmin
für einen negativen Qualitätsfaktor qi. Dabei sind qmax und qmin wie folgt definiert:
• qmax = max
j=1,...,n
(achieved(qj))
• qmin = min
j=1,...,n
(achieved(qj)) 2
Wie man im nachfolgenden Beispiel sehen wird, hat diese Art der Skalierung aber einen gra-
vierenden Nachteil: wenn nur wenige Qualitätsfaktoren skaliert werden, oder wenn deren Werte
dicht zusammen liegen, werden die meisten Qualitätsfaktoren nahe 0 oder 1 skaliert. In Beispiel
6.9 werden nur drei Umschreibungsmöglichkeiten betrachtet, weshalb mindestens zwei Möglich-
keiten 0 oder 1 als skalierten Qualitätswert erhalten. Da die Qualitätsfaktoren auch sehr ähnliche
Werte haben, ergibt die Skalierung in diesem Fall eine zu grosse Abweichung. Deshalb ist es
sinnvoll für wenige Qualitätsfaktoren von der oben definierten Skalierung abzuweichen, solange
die skalierten Werte im Bereich zwischen 0 und 1 liegen und hohe Werte besser sind als niedri-
gere, so dass alle Qualitätsfaktoren miteinander vergleichbar sind.
Nun kann man für das Gesamtergebnis einen Qualitätswert ermitteln um verschiedene Integrati-
onsmöglichkeiten miteinander zu vergleichen.
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Teilziel wr Umschreibung 1 Umschreibung 2 Umschreibung 3
A V K A V K A V K
PrivateCustomer 0,10 5 0,80 0,80 5 0,80 0,80 5 0,80 0,80
ID 0,05 2 1,00 1,00 2 1,00 1,00 2 0,80 0,70
DOB 0,10 5 0,70 0,60 6 0,99 0,95 6 0,99 0,95
Name 0,05 2 1,00 0,90 2 1,00 0,90 2 1,00 0,90
located-in 0,10 2 0,95 0,90 6 0,99 0,99 6 0,99 0,99
Location 0,05 2 1,00 0,70 6 1,00 0,70 6 1,00 0,70
Country 0,05 2 1,00 1,00 6 1,00 1,00 6 1,00 1,00
agreement 0,20 4 0,95 0,90 4 0,95 0,90 4 0,95 0,90
Service 0,05 4 1,00 1,00 4 1,00 1,00 2 1,00 1,00
Contract 0,05 4 0,95 0,90 4 0,95 0,90 4 0,95 0,90
Code 0,10 4 1,00 0,95 4 1,00 0,95 4 1,00 0,95
Type 0,10 4 1,00 0,95 4 1,00 0,95 2 0,80 0,80
vjoin 5 0,90 0,81 6 0,95 0,87 6 0,90 0,83
skaliert nach Def. 1 0 0 0 1 1 0 0 0,33
alternative Skal. 0,5 0,90 0,81 0,4 0,95 0,87 0,4 0,90 0,83
Qualitätswerte 0,2 bzw. 0,784 0,8 bzw. 0,808 0,132 bzw. 0,772
Tabelle 6.3: Werte der Qualitätsfaktoren für Beispiel 6.9
Definition 6.13 (Ermittlung eines Qualitätswerts aus einem Qualitätsvektor):
Gegeben ist ein Qualitätsvektor −→v = (q1, . . . , qn) und eine Gewichtung der Qualitätsfaktoren−→wq = (w1, . . . , wn). Seien s1, . . . , sn die skalierten Werte der Qualitätsfaktoren in −→v . Der Qua-
litätswert q für −→v und −→wq wird berechnet durch
q =
∑
i=1,...,n
wi · si
2
Auch für die einzelnen konjunktiven Teilanfragen können Qualitätswerte ermittelt werden. So ist
es z.B. möglich, dass eine Teilanfrage einen niedrigeren Qualitätswert hat als andere Teilanfra-
gen. Das deutet darauf hin, dass sie für das Gesamtergebnis keine „guten“ Daten beisteuern kann.
Deshalb sollte man diese Anfrage evtl. nicht für die Materialisierung der DW-Relation benutzen,
da sie die Qualität des Gesamtergebnisses nicht verbessert. Im folgenden Beispiel wurden die
Qualitätswerte nur für die Teilanfragen bestimmt.
Beispiel 6.9 (Fortsetzung von Beispiel 6.8):
In Beispiel 6.8 wurden drei Umschreibungen für die DW-Relation OldCustomersWithService
bestimmt. In diesem Beispiel werden nun die Qualitätswerte zu diesen Umschreibungen berech-
net.
Gemäß des in Kapitel 5 beschriebenen Vorgehensmodells werden zunächst die Qualitätsziele
bestimmt. Für die gegebene Anfrage sollen möglichst vollständige und korrekte Daten ermittelt
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werden, die Antwortzeit sollte nicht zu groß werden. Vor allem auf eine korrekte Darstellung
der Beziehung agreement zwischen Kunden, Diensten und Verträgen soll geachtet werden. Die
Einschränkung auf das Geburtsdatum des Kunden und seinen Wohnort sind ebenfalls wichtig.
In der zweiten Spalte in Tabelle 6.3 ist die Gewichtung der konzeptuellen Prädikate der DW-
Relation entsprechend diesen Anforderungen angegeben.
Für das Qualitätsziel wurden ebenfalls drei Typen von Qualitätsfaktoren bestimmt:
• durchschnittliche Antwortzeit der Datenquelle (A)
• Prozentsatz der Objekte der realen Welt, die in der Datenquelle abgebildet sind (V)
• Prozentsatz der Datenwerte, die korrekt sind (K)
Die Gewichtung der Qualitätsfaktoren ist wq = (0.2, 0.4, 0.4), d.h. Vollständigkeit und Korrekt-
heit sind wichtiger als die Antwortzeit. Die Werte für diese Qualitätsfaktoren bzgl. den in der
DW-Relation vorkommenden Prädikate sind in den restlichen Spalten der Tabelle dargestellt.
Nun muss man zunächst jeweils einen Wert für die drei Typen von Qualitätsfaktoren für jede
Umschreibung bestimmen (Berechnung von vjoin). Für die Antwortzeit wird dabei die Maxi-
mumfunktion als Verbundfunktion bestimmt, da die Anfragen an die Datenquellen parallel aus-
geführt werden können. Die Gewichtung wird hier für diesen Qualitätsfaktor nicht beachtet. Für
die anderen beiden Typen von Qualitätsfaktoren wird die Mittelwertfunktion verwendet. Die
Gewichtung wird dadurch berücksichtigt, dass die Werte der Qualitätsfaktoren mit dem zwan-
zigfachen der Gewichtung potenziert werden. Das Ergebnis für die drei Umschreibungen ist in
Tabelle 6.3 in der mit vjoin beschrifteten Zeile dargestellt.
Zur Bestimmung des Qualitätswertes für eine Umschreibung ist nun die Skalierung der Quali-
tätsfaktoren notwendig. In der Zeile mit der Beschriftung „skaliert nach Def.“ sind die Qualitäts-
faktoren nach der in Definition 6.12 Formel skaliert worden. Wie man erkennen kann, sind fast
alle Werte 0 oder 1, obwohl die Ausgangswerte dicht zusammenliegen. Aus diesem Grund habe
ich noch eine alternative Skalierung angegeben. Dabei wird der skalierte Wert für die Antwort-
zeit durch die Formel s = 1 − q/10 berechnet, bei Vollständigkeit und Korrektheit muss nichts
geändert werden.
In der letzten Zeile der Tabelle sind die Qualitätswerte für beide Skalierungen angegeben. Die
Rangfolge der Umschreibungen ist bei beiden Alternativen gleich, die Differenz ist aber bei der
Standardmethode nach Definition 6.12 größer, obwohl die Unterschiede relativ gering sind.
Die zweite Umschreibung liefert die beste Qualität für die genannten Qualitätsziele. Dies liegt
vor allem an den besseren Daten aus der Relation GermanCitizen. Eine Vereinigung der Teilan-
fragen ist nicht sinnvoll, da alle Anfragen die Informationen über Privatkunden aus der Daten-
quelle Marketing erhalten. 2
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Abbildung 6.11: Einordnung der implementierten Lösungen in eine DW-Architektur
6.5 Systemunterstützung für das Qualitätsmanagement in ei-
nem Data-Warehouse-System
Um das vorgestellte Verfahren zur Datenintegration einsetzen zu können, ist eine Vielzahl von
Metadaten zu erfassen. In diesem Abschnitt stelle ich einige Werkzeuge vor, die die Erfassung,
Verwaltung und Nutzung von Metadaten vereinfachen.
Abbildung 6.11 ordnet die implementierten Lösungen in eine DW-Architektur ein. Zentrale
Komponente dieser Werkzeuge ist das Metadatenbanksystem ConceptBase (vgl. Abschnitt 2.3.4).
Die in den vorherigen Kapiteln vorgestellten Metamodelle wurden in diesem System implemen-
tiert. Um die Erfassung der Metadaten zu erleichtern, wurde zunächst eine Komponente ent-
wickelt, die die Metadaten automatisch aus den Datenquellen extrahiert und in ConceptBase
speichert (siehe Abschnitt 6.5.1).
Um eine qualitätsorientierte Datenintegration zu ermöglichen, müssen die automatisch extra-
hierten Metadaten aber noch um weitere Metadaten angereichert werden. So können z.B. die
konzeptuellen Modelle oder Qualitätsziele nur durch manuelle Unterstützung definiert werden.
Aufgrund dessen wurde ein graphisches Werkzeug (ConceptBase GraphEditor) zur Bearbeitung
von Metamodellen in ConceptBase entwickelt. Der GraphEditor wird in Abschnitt 6.5.2 vorge-
stellt.
Schließlich müssen die Metadaten von den DW-Komponenten und den Anwendungsprogram-
men genutzt werden. Dies wird dadurch unterstützt, dass das ConceptBase-System Ergebnisse
auf Anfragen in beliebigen benutzerdefinierten Formaten ausgegeben kann. Des Weiteren kön-
nen die Anwendungsprogramme über Änderungen in den Metamodellen automatisch notifiziert
werden. Die notwendigen Techniken dafür werden in Abschnitt 6.5.3 zusammengefasst.
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Abbildung 6.12: Darstellung externer Datenquellen in ConceptBase
6.5.1 Erfassung der Metadaten der Datenquellen
In dieser Arbeit stehen Metadaten unterschiedlicher Arten im Mittelpunkt. Daher ist die Erfas-
sung der Metadaten ein zentrales Problem. Um die Erfassung der Metadaten zu unterstützen,
wurde ein Werkzeug entwickelt, dass die Metadaten automatisch aus relationalen Datenquellen
extrahiert.
Dieses Werkzeug wurde im Rahmen der Diplomarbeit von Wang [1999] entwickelt. Neben der
Entwicklung einer Komponente, die die Metadaten aus den Datenquellen extrahiert und in Con-
ceptBase speichert, sollte auch ein Datenmodell für diese Metadaten entworfen werden. Das
Datenmodell sollte möglichst generisch sein und verschiedene logische Datenmodelle darstellen
können. Das Modell und dessen Integration in das DW-Metamodell aus Kapitel 3 ist in Abbil-
dung 6.12 dargestellt.
Hauptkonzepte des Modells sind die Elemente ExternalDataSource, ExternalObject und Domain.
Eine externe Datenquelle muss zunächst als Instanz der Klasse ExternalDataSource deklariert
werden. Dafür ist eine URL anzugeben, die spezifiziert, wo sich die Datenquelle befindet. Die-
se URL kann auch Benutzername und Password enthalten, falls dies für die Verbindung mit der
Datenquelle erforderlich ist. Des Weiteren muss durch das Attribut driver eine Java-Klasse spezi-
fiziert werden, die für den Zugriff auf diese Datenquelle genutzt werden kann. Diese Java-Klasse
muss eine bestimmte Schnittstelle implementieren. Bei der Entwicklung dieser Schnittstelle wur-
de JDBC als Grundlage betrachtet [Reese, 1997], jedoch wurde darauf geachtet, dass auch nicht
relationale Schnittstellen unterstützt werden können.
Dies wird durch die generische Repräsentation der Metadaten unterstützt. Die einzelnen Elemen-
te der Metadaten der externen Datenquelle werden als ExternalObject bzw. Domain dargestellt.
Externe Objekte sind z.B. Relationen oder Klassen einer Datenquelle. Diese Objekte enthalten
wiederum Felder, die entweder einfache atomare Datentypen sein können oder Strukturtypen wie
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Abbildung 6.13: Architektur des JEB-Servers [Wang, 1999]
Tupel oder Mengen.
Neben den Metadaten können über diese Schnittstelle auch die Daten der Datenquelle in Con-
ceptBase integriert werden. Da ConceptBase aber nicht als Massendatensystem konzipiert ist,
sollte diese Eigenschaft nur für kleine Datenmengen genutzt werden (z.B. Aggregation von
Datenbeständen zur Qualitätsmessung). Aufgrund der unbeschränkten Vererbungshierarchie in
ConceptBase können die Daten als Instanzen der jeweiligen Metadatenelemente betrachtet wer-
den.
Abbildung 6.13 stellt die Systemarchitektur des JEB-Servers (Java External Binding) dar. Der
JEB-Server verhält sich gegenüber dem ConceptBase-Server wie ein Server, der ConceptBase-
Server ist in diesem Fall ein Client. Der ConceptBase-Server sendet eine Nachricht an den JEB-
Server, wenn eine neue Datenquelle eingetragen wurde oder eine Anfrage nach den Daten einer
externen Datenquelle gestellt wurde. Der JEB-Server lädt dann den Treiber für diese Datenquelle,
entsprechend der Definition in ExternalDataSource. Die notwendigen Daten bzw. Metadaten
werden aus der Datenquelle extrahiert und dann in ein für ConceptBase verständliches Format
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Abbildung 6.14: Graphische Benutzerschnittstelle von ConceptBase
umgewandelt. Zum Zugriff auf die Datenquellen muss der JEB-Server noch spezielle Wrapper
verwenden, z.B. eine JDBC-Schnittstelle für relationale Datenquellen.
Dieses Prinzip wurde in der Arbeit von Kulkarni [2000] auf die Integration von externen Kom-
ponenten ausgeweitet. Dazu wurde der Komponentenstandard CORBA [Object Management
Group, 1999] verwendet, der die Interaktion zwischen verteilten Komponenten erlaubt. Metho-
den und ihre erforderlichen Argumente können in ConceptBase spezifiziert werden. Diese wer-
den dann bei bestimmten Ereignissen ausgeführt und das Ergebnis wird in ConceptBase gespei-
chert. Auch diese Technik könnte man z.B. für das Abfragen von Qualitätswerten oder Zuständen
benutzen.
6.5.2 Metadatenverwaltung durch einen graphischen Editor
Zum Zugriff auf die Metadaten stellt ConceptBase eine Reihe von Schnittstellen zur Verfügung.
Neben den Programmierschnittstellen gibt es auch eine graphische Benutzerschnittstelle. Diese
besteht aus der text-orientierten CB Workbench (bzw. CBIva) und dem graphischen Editor CB
GraphEditor. Die beiden Werkzeuge ermöglichen das Editieren der Metadaten in ConceptBase
(s. Abbildung 6.14). Dadurch können die notwendigen Metadaten für das vorher vorgestellte
Datenintegrationsverfahren definiert werden.
Mit Hilfe der CB Worbench können die Metadaten durch Telos-Frames in ConceptBase definiert
werden, wie sie z.B. in Anhang A dargestellt sind. Des Weiteren ist die CB Workbench das
zentrale Werkzeug für die Definition und das Testen von Anfragen.
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Im Rahmen dieser Arbeit wurde insbesondere der CB GraphEditor entwickelt. Hauptziele bei
der Entwicklung des GraphEditors waren
• Flexibilität, damit ein möglichst breites Spektrum von Anwendungen unterstützt wird,
• Erweiterbarkeit, damit Anwender die Funktionalität des Editors erweitern können, ohne
das der Editor dafür Rekompiliert werden muss, und
• Integration mit der CB Workbench, so dass alle wichtigen Funktionen leicht zu erreichen
sind.
Die Flexibilität und Erweiterbarkeit des GraphEditors wird durch die Anpassungsfähigkeit der
graphischen Darstellung der Objekte erreicht. Wie z.B. an der Abbildung des Qualitätsmodells
auf Seite 107 zu erkennen ist, können verschiedenartige Objekte des Metamodells durch unter-
schiedliche graphische Objekte repräsentiert werden. Diese Eigenschaft basiert auf dem Konzept
der graphischen Typen, das auch schon in früheren Versionen der Benutzerschnittstelle von Con-
ceptBase realisiert war und während der Portierung der Benutzerschnittstelle auf Java überarbei-
tet wurde.
Grundidee dieses Konzepts ist, dass jedes Objekt einen graphischen Typen haben kann. Der
graphische Typ eines Objekts wird durch ein spezielles Attribut definiert, das entweder explizit
oder implizit über eine Regel angegeben werden kann. Der Entwickler eines Datenmodells kann
also selber bestimmen, wie ein Objekt im GraphEditor dargestellt wird.
Des Weiteren gibt es die Möglichkeit eigene graphische Typen zu definieren. Ein graphischer
Typ hat eine Menge von Eigenschaften (wie z.B. Farbe, Form, Schriftart) und wird durch eine
Java-Klasse implementiert. Für die Definition eines speziellen graphischen Typen reicht es in der
Regel aus, die Eigenschaften zu ändern und die vorgegebene Standardklasse für die Implemen-
tierung zu verwenden. Jedoch ist es auch möglich eine eigene Klasse bereitzustellen, die dann
für ein Objekt ein spezielle Repräsentation bereitstellt. Im Rahmen dieser Arbeit wurden z.B.
spezielle Klassen für die Darstellung von Qualitätszielen und Qualitätsfaktoren entwickelt (sie-
he Abbildung 6.15). Diese Klassen stellen die Eigenschaften von Qualitätszielen bzw. -faktoren
kompakt in einem Formular dar, das auch Änderungen der Eigenschaften ermöglicht. Damit die
Darstellung eines größeren Modells nicht zu unübersichtlich wird, kann man von der detaillierten
Formularansicht auch wieder auf die einfache Knotendarstellung (wie z.B. bei QualityGoalTy-
pe) wechseln. Eine vollständige Dokumentation der graphischen Typen und des ConceptBase
GraphEditors ist im Benutzerhandbuch von ConceptBase angegeben [Jarke et al., 2001].
Aufgrund der Flexibilität wird der GraphEditor auch in anderen Projekten benutzt, die Concept-
Base als Metadatenbanksystem einsetzen. So wird der GraphEditor zum Beispiel im Rahmen
des kulturwissenschaftlichen Forschungskollegs „Medien und kulturelle Kommunikation“ zur
Visualisierung von Beschreibungen kulturwissenschaftlicher Communities eingesetzt [Klamma
und Jarke, 1999; Hess, 2003].
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Abbildung 6.15: Darstellung des Qualitätsmodells mit speziellen graphischen Typen
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Abbildung 6.16: Antworttransformation und Wartung externer XML-Dokumente
6.5.3 Unterstützung der Anwendungsprogramme
Damit die Metadaten in DW-Komponenten bzw. Anwendungsprogrammen genutzt werden kön-
nen, muss das Metadatenbanksystem Schnittstellen bereitstellen, über die die Metadaten abge-
fragt werden können. Dabei ergibt sich das Problem, in welcher Form die Ergebnisse der An-
fragen dargestellt werden sollen. Traditionell werden in ConceptBase die Antworten in Telos-
Frames dargestellt, analog zu der Darstellung der Objekte und Klassen beim Einfügen der Daten.
Diese Darstellung ist jedoch für die meisten Applikationen nicht direkt verwendbar, da sie die
Daten in einem anderem Format erwarten. Aufgrund dessen wurde ConceptBase um eine Kom-
ponente erweitert, die die Ergebnisse zu einer Anfrage in einem benutzerdefinierten Format aus-
geben kann [Wang, 1999].
Der Administrator eines DW-Systems kann ein Antwortformat definieren, indem er eine Scha-
blone (pattern) vorgibt, in die die Objekte des Ergebnisses eingesetzt werden. Zusätzlich mit
einem Kopf- und einem Schlussteil wird aus dieser Schablone und dem Anfrageergebnis im Mo-
dul Antworttransformation in ConceptBase eine Antwort zusammengestellt (siehe Abbildung
6.16).
Das folgende Beispiel gibt eine Anfrage an, die alle Relationen aus der Metadatenbank extrahiert.
Das zugehörige Antwortformat wird ebenfalls als Objekt in der Metadatenbank definiert und
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konvertiert die Antwort in ein XML-Dokument.
QueryClass GetRelations isA Relation with
retrieved_attribute
field : RelationalDomain
end
AnswerFormat AFGetRelations with
head h : "<relations>"
pattern p : "<relation name=\"{this}\">
{Foreach({this|field},(x),<field name=\"{x}\" domain=\"{this.{x}}\"/>
</relation>"
tail t : "</relations>"
end
Diese Daten werden oft von den Anwendungsprogrammen als XML-Dokumente im Dateisy-
stem oder speziellen XML-Datenbanken abgelegt. Auch wenn Änderungen in den Metadaten
nicht so häufig auftreten wie bei den normalen Daten, ist es dennoch erwünscht, diese exter-
nen XML-Sichten auf die Metadatenbank zu aktualisieren, wenn sich die Metadaten ändern. In
ConceptBase wurde daher ein Mechanismus entwickelt, der es ermöglicht extern materialisierte
Sichten zu warten [Staudt und Jarke, 1996; Quix, 1996]. Dieser Mechanismus wurde in einer
Diplomarbeit für die Wartung von XML-Sichten erweitert [Krückel, 2000].
Die Gesamtarchitektur der XML-Sichtenwartung ist ebenfalls in Abbildung 6.16 dargestellt. Die
Applikation XML View Monitor ist eine separate Anwendung und verhält sich wie ein gewöhnli-
cher Client zu ConceptBase. Diese Trennung erfolgte, um den ConceptBase Server unabhängig
von der Interaktion mit anderen Systemen zu machen. Der XML View Monitor empfängt von
anderen Anwendungsprogrammen Anfragen für Metadaten im XML-Format und leitet diese an
ConceptBase weiter. Dabei registriert sich der XML View Monitor auch für eventuelle Änderun-
gen an den XML-Sichten. Der XML View Monitor initialisiert mit der Antwort von ConceptBase
ein XML-Dokument, entweder im Dateisystem oder in einer speziellen XML-Datenbank. Wenn
die Metadaten in ConceptBase geändert werden, berechnet der ConceptBase-interne View Mo-
nitor die Änderungen an den Sichten und leitet diese an den XML View Monitor weiter. Dieser
benutzt die Änderungen um die XML-Dokumente entsprechend zu aktualisieren.
Neben der Aktualisierung von externen XML-Dokumenten, können auch andere Notifikations-
mechanismen benutzt werden. So ist z.B. auch das Versenden von E-Mails bei bestimmten Ereig-
nissen im Metadatensystem möglich (z.B. wenn ein Qualitätsfaktor nicht einen bestimmten Wert
erreicht). Diese Techniken wurden vor allem bei der Entwicklung eines elektronischen Markt-
platzes eingesetzt (vgl. [Quix et al., 2002] oder Abschnitt 7.4).
6.6 Fazit
In diesem Kapitel habe ich ein Verfahren zur qualitätsorientierten Datenintegration vorgestellt.
Zunächst wurde dafür eine formale Darstellung der konzeptuellen und logischen Perspektive der
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geforderten DW-Relation und der Datenquellen definiert. Darauf aufbauend wurde der MiniCon-
Algorithmus zur Anfrageumschreibung so modifiziert und erweitert, dass aus diesen erweiterten
Modellen ein Mediator für ein Datenintegrationssystem generiert werden kann. Schließlich habe
ich gezeigt, wie sich die Qualitätsfaktoren und Qualitätsziele in dieses formale Rahmenwerk
integrieren lassen, um die Qualität der ermittelten Ergebnisse zu beurteilen.
Die Innovation und die Schwierigkeit des Verfahrens liegt in der Kombination verschiedener
existierender Modelle und Algorithmen, die für die entsprechenden Problembereiche effizien-
te Lösungen anbieten. Die Modellierung des Unternehmensmodells und der Datenquellen nach
[Calvanese et al., 2001] ermöglicht eine semantisch reichhaltige Repräsentation der Datenmo-
delle, es fehlt aber ein effizientes Verfahren zur Anfrageumschreibung Die Anzahl der mögli-
chen Umschreibungen im Verfahren nach [Calvanese et al., 2001] ist von der Größenordnung
her identisch mit der Anzahl der Möglichkeiten in meinem Verfahren (evtl. geringer, weil einige
Mediatoroperationen nicht definiert wurden, oder höher, weil auch Umschreibungen betrachtet
werden, die nicht in der ursprünglichen Anfrage enthalten sind). Jedoch muss für jede mögliche
Umschreibung geprüft werden, ob sie in der Anfrage enthalten ist.
Der MiniCon-Algorithmus [Pottinger und Halevy, 2001] konstruiert die Anfrage direkt auf eine
solche Weise, dass die komplexen Überprüfungen nicht notwendig sind, jedoch sind die zugrun-
deliegenden Datenmodelle auf die logische Perspektive beschränkt und Qualitätsaspekte werden
nicht berücksichtigt. Die qualitätsgesteuerte Datenintegration von Naumann [2002] betrachtet
auch die Datenqualität, das Datenmodell und das Verfahren zur Anfrageumschreibung sind aber
weniger stark als die vorher genannten Modelle und Verfahren.
Dennoch gibt es einige Schwachpunkte am hier vorgestellten Verfahren. So werden z.B. bei der
Anfrageumschreibung immer nur einzelne Prädikate betrachtet. Dabei könnte eine kombinier-
te Betrachtung von Prädikaten aus unterschiedlichen Datenquellen vorteilhaft sein. Im Beispiel
6.4 wird das Prädikat PrivateCustomer nur durch die Relation Marketing abgedeckt. Jedoch ist
auch eine Abdeckung durch einen Verbund der Relationen Customer und GermanCitizen mög-
lich. Um solche Zusammenhänge zu erkennen sind Beweissysteme (wie z.B. FaCT [Horrocks,
1999]) und eine entsprechend detaillierte Modellierung notwendig. Dies würde aber auf Kosten
der Effizienz der Anfrageumschreibung gehen. Eine Integration von Beschreibungslogiken wie
sie auch in [Calvanese et al., 2001] verwendet werden, würde auch die Ausdrücksstärke der
Abhängigkeitsregeln verbessern.
Die Modellierung der notwendigen Metadaten wurde nicht in diesem Abschnitt gezeigt, da der
Schwerpunkt auf der formalen Darstellung lag. Die notwendigen Erweiterungen der konzep-
tuellen und logischen Perspektive können analog zu den bereits in Abschnitt 3.6 vorgestellten
Erweiterungen vorgenommen werden. Die Verbund- und Vereinigungsfunktionen bei Qualitäts-
faktoren können durch zusätzlichen Attribute dargestellt werden.
Abschließend wurde präsentiert, wie die für das Verfahren erforderlichen Metadaten erfasst und
verwaltet werden können. Dazu wurden Werkzeuge entwickelt, die die Metadaten automatisch
aus den Datenquellen extrahieren oder die graphische Bearbeitung von Daten- und Qualitätsmo-
dellen ermöglichen. Das Verfahren zur Generierung der Spezifikation eines Mediators kann in
diese Umgebung integriert werden, da die notwendigen Daten dafür im Metadatenbanksystem
vorhanden sind. Ein DW-Designer kann dann für eine gegebene DW-Relation und Gewichtungen
178 6 Ein Verfahren zur qualitätsorientierten Datenintegration in DW-Systemen
der Qualitätsfaktoren sich die möglichen Umschreibungen mit ihren Qualitätswerten anzeigen
lassen und die passenden Lösungen auswählen.
Kapitel 7
Praktische Erfahrungen und Validierung
Zur iterativen Validierung der in dieser Arbeit vorgestellten Konzepte, wurden einige Projekte
mit Unternehmen und anderen Forschungsinstituten durchgeführt. Die Ergebnisse und gewon-
nenen Erkenntnisse dieser Projekte flossen teilweise in diese Arbeit mit ein. Die Ziele dieser
Projekte aus Sicht der vorliegenden Arbeit waren
• die Validierung des metadaten-basierten Ansatzes für den Entwurf und den Betrieb von
DW-Systemen,
• die Verbesserung der Datenqualität in DW-Systemen hinsichtlich der in Kapitel 5 definier-
ten Qualitätsdimensionen und
• die Übertragung der Ergebnisse auf andere Anwendungsbereiche von integrierten Infor-
mationssystemen.
Zu Beginn der Arbeit wurde zunächst überprüft, inwieweit ein metadaten-basierter Ansatz Vor-
teile bei der Entwicklung von DW-Systemen bringt [Jarke et al., 1999b]. In Kooperation mit dem
Softwarehaus Team4 [http://www.team4.de] wurden dazu zwei Fallstudien durchgeführt.
Die Firma Team4 bietet individuelle CRM-Lösungen (Customer-Relationship-Management) an.
In einer ersten Studie wurde der Datenextraktionsprozess in einem DW-ähnlichen System be-
trachtet. Die ursprüngliche manuelle Wartung der Extraktionsprozesse und der daraus sich ab-
leitenden Aktualisierungsprozesse wurde durch ein Werkzeug teilautomatisiert, das die Prozesse
mit Hilfe der Metadaten der Quell- und Zieldatenbanken definiert. Die Ergebnisse dieser Studie
werden in Abschnitt 7.1 vorgestellt.
In einer weiteren Fallstudie wurde der Datenfluss von den Benutzern des DW-Systems hin zu den
Datenquellen optimiert. Grundlage für diese Aufgabe war die Beobachtung, dass die Benutzer
oft Fehler in den Daten erkennen oder neuere Werte kennen und diese Aktualisierungen gerne
direkt vornehmen möchten. Jedoch ist eine Aktualisierung der Daten durch den DW-Benutzer in
der Regel nicht vorgesehen. Zur Lösung dieses Problems musste ein erweitertes Transaktions-
konzept entwickelt werden, das die Daten von den Benutzern, über die verschiedenen Integra-
tionsstufen hinweg, zurück zu den Datenquellen liefert. Die Ergebnisse dieser Studie waren die
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Grundlage für das Prozessmodell aus Kapitel 4, zeigen gleichzeitig aber auch die Anwendung
von DW-Techniken zur Verbesserung der Datenqualität in den Datenquellen. Die Einzelheiten
dieser Problemstellung, deren Lösung und die Umsetzung in ein kommerzielles Produkt werden
in Abschnitt 7.2 vorgestellt.
In Abschnitt 7.3 stelle ich dann die Ergebnisse eines Kooperationsprojekts mit der Firma Thin-
king Networks AG [http://www.thinking-networks.com] vor. Ziel dieser Fallstudie war
die Verbesserung der Qualität eines existierenden DW-Systems in Hinblick auf die Zugreifbarkeit
und Repräsentation der Daten. Dazu wurde eine Web-Schnittstelle entwickelt, die die interaktive
Navigation im mehrdimensionalen Datenbestand des DW-Systems ermöglicht. Die Lösung wird
mittlerweile erfolgreich bei mehreren Kunden der Thinking Networks AG eingesetzt, darunter
z.B. auch der weltweit agierende Konzern Unilever.
Der Informationsaustausch über das Internet hat in den letzten Jahren immer mehr an Bedeutung
gewonnen. Dies betrifft nicht nur die Kommunikation zwischen Menschen durch E-Mails und
Web-Seiten, sondern auch die automatisierte Kommunikation zwischen Informationssystemen.
Zum Beispiel werden im Business-to-Business Electronic Commerce (B2B EC) Bestelldaten
und Rechnungen direkt zwischen den Informationssystemen von verschiedenen Unternehmen
ausgetauscht. Darüber hinaus sollen im Semantic Web [Berners-Lee et al., 2001] die Informa-
tionen so dargestellt werden, dass die Semantik auch für Maschinen verständlich ist, und somit
eine semantische Suche nach Informationen ermöglicht wird. In diesen Anwendungsbereichen
ist auch eine Metadatenverwaltung und Datenintegration notwendig. In den Abschnitten 7.4 und
7.5 gehe ich am Beispiel zweier EU-Projekte darauf ein, wie sich die Ergebnisse dieser Arbeit
(insbesondere die um eine konzeptuelle Perspektive erweiterten Metamodelle, das Qualitätsmo-
dell und das Integrationsverfahren) auf die Bereiche Electronic Commerce und Semantic Web
übertragen lassen.
7.1 Effizientere Sichtenwartung durch Metadaten
In einer Kooperation mit dem Softwarehaus Team4 aus Herzogenrath wurde ein Werkzeug ent-
wickelt, mit dessen Hilfe man in einer relationalen Datenbank materialisierte Sichten definie-
ren kann [Lehmann, 1997]. Das Werkzeug generiert dann automatisch die entsprechende SQL-
Anweisungen zur Initialisierung und Wartung der Sicht.
7.1.1 Problemstellung
Hintergrund der Studie ist eine von Team4 angebotene Lösung zur Versorgung der Außendienst-
mitarbeiter (ADM) mit aktuellen Informationen über Kunden und Produkte. Viele Firmen besit-
zen eine Vertriebsorganisation zur Betreuung ihrer Kunden, die sich in Innendienst- und Außen-
dienstmitarbeiter unterteilt. Beide Typen von Mitarbeitern benötigen und erstellen Stammdaten
(z.B. Adressen, Finanzsituation der Kunden) und Bewegungsdaten (z.B. Rechnungen, Bestel-
lungen oder Besuchsberichte) zu den von ihnen betreuten Kunden. Ein Innendienstmitarbeiter
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Abbildung 7.1: Architektur der Team4-Lösung zur Unterstützung der ADM
(IDM) kann aufgrund der Nähe zu den Informationssystemen des Unternehmens relativ leicht
auf diese Informationen zugreifen. Der ADM ist jedoch häufig unterwegs und kann nur auf die
Informationen in seinem Laptop zugreifen. Eine Anbindung an die Informationssysteme des Un-
ternehmens über mobile Internetzugangsmöglichkeiten ist nicht immer möglich, da technische
und sicherheitsrelevante Einschränkungen dies nicht effizient ermöglichen.
Die Lösung von Team4 besteht darin, die für den ADM notwendigen Daten aus den internen
Informationssystemen des Unternehmens zu extrahieren, diese in Berichten aufzubereiten und
dann dem ADM zum Datenabgleich mit seinem Laptop zur Verfügung zu stellen. Die Architektur
dieser Lösung ist in Abbildung 7.1 dargestellt.
Die Datenbestände liegen in unterschiedlichen Formaten auf einem sogenannten Host-Rechner.
Von da aus werden die Daten mittels spezieller Extraktionsprogramme in das sog. Data Ware-
house (eine relationale Datenbank) geladen und bilden dort die Basisrelationen. Das DW enthält
ebenfalls materialisierte Sichten auf die Basisrelationen, die die Daten der Berichte beinhalten,
die den ADM zur Verfügung gestellt werden. Aus diesen Sichten werden mittels spezieller Trans-
ferprogramme in dem dokumentenorientierten Groupware-System Lotus Notes [Mohan, 1999]
die Berichte für die ADM erzeugt. Der Einsatz von Lotus Notes ist dadurch begründet, dass es
einen Replikationsmechanismus besitzt mit dem die Daten (bzw. Dokumente) auf verschiedenen
Rechnern abgeglichen werden können. Diese Replikationsfunktion wird benutzt, um die Daten
auf den Laptop des ADM zu übertragen. Nach dem Abgleich mit dem Server kann der ADM
mit seinem Laptop „offline“ arbeiten, ohne direkten Zugriff auf die Daten des Servers zu haben.
Ein IDM hingegen kann direkt auf den Dokumenten-Server zugreifen und dort die notwendigen
Operationen durchführen.
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Die Replikation der Daten durch den ADM wird in der Regel zweimal täglich durchgeführt:
morgens bevor der Mitarbeiter seine Kunden besucht erhält er die aktuellen Daten, und abends
nachdem er die Bestellungen und Berichte auf seinem Laptop erstellt hat, werden diese zurück
an den Dokumenten-Server geschickt. Hauptziel dieser Studie war es, den Datenfluss von den
Datenquellen auf dem Host-Rechner hin zum ADM zu optimieren. Der Datenfluss in der entge-
gengesetzten Richtung war das Thema einer weiteren Fallstudie (siehe Abschnitt 7.2).
Die alte Lösung der Firma Team4 für dieses Problem bestand in der manuellen Erstellung von
Skripten, die Daten zwischen den verschiedenen Systemen bewegen. Diese manuelle Erstellung
war kostenintensiv und fehleranfällig. Darüber hinaus waren die Skripte teilweise unzureichend
dokumentiert, und die Bezeichnung der Attribute und Relationen bestand aus teilweise kryp-
tischen Abkürzungen, die nur Experten interpretieren konnten. Die Wartung und Erweiterung
dieser Skripte war also schwierig. Aus dieser Problemstellung ergaben sich die folgenden Tei-
laufgaben:
• Entwicklung eines Algorithmus zur Sichtenwartung, der die zu übertragende Datenmen-
ge zwischen den Systemen, insbesondere zum Laptop des ADM, minimiert und die Ein-
schränkungen der Datenquellen berücksichtigt,
• Entwicklung eines Werkzeugs zur interaktiven Definition der Sichten im DW, das auto-
matisch die notwendigen SQL-Anweisungen zur Initialisierung und Wartung der Sichten
generiert.
7.1.2 Algorithmus zur Sichtenwartung
Der Algorithmus zur Sichtenwartung basiert auf den bekannten Techniken aus der Forschung
zur Wartung materialisierter Sichten (siehe z.B. [Gupta und Mumick, 1995]). Allerdings sind ei-
nige Besonderheiten zu beachten. Zunächst ist es aufgrund der eingeschränkten Fähigkeiten der
Datenquellen nicht immer möglich, aus den Datenquellen nur die Änderungen seit der letzten
Aktualisierung zu extrahieren. Des Weiteren müssen Änderungen eines einzelnen Wertes eines
Datensatzes auch als solche behandelt werden, und nicht wie sonst häufig bei Sichtenwartungsal-
gorithmen, als Löschung des alten und Einfügung des neuen Datensatzes. Dies liegt zum einen an
den Einschränkungen von Lotus Notes (einige speziell gekennzeichnete Dokumente bzw. Daten-
sätze können nicht gelöscht werden), zum anderen ist die zu übertragende Datenmenge möglichst
gering zu halten. Darüber hinaus sind auch aggregierte Werte in den Sichten zugelassen, die bei
der Sichtenwartung entsprechend beachtet werden müssen.
Die einzelnen Schritte der Sichtenwartung sind in der Abbildung 7.2 dargestellt. Die Schritte 1
bis 4 beziehen sich auf die Initialisierung der Datenbank bzw. Sichten, die Schritte A bis D wer-
den während der Sichtenwartung durchgeführt. Bei der Initialisierung werden zunächst die not-
wendigen Relationen in der Datenbank angelegt. Dann werden die Daten aus den Host-Systemen
extrahiert und in die Basisrelationen im DW eingetragen. Mit den Basisrelationen kann man dann
die Materialisierung der Sichten initialisieren. Mittels eines speziellen Transferprogramms wer-
den diese Daten dann in die Dokumente in Lotus Notes eingetragen.
7.1 Effizientere Sichtenwartung durch Metadaten 183
Host
R, S
Definition aller Relationen mit
SQL CREATE TABLE Anweisungen
Hilfssichten
R' und S'
Team4
Transfer
Sicht
Team4
Transfer
Initialisierung
Neue
Daten
Sichtenwartung
Initialisierung
3
Hilfssichten
R'' und S''
DIFF
Lotus
Notes
'' SRV =
DELTA
A
1
D
2
C
4
B
Rdel, Rins Vdel, Vins
,Vupd
Abbildung 7.2: Sichtenwartung für das Team4-System
Die Wartung der Sichten beginnt mit der Extraktion der Daten aus den Datenquellen. Wie er-
wähnt, ist es nicht immer möglich nur die geänderten Daten zu extrahieren, weshalb ein vollstän-
diger Abzug der Daten des Host-Systems in das DW übertragen werden muss. Im DW wird dann
ein Vergleich zwischen den Daten der vorherigen und der aktuellen Extraktion durchgeführt.
Dadurch erhält man zu jeder Relation R zwei Relationen Rins und Rdel, die die eingefügten
und gelöschten Datensätze der Relation enthalten. Sollte die Datenquelle über eine Protokoll-
datei oder Zeitstempel verfügen, aus denen man die Änderungen direkt erkennen kann, so kann
man natürlich auf den Vergleich verzichten. Mittels spezieller SQL-Anweisungen (analog zu den
Datalog-Regeln in [Gupta et al., 1993]) werden dann aus den Änderungen der Basisrelationen
die Änderungen für die Sicht berechnet und ebenfalls in spezielle Tabellen Vins, Vdel und Vupd
übertragen. Die Änderungen einzelner Attributwerte werden durch einen Verbund der Relationen
Vins und Vdel berechnet und in die Tabelle Vupd eingetragen.
7.1.3 Sichtenwartungseditor
Zur Definition der Sichten und Generierung der notwendigen SQL-Anweisungen wurde ein Sich-
tenwartungseditor implementiert (siehe Abbildung 7.3).
Im oberen Teil des Editors sind die Attribute aller Basisrelationen dargestellt. Die Metadaten der
Basisrelationen werden nicht direkt aus den Datenbank extrahiert, sondern werden aus einem
Werkzeug zum Datenbank-Entwurf (ERWin) extrahiert, da dies innerhalb von Team4 eingesetzt
wird. Im unteren Teil des Editors sind die Attribute einer Sicht dargestellt. Die notwendigen At-
tribute für eine Sicht können durch „Drag-And-Drop“ hinzugefügt werden. Mit dem Dialog im
Vordergrund wird gerade ein Selektionskriterium für ein Attribut definiert. Sollen Attribute einer
Sicht aggregiert werden oder setzen sie sich aus mehreren Attributen zusammen, so kann man
dazu die unten links zur Verfügung stehenden Elemente benutzen. In den Feldern oben links kann
man angeben, in welches Dokument und welches Feld in Lotus Notes die Daten aus der relatio-
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Abbildung 7.3: Sichtenwartungseditor
nalen Datenbank eingetragen werden sollen. Ist man mit der Definition der Sichten zufrieden, so
kann man über den Menüpunkt „View Maintenance“ die SQL-Anweisungen generieren.
7.1.4 Ergebnisse
Mit Hilfe des Sichtenwartungseditors und dem zugrundeliegenden Algorithmus zur Sichtenwar-
tung wurde die Datenextraktion und Aktualisierung im System der Firma Team4 erheblich ver-
bessert.
Ein erheblicher Vorteil ist die explizite Verwendung der Metadaten. Im Sichtenwartungseditor
können die erforderlichen Sichten einfach definiert werden, und das Werkzeug generiert die er-
forderlichen SQL-Anweisungen automatisch. Gegenüber der manuellen Lösung bedeutet dies
eine erhebliche Einsparung bei der Entwicklung der Extraktionsprozesse. Dieser Vorteil validiert
auch den metadaten-basierten Ansatz, der in dieser Arbeit verfolgt wird. Insbesondere sind die
Zusammenhänge zwischen Datenquellen und Sichten nicht mehr in Transferskripten versteckt,
sondern sind deklarativ im Sichtenwartungseditor definiert. Dies erleichtert auch die Wartung
der Software erheblich. Allerdings ist der Vorteil des metadaten-basierten Ansatzes nicht genau
messbar.
Die Effizienz der Sichtenwartungsmethode ist dahingegen sehr gut messbar. In Abbildung 7.4
sind die Ausführungszeiten der ursprünglichen Sichtenwartungsmethode und des neuen Ansatzes
bei verschiedenen Änderungsraten graphisch dargestellt. Bis zu einer Änderungsrate von 70%
ist der neue Ansatz effizienter als die alte Lösung. Da man in der Regel mit einer Änderungsrate
von 3%-5% rechnen kann, stellt der neue Algorithmus hier also eine wesentliche Verbesserung
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Abbildung 7.4: Vergleich der Ausführungszeiten zwischen ursprünglicher
Sichtenwartungsmethode und neuem Ansatz
dar. Die Ergebnisse könnten noch besser sein, wenn man anstatt des Vergleichs zwischen zwei
Abzügen die Änderungen der Datenquellen direkt bestimmen kann.
Die Ergebnisse dieser Fallstudie flossen in die Entwicklung des Produkts Team4 Transfer ein,
das eine wesentliche Komponente der individuellen Lösungen von Team4 ist.
7.2 Verbesserung der Qualität in den Datenquellen durch DW-
Techniken
7.2.1 Problemstellung
Durch seine Nähe zum Kunden ist der ADM wesentlich besser über die Situation des Kunden
informiert als unternehmensinterne Mitarbeiter. Dies hat zur Folge, dass der ADM die Infor-
mationen über den Kunden in den Informationssystemen des Unternehmens ändern muss. Die
Informationen über den Kunden umfassen nicht nur Stammdaten wie Adresse oder Kontaktper-
son, sondern auch für die Planung des Unternehmens wichtige Kennzahlen wie voraussichtliche
Bestellmengen oder Umsatz. Im traditionellem Ansatz (dargestellt in Abbildung 7.5) musste der
ADM diese Änderungen einer Datenpflegestelle mitteilen, die die Änderungen dann manuell in
die Host-Systeme des Unternehmens einträgt. Das Problem bei diesem Prozess war, dass die
Aktualisierung aufgrund der manuellen Bearbeitung mehrere Tage dauern konnte und damit sehr
zeit- und kostenintensiv war. Darüber hinaus war eine manuelle Eintragung der Daten fehleran-
fällig.
In [Blees, 1998] wurde daher ein System entwickelt, das eine Aktualisierung der Datenquellen
durchführen kann, indem die Änderungen in den Dokumenten in Lotus Notes über das DW
zurück in die Datenquellen übertragen werden. Dabei waren die folgenden Anforderungen der
Firma Team4 zu beachten:
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Abbildung 7.5: Aktualisierung der Datenquellen nach der ursprünglichen Methode
• Der Prozess soll weitestgehend ohne manuelle Intervention ablaufen.
• Der Aktualisierungsprozess muss die Zugriffsbeschränkungen im Informationssystem be-
achten und beibehalten. Insbesondere dürfen durch die Änderungen nicht Kundendaten an
ADM gelangen, die für diese Kunden nicht zuständig sind.
• Die Anwendung darf auf der Client-Seite (d.h. die Laptops der ADM) keine zusätzliche
Programme oder Bibliotheken erfordern, die ganze Funktionalität muss innerhalb von Lo-
tus Notes abgewickelt werden. Dies soll die Wartung der Laptops vereinfachen.
• Die Metadaten sollen über eine erweiterte Version des Sichtenwartungseditors (siehe Ab-
schnitt 7.1.3) verwaltet werden. Der Prozess soll über dieses Werkzeug oder spezielle Do-
kumente in Lotus Notes gesteuert werden.
Beim Entwurf der Anwendung waren des Weiteren die bekannten Probleme bei der Aktualisie-
rung von Basisrelationen durch Sichten zu beachten [Keller, 1982, 1985]. Änderungen in den
Sichten sind nicht immer eindeutig auf die Basisrelationen abbildbar. Löschungen in einer Sicht
können z.B. als Löschungen in den Basisrelationen oder als Modifikation einzelner Datensätze
interpretiert werden. Darüber hinaus ist bei Löschungen und Einfügungen die Konsistenz der
Datenbank zu gewährleisten, d.h. bei Einfügungen müssen z.B. alle notwendige Attribute eines
Datensatzes gefüllt werden.
Das Kernproblem lag aber in der verteilten Architektur des Systems. Die Änderungen in den
verschiedenen Teilsystemen werden nicht synchron durchgeführt. Zunächst muss der ADM auf
seinem Laptop die Änderungen durchführen, die dann an den Dokumenten-Server übertragen
werden. Von da aus müssen sie in das DW und dann weiter in die Datenquellen übertragen
werden. Bei all diesen Schritten können Fehler auftreten bzw. die Änderung kann aufgrund ei-
ner Integritätsbedingung abgelehnt werden. Daher müssen teilweise durchgeführte Änderungen
wieder rückgängig gemacht werden können. Infolgedessen ist eine zentrale Steuerung der Ände-
rungsprozesse notwendig.
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Abbildung 7.6: Ablauf des Aktualisierungsprozesses
7.2.2 Erweitertes Transaktionskonzept
Die Steuerung der Änderungsoperationen wird durch ein erweitertes, systemübergreifendes Trans-
aktionskonzept erreicht. Die Steuerung sorgt dafür, dass entweder in allen Datenbeständen die
Änderungen durchgeführt werden, oder dass bei abgebrochenen Transaktionen die schon durch-
geführten Änderungen wieder rückgängig gemacht werden. Dabei ist allerdings zu beachten,
dass die Daten von noch nicht abgeschlossenen Transaktionen, schon in anderen Dokumenten
benutzt werden können. Daher muss man zwischen zwei Arten von Änderungen bzw. Daten un-
terscheiden. Einerseits gibt es Daten, deren Korrektheit als kritisch für die Geschäftsprozesse
angesehen wird. Werden diese Daten geändert, so muss das Anlegen von Dokumenten, die auf
diesen Daten basieren, verhindert werden, da die Änderung immer noch durch einen Konflikt in
den Basisrelationen rückgängig gemacht werden kann. Andererseits gibt es Daten, die nicht als
so kritisch betrachtet werden und direkt ohne eine Bestätigung der erfolgreichen Durchführung
der Transaktion weiterverwendet werden können.
Der Ablauf des Aktualisierungsprozesses ist in Abbildung 7.6 dargestellt. Der Aktualisierungs-
prozess ist mit dem Sichtenwartungsprozess integriert. Zunächst gleicht der ADM seine lokale
Datenbank in Lotus Notes mit der zentralen Datenbank ab. Dieser Schritt benutzt den in Lo-
tus Notes eingebauten Replikationsmechanismus. Dann müssen die Änderungen in den Doku-
menten in Aktualisierungsanforderungen für die Sichten der relationalen Datenbank übersetzt
werden. Diese Änderungen auf der Ebene der Sichten müssen danach in Änderungen auf den
Basisrelationen umgesetzt werden. In der Abbildung ist nicht dargestellt, dass die Änderungen
dann noch auf die Host-Systeme übertragen werden müssen. Bei diesen beiden Schritten kön-
nen die Änderungen abgelehnt werden, weil z.B. die Konsistenz der Datenbank verletzt würde
oder die Operation nicht erlaubt ist. Im Schritt 2.3 wird dann das Ergebnis der Aktualisierung
in der relationalen Datenbank zurück in die Notes-Datenbank übertragen. Sollten Änderungen
abgelehnt worden sein, so müssen die Dokumente wieder in den alten Zustand versetzt werden.
Andernfalls sind eventuelle Sperren aufzuheben.
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Abbildung 7.7: Architektur des System zur Aktualisierung der Datenquellen
Anschließend folgt der schon bekannte Sichtenwartungsprozess zur Aktualisierung der Daten,
ausgehend von den Datenquellen in Richtung der ADM. Während der Aktualisierung werden
mittels eines speziellen Programms die Daten innerhalb von Lotus Notes abgeglichen, um die
referenzielle Integrität der Dokumentendatenbank zu garantieren.
Die Architektur des Gesamtsystems ist in Abbildung 7.7 dargestellt. Die erkannten Änderungen
in der zentralen Lotus Notes Datenbank werden zunächst in eine spezielle Datenbank innerhalb
des DW geschrieben. Diese Datenbank wird von der Übersetzungskomponente gelesen und mit
Hilfe der Metadaten wird entschieden, welche Operationen auf den Basisrelationen auszuführen
sind. Bearbeitete Aktualisierungssätze werden aus der Datenbank gelöscht. Anschließend erfolgt
der Datentransfer zu den Hostsystemen und dann wie oben beschrieben der Sichtenwartungspro-
zess. Die Ergebnisse aller Transaktionen werden im Transaktions-Log protokolliert. Daraus kann
man dann ableiten, welche Aktionen auf den Dokumenten in der Notes-Datenbank durchzufüh-
ren sind (z.B. das Aufheben von Sperren oder Wiederherstellung alter Zustände).
7.2.3 Metadatenbank zur Steuerung der Transaktionen
Der Ablauf des ganzen Prozesses wird durch Metadaten gesteuert. Dabei muss man zwischen
zwei Arten von Metadaten unterscheiden:
• Metadaten, die die Sichten definieren und angeben, wie die Aktualisierungen auf die Ba-
sisrelationen zu übersetzen sind
• Metadaten, die die Ausführung der Prozesse steuern, z.B. Reihenfolge der Abarbeitung der
Prozessschritte oder zu welchen Zeiten Prozessschritte gestartet werden sollen
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Abbildung 7.8: Dialog zur Definition der Aktionen bei Aktualisierungen in der Sicht
Die erste Art der Metadaten ist vergleichbar mit den Metadaten der logischen Perspektive des in
Kapitel 3 vorgestellten Rahmenwerks. Die zweite Art der Metadaten kann durch die Prozessmo-
delle aus Kapitel 4 beschrieben werden.
Die Metadaten für die Sichtendefinitionen werden in einer erweiterten Version des Sichtenwar-
tungseditors verwaltet. Neben der eigentlichen Definition der Sichten kann man in der erweiter-
ten Version auch angegeben, welche Aktionen bei der Aktualisierung der Sichten durchgeführt
werden sollen. Abbildung 7.8 zeigt einen Dialog, in dem diese Aktionen definiert werden kön-
nen.
Im oberen Teil des Dialogs ist der Anfragegraph der Sicht dargestellt. Für jede der beteilig-
ten Basisrelationen muss nun festgelegt werden, welche Arten von Änderungen zugelassen sind
(Löschungen, Einfügungen oder Modifikationen). Des Weiteren kann man angeben, ob das zu-
gehörige Dokument in Lotus Notes bei einer Änderung gesperrt werden soll, wenn eine Aktua-
lisierung durchgeführt wird. Im unteren Teil des Dialogs kann man dann für jedes Attribut der
Sicht bestimmen, ob es aktualisierbar ist.
Die so erfassten Daten werden dann in eine Metadatenbank abgelegt, die während der Ausfüh-
rung der Aktualisierungsprozesse vom Übersetzer gelesen wird. Die Metadatenbank wurde in
einem relationalen Datenbanksystem implementiert. Abbildung 7.9 zeigt das zugehörige logi-
sche Datenmodell.
In der Metadatenbank sind die Sichten mit ihren Attributen definiert (Relationen View und View
Attribute). Des Weiteren enthält die Metadatenbank Informationen darüber, wie die Sichten mit
den Basisrelationen (bzw. deren Attribute) zusammenhängen (Relationen View to Base Relati-
on Assignment und Base Relation Attribute to View Attribute Assignment). Für jede Beziehung
zwischen einer Sicht und einer Basisrelation wird die Information gespeichert, wie die Aktuali-
sierungen in den Basisrelationen umzusetzen sind (analog zu den Optionen im Dialog aus Ab-
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Abbildung 7.9: Logisches Datenmodell der Metadatenbank
Abbildung 7.10: Definition der Aktualisierungsprozesse in Team4 Transfer
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bildung 7.8). Schließlich werden auch noch die Definitionen der Selektionen der Sicht in der
Metadatenbank abgelegt, so dass man die Sichtendefinition vollständig aus der Metadatenbank
rekonstruieren kann.
Die Metadaten zur Definition der Prozesse wurden nicht in der relationalen Datenbank abgelegt,
die auch die Sichtendefinitionen enthält. Der Grund dafür ist, dass die Steuerung der Prozesse des
Gesamtsystems bereits über spezielle Dokumente innerhalb von Lotus Notes erfolgen. Um die
Integration dieser Lösung in das bestehende Produkt Team4 Transfer zu erleichtern, wurden auch
die Aktualisierungsprozesse in diesen Dokumenten definiert. Abbildung 7.10 zeigt eine solche
Prozessdefinition.
Der obere Teil des Dokuments definiert, wann der Prozess ausgeführt werden soll. Der unte-
re Teil definiert die einzelnen Prozessschritte. Die Bedingungen unter denen ein nachfolgender
Prozessschritt ausgeführt werden soll, sind ebenfalls angegeben. Diese Anwendung zeigt also
die Umsetzung des Prozessmodells aus Kapitel 4 zur Steuerung von DW-Prozessen.
7.3 Integration von DW-Applikationen in Web-Umgebungen
In Kapitel 5 wurde argumentiert, dass die Datenqualität nicht alleine durch innere Merkmale
der Daten bestimmt wird, sondern vielmehr alle Eigenschaften des Systems die Datenqualität
bestimmen. Die Zugriffsqualität (s. Tabelle B.4) und Darstellungsqualität (s. Tabelle B.5) eines
DW-Systems wurden im Rahmen eines Projekts mit der Firma Thinking Networks AG verbes-
sert. In diesem Projekt wurde eine Web-Schnittstelle entwickelt, die den Zugriff auf die Kenn-
zahlen eines Unternehmens weltweit ermöglicht.
7.3.1 Problemstellung
Thinking Networks bietet mit TN Planning eine Business Information Suite an, die die Kenn-
zahlen eines Unternehmens in multidimensionalen Berichten aufbereitet. TN Planning kann zur
Kontrolle und zur Planung in Finanz- oder Produktionsbereichen eingesetzt werden.
Ziel des Projekts war die Übertragung der existierenden graphischen Benutzerschnittstelle auf ei-
ne Web-Architektur. Die existierende Benutzerschnittstelle ist eine übliche Windows-Anwendung
mit verschiedenen Steuerelementen wie Schaltflächen, Textfeldern und Menüs. Die Anordnung
der Steuerelemente ist frei definierbar, d.h. das Layout eines Berichts oder eines Eingabedialogs
wird durch spezielle Anweisungen bestimmt. Diese Anweisungen sind Teil eines Programms,
das „auf der Datenbank“ ausgeführt wird. Der Aufbau der Benutzerschnittstelle und deren Funk-
tionen sind also eng mit den Datenbankoperationen verknüpft.
Das Hauptproblem bestand darin, die Funktionalität und Flexibilität der Benutzerschnittstelle in
der Web-Umgebung entsprechend nachzubilden. Dabei mussten einige Einschränkungen beach-
tet werden:
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Abbildung 7.11: Übliche Client/Server-Architektur und Web-Umgebung
• Die Anwendung muss in einem üblichen Web-Browser lauffähig sein. Zusätzliche Kom-
ponenten, die auf einem Client-Rechner installiert werden müssen, dürfen nicht verwendet
werden.
• Die möglichen Sicherheitsrestriktionen durch Firewalls und restrikiv konfigurierte Web-
Browser müssen beachtet werden. Eine dauerhafte Speicherung von Daten auf der Client-
Seite ist daher nicht möglich (z.B. durch Browser-Cookies).
• Die Anwendung soll wie eine übliche Web-Anwendung funktionieren und leicht in beste-
hende Web-Server integrierbar sein.
Aufgrund der Sicherheitseinschränkungen konnten Java-Applets nicht benutzt werden, da Pro-
bleme mit den Firewalls der Unternehmensnetzwerke zu erwarten waren. Andere Formen von
speziellen Browser-Plugins waren ebenfalls nicht möglich, da man nicht von einer Software-
Komponente abhängig sein wollte und man möglichst weitgehend akzeptierte Standards benut-
zen wollte.
7.3.2 Darstellung von Daten und Metadaten in einer Web-Umgebung
Als Lösung wurde eine Architektur entworfen, wie sie in Abbildung 7.11 dargestellt ist. Der obe-
re Teil des Bildes stellt die übliche Client/Server-Struktur dar. Der Benutzer benutzt ein Client-
Programm um Operationen auf der Datenbank (der TN Planning Engine) durchzuführen. Auch
ein paralleler Zugriff mehrerer Benutzer ist möglich. In der neuen Architektur interagiert der Be-
nutzer mit einem Web-Browser. Die im Web-Browser ausgeführten Aktionen werden über den
Web-Server und ein spezielles CGI-Programm an den TN Planning Web Client weitergegeben.
Dieses Programm verarbeitet die Eingaben des Web-Browsers und führt die entsprechenden Ak-
tionen auf der Datenbank aus. Es entspricht im Wesentlichen dem „normalen“ Client-Programm,
jedoch besitzt es keine Benutzerschnittstelle, sondern nur eine Kommunikationsschnittstelle mit
dem CGI-Programm des Web-Servers.
Diese Architektur war notwendig, weil innerhalb des Client-Programms auch ein Großteil der
Logik der Datenbankanwendung abgewickelt wird. Für die Entwicklung des Web-Client-Pro-
gramms konnte daher ein Großteil des Programmcodes des normalen Client-Programms wieder-
verwendet werden.
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Abbildung 7.12: Web-Schnittstelle von TN Planning
Während das CGI-Programm des Web-Servers nur für die Dauer einer Anfrage ausgeführt wird,
bleibt der TN Planning Web Client für die gesamte Sitzung eines Benutzers bestehen, da sich
das Client-Programm den Status der Datenbankanwendung zwischen den Aktionen des Benut-
zers merken muss. Die Anzeige in der Benutzerschnittstelle ist also nicht das Ergebnis einer
einzelnen Anfrage, sondern ein Zwischenergebnis (bzw. Zustand) eines Programmablaufs. Da
aber eine Anfrage eines Web-Browsers üblicherweise keine Kontextinformationen enthält, wurde
ein Session-Mechanismus genutzt, damit die Datenbankanwendung bei einer Anfrage des Web-
Browsers an der Stelle fortgesetzt werden kann, wo sie bei der letzten Anfrage aufgehört hat.
Dadurch wird sichergestellt, dass im Mehrbenutzerbetrieb ein Benutzer immer mit dem gleichen
TN Planning Web Client interagiert, und dass die Statusinformationen der Datenbankanwendun-
gen zwischen den Aktionen des Benutzers im TN Planning Web Client erhalten bleibt.
Für die Darstellung der Daten und Metadaten der Anwendung wurde HTML-Code benutzt, der
möglichst von allen Browser-Varianten unterstützt wird. Ein Teil der Funktionen der Benutzer-
schnittstelle (z.B. Eingabeüberprüfung und -formatierung) wurde aus Performanzgründen in Ja-
vaScript implementiert, so dass nicht für jeden Mausklick des Benutzers eine Anfrage an den
Web-Server geschickt werden muss. Abbildung 7.12 zeigt ein Beispiel für die Darstellung eines
multidimensionalen Berichts im Web-Browser an.
Die Tabelle im unteren Teil des Hauptfensters zeigt einige Kennzahlen an. Über der Tabelle sind
die aktuell gewählten Dimensionselemente zu erkennen (z.B. Einnahmen in Europa im Januar).
Mit der Menüleiste am oberen Rand der HTML-Seite kann man Operationen durchführen, z.B.
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die Dimensionen wechseln. Der Dialog unten rechts zeigt z.B. die Hierarchie für die Dimension
Organisation an.
In der Abbildung und für den Benutzer ist nicht erkennbar, dass sich die Anzeige einer Seite
aus verschiedenen Einzelseiten (Frames) zusammensetzt (Menüleiste, Metadaten des Berichts
und der Bericht selbst). Bei einer Aktion des Benutzers müssen die Daten der Einzelseiten im
Hintergrund wieder zusammengeführt werden, so dass alle relevanten Daten übertragen werden.
Zum Beispiel kann der Benutzer zur Planung im Bericht einen Wert ändern und gleichzeitig im
Menü eine Aktion auswählen.
Neben einigen technischen Problemen, deren Darstellung hier zu sehr ins Detail führen würde,
waren also insbesondere die Probleme der Erhaltung der Statusinformationen der Datenbankan-
wendung und der Zusammenführung der Daten und Metadaten aus den verschiedenen Teilseiten
einer Ansicht zu lösen.
7.4 Elektronische Marktplätze im Business-to-Business Elec-
tronic Commerce
Bisher wurden die Modelle für Metadaten und Qualitätsinformationen im Kontext von DW-
Systemen entwickelt und validiert. Eine Fragestellung der Arbeit ist, ob sich die Ergebnisse auch
auf andere Anwendungsbereiche übertragen lassen. Dazu wird in diesem Abschnitt zunächst der
Anwendungsbereich der elektronischen Marktplätze untersucht.
Ein elektronischer Marktplatz (EM) agiert als Vermittler zwischen Anbietern und potenziellen
Käufern von Produkten. Ein Anbieter kann sein Geschäftsprofil und seine Produktdaten auf dem
EM veröffentlichen. Ein Interessent kann auf dem EM nach Anbietern oder Produkten mit be-
stimmten Eigenschaften suchen. Es ist offensichtlich, dass in diesem Umfeld die Integration von
Daten aus heterogenen Datenquellen notwendig ist. Das Ziel des europäischen Projekts MEMO
(Mediating and Monitoring Electronic Commerce) war die Entwicklung eines elektronischen
Marktplatzes, der insbesondere den Handel zwischen kleinen und mittelständischen Unterneh-
men unterstützen sollte. Innerhalb des Projekts bestand unsere Aufgabe in der Entwicklung einer
Komponente zur Verwaltung von Metadaten und Geschäftsdaten.
Bevor ich auf die Zusammenhänge zwischen den hier entwickelten Modellen und elektronischen
Marktplätzen (EM) eingehe, stelle ich im folgenden Abschnitt zunächst die Architektur von EM
vor. Zu beachten ist hierbei, dass ich mich auf EM im Business-to-Business Electronic Commer-
ce beziehe, also dem elektronischen Handel zwischen Unternehmen.
7.4.1 Architektur von Elektronischen Marktplätzen
Elektronische Marktplätze stellen eine Plattform bereit, die Käufern und Verkäufern ermög-
licht miteinander in Kontakt zu treten. Ziel ist die Ermöglichung und Unterstützung von Ge-
schäftstransaktionen zwischen den beteiligten Unternehmen. Ein Unterscheidungsmerkmal für
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EM ist der Grad der Unterstützung der Handelstransaktion. Einfache EM (z.B. http://www.
baunetz.de) bieten nur ein Portal an, auf dem Firmen ihre Daten veröffentlichen können, und
in dem Interessenten strukturiert suchen können. Die Kontaktaufnahme, die Verhandlung und die
Abwicklung des Geschäfts muss außerhalb des EM erfolgen.
Andere Ansätze (z.B. http://www.chemunity.com) automatisieren dagegen zumindest einen
Teil der Schritte einer Handelstransaktion. Interessiert sich ein Käufer für ein Produkt, so spe-
zifiziert er mit Hilfe des EM das Produkt und evtl. zusätzliche Bedingungen (z.B. Lieferbedin-
gungen) und schickt diese Anfrage über den EM an eine Reihe von Anbietern. Die Anbieter
können dann daraufhin ein Angebot abgeben oder den Handel ablehnen. Der Käufer entscheidet
sich für den (nach seinen Kriterien) besten Anbieter und wickelt das Geschäft über den EM ab.
Alle Daten werden also über den EM ausgetauscht, eine Anbindung von unternehmensinternen
Informationssystemen ist über spezielle Schnittstellen ebenfalls möglich.
Abstrahiert man von diesen konkreten Implementierungen einer Handelstransaktion, so kann
man ein Drei-Phasen-Modell für eine Geschäftstransaktion ableiten [Schoop et al., 2001]:
Suche: Je nach Rolle des Suchenden, kann nach Produkten, Anbietern oder Käufern gesucht
werden. Die Suche kann entfallen, wenn die Geschäftspartner schon bekannt sind.
Verhandlung: Nachdem die Geschäftspartner miteinander Kontakt aufgenommen haben, muss
über die Bedingungen der Geschäftstransaktion verhandelt werden. In den einfachsten Fäl-
len nennt der Verkäufer einen Preis, und der Käufer kann entweder zustimmen oder ableh-
nen. Bei komplexeren Transaktionen kann über die Eigenschaften des Produkts, Liefer-
und Zahlungsbedingungen verhandelt werden. Ziel dieser Phase ist in allen Fällen ein gül-
tiger Kaufvertrag.
Erfüllung: In dieser Phase werden die Bedingungen des Kaufvertrags erfüllt, d.h. der Verkäufer
liefert die Ware und der Käufer zahlt entsprechend den Bedingungen des Vertrags.
In der Literatur wird oft auch noch eine vierte Phase (After Sales, siehe z.B. [Schmitt und Schnei-
der, 2001]) betrachtet, in der die Aktionen nach Lieferung und Zahlung (z.B. Garantieabwick-
lung, Wartung) ebenfalls beachtet werden. Die Phasen laufen nicht immer strikt nacheinander ab,
z.B. muss man nach einer erfolglosen Verhandlung nach einem anderen Anbieter suchen, oder
falls der Kaufvertrag nicht erfüllt wird, kann über dessen Bedingungen neu verhandelt werden.
Im Rahmen des MEMO-Projekts wurde dieses Drei-Phasen-Modell in einen Prototypen für einen
EM umgesetzt. Ziel des MEMO-Projekts war es, den elektronischen Handel zwischen kleinen
und mittelständischen Unternehmen zu erleichtern, indem ein Marktplatz als Vermittler zwi-
schen Käufern und Verkäufern eingesetzt wird. Abbildung 7.13 zeigt die Gesamtarchitektur des
Marktplatzes, basierend auf einen Vorschlag aus [Papazoglou et al., 1998].
Neben den Modulen zur direkten Unterstützung der drei Phasen, stellt das Business Data Re-
pository (BDR) eine zentrale Komponente des Systems dar. Das BDR verwaltet Informatio-
nen über Geschäftsprofile, Produktdaten, Bestandteile der Verhandlungsphase (FLBC Biblio-
thek) und Verträge. Des Weiteren stellt es über die Session-Daten die Verbindung zwischen den
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Abbildung 7.13: Architektur des elektronischen Marktplatzes in MEMO
einzelnen Phasen her, indem es die Daten zu einer Transaktion in einem Datencontainer zusam-
menfasst. Die Aufgaben des BDR in diesem Kontext werden detailliert im nächsten Abschnitt
besprochen.
7.4.2 Daten- und Metadatenverwaltung für elektronische Marktplätze
Das BDR im EM des MEMO-Projekts stellt verschiedene Dienste für die anderen Komponenten
zur Verfügung. Für die Suchfunktion muss das System Geschäfts- und Produktdaten liefern, in
der Verhandlungsphase muss es die ausgetauschten Nachrichten und Dokumente speichern und
in der Erfüllungsphase muss es die Verträge bereitstellen.
Um diese Dienste bereitzustellen, muss das BDR bestimmte Anforderungen erfüllen. In [Quix
und Schoop, 2000] haben wir einige Anforderungen definiert:
Bereitstellung erweiterbarer Datenstrukturen: Zusätzliche Anforderungen an die Komponen-
ten können Änderungen am Datenmodell zur Folge haben. Solche Änderungen sollten ein-
fach umzusetzen sein und die anderen Komponenten wenig beeinflussen.
Flexibler Ablauf einer Transaktion ermöglichen: Wie bereits erwähnt, impliziert das Drei-
Phasen-Modell keine strikte Reihenfolge zwischen den Phasen. Daher muss es auch mög-
lich sein, von einer Verhandlung zur vorherigen Suche zurückzugehen und die entspre-
chenden Daten wieder vorzufinden.
Nachvollziehbarkeit der Verhandlungs- und Erfüllungsphase: Wie im traditionellen Handel
müssen die während der Verhandlung und Erfüllung ausgetauschten Dokumente und Nach-
richten gespeichert werden, so dass sie in einem Konfliktfall als Beweis genutzt werden
können. Diese Informationen können aber auch in weiteren Verhandlungen mit dem glei-
chen oder ähnlichen Unternehmen nützlich sein oder auch zur Auswertung von Verhand-
lungsstrategien genutzt werden.
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Abbildung 7.14: Architektur des Business Data Repository [Quix et al., 2001]
Überwachung der Vertragserfüllung: Sobald ein Vertrag abgeschlossen ist, sind die Bedin-
gungen für die Abwicklung der Transaktion definiert. Im Metadatenbanksystem kann über-
wacht werden, ob die Bedingungen erfüllt werden (sofern die Ergebnisse der Aktionen
während der Erfüllungsphase ebenfalls eingetragen werden). Zum Beispiel könnten für
bevorstehende Liefer- oder Zahlungstermine Erinnerungsnachrichten geschickt werden.
Integration externer Daten: Viele der Daten, die für einen Marktplatz relevant sind, sind be-
reits in unterschiedlichen Informationssystemen vorhanden (z.B. Firmenprofile bei den
Handelskammern, Produktdaten bei den Unternehmen). Um möglichst effizient einen EM
zu erstellen ist eine Wiederverwendung dieser Daten erforderlich.
Für den Prototypen eines EM wurde das BDR mit ConceptBase implementiert. Dabei wurden
die Grundideen des Rahmenwerks aus Abschnitt 3.4 übernommen, insbesondere die semantische
Anreicherung der logischen Modelle durch eine Verbindung mit konzeptuellen Modellen.
Abbildung 7.14 zeigt die Architektur des BDR. Das BDR stellt seine Dienste über eine Servlet-
Schnittstelle zur Verfügung. Andere Komponenten des Marktplatzes können so einfach über das
HTTP-Protokoll mit dem BDR kommunizieren. Unterstützt werden sie dabei durch die in Ab-
schnitt 6.5.3 beschriebenen Funktionen des ConceptBase-Systems. Zum Beispiel exportiert das
BDR Produkt- und Firmendaten für die Suchmaschine in XML-Dokumente. Durch den XML
View Monitor werden diese XML-Dokumente aktualisiert, wenn sich Änderungen an den Daten
im BDR ergeben.
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Das BDR basiert insgesamt auf einer föderierten Architektur. Es agiert gleichzeitig als Meta-
datenbank und zentrale Zugriffsstelle für die Daten, d.h. im Repository werden die Metadaten
und Daten des Marktplatzes verwaltet. Die Metadaten definieren z.B. die externen Datenquel-
len wie in Abschnitt 6.5.1 beschrieben wurde. Hier wird diese Funktionalität aber nicht nur zur
Metadatenerfassung genutzt, sondern auch zur Extraktion der Daten. Darüber hinaus beschrei-
ben die Metadaten auch die Produktontologien, um eine semantische Suche über den Produkt-
daten zu ermöglichen. Des Weiteren beinhaltet das BDR noch die Verhandlungsdaten zu allen
Transaktionen innerhalb des Marktplatzes. Der Vorteil dieser Architektur liegt darin, dass alle
(meta-)datenbezogenen Dienste von einer Komponente in einem einheitlichen Schema angebo-
ten werden, so dass andere Komponenten nicht auf mehrere Datenbanken zugreifen müssen.
In den folgenden beiden Abschnitten werde ich auf die Datenmodelle zur Integration und zur
Speicherung der Verhandlungsdaten im Detail eingehen, bevor ich abschließend Datenqualitäts-
aspekte in EM diskutiere.
7.4.3 Integration von Geschäfts- und Produktdaten
Ein zentraler Bestandteil des BDR sind die Ontologien, die zur Beschreibung der Geschäfts- und
Produktdaten genutzt werden. In einer Ontologie werden die Konzepte und deren Zusammen-
hänge formal definiert, so dass die Semantik der Konzepte auch durch Computerprogramme ver-
standen werden kann [Gruber, 1993]. Die Beschreibung der Geschäfts- und Produktdaten durch
Ontologien ist für eine semantische Suche erforderlich. Insbesondere bei Produktdaten ist eine
semantische Suche notwendig, da eine Stichwortsuche bei oft sehr ähnlichen Beschreibungen
bzw. bei Spezifikationen mit numerischen Angaben keine ausreichenden Ergebnisse liefert.
Im BDR wurde daher ein Metamodell für die Darstellung von Ontologien definiert (s. Abbildung
7.15). Ein Concept kann mit anderen Konzepten über eine Beziehung (relationship) miteinander
verbunden sein. Diese Attributbeziehung muss für bestimmte Beziehungstypen (z.B. Spezialisie-
rung, Synonym) spezialisiert werden. Attribute von Konzepten (ConceptAttribute) werden auch
als Konzepte dargestellt. Jedes Konzept wird durch Lexikale beschrieben, die in verschiedenen
Sprachen übersetzt sein können. Im unteren Teil von Abbildung 7.15 ist ein Beispiel für eine
Ontologie angegeben: conc43 repräsentiert das Konzept mit der Bezeichnung „Fliese“, conc32
ist ein Konzeptattribut, das die Farbe darstellt.
Die Ontologien des BDR sind vergleichbar mit den konzeptuellen Modellen in DW-Systemen,
auch wenn die Ausdrucksstärke hier nicht so stark ist. Mit Hilfe der Ontologien kann man aber
auch die Datenintegration unterstützen. Dafür werden die logischen Modelle (die Schemata) der
Datenquellen extrahiert und in ConceptBase gespeichert. Dazu werden die in Abschnitt 6.5.1
beschriebenen Mechanismen und Modelle verwendet. Abbildung 7.16 zeigt dazu ein Beispiel.
Die Elemente des logischen Schemas werden durch die Attributbeziehung classifiedAs mit den
Konzepten der Ontologie in Verbindung gesetzt [Jeusfeld et al., 2000; Quix et al., 2002]. Dabei ist
zu beachten, dass aufgrund der Darstellung der Attribute einer Relation, die Attributobjekte mit
den Ontologieelementen verbunden werden. Im Beispiel in Abbildung 7.16 wird angenommen,
dass es sich um einen Produktkatalog handelt, der nur Fliesen enthält, so dass das Hauptelement
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des Schemas mit dem Konzept conc43 verbunden werden kann. Das Attribut „color“ wird durch
das Konzeptattribut conc32 klassifiziert.
Durch die Attributbeziehung classifiedAs wird ähnlich wie in den Modellen für DW-Systeme
eine Beziehung zwischen den logischen Schemata und den konzeptuellen Modellen hergestellt.
Will man nun z.B. alle Daten von Fliesen mit ihrer Farbe, so kann man in ConceptBase folgende
Anfrage benutzen:
QueryClass TileWithColor with
computed_attribute
tile : Proposition;
color : Proposition
constraint
c: $ exists p/ExternalObject c/ExternalObject!field
ac/Attribute l/Label
(p classifiedAs conc43) and (c classifiedAs conc32) and
From(c,p) and In(~tile,p) and In(ac,c) and P(ac,~tile,l,~color) $
end
Die Anfrage liefert alle Fliesen mit ihrer Farbe zurück, unabhängig davon wie das Schema der
Datenquelle definiert ist. Die Anfrage könnte auch noch verallgemeinert werden, wenn man die
Ontologieelemente conc43 und conc32 als Parameter übergeben würde.
Durch solche Anfrageklassen oder Sichten lassen sich in ConceptBase beliebige Strukturen zur
Repräsentation von Geschäfts- und Produktdaten definieren. Durch die Verwendung von benut-
zerdefinierbaren Antwortformaten (s. Abschnitt 6.5.3) lassen sich darüber hinaus die Daten in
beliebigen Exportformaten darstellen, so dass sie einfach in anderen Komponenten des EM ver-
wendet werden können. Dabei werden nicht nur die Daten sondern auch die Metadaten exportiert,
um z.B. Ontologien innerhalb der semantischen Suchmaschine darzustellen.
7.4.4 Nachvollziehbarkeit von Verhandlungen
Handelstransaktionen und Verhandlungen durch elektronische oder traditionelle Medien erfor-
dern eine Reihe von Kommunikationsschritten bis Käufer und Verkäufer sich auf die Bedingun-
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Abbildung 7.17: Konzeptuelles Modell des DOC.COM-Rahmenwerks
gen des Geschäfts geeinigt haben und das Geschäft (erfolgreich) abgewickelt wurde. Verhand-
lungen im elektronischen Handel sind eine Form der schriftlichen Kommunikation zwischen
Geschäftspartnern. Konflikte oder Verständnisprobleme, die bei direkter mündlicher Kommuni-
kation leicht aufgelöst werden können, können bei schriftlicher Kommunikation zu einem ernst-
haften Problem werden, da direkte Rückfragen nicht möglich sind [Schoop, 1998]. Aus diesem
Grund ist es wichtig durch technologische Unterstützung die potenziellen Probleme zu erkennen
und deren Beseitigung zu ermöglichen.
Im Umfeld des MEMO-Projekts wurde das Verhandlungssystem Negoisst [Schoop et al., 2003]
entwickelt, dessen Datenmodell auf dem DOC.COM-Rahmenwerk basiert [Schoop und Quix,
2000, 2001a,b]. Die Grundidee des Systems ist, Verhandlungen zwischen Geschäftspartnern zu
unterstützen und nicht zu automatisieren. Durch die Unterstützung soll es den Verhandlungspart-
nern ermöglicht werden, die Vertragsbedingungen in Nachrichten und Dokumenten eindeutig zu
formulieren und bei Konflikten bzw. Problemen entsprechende Rückfragen zur Klarstellung zu
machen.
Dies wird durch eine Kombination von Dokumentenmanagement und Kommunikationsmana-
gement im DOC.COM-Rahmenwerk erreicht. Grundlage für diese Kombination ist die Beob-
achtung, dass in Verhandlungen Nachrichten, Dokumente und ihre Beziehung zueinander eine
wichtige Rolle spielen. Nachrichten werden zwischen den Geschäftspartnern ausgetauscht, um
eine Einigung über bestimmte Bedingungen zu erzielen. Diese Bedingungen werden in einem
Dokument, dem Vertrag, festgehalten. Der Austausch von Nachrichten zwischen den Verhand-
lungspartnern kann zu einer neuen Version des Vertrags führen. Um einen Konflikt während der
Vertragserfüllung (z.B. Streitigkeit über die Interpretation eines Vertragspunktes) zu lösen, ist es
nicht ausreichend, nur das Vertragsdokument zu deuten, sondern auch die Nachrichten, die zur
Festlegung dieses Vertragspunkts geführt haben, sind relevant.
Abbildung 7.17 zeigt das konzeptuelle Modell des DOC.COM-Rahmenwerks als ER-Modell.
Verhandlungen werden zwischen mehreren Partnern geführt und enthalten Dokumente und Nach-
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Abbildung 7.18: Dokumentenorientierte und nachrichtenorientierte Sicht auf eine Verhandlung
richten. Verhandlungen können andere Verhandlungen beinhalten, z.B. wenn ein Verkäufer noch
einen Teil der Waren von einem seiner Lieferanten kaufen muss. Der Nachrichtenaustausch er-
folgt gemäß einem bestimmten Verhandlungsprotokoll, z.B. kann eine Firma nicht auf ihr eigenes
Angebot mit einem Gegenangebot antworten. Daher haben die Nachrichten einen Typ. Des Wei-
teren können Nachrichten beliebig viele Antworten haben, eine Nachricht darf sich aber nur auf
eine vorherige Nachricht beziehen.
Die oben beschriebene Verbindung zwischen Nachrichten und Dokumenten ist im Modell durch
die Beziehung „leads to“ dargestellt. Nachrichten beziehen sich immer auf genau ein Dokument.
Da nicht jede Nachricht eine Änderung des Vertragsdokuments zur Folge haben muss, können
mehrere Nachrichten zu einem Dokument gehören. Eine Version eines Dokuments kann beliebig
viele Nachfolgerversionen haben. Sie kann auch beliebig viele Vorgängerversionen haben, da das
Zurückgehen zu einer vorherigen Vertragsversion von jedem Punkt aus möglich sein soll. Dies
ist dann sinnvoll, wenn die Verhandlung in eine Sackgasse gelaufen ist.
Die Inhalte der Nachrichten und Dokumente werden in einer semi-strukturierten Form darge-
stellt. Der Inhalt einer Nachricht ist einerseits beliebiger, freier Text. Andererseits ist es möglich,
Teile des Textes mit bestimmten vordefinierten Konzepten zu verbinden. Diese Konzepte sollen
die Bedeutung des Texts genauer definieren (z.B. Nettopreis oder Lieferdatum), um Missver-
ständnisse auszuschließen. Des Weiteren können diese Texte automatisch in das Vertragsdoku-
ment an die entsprechende Position gemäß ihrer Bedeutung eingefügt werden. Diese Funktion
zur Verbindung von Textelementen mit Konzepten wird derzeit im SEWASIE-Projekt (siehe Ab-
schnitt 7.5) erweitert, indem die Textelemente mit Konzepten aus einer formal definierten On-
tologie in Verbindung gesetzt werden. Wenn die Konzepte in mehreren Sprachen definiert bzw.
beschrieben sind, wird so die Verständlichkeit der Nachrichten auch bei der Kommunikation in
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einer Fremdsprache erleichtert.
Im Rahmen des MEMO-Projekts war das Hauptziel dieses Modells die Unterstützung der Nach-
vollziehbarkeit einer Verhandlung. Die Verhandlungspartner sollen in der Lage sein, den Verlauf
einer Verhandlung auch nach deren Abschluss nachvollziehen zu können. Dies könnte einerseits
durch eine dokumentenorientierte oder nachrichtenorientierte Sicht erfolgen, wie sie in Abbil-
dung 7.18 dargestellt ist. Die dokumentenorientierte Sicht einer Verhandlung (links) stellt die
Entwicklung der Dokumentversionen dar. Über die Verknüpfung „Verwandte Nachrichten an-
zeigen“ können die zu einem Dokument gehörenden Nachrichten angezeigt werden. Die umge-
kehrte Funktionalität hat man in der nachrichtenorientierten Sicht. Andererseits kann man auch
alle gespeicherten Verhandlungen nach Verhandlungen mit einer bestimmten Firma oder über
ein bestimmtes Produkt suchen, um so die Verhandlungsstrategie für eine neue Verhandlung zu
verbessern.
7.4.5 Datenqualität in elektronischen Marktplätzen
In Kapitel 5 wurde schon erwähnt, dass die Qualität der Daten für die Geschäftsprozesse in einem
Unternehmen von großer Bedeutung sind. Dies wird durch den Übergang zum E-Business ver-
stärkt [Redman, 2000]. Mangelhafte Daten haben nicht nur einen Einfluss auf die Geschäftspro-
zesse, sondern auch auf das Ansehen des Unternehmens, wenn z.B. die Kunden die fehlerhaften
Daten über die Web-Seiten des Unternehmens einsehen können.
Elektronische Marktplätze sind zwar keine direkte Darstellung der Unternehmen, die am Markt-
platz teilnehmen, jedoch werden die Daten der Unternehmen indirekt im EM veröffentlicht. So
werden z.B. die Produktkataloge wie vorher beschrieben in den Datenbestand des EM integriert
und klassifiziert, um sie für eine semantische Suchmaschine verfügbar zu machen. Eine korrek-
te Darstellung und Klassifikation der Produkte ist wichtig, damit die Produkte auch gefunden
werden.
Da hier die Datenverwaltung in EM im Vordergrund steht, betrachte ich im Folgenden die Über-
tragbarkeit der Ergebnisse dieser Arbeit bzgl. Datenqualität im Hinblick auf elektronische Markt-
plätze, und nicht auf bezogen auf die generellen E-Business-Aktivitäten eines einzelnen Unter-
nehmens. Wie bei DW-Systemen beschränke ich mich nicht auf die inhärenten Datenqualitäts-
merkmale, sondern betrachte den EM als Ganzes, vom Entwurf, über die Verarbeitung bis hin
zur Darstellung der Daten.
Das auf dem GQM-Ansatz basierende Qualitätsmodell aus Kapitel 5 erfasst die verschiedenen
Aspekte der Datenqualität unabhängig von einem bestimmten Anwendungskontext. Es kann so-
mit auch im Kontext von EM benutzt werden. Zu betrachten sind aber die Inhalte (bzw. Instan-
zen) des Qualitätsmodells. In den folgenden Abschnitten werde ich daher die nachstehenden
Fragen diskutieren:
• Welche Prozesse gibt es bei der Entwicklung und beim Betrieb von EM?
• Welche Qualitätsdimensionen sind in EM relevant?
• Welche Qualitätsfaktoren kann man zur Qualitätsmessung in EM einsetzen?
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Prozesse bei der Entwicklung und beim Betrieb von elektronischen Marktplätzen
Die für DW-Systeme in Abschnitt 5.2.2 identifizierte Prozesse sind auch auf die Datenverwal-
tung in EM übertragbar, da die angegebenen Prozesse (Entwurf, Implementierung, Datenverar-
beitung, Datenbeschaffung, Datennutzung, Administration und Wartung) auch im Kontext der
EM in ähnlicher Form auftreten. Der Schwerpunkt der Prozesse verschiebt sich allerdings: wäh-
rend bei DW-Systemen die Datenbeschaffung ein Hauptproblem bildet, ist es bei EM eher die
Datennutzung. Wie innerhalb eines EM die Daten genutzt werden ist deshalb genauer zu betrach-
ten.
Zunächst ist dafür zu untersuchen welche Rollen es in einem EM gibt. Da gibt es zum einen
den Betreiber des EM. Im Gegensatz zum Administrator, der die technische Verantwortung hat,
hat der Betreiber die inhaltliche Verantwortung, d.h. der Betreiber muss sicherstellen, dass die
Daten im Marktplatz korrekt, aktuell und vollständig sind. Die Daten von Geschäftstransaktionen
müssen korrekt und vollständig erfasst werden, so dass die Abwicklung der Geschäfte ermöglicht
wird.
Zum anderen gibt es in der Nutzergruppe die Unternehmen, die am Marktplatz teilnehmen. Die-
se Unternehmen sind einerseits Nutzer der Daten, demnach also auch an der Qualitätsdimension
Datennutzung interessiert. Andererseits stellen sie aber auch Daten über ihre Produkte zur Ver-
fügung, so dass für sie auch die Qualität des Datenbeschaffungsprozesses relevant ist.
Darüber hinaus gibt es evtl. Drittfirmen, die Dienstleistungen zu den über den Marktplatz ab-
geschlossenen Transaktionen anbieten, z.B. Versand oder Versicherung der Ware. Auch diese
Firmen greifen auf die Daten des Marktplatzes zu und sind dementsprechend auch Datennutzer.
Bei dieser Betrachtung muss man feststellen, dass für DW-Systeme definierten Qualitätsdimen-
sionen nicht ausreichen, um die Qualität eines EM zu charakterisieren. Die Daten in EM werden
anders angewendet als in DW-Systemen. Im folgenden Abschnitt wird daher untersucht, welche
Qualitätsdimensionen bei EM zu beachten sind.
Qualitätsdimensionen für elektronische Marktplätze
In der Literatur gibt es nur wenige Arbeiten zur Datenqualität in EM. In [Scannapieco et al.,
2002] und [Segev und Wang, 2001] wurden z.B. Datenqualitätsprobleme generell in e-Business-
Anwendungen betrachtet, die vor allem durch die Integration der Geschäftsprozesse (und damit
auch die Integration der Daten) hervorgerufen werden. Es handelt sich dabei um eine datenorien-
tierte Sicht, die vor allem die inhärenten Datenqualitätsmerkmale betrachtet. Scannapieco et al.
[2002] nennen z.B. die Qualitätsdimensionen Genauigkeit, Vollständigkeit, Aktualität, Konsi-
stenz und Zuverlässigkeit der Datenquelle.
Andererseits gibt es Arbeiten, die die Qualität von Web-Anwendungen beurteilen (z.B. [Selz
und Schubert, 1997, 1998]). In [Schubert und Selz, 1999] und [Schubert und Leimstoll, 2001]
wenden die Autoren diese Arbeiten auf die Beurteilung von E-Commerce-Seiten an. Dabei geben
sie Qualitätskriterien an, die nach den Phasen einer E-Commerce-Transaktion eingeteilt sind.
Für die Suchphase geben sie z.B. „Strukturierung des Inhalts“ als Qualitätskriterium an, oder für
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die Verhandlungsphase „Vorhandene Sicherheitstechniken“. Die Ergebnisse der verschiedenen
Qualitätskriterien werden gewichtet und zu einem Qualitätswert zusammengefasst.
Mußler [1997] und Rittberger [2000] haben eine benutzer-orientierte Sicht auf einen elektroni-
schen Marktplatz. Sie betrachten elektronische Fachinformationsmarktplätze (EFIM), bei denen
Fachinformationen (z.B. wissenschaftliche Publikationen) angeboten werden. Solche Marktplät-
ze werden z.B. von Verlagen oder wissenschaftlichen Vereinigungen angeboten. Die digitalen
Bibliotheken von ACM, IEEE oder Springer kann man als elektronische Fachinformationsmarkt-
plätze betrachten.
Zubeachten ist hierbei, dass auf diesen Marktplätzen Daten gehandelt werden und keine realen
Produkte. Außerdem werden die Produkte in der Regel von nur einem Unternehmen angeboten.
Die in [Rittberger, 2000] aus Sicht des Benutzers angegebenen Qualitätskategorien beziehen sich
daher eher auf die Daten, die über den Marktplatz gehandelt werden, und nicht auf die Daten,
die zum Betrieb des EM erforderlich sind:
Inhalt: Qualität der Daten/Dokumente, die in einem EFIM zur Verfügung stehen,
Darstellung: Qualität der Elemente zur Darstellung der Daten,
Interaktion: Qualität der Navigations- und Suchfunktionen des EFIM,
System: Qualität des Systems, das die Daten verwaltet und die Daten über eine web-basierte
Schnittstelle zur Verfügung stellt,
Anbieter: Qualität des Anbieters (bzw. des Betreibers) des EFIM, z.B. Umfang der angebotenen
Dienstleistungen und Vertrauenswürdigkeit.
Die Beurteilung der Qualität der Produkte in einem allgemeinen EM ist aber nicht Bestandteil
dieser Arbeit, sondern es wird nur die Qualität der Daten und Systeme beurteilt, die die Produkte
bzw. Unternehmen beschreiben. Da Qualität eine subjektive Einschätzung ist, ist eine allgemeine
Beurteilung innerhalb eines Marktplatzes auch nicht möglich.
Die Arbeiten mit Bezug zu E-Commerce bzw. EM beachten bei der Qualitätsbeurteilung also
auch die Interaktion der Benutzer mit dem Marktplatz und die Eigenschaften des Anbieters. Auf-
grund dessen schlage ich für die Beurteilung der Datenqualität in elektronischen Marktplätzen,
neben den bereits in Kapitel 5 bzw. Anhang B definierten Dimensionen, zusätzlich die Katego-
rien „Interaktion“ und „Bereitstellung“ vor. In Tabelle 7.1 sind einige Qualitätsdimensionen für
diese Kategorien aufgeführt.
Die Qualitätsdimensionen in der Kategorie „Interaktion“ sind mit den Dimensionen der Daten-
nutzung (siehe Tabelle B.5) vergleichbar, fokussieren jedoch mehr auf die Navigations- und
Suchfunktionen des Marktplatzes, die vor allem während der Suchphase von Bedeutung sind.
Aber auch die anderen Phasen sind hier relevant, so soll der Benutzer auch immer konsistent
durch die anderen Phasen einer Transaktion geführt werden. Dies ist nicht nur ein Problem des
Systems, das die Phasen umsetzt, sondern auch eine Frage der korrekten Verwendung von Meta-
daten und Benutzerprofilen. Die Metadaten (z.B. Ontologien) definieren die Navigationsstruktu-
ren innerhalb der Suche nach Produkten und Firmen. Die Daten aus dem Benutzerprofil können
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Qualitätsdimension Beschreibung
Interaktion Merkmale für Navigations- und Suchfunktionen in den Daten
Konsistenz Konsistente Führung des Benutzer durch den Marktplatz bzw. im
Verlauf einer Transaktion
Effizienz Aufwand/Nutzen-Verhältnis für Navigations- und Suchfunktionen
Mehrwert Zusatznutzen von Navigations- und Suchfunktionen
Anpassungsfähigkeit Eignung der Navigationsstruktur zur Anpassung an individuelle
Bedürfnisse
Benutzbarkeit Aufwand für die Benutzung der Funktionen des Marktplatzes
Bereitstellung Dienste des Anbieters zur Verwaltung der Daten
Sicherheit Angebotene Sicherheitseigenschaften im Marktplatz
Vertrauen Vorhandensein von vertrauensfördernden Funktionen
Integration Möglichkeiten zur Integration bestehender Software
Datenschutz Möglichkeiten zum Schutz vor unberechtigten Zugriff auf private
Daten
Umfang Umfang der Möglichkeiten zur Verwaltung der Daten (z.B. auch
Benutzerprofil)
Tabelle 7.1: Zusätzliche Qualitätsdimensionen für die Datenverwaltung in EM
für eine einheitliche Führung des Benutzers genutzt werden, z.B. indem der Benutzer mit der
Seite begrüßt wird, bei der er beim letzten Mal das System verlassen hat.
In der Qualitätskategorie „Bereitstellung“ habe ich die Qualitätsdimensionen für die Dienste zur
Verwaltung der Daten eingeordnet, die vom Anbieter bereitgestellt werden. Diese Dimensionen
sind nicht einem Prozess zuzuordnen, da sie während des Entwurfs, der Implementierung und
des Betriebs zu berücksichtigen sind. Dies betrifft insbesondere Funktionen zum Datenschutz
im Marktplatz. Zum Beispiel können die Daten in einem Marktplatz von verschiedenen Trusted-
Third-Parties (TTP) verwaltet werden, so dass eine Rekonstruktion der Daten nur für den Eigen-
tümer der Daten möglich ist, nicht aber für den Betreiber oder eine einzelne TTP [Schoop und
List, 2001]. Eine derartige Datenverwaltung würde das Vertrauen in den Marktplatz erhöhen.
Qualitätsfaktoren für elektronische Marktplätze
Eine umfassende Definition von Qualitätsfaktoren für EM würde den Rahmen dieser Arbeit
sprengen. Wie schon vorher bei den Qualitätsdimensionen diskutiert wurde, sind ein Großteil
der Ergebnisse für DW-Systeme bzgl. Datenqualität auf die Datenverwaltung in EM übertragbar.
Insofern gebe ich in Tabelle 7.2 nur kurz für jede der zusätzlichen Qualitätsdimensionen einen
Qualitätsfaktor an, d.h. eine Möglichkeit, wie der Betreiber eines Marktplatzes die Qualität in
dieser Dimension messen kann. Die Qualitätsfaktoren für die Interaktion beziehen sich auf die
Komponente des Systems, die die jeweilige Funktion bereitstellt. Die Faktoren in der Kategorie
Bereitstellung beziehen sich in der Regel auf das gesamte System.
Wie auch bei den Qualitätsfaktoren für DW-Systeme soll dies nur ein Anhaltspunkt sein, wie man
Datenqualität in EM messen kann. Eine vollständige Auflistung von Qualitätsfaktoren ist nicht
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Interaktion
Konsistenz Häufigkeit der Änderungen in der Benutzerführung
Effizienz Durschnittliche Zeit bis man die Beschreibung eines Produkts/einer
Firma gefunden hat
Mehrwert Häufigkeit der Benutzung der Funktion
Anpassungsfähigkeit Anzahl der Parameter zur Einstellung der Navigations- und Such-
funktionen
Benutzbarkeit Durchschnittliche Verweilzeit der Benutzer
Bereitstellung
Sicherheit Anzahl der verwendeten sicheren Datenübertragungsprotokolle (z.B.
HTTPS, SSL)
Vertrauen Anzahl der Personen/Firmen, die die Daten einer Transaktion einse-
hen können
Integration Anzahl der Schnittstellen zum Datenexport und -import
Datenschutz Anzahl der Möglichkeiten zur Speicherung von privaten Daten, die
nicht eingesehen werden können
Umfang Anzahl der Dienste zur Datenverwaltung
Tabelle 7.2: Qualitätsfaktoren für die Datenverwaltung in EM
möglich, da die Qualitätsfaktoren auch von einem spezifischen Anwendungskontext abhängen.
7.5 Semantisch unterstützte Informationssuche im Internet
Die Datenintegration und Metadatenverwaltung in elektronischen Marktplätzen muss aufgrund
der sich rascher ändernden Strukturen und Anforderungen zwar flexibler sein als in DW-Syste-
men, aber dennoch kann man bestimmte Anforderungen an die Datenquellen bzgl. ihrer Schnitt-
stelle stellen (z.B. dass die Daten in einem bestimmten Format zugreifbar sein sollen, oder dass
die Felder der Relationen entsprechend der Ontologien klassifiziert werden). Die Integration der
Daten und der Zugriff auf die Datenquellen erfolgt nicht ad-hoc, sondern wird von einem Admi-
nistrator des Marktplatzes entworfen und dann umgesetzt.
Im Kontext des Semantic Web ist diese durch einen Administrator kontrollierte Datenintegrati-
on nicht möglich, da die Struktur und Größe des Internets eine zentrale Steuerung unmöglich
macht. Aufgrund dessen wurden Architekturen mit dezentralen Strukturen vorgeschlagen, auf
die ich näher in Abschnitt 7.5.1 eingehe. Metadaten spielen in einer solchen Struktur ebenfalls
eine wichtige Rolle, da sie das Wissen über die (semantischen) Zusammenhänge des Netzwerks
darstellen. Die Arten von Metadaten im Semantic Web und die Aufgaben von Metadatensyste-
men stelle ich in Abschnitt 7.5.2 dar.
Die Vereinfachung der Informationssuche im Internet ist das Hauptziel des Semantic Web. Ein
Benutzer soll in der Lage sein, eine semantische Anfrage an ein System zu stellen, und das Sy-
stem soll die Antworten zu dieser Anfrage in einer integrierten Form liefern [Berners-Lee et al.,
2001]. Dieses Ziel wird auch innerhalb des SEWASIE-Projekts (SEmantic Web and AgentS in
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Integrated Economies, http://www.sewasie.org) verfolgt. Um dieses Ziel zu erreichen ist
offensichtlich das Problem der Datenintegration relevant. Inwieweit sich die Methoden des Da-
tenintegrationsverfahrens aus Kapitel 6 darauf übertragen lassen, wird in Abschnitt 7.5.3 präsen-
tiert. Aufgrund der Vielzahl von möglichen Datenquellen im Semantic Web ist eine Beurteilung
der Integrationsmöglichkeiten aufgrund der Qualität der Datenquellen erforderlich. Dies wird
abschließend in Abschnitt 7.5.4 diskutiert.
7.5.1 Architektur eines Informationssystems im Semantic Web
Die klassische Architektur von Informationssystemen für das Internet ist angelehnt an die Archi-
tektur von föderierten Datenbanksystemen oder auch DW-Systemen. Daten und Schemainforma-
tionen werden über spezielle Extraktionsprogramme aus den Datenquellen extrahiert und in ein
integriertes System mit einem einheitlichen Datenmodell übertragen. Der Benutzer kann dann
Anfragen an das integrierte System stellen, das zur Beantwortung der Anfrage auf die Daten-
quellen zugreifen muss, da die Daten in der Regel nicht wie in einem DW-System materialisiert
werden, sondern nur eine virtuelle Integration vorliegt. Beispiele für Systeme mit einer derar-
tigen Architektur sind Information Manifold [Levy et al., 1995; Kirk et al., 1995] oder LoPiX
[May, 2001].
Das Problem bei diesen Ansätzen ist die zentrale Architektur und die Integration aller Daten
in ein Datenmodell. Neuere Ansätze versuchen daher, die Idee der Peer-to-Peer-Netzwerke an-
zuwenden [Bernstein et al., 2002], die erfolgreich für den Austausch von Dateien im Internet
eingesetzt wurden. Beispiele dafür sind die Projekte Hyperion [Arenas et al., 2003] und SWAP
[Ehrig et al., 2003]. In einem Peer-to-Peer-Netzwerk werden die Daten in unabhängigen Kno-
ten (den sog. Peers) gespeichert. Jeder Knoten ist ein selbständiges System, das Anfragen des
Benutzers oder anderer Knoten beantworten kann. Darüber hinaus kann ein Knoten auch weite-
re Knoten kontaktieren, um zu einer Anfrage weitere Informationen zu finden. Abbildung 7.19
stellt die Architektur eines Knotens im SWAP-System dar. Ein einzelner Knoten besteht aus
• einer Benutzerschnittstelle, in der Anfragen formuliert und die Ergebnisse visualisiert wer-
den,
• einem Anfrageauswerter (Query Replier),
• einer Kommunikationsschnittstelle, die die Kommunikation mit anderen Knoten kontrol-
liert, d.h. Anfragen abschickt und die Ergebnisse empfängt,
• einer Metadatenkomponente (Local Node Repository), die ein Modell der in den lokalen
Quellen und den anderen Knoten verfügbaren Daten verwaltet und
• einer Integrationskomponente (Knowledge Source Integration), die die Modelle aus den
lokalen Quellen und den anderen Knoten integriert und das einheitliche Modell im Local
Node Repository speichert.
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Abbildung 7.19: Architektur des SWAP-Systems [Ehrig et al., 2003]
Ein grundlegendes Problem dabei ist die Verständigung zwischen den verschiedenen Knoten. Je-
der Knoten kann sein eigenes Datenmodell haben. Im Gegensatz zu den Peer-to-Peer-Netzwerken
zum Dateienaustausch, bei denen nur eine einfache Stichwortsuche möglich ist, müssen bei Netz-
werken zum Austausch von Informationen semantische Anfragen möglich sein, um die entspre-
chenden Informationen zu finden. An dieser Stelle kommen die Technologien des Semantic Web
wieder ins Spiel. Durch eine semantische Darstellung des Datenmodells eines Knotens und ent-
sprechende semantische Darstellungen der Abbildungen zu den Datenmodellen anderer Knoten,
soll eine semantische Integration der Informationen erreicht werden.
Dieses Ziel wird auch im SEWASIE-Projekt verfolgt. Die globale Architektur des SEWASIE-
Systems (s. Abbildung 7.20) basiert zwar auch auf der Idee der Peer-to-Peer-Netzwerke, in einem
Knoten des Systems wird aber eine hierarchische Struktur aufgebaut, die vergleichbar mit der
klassischen Architektur von Internet-Informationssystemen ist.
Über die Benutzerschnittstelle kann man semantische Anfragen formulieren, die dann von ei-
nem Query Agent bearbeitet werden. Um die Anfragen beantworten zu können, muss der Query
Agent zunächst wissen, welche Datenquellen die gewünschten Informationen beinhalten. Er kon-
taktiert dafür den Metadata Brokering Agent (MBA), der die Ontologien und sonstigen Metada-
ten der Datenquellen enthält. Auf die Datenquellen wird aber nicht direkt zugegriffen, sondern
diese sind in einem SINode (SEWASIE Information Node) gekapselt. Ein SINode stellt für sich
ein abgeschlossenes Informationssystem dar, das mehrere Datenquellen zusammenfasst (z.B. die
Datenquellen einer Organisation). Technisch basiert ein SINode auf dem MOMIS-System [Ber-
gamaschi et al., 2001], dessen Architektur vergleichbar mit der vorher erwähnten klassischen
Architektur eines Internet-Informationssystems ist. Die Metadaten der einzelnen Datenquellen
werden in einem SINode integriert und dann an einen MBA geschickt. Der MBA integriert diese
Metadaten, die die Ontologie eines SINode beschreiben, mit weiteren Metadaten anderer SINo-
des und evtl. weiterer MBAs, so dass eine integrierte Ontologie der verfügbaren Daten entsteht.
Dieser zweistufige Integrationsprozess vereinfacht die Zusammenführung der Ontologien, da
in einer Stufe weniger Ontologien betrachtet werden müssen und diese auch aus dem gleichen
Kontext stammen (bei der Integration in den SINodes) bzw. schon vorbearbeitet wurden (bei der
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Abbildung 7.20: Architektur des SEWASIE-Systems
Integration im MBA).
Wenn der Query Agent vom MBA die Information erhalten hat, welche SINodes für die Beant-
wortung der Anfrage relevant sind, generiert der Query Agent die Teilanfragen und schickt diese
an die entsprechenden SINodes. Die Ergebnisse der SINodes werden dann im Query Agent inte-
griert und in der Benutzerschnittstelle angezeigt bzw. graphisch visualisiert. Ausgehend von den
Anfrageergebnissen kann der Benutzer nun eine Verhandlung mit den gefundenen Firmen begin-
nen (unterstützt durch das in Abschnitt 7.4 erwähnteNegoisst-System und dem Communication
Agent). Des Weiteren kann der Benutzer die Ergebnisse der Anfrage durch den Monitoring Agent
beobachten lassen, der den Benutzer über Änderungen in den Daten informiert.
Vergleicht man die Architektur des SEWASIE-Systems mit aktuellen Peer-to-Peer-Architekturen,
so kann man diese in die Kategorie Super-Peer-Architektur einordnen (siehe [Yang und Garcia-
Molina, 2003] oder http://p2p.semanticweb.org). Die MBAs agieren als Super-Peers, da
sie die Metadaten für eine Gruppe von SINodes verwalten und untereinander Metadaten aus-
tauschen. Im folgenden Abschnitt wird diskutiert, welche Art von Metadaten durch einen MBA
verwaltet werden müssen.
7.5.2 Metadatenverwaltung im Semantic Web
Um die Semantik der Datenmodelle von verschiedenen Datenquellen zu verstehen, müssen die
Datenmodelle durch Ontologien beschrieben werden. Als Formalismus zur Darstellung der On-
tologien werden derzeit in der Regel Beschreibungslogiken verwendet [Möller und Haarslev,
2003], da diese Logiken für die Darstellung von Modellen in integrierten Informationssystemen
gut geeignet sind [Calvanese et al., 2002]. Dies wurde auch schon in dieser Arbeit diskutiert (s.
Kapitel 3 und 6).
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Für Ontologiesprachen wurden mittlerweile auch Standards definiert bzw. vorgeschlagen, die
den Formalismus der Beschreibungslogiken in einer XML-Syntax darstellen. Derzeit noch weit
verbreitet ist die Ontologiesprache DAML+OIL [http://www.daml.org], die die Integration
der Sprache DAML [McGuinness et al., 2003] aus dem amerikanischen Raum und der Sprache
OIL [Fensel et al., 2000] aus dem europäischen Raum ist. DAML+OIL wird nun unter Leitung
des World Wide Web Consortium (W3C) zur Web Ontology Language (OWL) weiterentwickelt
und standardisiert [McGuinness und van Harmelen, 2003].
Eine Metadatenkomponente für das Semantic Web muss daher Metamodelle bereitstellen, um
Ontologien zu verwalten. Dafür können die in dieser Arbeit entwickelten Modelle (insbeson-
dere die Modelle für die konzeptuelle Perspektive) genutzt werden. Neben den semantischen
Zusammenhängen müssen aber noch weitere Metadaten erfasst werden. Broekstra et al. [2003]
nennen z.B. den Ort (als URL), wo die Informationen zu einem Konzept zu finden sind, Zu-
griffseinschränkungen und Qualitätsinformationen in Form von Werten, die das Vertrauen in die
Datenquelle darstellen.
Im Rahmen des SEWASIE-Projekts wird derzeit an dem Entwurf und der Implementierung des
Metadata Brokering Agent gearbeitet, der diese Metadaten verwalten soll [Quix et al., 2003].
Der Kern des MBA besteht aus einer Metadatenbank, die die Ontologien und weitere Metada-
ten (z.B. Adresse der SINodes, Zugriffsberechtigung) speichert. Gemeinsam mit einem Beweis-
system (FaCT [Horrocks, 1999] oder Racer [Möller und Haarslev, 2003]), das die impliziten
Beziehungen in einer Ontologien ableitet bzw. überprüfen kann, bildet die Metadatenbank die
zentrale Auskunftsstelle für Ontologieinformationen. Zu den weiteren Aufgaben des MBA ge-
hören das Zusammenführen der Ontologien aus verschiedenen SINodes und die Bestimmung
der relevanten SINodes für eine Anfrage. Die erste Aufgabe kann semi-automatisch durch soge-
nannte Schema-Matching-Algorithmen [Rahm und Bernstein, 2001] durchgeführt werden. Die
zweite Aufgabe ist ein Teilproblem der Datenintegration und daher auch in dieser Arbeit rele-
vant. Im folgenden Abschnitt gehe ich darauf ein, inwieweit die Ergebnisse aus Kapitel 6 für
diese Aufgabe verwendet werden können.
7.5.3 Datenintegration im Semantic Web
In Abschnitt 2.2 wurde das Modellierungsproblem und das Anfragenproblem als zwei wesentli-
che Probleme bei der Datenintegration charakterisiert.
Für die Modellierung der Daten im Semantic Web werden die vorher erwähnten Ontologiespra-
chen verwendet. Diese Sprachen basieren auf Beschreibungslogiken und haben eine größere
Ausdrucksstärke als der in Kapitel 6 verwendete Formalismus zur Darstellung der Abhängig-
keitsregeln. Dennoch kann das konzeptuelle Modell aus Kapitel 6 auch zur Darstellung von On-
tologien genutzt werden, da die grundlegenden Elemente (Konzepte und Beziehungen zwischen
Konzepten) gleich sind. Des Weiteren stellt sich die Frage, in welcher Form die Abbildungen
zwischen Konzepten von zwei unterschiedlichen Ontologien dargestellt werden. Da im Seman-
tic Web und Peer-To-Peer-Netzwerken keine globale Ontologie vorhanden ist, sind die üblichen
Ansätze (LAV- oder GAV-Ansatz) zur Datenintegration nicht möglich. Die Modellierung eines
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Peer-to-Peer-Netzwerks als ein integriertes Informationssystem mit einem globalen Schema ist
nicht möglich, da dadurch die Unabhängigkeit der einzelnen Knoten nicht erfasst wird [Calva-
nese et al., 2003; Stuckenschmidt, 2003].
Ein wesentliches Problem der Anfrageverarbeitung in einem Peer-to-Peer-Netzwerk ist daher
die Übersetzung einer Anfrage des Knotens X in die Terminologie des Knotens Y. Nachdem
die entsprechenden Konzepte im Knoten Y identifiziert wurden, ist der Ablauf der Anfragever-
arbeitung innerhalb des Knotens Y ähnlich zu der Anfrageverarbeitung in klassischen Internet-
Informationssystemen. Die Anfrage muss auf die Datenquellen innerhalb des Knotens abgebildet
werden. In Abhängigkeit des Formalismus zur Darstellung der Abbildungen zwischen Daten-
quellen und Peer-Schema des Knotens (GAV- oder LAV-Ansatz) können dafür die bekannten
Lösungen aus dem Bereich der Datenintegration genutzt werden.
Im SEWASIE-Projekt gehen wir davon aus, dass es innerhalb eines MBA eine Referenz-Ontolo-
gie gibt, die das Peer-Schema eines Knotens darstellt, und die zur Beschreibung der Ontologien
der Datenquellen (SINodes) benutzt wird. Diese Form der Darstellung ist vergleichbar mit dem
LAV-Ansatz. Zur Feststellung der relevanten SINodes für eine Anfrage kann man nun einen Teil
des Datenintegrationsverfahren aus Kapitel 6 verwenden. Da der Formalismus zur Darstellung
der Abhängigkeiten zwischen den Ontologien aber auf den ausdrucksstärkeren Beschreibungs-
logiken basiert sind einige Anpassungen notwendig, die zur Zeit untersucht werden [Ottmann,
2003].
Zunächst müssen für ein Konzept der Anfrage die relevanten Konzepte bestimmt werden. Der
Begriff der Relevanz wird hier weiter gefasst als in DW-Systemen. Während in DW-Systemen
inkorrekte Ergebnisse nicht toleriert werden können, kann man im Semantic Web nicht davon
ausgehen, dass alle Informationen vollständig und korrekt vorhanden sind. Dies betrifft sowohl
die Daten in den Datenquellen als auch die Metadaten, d.h. die Ontologien und die Abbildun-
gen zwischen Ontologien können aufgrund der semi-automatischen Konstruktion fehlerhaft sein.
Deshalb gelten hier all die Konzepte als relevant, die nicht disjunkt mit dem betrachteten Kon-
zept sind. Für jedes der relevanten Konzepte kann dann eine MiniCon-Beschreibung analog zum
Algorithmus makeExtendedMCDs auf Seite 153 konstruiert werden. In [Halevy et al., 2003a]
wird der MiniCon-Algorithmus ebenfalls für Peer-to-Peer-Systeme erweitert, indem auch Abbil-
dungen nach dem GAV-Prinzip bei der Umschreibung der Anfrage beachtet wird.
Die isolierte Betrachtung eines Konzepts der Anfrage ist aber nicht ausreichend. Wie bei der
Datenintegration in DW-Systemen muss geprüft werden, ob die Kombination der MiniCon-
Beschreibungen eine erfüllbare Anfrage ergibt. Die letzte Phase der Anfrageumschreibung, die
Annotation der einzelnen Lösungen mit den Mediatoroperationen ist nicht notwendig, da die SI-
Nodes im SEWASIE-System eine Anfrage in Form der objekt-orientierten Anfragesprache OQL
[Cattell, 1994] verarbeiten können, die Elemente aus ihrer Ontologie enthält. Die weitere Verar-
beitung der Anfrage innerhalb eines SINode wird hier nicht betrachtet.
7.5.4 Datenqualität im Semantic Web
Wie vorher erwähnt wurde, kann im Kontext des Semantic Web nicht davon ausgehen, dass die
verfügbaren Informationen auf Daten- und Metadatenebene vollständig und korrekt sind. Daher
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ist eine Qualitätsbetrachtung bei der Verarbeitung einer Anfrage wichtig.
Die in Abschnitt 6.4 vorgestellte Methode zur Ermittlung eines Qualitätswerts für das Anfra-
geergebnis sind also auch hier relevant. Wenn der Benutzer zusätzlich zu seiner Anfrage seine
Prioritäten bzgl. der Qualitätsdimensionen definiert, können diese Informationen genutzt wer-
den, um für die Anfrageergebnisse Qualitätswerte zu bestimmen. Die Qualitätswerte können
dann mit den Anfrageergebnissen dem Benutzer präsentiert werden und auch zur Sortierung der
Ergebnisse benutzt werden. Darüber hinaus könnte der Benutzer Mindestanforderungen bzgl. der
Datenqualität angeben, so dass schon bei der Auswahl der Datenquellen solche mit mangelhafter
Datenqualität ausgeschlossen werden können.
Wichtige Qualitätsdimensionen im Semantic Web betreffen vor allem den Entwurf der Onto-
logien (bzw. konzeptuellen Modelle, s. Tabelle B.1), die Datenqualität (s. Tabelle B.4) und die
Datennutzung (s. Tabelle B.5). Weitere Dimensionen können natürlich auch relevant sein (z.B.
die Zuverlässigkeit und Effizienz einer Software-Komponente). Da diese Dimensionen auch in
DW-Systemen relevant sind, ist eine Erweiterung der in Kapitel 5 bzw. Anhang B definierten
Qualitätsdimensionen bzw. -faktoren nicht notwendig. Innerhalb des SEWASIE-Projekts wur-
den einige Qualitätskriterien und -faktoren für die Qualitätsbeurteilung des gesamten Systems
festgelegt [Becks et al., 2002], die in [Franconi et al., 2003] für die Qualitätsmessungen bei
Ontologien genauer definiert wurden. Die angegebenen Dimensionen sind vergleichbar mit den
Qualitätsdimensionen für den Entwurf von konzeptuellen Modellen aus Tabelle B.1: Korrektheit,
Vollständigkeit, Minimalität, Nachvollziehbarkeit und Interpretierbarkeit.
Das Qualitätsmodell ist auch übertragbar auf diesen Kontext. Zwar macht es keinen Sinn, Quali-
tätsziele für Komponenten des Systems zu definieren, die außerhalb des Einflussbereichs des Be-
nutzers sind, dennoch können Qualitätsziele innerhalb eines Knotens im Peer-to-Peer-Netzwerk
definiert werden (z.B. die Verbesserung der Abbildungen zu den Datenquellen oder zu anderen
Knoten). Wichtiger sind hier die Qualitätsfaktoren, da sie Auskunft über die Qualität eines Ob-
jekts geben. Bei einer entsprechenden Prioritisierung der Qualitätsdimensionen durch den Benut-
zer (die das Qualitätsziel für eine Ad-hoc-Anfrage darstellen), können evtl. einige Datenquellen
ausgeschlossen werden, die keine ausreichende Qualität haben.
7.6 Fazit
Im Verlauf dieser Arbeit wurden einige Kooperationsprojekte mit Software-Unternehmen durch-
geführt, die einerseits als Validierung und Übertragung der hier vorgestellten Ansätze dargestellt
werden können, andererseits habe ich bei der Arbeit und Diskussion mit den Unternehmen einige
praktische Erfahrungen gesammelt, die bei der Entwicklung der vorgestellten Modelle berück-
sichtigt wurden. Des Weiteren wurden die Ergebnisse auch auf andere Anwendungsbereiche in
zwei europäischen Forschungsprojekten übertragen.
Die mit Team4 durchgeführten Fallstudien zeigen, wie Teile der Metamodelle aus dieser Ar-
beit in ein kommerzielles Produkt umgesetzt wurden. Dies betrifft insbesondere die logischen
Modelle (die für die Sichtenwartung eingesetzt wurden) und das Prozessmodell (das für das er-
weiterte Transaktionskonzept bei der Aktualisierung der Datenquellen durch den DW-Benutzer
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genutzt wurde). Das Produkt Team4 Transfer ist zentraler Bestandteil der von der Firma Team4
entwickelten individuellen Lösungen für das Customer-Relationship-Management bzw. Sales-
Force-Automation. Die Ergebnisse der Fallstudien sind in dieses Produkt eingeflossen und haben
somit die Entwicklung der Systeme erheblich vereinfacht.
Im Rahmen des Kooperationsprojekts mit der Firma Thinking Networks AG wurde eine web-
basierte Benutzerschnittstelle für ein multidimensionales Datenbanksystem entwickelt. Die Lö-
sung erforderte die Integration von DW-Systemen und Web-Applikationen. Durch diese Lösung
wurde die Zugriffsqualität und die Darstellungsqualität des Systems erheblich verbessert.
Schließlich habe ich diskutiert inwieweit die Ergebnisse dieser Arbeit auf die Bereiche Elec-
tronic Commerce und Semantic Web übertragbar sind. Es wurde gezeigt, dass Metadaten und
konzeptuelle Modelle für eine semantische Datenintegration in elektronischen Marktplätzen und
integrierten Informationssystemen im Internet erforderlich sind. Auch die Datenqualität spielt in
diesen Bereichen eine wichtige Rolle. Das Qualitätsmodell für DW-Systeme ist auf diesen Kon-
text übertragbar, da es unabhängig von einer bestimmten Anwendung ist. Die Qualitätsdimensio-
nen und -faktoren müssen insbesondere für elektronische Marktplätze angepasst werden, da in
einem DW-System die Prozesse andere Charakteriska haben. Ein Großteil der Qualitätsdimen-
sionen und -faktoren für DW-Systeme kann aber auch in diesen Bereichen verwendet werden, da
es auch hier um den Entwurf, die Entwicklung und Implementierung eines Datenverwaltungssy-
stems geht. Entsprechende Erweiterungen der Qualitätsdimensionen und -faktoren wurden ange-
deutet.
Die Übertragung des Verfahrens aus Kapitel 6 auf die Datenintegration im Semantic Web wird
derzeit noch durchgeführt. Die Verwendung von Ontologien im Semantic Web zeigt, dass ei-
ne semantisch reichhaltige Darstellung einer konzeptuellen Perspektive, wie sie in dieser Arbeit
präsentiert wurde, für die Integration von sehr heterogenen Daten notwendig ist. Die Verbindung
zwischen den konzeptuellen Modellen (den Ontologien) und den verschiedenen logischen Mo-
dellen im Semantic Web wird derzeit noch untersucht [Halevy et al., 2003b]. Das Problem liegt
hier in den unterschiedlichen Strukturen der logischen Modelle (unstrukturierte Textdokumente,
semi-strukturierte XML-Dokumente und strukturierte Datenbanken).
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Kapitel 8
Zusammenfassung und Ausblick
8.1 Zusammenfassung
Der Kernbeitrag der Arbeit ist die Entwicklung eines umfassenden Metamodells, in dem alle
Metadaten eines DW-Systems, die die Architektur, die Prozesse oder die Qualität des Systems
betreffen, formal erfasst werden. Durch die Metadaten wird der qualitätsorientierte Entwurf von
DW-Systemen unterstützt. Die Erfassung von Qualitätsaspekten bei der Datenintegration in DW-
Systemen erfolgt durch die Berücksichtigung der Anforderungen der Benutzer und der Qualität
der Datenquellen.
In den Hauptkapiteln der Arbeit wurden die Lösungen zu dieser Problematik vorgestellt. In Ka-
pitel 3 wurde ein Rahmenwerk entwickelt, dass auch die konzeptuelle Perspektive der Daten
eines DW-Systems erfasst. Die Notwendigkeit für eine konzeptuelle Perspektive habe ich durch
eine Analyse existierender DW-Produkte und den Problemen von Firmen beim Einsatz von DW-
Systemen motiviert. Das Rahmenwerk wurde in ein Metamodell in der Modellierungssprache
Telos formalisiert und im Metadatenbanksystem ConceptBase implementiert. An Beispielen ha-
be ich gezeigt, wie das Modell anzuwenden ist, und wie es sich für spezifische Anwendungen
erweitern lässt.
Das Prozessmodell aus Kapitel 4 stellt Prozesse auf einer organisatorischen, einer funktionalen
und einer Ausführungsebene dar. Die Modellierung aus unterschiedlichen Perspektiven erleich-
tert das Verständnis der DW-Prozesse, da dadurch nicht nur die technische Funktion der Prozes-
se definiert wird, sondern auch die Gründe für die Durchführung eines Prozesses dokumentiert
werden. Das Prozessmodell ist mit dem Metamodell für die DW-Architektur aus Kapitel 3 eng
verknüpft.
In Kapitel 5 habe ich ein Qualitätsmodell zur Unterstützung des Datenqualitätsmanagements
in DW-Systemen entwickelt. Das Modell ermöglicht die schrittweise Konkretisierung von be-
nutzerorientierten Qualitätszielen hinzu messbaren Qualitätsfaktoren. Für die Phasen des Data
Warehousing (wie z.B. Entwurf, Implementierung, Nutzung und Administration) wurden Quali-
tätsdimensionen definiert, mit deren Hilfe sich die Qualität eines DW-Systems charakterisieren
lässt. Zu diesen Qualitätsdimensionen wurden Qualitätsfaktoren genannt, die angeben, wie die
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Qualität in diesen Dimensionen gemessen werden kann. Das Vorgehensmodell gibt vor, wie das
Qualitätsmodell anzuwenden ist. Auch das Qualitätsmodell wurde in die anderen Metamodelle
integriert.
Das in Kapitel 6 vorgestellte Verfahren zur Datenintegration kombiniert verschiedene Ansät-
ze um eine qualitätsorientierte Datenintegration zu ermöglichen. Die konzeptuelle und logische
Perspektive des Rahmenwerks aus Kapitel 3 habe ich formal definiert, um sie in einem Algorith-
mus zur Anfrageumschreibung nutzen zu können. Das Verfahren unterstützt den DW-Designer
bei der Wahl der Datenquellen für das DW-System, deren Daten im DW materialisiert werden
sollen, und bei der Definition des Mediators zur Integration der Daten ins DW. Die Unterstützung
wird vor allem durch die Angabe von Qualitätswerten für die einzelnen Lösungsmöglichkeiten
gewährleistet. Das Verfahren wird durch verschiedene Werkzeuge zur Metadatenverwaltung, die
im Umfeld des ConceptBase-Systems implementiert wurden, unterstützt.
Schließlich habe ich in Kapitel 7 gezeigt, wie einzelne Ergebnisse dieser Arbeit bei Projekten mit
Software-Firmen angewendet und in kommerziell erfolgreiche Produkte umgesetzt wurden. Die
Übertragung von Ergebnissen auf die Datenverwaltung in elektronischen Marktplätzen wurde im
Rahmen des MEMO-Projekts untersucht. Einige Ideen zur qualitätsorientierten Datenintegrati-
on werden vor allem im derzeitigen SEWASIE-Projekt angewandt. Der Inhalt von Datenquellen
wird formal durch Ontologien beschrieben, deren Semantik ähnlich zu den hier vorgestellten
konzeptuellen Modellen ist. In diesem Kontext spielt die Modellierung und Verwaltung von Me-
tadaten also auch eine zentrale Rolle.
Die wesentlichen Ergebnisse dieser Arbeit sind also
• die Entwicklung der erweiterten Metamodelle für DW-Systeme, die z.B. auch die kon-
zeptuelle Perspektive der Datenmodelle oder die organisatorische Ebene von DW-Prozes-
sen erfassen,
• ein Qualitätsmodell, das den Begriff der Datenqualität in DW-Systemen formalisiert,
• eine umfassende Definition von Qualitätsdimensionen und Qualitätsfaktoren, die für
die Qualitätsbewertung eines DW-Systems genutzt werden können,
• ein Verfahren zur Datenintegration, das als Kombination existierender Ansätze die effi-
ziente Umschreibung von DW-Relationen, die durch die konzeptuellen Modelle definiert
sind, und die Qualitätsbewertung der Ergebnisse unter Berücksichtigung der Qualitätsziele
der Benutzer ermöglicht und
• die Implementierung und formale Darstellung der entwickelten Metamodelle in Con-
ceptBase.
Die Umsetzung der Ergebnisse in erfolgreiche Produkte und die Verwendung und Weiterent-
wicklung der Ergebnisse in weiteren Forschungsprojekten zeigt, dass durch diese Arbeit aktuelle
Probleme angesprochen und gelöst wurden. Auf die möglichen zukünftigen Weiterentwicklun-
gen gehe ich im folgenden Abschnitt ein.
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Die entwickelten Metamodelle für die DW-Architektur und DW-Prozesse erfassen mehr Meta-
daten als dies derzeit in Metadatenstandards wie dem CWM der Fall ist. Die in Abschnitt 3.6.4
vorgestellte Einbettung des CWM in das Rahmenwerk könnte in eine wirkliche Integration der
hier vorgestellten Metamodelle und dem CWM-Standard ausgebaut werden. Damit einherge-
hen würde eine Erweiterung des Metadatenbanksystems ConceptBase um weitere Schnittstellen
zur automatischen Metadatenerfassung. Dadurch würde man eine vollständige und formale Re-
präsentation des CWM-Standards erreichen, die mit den in Abschnitt 3.6.4 genannten Vorteilen
(z.B. Konsistenzprüfung, Analyse der Metadaten durch Anfragen) verbunden ist. Die bereits im-
plementierten Erweiterungen des ConceptBase-Systems (vgl. Abschnitt 6.5) werden in die in
Kürze erscheinende Version 6.1 von ConceptBase einfließen.
Für das Qualitätsmodell wäre eine vollständige Validierung im Kontext eines integrierten Infor-
mationssystems interessant. Dabei sollte untersucht werden, inwieweit die Qualität des Systems
durch die vorgestellten Qualitätsdimensionen und -faktoren beurteilt werden kann. Des Weiteren
sollte untersucht werden, wie geeignet das Qualitäts- und Vorgehensmodell zum Qualitätsmana-
gement in Informationssystemen sind.
Das Verfahren zur qualitätsorientierten Datenintegration sollte für einen konkreten Anwendungs-
bereich implementiert werden. Dieses ist für die Datenintegration im Semantic-Web-Bereich ge-
plant (siehe unten). Dabei ist dann auch zu untersuchen, inwieweit die vereinfachenden Annah-
men die Qualität des Ergebnisses beeinflussen. Eine in Kapitel 6 angesprochene Schwachstelle
des Algorithmus war, dass bei der Suche nach relevanten Datenquellen für ein Konzept nicht
Kombinationen von Konzepten aus mehreren Datenquellen betrachtet werden. Daher wäre ei-
ne Erweiterung des Algorithmus, die auch Kombinationen von Datenquellen auf eine effiziente
Weise berücksichtigt, sinnvoll.
Konkrete Erweiterungen sind in den Bereichen Semantic Web und Model Management geplant.
Wie schon in Abschnitt 7.5 angesprochen wurde, ist die Integration von Daten im Semantic
Web derzeit ein aktuelles Forschungsthema. Durch die Ähnlichkeit der konzeptuellen Modelle
dieser Arbeit mit den Ontologien des Semantic Web, können diese Modelle auch zur Darstel-
lung von Ontologien benutzt werden. Die logische Perspektive muss jedoch erweitert werden,
da im Semantic Web nicht flache, relationale Strukturen sondern komplex verschachtelte, semi-
strukturierte Strukturen betrachtet werden. Daher ist die Übertragung von existierenden Integra-
tionsverfahren für relationale Daten auf semi-strukturierte Daten ein interessantes Forschungs-
thema.
Damit eng verknüpft ist auch die Integration von unstrukturierten Dokumenten mit (semi-)struk-
turierten Daten [Halevy et al., 2003b]. Während man in strukturierten Daten nach einzelnen
Datensätzen oder sogar Datenwerten suchen kann, kann man bei unstrukturierten Daten nur nach
ganzen Dokumenten suchen. Metadaten können zwar den Inhalt eines Dokuments beschreiben,
man kann aber nicht direkt auf den Inhalt zugreifen um z.B. eine Teilmenge der Informationen
zu selektieren. Ein Integrationsverfahren für das Semantic Web muss aber Daten sowohl aus
strukturierten als auch aus unstrukturierten Datenquellen integrieren können, da eine Vielzahl
der Daten im Internet als unstrukturierte Dokumente verhanden sind.
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Im Gegensatz zu DW-Systemen geschieht im Semantic Web die Integration der Daten während
der Laufzeit. Die Integration von Daten zu einer bestimmten Anfrage kann also nicht vorher ge-
plant und entworfen werden, wie dies in DW-Systemen möglich ist. Die Anfrageplanung ist also
auch ein wichtiger Bestandteil der Datenintegration im Semantic Web. Daher sollten die Ansät-
ze zur qualitätsgesteuerten Anfrageoptimierung aus [Naumann, 2002] auf die Anfrageplanung
im Semantic Web übertragen werden. Naumann argumentiert, dass die Benutzer nicht immer
vollständige Antworten haben wollen, sondern qualitativ hochwertige. Darüber hinaus ist das
Berechnen der vollständigen Antwort unter Umständen zu aufwendig. Daher schlägt Naumann
ein Verfahren vor, dass den „besten“ Kompromiss zwischen der Vollständigkeit der Daten und
der Kosten für die Anfrage ermittelt. Die Übertragung dieser Aspekte auf die Datenintegration
und Anfrageverarbeitung im Semantic Web wird im weiteren Verlauf des SEWASIE-Projekts
untersucht.
Ein weiterer Anwendungsbereich für die Metamodellierung ist das Model Management [Bern-
stein et al., 2000]. Hierbei geht es um die Verwaltung von Datenmodellen, insbesondere die
Definition von Operationen auf Datenmodellen. Neben den Datenmodellen selbst spielen auch
die Abbildungen zwischen verschiedenen Datenmodellen eine wichtige Rolle. Zum Beispiel sol-
len Datenmodelle miteinander kombiniert werden können [Pottinger und Bernstein, 2003], oder
zwei Abbildungen zwischen den Datenmodellen A und B und zwischen den Datenmodellen B
und C sollen zu einer Abbildung von A nach C verknüpft werden. Solche Operationen erfordern
eine formale Definition der Datenmodelle und deren Semantik, wie sie hier in der Arbeit durch
die Metamodelle vorgestellt wurde.
Während beim Model Management bisher nur die Zusammenhänge zwischen Schemaelementen
betrachtet wurden, wurden im hier vorgestellten Verfahren zur Datenintegration vor allem die
Zusammenhänge auf der extensionalen Ebene betrachtet. Daher ist eine Kombination beider An-
sätze sinnvoll. Insbesondere ist zu untersuchen, wie sich die Operationen zur Kombination von
Abbildungen und Datenmodellen auf die extensionalen Abbildungen übertragen lassen. Diese
Kombinationen sind vor allem auch bei der Datenintegration im Semantic Web erforderlich, da
dort nicht zwischen allen Knoten eines Peer-to-Peer-Systems Abbildungen existieren.
Die Berücksichtigung von Qualitätsinformationen ist jedoch auch beim Model Management not-
wendig. Einerseits möchte man Aussagen über die Qualität der Ergebnisse der Operationen auf
Datenmodellen machen, wenn man für die einzelnen Datenmodelle Qualitätsinformationen zur
Verfügung hat. Für diese Operation müssten dann vergleichbare Funktionen für die Kombination
von Qualitätsfaktoren definiert werden, wie sie in Kapitel 6 für die Verbund- und Vereinigungs-
operationen auf Daten definiert wurden. Andererseits sind bei der Durchführung der Operationen
evtl. verschiedene Alternativen möglich. In solch einem Fall soll die Alternative mit der besten
Qualität ausgewählt werden.
Im Rahmen eines Kooperationsprojekts mit Microsoft Research ist geplant, einige der Aspekte
bzgl. Model Managment umzusetzen. Insbesondere soll das Metadatensystem ConceptBase für
die Unterstützung von Operationen im Model Management genutzt werden.
Anhang A
Telos-Modelle
A.1 Architekturmodell
A.1.1 Allgemeine Konzepte
Class ObjectType with
end
Class DW_Element in ObjectType
end
Class DW_Object in ObjectType isA DW_Element
end
Class ConceptualObject in ObjectType isA DW_Object
end
Class LogicalObject in ObjectType isA DW_Object
end
Class PhysicalObject in ObjectType isA DW_Object
end
Class Client in ObjectType isA DW_Object
end
Class Source in ObjectType isA DW_Object
end
A.1.2 Konzeptuelle Perspektive
Class Model in ObjectType isA ConceptualObject
end
Class EnterpriseModel in ObjectType isA Model
end
Class SourceModel in ObjectType isA Model with
attribute,single,necessary
isModelOf : Source
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end
Class ClientModel in ObjectType isA Model with
attribute,single,necessary
isModelOf : Client
end
Class ConceptRelationship in ObjectType isA ConceptualObject with
attribute,single,necessary
refersTo : Model
attribute
isSubsumedBy : ConceptRelationship;
isNotSubsumedBy : ConceptRelationship
constraint
xorConceptRelationship :
$ forall c/ConceptRelationship
(c in Concept) ==> not (c in Relationship) $
end
Class Concept in ObjectType isA ConceptRelationship,ConceptDomain with
constraint
subsumeConcept :
$ forall c1/Concept c2/ConceptRelationship
((c1 isSubsumedBy c2) or (c1 isNotSubsumedBy c2)) ==>
(c2 in Concept) $
end
Class ConceptDomain in ObjectType isA ConceptualObject with
constraint
xorDomainConceptRelationship :
$ forall c/ConceptRelationship not (c in Domain) $;
unionDomainConceptRelationship :
$ forall cd/ConceptDomain (cd in ConceptRelationship) or
(cd in Domain) $
end
Class Relationship in ObjectType isA ConceptRelationship with
attribute,single,necessary
arity : Integer
attribute
component : ConceptDomain
constraint
arity_constraint :
$ forall r/Relationship i/Integer (r arity i) ==> (i >= 2 ) $;
position_constraint :
$ forall r/Relationship a/Integer p1,p2/Integer
(exists c1,c2/Relationship!component
Ai(r,component,c1) and Ai(r,component,c2) and
(c1 position p1) and (c2 position p2) and not(c1 == c2) and
A(r,arity,a)) ==> (not (p1 == p2) and (p1 <= a) and (p2 <= a)) $;
all_positions_constraint :
$ forall r/Relationship i/Integer a/Integer
A(r,arity,a) and (i<= a) and (i>0) ==> (exists c/Relationship!component
Ai(r,component,c) and (c position i)) $;
subsumeRelationship :
$ forall r1/Relationship r2/ConceptRelationship
((r1 isSubsumedBy r2) or (r1 isNotSubsumedBy r2)) ==>
(r2 in Relationship) $;
subsumeArityRelationship :
$ forall r1,r2/Relationship (exists i/Integer
( ((r1 isSubsumedBy r2) or (r1 isNotSubsumedBy r2)) and
(r1 arity i) ==> (r2 arity i) ) ) $
end
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Relationship!component in Class with
attribute,single,necessary
position : Integer
end
Class Domain in ObjectType isA ConceptDomain with
attribute
isSubsumedBy : Domain;
isNotSubsumedBy : Domain
end
A.1.3 Logische Perspektive
Class Schema in ObjectType isA LogicalObject
end
Class SourceSchema in ObjectType isA Schema with
attribute,single,necessary
isSchemaOf : Source
end
Class DWSchema in ObjectType isA Schema
end
Class ClientSchema in ObjectType isA Schema with
attribute,single,necessary
isSchemaOf : Client
end
Class Type in ObjectType isA LogicalObject with
attribute,single,necessary
refersTo : Schema
attribute
field : Type;
isViewOn: ConceptRelationship
end
Class Relation in ObjectType isA Type with
attribute,single,necessary
refersTo : RelationalSchema;
arity : Integer;
field : RelationalDomain
end
Class RelationalDomain in ObjectType isA Type
end
Class RelationalSchema in ObjectType isA Schema
end
A.1.4 Physische Perspektive
Class DW_Component in ObjectType isA PhysicalObject with
attribute
hasPart : DW_Component;
deliversTo : DW_Component;
hasSchema: Schema;
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host : Computer
end
Class Program in ObjectType isA DW_Component with
attribute
notifies : Program
end
Class DataStore in ObjectType isA DW_Component
end
Class ClientDataStore in ObjectType isA DataStore with
attribute
isStoreOf : Client
end
Class SourceDataStore in ObjectType isA DataStore with
attribute
isStoreOf : Source
end
Class DW_DataStore in ObjectType isA DataStore end
Class ControlProgram in ObjectType isA Program
end
Class TransportationProgram in ObjectType isA Program end
DW_Component!deliversTo with
attribute
type : Type;
mode : DeliveryMode
end
Class DeliveryMode
end
StreamWise in DeliveryMode
end
RecordWise in DeliveryMode
end
Program!notifies with
attribute
type : Type
end
Class Computer in ObjectType isA PhysicalObject with
attribute
ipNumber : String;
operatingSystem : String
end
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A.1.5 Erweiterung der konzeptuellen Perspektive
Class AtomicConceptRelationship in ObjectType
isA ConceptRelationship with
attribute
attrib : Attrib_name
constraint
exists_destination:
$ forall c/AtomicConceptRelationship at/Attrib_name (c attrib at)
==> (exists ca/AtomicConceptRelationship!attrib Ai(c,attrib,ca)
and To(ca,at) ) $;
unionConceptRelationship :
$ forall c/ConceptRelationship
(c in AtomicConcept) or (c in ComplexConcept) or
(c in AtomicRelationship) or (c in ComplexRelationship) $
end
Class Attrib_name in ObjectType isA ConceptualObject with
attribute, single, necessary
refersTo: Model
end
AtomicConceptRelationship!attrib in Class with
attribute,necessary,single
destination : ConceptDomain;
functional : Boolean;
mandatory : Boolean
end
Class ComplexConceptRelationship in ObjectType
isA ConceptRelationship with
attribute,single,necessary
definition : String
attribute
containsSyntactically : ConceptualObject
constraint
atomicContainmentConstraint :
$ forall c/ComplexConceptRelationship d/ConceptualObject
(c containsSyntactically d) ==> ((d in AtomicConceptRelationship)
or (d in AtomicDomain) or (d in Attrib_name)) $;
sameModelConstraint :
$ forall c1/ComplexConceptRelationship c2/AtomicConceptRelationship
m/Model ((c1 refersTo m) and (c1 containsSyntactically c2))
==> (c2 refersTo m) $
end
Class AtomicConcept in ObjectType isA Concept,AtomicConceptRelationship
end
Class ComplexConcept in ObjectType
isA Concept,ComplexConceptRelationship
end
Class AtomicRelationship in ObjectType
isA Relationship,AtomicConceptRelationship
end
Class ComplexRelationship in ObjectType
isA Relationship,ComplexConceptRelationship with
end
Class AtomicDomain in ObjectType isA Domain with
constraint
xorDomain :
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$ forall ad/AtomicDomain not (ad in ComplexDomain) $;
unionDomain :
$ forall d/Domain (d in AtomicDomain) or (d in ComplexDomain) $
end
Class ComplexDomain in ObjectType isA Domain with
attribute,single,necessary
domainDefinition : String
attribute
containsSyntactically : AtomicDomain
end
Class Assertion in ObjectType isA ConceptualObject with
attribute,single,necessary
equivalence: Boolean
constraint
unionAssertion :
$ forall a/Assertion
(a in DomainAssertion) or (a in ModelAssertion) $;
conceptComponentAssertion :
$ forall a/ModelAssertion l,r/Relationship i/Integer
(exists lc,rc/Relationship!component cdl,cdr/ConceptDomain
( (a left l) and (a right r) and From(lc, l) and To(lc, cdl)
and From(rc, r) and To(rc, cdr) and (lc position i) and
(rc position i) and (cdl in Concept) ==> (cdr in Concept) ) ) $;
domainComponentAssertion :
$ forall a/ModelAssertion l,r/Relationship i/Integer
(exists lc,rc/Relationship!component cdl,cdr/ConceptDomain
((a left l) and (a right r) and From(lc, l) and
To(lc, cdl) and From(rc, r) and To(rc, cdr) and (lc position i)
and (rc position i) and (cdl in Domain) ==> (cdr in Domain))) $
end
Class DomainAssertion in ObjectType isA Assertion with
attribute,single,necessary
left : Domain;
right : Domain
end
Class ModelAssertion in ObjectType isA Assertion with
attribute,single,necessary
left : ConceptRelationship;
right : ConceptRelationship
constraint
conceptAssertion:
$ forall a/ModelAssertion l,r/ConceptRelationship (a left l) and
(a right r) and (l in Concept) ==> (r in Concept) $;
relationshipAssertion:
$ forall a/ModelAssertion l,r/ConceptRelationship (a left l) and
(a right r) and (l in Relationship)==>(r in Relationship) $;
relationshipArityAssertion:
$ forall a/ModelAssertion l,r/Relationship (exists i/Integer
((a left l) and (a right r) and (l arity i) ==> (r arity i))) $;
unionModelAssertion:
$ forall a/ModelAssertion
(a in InterModelAssertion) or (a in IntraModelAssertion) $
end
Class IntraModelAssertion in ObjectType isA ModelAssertion with
constraint
intraModel:
$ forall a/IntraModelAssertion l,r/ConceptRelationship m/Model
(a left l) and (a right r) and (l refersTo m) ==> (r refersTo m) $
end
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Class InterModelAssertion in ObjectType isA ModelAssertion with
attribute,single,necessary
intensional: Boolean
constraint
interModel:
$ forall a/InterModelAssertion l,r/ConceptRelationship m1,m2/Model
(a left l) and (a right r) and (l refersTo m1) and (r refersTo m2)
==> not (m1 == m2) $
end
A.1.6 Erweiterung der logischen Perspektive
Relation with
attribute
hasAdornedQuery : AdornedQuery
constraint
all_value_Adornment_constraint :
$ forall r/Relation aq/AdornedQuery i,a/Integer (r arity a) and
(r hasAdornedQuery aq) and (i <= a) ==> (exists vc/ValueConstraint
(aq hasAdornment vc) and (vc variable i)) $;
onlyConceptRelationship&Attrib_name :
$ forall r/Relation a/AdornedQuery dq/DisjunctiveQuery
cq/ConjunctiveQuery c/Conjunct (r hasAdornedQuery a) and
(((a hasBody dq) and (dq disjunct cq)) or (a hasBody cq))
and (cq containsSyntactically c) ==> (c in ConceptRelationship)
or (c in Attrib_name) $
end
Class DWRelation in ObjectType isA Relation with
attribute
hasMediator : Mediator
end
Class AdornedQuery in ObjectType isA LogicalObject with
attribute, necessary,single
hasBody : Query
attribute,necessary
hasAdornment : Adornment
end
Class Adornment in ObjectType isA LogicalObject with
constraint
unionAdornment:
$ forall a/Adornment (a in ValueConstraint) or (a in Identify) $;
xorAdornment:
$ forall v/ValueConstraint not (v in Identify) $
end
Class ValueConstraint in ObjectType isA Adornment with
attribute,single,necessary
variable : Integer;
value : Domain
end
Class Identify in ObjectType isA Adornment with
attribute, necessary
ident : Integer
attribute,single,necessary
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object : Integer
end
Class Query in ObjectType with
constraint
unionQuery :
$ forall q/Query
(q in ConjunctiveQuery) or (q in DisjunctiveQuery) $;
xorQuery :
$ forall q/ConjunctiveQuery not (q in DisjunctiveQuery) $
end
Class ConjunctiveQuery in ObjectType isA Query with
attribute,single,necessary
body : String
attribute
containsSyntactically : Conjunct
end
Class DisjunctiveQuery in ObjectType isA Query with
attribute,necessary
disjunct : ConjunctiveQuery
end
Class RewrittenQuery in ObjectType isA Query with
constraint
unionRewrittenQuery :
$ forall q/RewrittenQuery (q in RewrittenConjunctiveQuery) or
(q in RewrittenDisjunctiveQuery) $;
xorRewrittenQuery :
$ forall q/RewrittenConjunctiveQuery
not (q in RewrittenDisjunctiveQuery) $
end
Class RewrittenConjunctiveQuery in ObjectType
isA ConjunctiveQuery,RewrittenQuery with
constraint
onlyRelation&Correspondence :
$ forall r/RewrittenConjunctiveQuery c/Conjunct
(r containsSyntactically c) ==>
(c in Relation) or (c in Correspondence) $
end
Class RewrittenDisjunctiveQuery in ObjectType
isA DisjunctiveQuery,RewrittenQuery with
constraint
onlyRewrittenConjunctiveQuery:
$ forall r/RewrittenDisjunctiveQuery c/ConjunctiveQuery
(r disjunct c) ==> (c in RewrittenConjunctiveQuery) $
end
Class Conjunct in ObjectType isA LogicalObject with
constraint
unionConjunct :
$ forall c/Conjunct (c in Relation) or (c in ConceptRelationship)
or (c in Attrib_name) or (c in Correspondence) or (c in Domain) $;
xorConjunct1 :
$ forall c/Relation not (c in ConceptRelationship) and
not (c in Attrib_name) and not (c in Correspondence)
and not (c in Domain) $;
xorConjunct2 :
$ forall c/ConceptRelationship not(c in Attrib_name) and
not (c in Correspondence) and not (c in Domain) $;
xorConjunct3 :
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$ forall c/Attrib_name not
(c in Correspondence) and not (c in Domain) $;
xorConjunct4 :
$ forall c/Domain not (c in Correspondence) $
end
Relation isA Conjunct end
ConceptRelationship isA Conjunct end
Domain isA Conjunct end
Attrib_name isA Conjunct end
Class Correspondence in ObjectType isA Conjunct with
attribute,single,necessary
condition : ConjunctiveQuery;
arity : Integer
attribute,necessary
argumentDimension : Integer
attribute,single
program : String
constraint
notRelation :
$ forall cr/Correspondence dq/DisjunctiveQuery cq/ConjunctiveQuery
c/Conjunct (((cr condition cq) or ((cr condition dq) and
(dq disjunct cq))) and (cq containsSyntactically c)) ==>
not (c in Relation) $;
position_constraint :
$ forall c/Correspondence a1,a2/Correspondence!argumentDimension
i,p1,p2/Integer (Ai(c,argumentDimension,a1) and
Ai(c,argumentDimension,a2) and (a1 position p1) and
(a2 position p2) and not (a1 == a2) and A(c,arity,i)) ==>
(not (p1 ==p2) and (p1 <= i) and (p2 <= i)) $;
all_positions_constraint :
$ forall c/Correspondence i,a/Integer A(c,arity,a) and (i <= a) ==>
(exists arg/Correspondence!argumentDimension
Ai(c,argumentDimension,arg) and (arg position i)) $
end
Correspondence!argumentDimension in Class with
attribute,single,necessary
position : Integer
end
Class Convert in ObjectType isA Correspondence with
constraint
c : $ forall c/Convert i/Integer (c arity i) ==> i=2 $
end
Class Reconcile in ObjectType isA Correspondence
end
Class Match in ObjectType isA Correspondence
end
Class Mediator in ObjectType isA LogicalObject with
attribute,single,necessary
hasBody : RewrittenQuery
attribute
hasMergingClause : MergingClause
end
Class MergingClause in ObjectType isA LogicalObject with
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attribute, necessary
mergingPart : RewrittenConjunctiveQuery
attribute, single
suchThatPart : RewrittenConjunctiveQuery
attribute,single, necessary
intoPart : RewrittenConjunctiveQuery
constraint
onlyCorrespondence_for_suchThatPart :
$ forall m/MergingClause r/RewrittenConjunctiveQuery c/Conjunct
(m suchThatPart r) and (r containsSyntactically c) ==>
(c in Correspondence) $;
onlyRelation_for_intoPart :
$ forall m/MergingClause r/RewrittenConjunctiveQuery c/Conjunct
(m intoPart r) and (r containsSyntactically c)==>(c in Relation)$
end
A.1.7 Erweiterung für konzeptuelle Modelle multidimensionaler Struktu-
ren
Class Aggregation in ObjectType isA Concept with
attribute
refines : Aggregation;
aggregatedBy : DimensionLevel;
aggregatedAttributes: DerivedAttribute
attribute,single,necessary
aggregates : Concept
constraint
eitherOr:
$ forall a/Aggregation d/DimensionLevel der/DerivedAttribute
R1,R2/Relationship
((a aggregatedBy d) and (a aggregatedAttributes der) and
(d accordingTo R1) and (der attributeName R2))
==> (not IDENTICAL(R1,R2)) $;
atMostOnePerRelation:
$ forall a/Aggregation d1,d2/DimensionLevel R1,R2/Relationship
((a aggregatedBy d1) and (a aggregatedBy d2) and
(d1 accordingTo R1) and (d2 accordingTo R2) and
(not IDENTICAL(d1,d2))) ==> not (IDENTICAL(R1,R2))$
end
Class DimensionLevel in ObjectType isA ConceptualObject with
attribute,single, necessary
within : Level;
accordingTo : DimensionAttribute
end
Class Level in ObjectType isA Concept end
Class DimensionAttribute in ObjectType isA Relationship end
Class DerivedAttribute in ObjectType isA ConceptualObject with
attribute,single, necessary
attributeName : Relationship;
aggFunction : AggregationFunction
end
Class AggregationFunction in ObjectType isA ConceptualObject with
attribute, single, necessary
monotone : Boolean;
additive : Boolean
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end
Class ComplexAggregation in ObjectType isA Aggregation with
constraint
aggregatedBy_is_necessary:
$ forall c/ComplexAggregation (exists d/DimensionLevel
(c aggregatedBy d)) $
end
A.2 Prozessmodell
A.2.1 Allgemeine Konzepte
Class DW_Process in ObjectType isA DW_Element with
attribute
intendedFor : Task;
describedBy : Function;
performedBy : Activity
end
A.2.2 Organisatorische Ebene
Class Task in ObjectType with
attribute
dependsOn : Task;
desc : String
end
Task!dependsOn with
attribute
type : DependencyType;
strength : DependencyStrength;
wrt : DW_Object;
desc : String
end
Class DependencyType end
GoalDependency in DependencyType end
TaskDependency in DependencyType end
ResourceDependency in DependencyType end
SoftGoalDependency in DependencyType end
Class DependencyStrength end
OpenDependency in DependencyStrength end
CommittedDependency in DependencyStrength end
CriticalDependency in DependencyStrength end
Stakeholder with
attribute
hasTask : Task
end
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A.2.3 Funktionale Ebene
Class Function in ObjectType with
attribute
formalExpr : String;
description : String
end
Class Transformation in ObjectType isA Function with
attribute
source : LogicalObject;
target : LogicalObject;
consistsOf : Transformation
end
A.2.4 Ausführungsebene
Class Activity in ObjectType with
attribute
triggeredBy : Event;
steps : Step;
executedBy : DW_Component
end
DW_Component!deliversTo with
attribute
activity : Activity
end
Class Event end
Class ScheduleEvent isA Event end
Class PointInTimeEvent isA ScheduleEvent end
Class IntervalEvent isA ScheduleEvent end
Class ExternalEvent isA Event end
Class InternalEvent isA Event end
Class CascadeEvent isA InternalEvent end
Class RetryEvent isA InternalEvent end
Class Step in ObjectType isA Activity with
attribute
next : Step
end
Step!next with
attribute
condition : Condition
end
Class Condition with
attribute
formalExpression : String;
description : String
end
Class ProcessExecution in ObjectType with
attribute
executes : Activity;
start : DateTime;
finishedAt : DateTime;
state : ExecutionState;
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subProcess : ProcessExecution
end
Class ExecutionState end
Commit in ExecutionState end
Abort in ExecutionState end
Running in ExecutionState end
A.2.5 Evolutionsprozesse
Class EvolutionFunction isA Function with
attribute
worksOn : DW_Element;
consistsOf : EvolutionFunction
end
EvolutionFunction!worksOn with
attribute
semantics : EvolutionSemantics
end
Class EvolutionSemantics
end
Insert in EvolutionSemantics end
Delete in EvolutionSemantics end
Update in EvolutionSemantics end
Class EvolutionProcess isA DW_Process with
attribute
describedBy : EvolutionFunction
end
EvolutionProcess!describedBy isA DW_Process!describedBy
end
A.3 Qualitätsmodell
A.3.1 Metamodell
Class QualityGoalType with
attribute,single
description : String;
direction : Purpose;
imposedOn : ObjectType
attribute
forPerson : StakeholderType;
dimension : QualityDimension;
concreteBy : QualityQuestionType
end
Class StakeholderType with
attribute
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prefers : QualityDimension
end
Class QualityDimension with
attribute,single
isSubDimOf : QualityDimension;
description : String;
name : String
end
Class QualityCategory isA QualityDimension
end
Class Purpose end
Class QualityQuestionType with
attribute
implementedBy : QualityQuery;
evaluates : QualityFactorType
end
Class QualityQuery isA GenericQueryClass
end
Class QualityFactorType with
attribute, single
when : TimestampType;
onObject : ObjectType
attribute
dependsOn : QualityFactorType;
expected : PowerSet;
achieved : QualityDomainType;
unit : MetricUnit;
uses : MeasuringProgram;
dimension : QualityDimension
end
Class QualityDomainType end
PowerSet with
attribute
of : QualityDomainType
end
Class MetricUnit end
Class MeasuringProgram isA Program with
attribute,single
hasResult : QualityDomainType;
unit : MetricUnit
end
Class TimestampType end
Achieve in Purpose end
Improve in Purpose end
DateTime in TimestampType with
attribute
before : DateTime;
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after : DateTime
end
TransactionTime in TimestampType end
PowerSet "P(Integer)" with
of
of : Integer
end
Integer in QualityDomainType end
PowerSet "P[Boolean]" with
of
of : Boolean
end
Boolean in QualityDomainType end
PowerSet "P[0;100]" with
of
of : "[0;100]"
end
"[0;100]" in "P[0;100]",QualityDomainType end
{ Abstrakter QualityFactor, Vorgabe fuer einige Attribute }
QualityFactorType QualityFactor with
when
when : DateTime
onObject
onObject : DW_Element
dependsOn
dependsOn : QualityFactor
end
A.3.2 Benutzerrollen und ihre Qualitätsdimensionen
Stakeholder in StakeholderType end
DWAdministrator in StakeholderType isA Stakeholder with
prefers
prefer1 : "Administration and Maintenance";
prefer2 : "Data Integration (ETL-Process)"
end
DecisionMaker in StakeholderType isA Stakeholder with
prefers
prefer1 : "Data Processing";
prefer2 : "Data Integration (ETL-Process)";
prefer3 : "Data Usage"
end
DWDesigner in StakeholderType isA Stakeholder with
prefers
prefer : "Design"
end
DWProgrammer in StakeholderType isA Stakeholder with
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prefers
prefer1 : "Implementation";
prefer2 : "Design"
end
A.3.3 Integration von Qualitäts- und Prozessmodell
Class QualityGoalForTask in QualityGoalType with
attribute
relatedTo : Task
end
Activity with
attribute
affects : QualityFactorType
end
Activity!affects with
attribute
effectType : QualityEffect
end
Class QualityEffect end
Positive in QualityEffect end
Negative in QualityEffect end
Unknown in QualityEffect end
Anhang B
Qualitätsdimensionen und
Qualitätsfaktoren
In diesem Anhang sind die Qualitätsdimensionen und Qualitätsfaktoren für DW-Systeme auf-
geführt, die in dieser Arbeit definiert wurden. Die Qualitätsdimensionen und -faktoren für den
Datenbeschaffungsprozess wurden schon in Kapitel 5 dargestellt.
B.1 Qualitätsdimensionen
B.1.1 Entwurf
Beim Entwurf wird zum einen die Systemarchitektur festgelegt und zum anderen die konzep-
tuellen Datenmodelle entworfen. Deshalb werden die entwurfsbezogenen Qualitätsdimensionen
aufgeteilt in architekturbezogene Qualitätsdimensionen und modellbezogene Qualitätsdimensio-
nen (siehe Tabelle B.1). Die modellbezogenen Qualitätsdimensionen beziehen sich auf die er-
weiterten konzeptuellen Modelle wie sie in Abschnitt 3.6.1 vorgestellt wurden. Vergleichbare
Dimensionen werden auch in [Calvanese et al., 1998d; Redman, 1996] genannt. Die Qualitätsdi-
mension für die Architektur stammen aus dem Bereich der Softwareentwicklung [McCall et al.,
1997; Boehm et al., 1978; ISO, 1994].
B.1.2 Implementierung
Die Implementierung unterteilt sich in die Implementierung bzw. die Auswahl und Installation
von Softwarekomponenten und in die Implementierung der Datenmodelle auf die ausgewählten
Datenbanksysteme. Die vorher kurz angesprochene Norm ISO 9126 wird hier für den Bereich
der Softwarekomponenten für DW-Systeme übernommen. Bei der Implementierung der konzep-
tuellen Datenmodelle in logische und physische Datenmodelle (d.h. Definition von Relationen
und Indexstrukturen, Aufteilung der Daten auf unterschiedliche Hardwaresysteme) geht es vor
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Qualitätsdimension Beschreibung
Architektur Qualität der Architektur für das gesamte System und einzelne Pro-
gramme
Modifizierbarkeit Anpassungsfähigkeit der Architektur an neue Anforderungen, Um-
gebung oder Bedingungen
Ausfallsicherheit Berücksichtigung von Systemausfällen in der Architektur (z.B.
durch Bereitstellung von zwei gespiegelten Datenbanksystemen)
Sicherheit Berücksichtigung von Sicherheitsaspekten in der Architektur (z.B.
Firewall, Zugriffskontrollen)
Angemessenheit Verhältnis zwischen angebotener Funktionalität und Anforderungen
Effizienz Verhältnis zwischen Nutzen und Aufwand
Konzeptuelle Model-
le
Qualität der konzeptuellen Datenmodelle der Datenquellen, des DW
und anderer Datenbanken
Korrektheit Grad zu dem das Modell der Wirklichkeit entspricht
Konsistenz Freiheit von Widersprüchen innerhalb eines Modells oder in Bezug
zu anderen Modellen
Vollständigkeit Vollständige Repräsentation der zu modellierenden Wirklichkeit
Genauigkeit Detaillierungsgrad der (formalen) Beschreibungen der Konzepte und
Beziehungen
Minimalität Vermeidung von Redundanzen und unnötigen Konzepten bzw. Be-
ziehungen
Interpretierbarkeit Verständlichkeit und Eindeutigkeit des Modells
Tabelle B.1: Entwurfsbezogene Qualitätsdimensionen
allem um die Korrektheit, Vollständigkeit und Effizienz. Die Qualitätsdimensionen sind in den
Tabellen B.2 und B.3 dargestellt.
B.1.3 Datenverarbeitung
Unter dem Begriff Datenverarbeitung fasse ich die Erfassung, Speicherung und Bereitstellung
der Daten zusammen. Qualitätsaspekte sind hierbei vor allem die „inneren“ Datenqualitätsmerk-
male und die Zugriffsqualität wie sie in [Wang und Strong, 1996] definiert wurden (siehe Ta-
belle B.4). Die inneren Datenqualitätsdimensionen beziehen sich auf die Datenobjekte selbst.
Gegenüber der Darstellung in [Wang und Strong, 1996] habe ich die Dimensionen Korrektheit,
Redundanz, Aktualität und Überprüfbarkeit hinzugefügt, da sie auch in diesem Kontext relevant
sind. Die Zugriffsqualität bezieht sich auf das System, dass die Daten bereitstellt. Hier wurden
die Dimensionen Verfügbarkeit, Antwortverhalten und Zuverlässigkeit ergänzt.
B.1.4 Datennutzung
Für die Qualitätsdimensionen für die Datennutzung greife ich wieder auf die Ergebnisse von
Wang und Strong [1996] zurück (siehe Tabelle B.5). Die kontextuelle Datenqualität betrachtet die
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Qualitätsdimension Beschreibung
Funktionalität Vorhandensein einer Menge von Funktionen, die die Erfordernisse er-
füllen
Angemessenheit Vorhandensein und Eignung von Funktionen für spezifizierte Aufga-
ben
Richtigkeit Lieferung der richtigen/vereinbarten Ergebnisse oder Wirkungen
Interoperabilität Zusammenwirkung mit vorgegebenen Systemen
Ordnungsmäßigkeit Erfüllung von Normen, Vereinbarungen oder gesetzl. Bestimmungen
Sicherheit Eignung zur Verhinderung von unberichtigten Zugriffen
Zuverlässigkeit Fähigkeit das Leistungsniveau unter festgelegten Bedingungen über
einen festgelegten Zeitraum zu bewahren
Reife Häufigkeit von Fehlern durch Fehlzustände in der Software
Fehlertoleranz Eignung ein Leistungsniveau bei Software-Fehlern oder Nicht-
Einhaltung der Spezifikation zu bewahren
Wiederherstell-
barkeit
Möglichkeiten bei Fehlern das Leistungsniveau und die benötigten
Daten wiederherzustellen
Benutzbarkeit Für die Benutzung erforderlicher Aufwand und Bewertung durch eine
Gruppe von Benutzern
Verständlichkeit Zum Verständnis der Anwendung erforderlicher Aufwand
Erlernbarkeit Lernaufwand für die Benutzer
Bedienbarkeit Aufwand zur Bedienung und Ablaufsteuerung
Effizienz Verhältnis zwischen Leistungsniveau und Umfang der eingesetzten
Betriebsmittel
Zeitverhalten Antwort- und Verarbeitungszeiten und Durchsatz bei Ausführung der
Funktionen
Verbrauchsverhalten Zur Erfüllung der Funktionen benötigte Betriebsmittel
Änderbarkeit Aufwand zur Durchführung von Änderungen
Analysierbarkeit Aufwand zur Bestimmung von Mängeln oder Ursachen von Fehlern
Modifizierbarkeit Aufwand zur Verbesserung, Fehlerbeseitigung oder Anpassung an
Umgebungsänderungen
Stabilität Risiko unerwarteter Wirkungen von Änderungen
Prüfbarkeit Aufwand zur Prüfung geänderter Software
Übertragbarkeit Eignung der Software, von einer Umgebung in eine andere übertragen
zu werden
Anpassbarkeit Möglichkeiten zur Anpassung an verschiedene Umgebungen
Installierbarkeit Aufwand zur Installierung der Software
Konformität Erfüllung von Normen oder Vereinbarungen zur Übertragbarkeit
Austauschbarkeit Möglichkeit und Aufwand zur Verwendung der Software anstelle ei-
ner anderen
Tabelle B.2: Qualitätsdimensionen für Softwarekomponenten [ISO, 1994]
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Qualitätsdimension Beschreibung
Korrektheit Korrektheit der Umsetzung
Vollständigkeit Vollständige Repräsentation der konzeptuellen Modelle
Effizienz Effizienz des Ergebnisses
Angemessenheit Angemessene Darstellung der Konzepte (z.B. sinnvolle Datentypen)
Tabelle B.3: Qualitätsdimensionen für die Implementierung von Datenmodellen
Qualitätsdimension Beschreibung
Datenqualität Qualitätsmerkmale eines Datenobjekts
Korrektheit Übereinstimmung des Datums mit dem tatsächlichem Wert
Genauigkeit Grad der Übereinstimmung des Datums mit dem tatsächlichem Wert
Objektivität Unbefangenheit und Objektivität bei der Erfassung
Glaubwürdigkeit Glaubwürdigkeit der Datenquelle/des Datenerfassers
Vertrauenswürdigkeit Ansehen der und Vertrauen in die Datenquelle
Redundanz Umfang von mehrfach enthaltenen Daten (z.B. Duplikate, Ableitbar-
keit aus anderen Datenfeldern)
Aktualität Alter der Daten, Verhältnis zwischen Aktualisierungshäufigkeit des
Datums und des realen Objekts
Überprüfbarkeit Überprüfbarkeit der Korrektheit der Daten
Zugriffsqualität Zugreifbarkeit der Daten
Möglichkeit Angebotene Schnittstellen zu den Daten
Sicherheit Vorhandensein von Zugriffsbeschränkungen
Verfügbarkeit Verfügbarkeit des Systems
Antwortverhalten Antwort- und Bearbeitungszeiten für Anfragen
Zuverlässigkeit Fähigkeit des Systems, gleiche Antworten mit gleichbleibenden Ant-
wortzeiten zu liefern
Tabelle B.4: Qualitätsdimensionen für Datenverarbeitung
Datenqualität im Rahmen einer bestimmten Anwendung. Bereits zuvor definierte Dimensionen
Aktualität und Vollständigkeit werden hier also aus der Sicht des Anwenders betrachtet, z.B.
ist die Aktualität ausreichend für den Anwendungszweck. Die Darstellungsqualität ist eng mit
der Qualität der für die Darstellung benutzten Software verknüpft. Daher wurden hier noch die
Dimensionen Angemessenheit, Anpassungsfähigkeit und Benutzbarkeit hinzugefügt.
B.1.5 Administration und Wartung
In Bereich der Administration und Wartung geht es vor allem um ausreichende Informationen
für diese Tätigkeiten, die z.B. durch Berichte der Softwarekomponenten, Dokumentation der
Programmierer oder Metadaten geliefert werden sollen. Metadaten können dann wieder selbst
nach den Qualitätsdimensionen in den Bereich Datenverarbeitung und -nutzung beurteilt wer-
den. Darüber hinaus ist auch die Effektivität der Administration und Wartung wichtig, die durch
eine gute Analysierbarkeit der Prozesse unterstützt wird. Außerdem müssen die Administratoren
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Qualitätsdimension Beschreibung
Kontextuelle Daten-
qualität
Qualitätsmerkmale von Datenobjekten im Kontext einer Anwendung
Relevanz Anwendbarkeit und Nützlichkeit der Daten in der Anwendung
Mehrwert Zusatznutzen der Daten für die Anwendung
Aktualität Verhältnis zwischen tatsächlicher und notwendiger Aktualität
Vollständigkeit Umfang und Vollständigkeit der Daten
Informationsgehalt Passende Menge der Daten für die Anwendung
Darstellungsqualität Eignung der Darstellung der Daten für bestimmte Anwendungen
Angemessenheit Angemessene Darstellung der Daten für Anwendungszweck
Interpretierbarkeit Vorhandensein von Interpretationshilfen und Dokumentation in der
Darstellung
Verständlichkeit Aufwand zum Verstehen der Darstellung
Prägnanz Verhältnis zwischen Menge der Informationen und Darstellungsgröße
Konsistenz Eignung der Darstellung die Daten im gleichen Format anzuzeigen
Anpassungsfähigkeit Eignung zur Anpassung der Darstellung an neue Kriterien
Benutzbarkeit Für die Benutzung erforderlicher Aufwand
Tabelle B.5: Qualitätsdimensionen für Datennutzung
mit entsprechenden Werkzeugen ausgestattet sein, um ihre Aufgaben durchzuführen. Die Quali-
tätsdimensionen für die Administration und Wartung sind in Tabelle B.6 zusammengefasst.
Qualitätsdimension Beschreibung
Berichterstattung Fähigkeit des Systems zur Erstellung von Berichten über durchge-
führte Operationen und Änderungen und aufgetretene Ereignisse
Dokumentierbarkeit Fähigkeit und Aufwand durchgeführte Operationen und Änderun-
gen zu dokumentieren
Metadatenverfügbarkeit Vorhandensein von Funktionen zum Abfragen von Metadaten der
Systemkomponenten
Effektivität Aufwand zur Durchführung der notwendigen Aufgaben
Analysierbarkeit Aufwand zur Bestimmung von Mängeln oder Ursachen von Fehlern
Ausstattung Umfang der zur Verfügung stehenden Werkzeuge und Funktionen
Tabelle B.6: Qualitätsdimensionen für Administration und Wartung
B.2 Qualitätsfaktoren
B.2.1 Entwurf
Die Qualitätsfaktoren für die Entwurfsphase betreffen die Architektur und die konzeptuellen Mo-
delle des DW-Systems. Die Qualitätsfaktoren für die Architektur eines DW-Systems (siehe Ta-
belle B.7) beziehen sich auf die physischen Objekte, d.h. DW-Komponenten (DW_Component)
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nach dem Metamodell aus Kapitel 3. Zum Teil kann man die Faktoren auch auf die der Ar-
chitektur zugrunde liegenden Prozesse anwenden (z.B. Ressourcenverbrauch). Da es hier um
den Entwurf geht, kann man keine Aussagen über das Verhalten der Komponenten im Einsatz
machen (z.B. Antwortzeiten, Durchsatz), sondern muss Werte abschätzen, die laut Entwurf zu
erwarten sind. Darüber hinaus können die Werte für diese Qualitätsfaktoren zum Teil auch aus
den Anforderungsspezifikationen abgeleitet werden, z.B. die Anzahl der zu erwartenden Benut-
zer einer Komponente. Qualitätsaussagen über das Verhalten einer Komponente beim Einsatz
betreffen die Umsetzung der Architektur. Die entsprechenden Qualitätsfaktoren sind daher im
Abschnitt Implementierung (B.2.2) aufgeführt.
DW_Component
Modifizierbarkeit - Anzahl der benutzten Standardschnittstellen
- Fähigkeit zur Unterstützung von mehreren Sprachen
- Anzahl unterstützter Betriebssysteme
- Vorhandensein von Konfigurationsschnittstellen
Ausfallsicherheit - Zu erwartende Häufigkeit der Ausfälle einer Komponente
- Anzahl/Vorhandensein von Komponenten zum Schutz vor Ausfällen
(z.B. USV, Backups)
Sicherheit - Anzahl/Vorhandensein von Komponenten zum Zugriffsschutz
- Anzahl der bekannten Sicherheitslücken der Systemumgebung
- Häufigkeit des Bekanntwerdens von neuen Sicherheitslücken
- Durchschnittliche Zeit für die Beseitigung einer Sicherheitslücke in
der Systemumgebung
Angemessenheit - Zu erwartende Auslastung der Komponente in Prozent
- Anzahl der Benutzer/Prozesse, die auf die Komponente zugreifen
- Kosten für die Komponente
- Verhältnis zwischen geforderten und angebotenen Funktionen
- Anzahl der Funktionen, die nicht genutzt werden (können)
Effizienz - Anzahl der benötigten Ressourcen
- Kosten für die benötigten Ressourcen
- Nutzen durch Einsatz der Komponente (z.B. eingesparte Arbeitszeit)
Tabelle B.7: Qualitätsfaktoren für den Entwurf der Architektur
Die Qualitätsfaktoren für den Entwurf der konzeptuellen Modelle messen die Korrektheit, Kon-
sistenz, Vollständigkeit, Genauigkeit und Verständlichkeit der Modelle (siehe Tabelle B.8). Zum
Messen dieser Qualitätsfaktoren ist eine genaue Analyse der Modelle notwendig, die zum Teil
durch Beweissysteme unterstützt werden können. Diese Beweissysteme nutzen die formalen De-
finitionen der Modelle, wie sie in Kapitel 3 definiert wurden. Entsprechende Verfahren wurden
z.B. in [Calvanese et al., 1998d; Franconi und Sattler, 1999] vorgestellt.
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Model ConceptualObject
Korrektheit - Anzahl der Konzepte der realen Welt,
die nicht im Modell enthalten sind,
obwohl notwendig
- Anzahl der Konzepte im Modell, für
die es kein entsprechendes Konzept in
der realen Welt gibt
- Verwendung von Standards bzw. Re-
ferenzontologien
- Anzahl der korrekt dargestellten Attribu-
te und Beziehungen
- Verwendung von korrekten Bezeichnun-
gen
- Definition des Konzepts entsprechend ei-
nem Standard
Konsistenz - Anzahl der inkonsistenten Konzepte
und Beziehungen
- Anzahl der Inkonsistenzen in Bezug
auf andere Modelle (z.B. Datenquelle
und Enterprise Model)
- Anzahl der Bedingungen, die durch das
Konzept verletzt werden
- Anzahl der inkonsistenten Attributdefini-
tionen
Vollständigkeit - Verhältnis zwischen Konzepten im
Modell und zu modellierenden Kon-
zepten
- Prozentsatz der Konzepte, die zu an-
deren Modellen in Beziehungen
- Anteil der in Konzeptdefinition erfassten
tatsächlichen Eigenschaften
Genauigkeit - Anzahl der Konzepte und Beziehun-
gen
- Anzahl der Spezialisierungen von
Konzepten
- Anzahl der Attribute und Beziehungen
zu anderen Konzepten
- Position des Konzepts in der Klassen-
hierarchie
- Detaillierungsgrad einer Assertion
Minimalität - Anzahl redundanter Konzepte und
Beziehungen im Modell
- Anzahl redundanter Assertions
- Anzahl redundanter/unnötiger Attribut-
definitionen
- Grad, zu dem die Assertions redundanz-
frei definiert sind
Interpretier-
barkeit
- Grad, zu dem die Bezeichnungen der
Konzepte verständlich sind
- Anzahl der (nicht) dokumentierten
Konzepte
- Grad, zu dem das Konzept eindeutig de-
finiert ist
- Grad, zu dem das Konzept verständlich
definiert ist
Tabelle B.8: Qualitätsfaktoren für den Entwurf der konzeptuellen Modelle
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B.2.2 Implementierung
Die Qualitätsfaktoren in der Kategorie Implementierung unterteilen sich in die Faktoren für die
Implementierung der Software und für die Implementierung der Datenmodelle. Tabelle B.9 zeigt
zunächst die Qualitätsfaktoren für die Software-Implementierung welche weitestgehend auf den
Standard ISO 9126 basieren. Die Messungen für diese Qualitätsfaktoren können durch die Aus-
wertung der Protokolldateien (z.B. Häufigkeit von Ausfällen oder Fehlern), die Analyse der Ei-
genschaften bzw. Dokumentation der Software (z.B. Standard-Konformität der Module), durch
die Befragung von Benutzern (z.B. Verständlichkeit) oder die Auswertung von aufgabenbezoge-
nen Stundenzetteln (z.B. Aufwand für die Beseitigung von Fehlern) erfolgen.
Bei der Implementierung der Datenmodelle geht es um die Umsetzung der konzeptuellen Model-
le in entsprechende logische Schemata. Die Qualitätsfaktoren in Tabelle B.10 messen daher im
Wesentlichen, wie „gut“ diese Umsetzung erfolgt ist. Da es sich hierbei um Metadaten handelt,
kann die Messung durch Anfragen an das Metadatensystem durchgeführt werden. Die folgende
Anfrage ermittelt z.B. alle Konzepte eines Modells für die es keinen entsprechenden Typ in den
logischen Schemata gibt.
GenericQueryClass ConceptsWithoutType isA ConceptRelationship with
parameter
model : Model
constraint
c: $ (this refersTo ~model) and
not exists t/Type (t isViewOn this) $
end
Darüber hinaus ist auch ein Vergleich mit den Anforderungen erforderlich, z.B. um die Häufig-
keit von Anfragen und Änderungen zu ermitteln.
B.2.3 Datenverarbeitung
Für die Messung der Qualitätsfaktoren im Bereich Datenqualität (siehe Tabelle B.11) kann man
zum Teil auf die andere Arbeiten zum Thema Datenqualität zurückgreifen. Hinrichs [2002] gibt
zum Beispiel Metriken für Korrektheit, Genauigkeit, Redundanz und Aktualität an, in [Parssi-
an et al., 1999] werden Formeln für das Berechnen der Datenqualität für Anfragen angegeben.
Als Bezugsobjekt für die Qualitätsfaktoren habe ich hier LogicalObject bzw. ConceptualObject
angegeben, wobei die Messungen weniger die Metadaten betrachten, sondern eher die Daten,
die durch diese Objekte beschrieben werden. In der Regel ist eine Messung bei den Dimen-
sionen Korrektheit oder Genauigkeit nur durch das manuelle Betrachten einer repräsentativen
Teilmenge möglich, da man die tatsächlichen Werte nicht kennt. Für diese Dimensionen können
aber durch Data-Mining-Verfahren Abschätzungen durchgeführt werden [Lübbers, 2002; Lüb-
bers et al., 2003]. Die Dimensionen Glaubwürdigkeit und Vertrauenswürdigkeit spiegeln sub-
jektive Einschätzungen der Benutzer wider, aber auch objektive Kriterien wie zum Beispiel die
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DW_Component
Funktionalität
Angemessenheit Anzahl der Funktionen, die nicht den Anforderungen der Aufgabe ent-
sprechen
Richtigkeit Anzahl der Module, die nicht die vereinbarten Ergebnisse liefern
Interoperabilität Anzahl der Module, die nicht in der Lage sind mit anderen System-
komponenten zu interagieren
Ordnungs-
mäßigkeit
Anzahl der Module, die nicht standard-konform sind oder anderen
Konventionen oder Richtlinien widersprechen
Sicherheit Anzahl der Module, die keine Methoden zum Zugriffsschutz haben
Zuverlässigkeit
Reife Häufigkeit von Ausfällen durch Softwarefehler
Fehlertoleranz Anzahl der Situationen, in denen die Software nicht das geforderte
Leistungsniveau erreichen konnte (aufgrund von Fehlern)
Wiederherstell-
barkeit
Anzahl der Situationen, in denen die Software ihr Leistungsniveau
nach einem Ausfall nicht mehr herstellen konnte
Benutzbarkeit
Verständlichkeit Durchschnittliche Bewertung durch die Benutzer
Erlernbarkeit Personenstunden, die die Benutzer für die Einarbeitung benötigen
Bedienbarkeit Durchschnittliche Bewertung durch die Benutzer
Effizienz
Zeitverhalten Antwort- und Verarbeitungszeiten, Durchsatzraten
Verbrauchs-
verhalten
Anzahl der benötigten Ressourcen; Zeit, in der die Ressourcen benö-
tigt werden
Änderbarkeit
Analysierbarkeit Personenstunden, die für die Analyse von Fehlern oder dem Erkennen
von zu modifizierenden Komponenten benötigt wird
Modifizierbarkeit Personenstunden, die für die Änderung, Fehlerbeseitigung oder An-
passung an neue Umgebung erforderlich sind
Stabilität Bewertung durch die Entwickler, wie hoch die Wahrscheinlichkeit für
einen unerwarteten Effekt einer Änderung ist
Prüfbarkeit Personenstunden, die für das Testen der Software benötigt werden
Übertragbarkeit
Anpassbarkeit Anzahl der Situationen, in denen die Software sich nicht gemäß ihrer
Spezifikation an neue Umgebung anpassen konnte
Installierbarkeit Personenstunden, die für die Installation benötigt werden
Konformität Anzahl der Module, die durch Benutzung von Standards die Portie-
rung erleichtern
Austauschbarkeit Personenstunden, die für Installation/Benutzung der Software anstelle
einer anderen erforderlich sind
Tabelle B.9: Qualitätsfaktoren für die Implementierung von Software [ISO, 1994]
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Schema Type
Korrektheit - Anzahl der inkonsistenten Typdefini-
tionen
- Anzahl der nicht umgesetzten Konzep-
te oder Beziehungen
- Anzahl der Konflikte/Änderungen ge-
genüber dem konzeptuellen Modell
- Anzahl der Typen, die kein entspre-
chendes Konzept im konzeptuellen
Modell haben
- Anzahl der nicht dargestellten Attribute
oder Beziehungen zu anderen Konzep-
ten
- Anzahl der nicht korrekt abgebildeten
Assertions in Form von Integritätsbe-
dingungen
Vollständig-
keit
- Anzahl der nicht umgesetzten Konzep-
te oder Beziehungen
- Anzahl der nicht korrekt abgebildeten
Assertions in Form von Integritätsbe-
dingungen
- Anzahl der nicht dargestellten Attribute
oder Beziehungen zu anderen Konzep-
ten
- Anzahl der nicht korrekt abgebildeten
Assertions in Form von Integritätsbe-
dingungen
Effizienz - Durchschnittliche Komplexität von
Anfragen (z.B. Anzahl der Joins)
- Durchschnittliche Komplexität für Än-
derungsoperationen (z.B. Anzahl der
Tupel die für ein Objekt eingefügt wer-
den müssen)
- Häufigkeit von Änderungen und Anfra-
gen
- Aufwand für die (De-)Kodierung von
Datenattributen
- Häufigkeit von Änderungen und Anfra-
gen für diesen Typ
- Verhältnis zwischen tatsächlichen Da-
tenvolumen und benötigten Speicher-
platz
Angemessen-
heit
- Verhältnis zwischen der Anzahl der Ty-
pen im Schema und Anzahl der Kon-
zepte im entsprechenden konzeptuellen
Modell
- Verwendung eines geeigneten Daten-
modells (z.B. relational, multidimen-
sional oder objekt-orientiert)
- Aufwand für den Entwurf, die Wartung
und die Verwaltung des Schemas im
Vergleich zum Nutzen
- Anzahl der Attribute, die keinen geeig-
neten Datentyp haben (z.B. String statt
Date)
- Aufwand für den Entwurf, die Wartung
und die Verwaltung des Typs im Ver-
gleich zum Nutzen
Tabelle B.10: Qualitätsfaktoren für die Implementierung von Datenmodellen
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Benutzung von Richtlinien und Standards für die Datenerfassung können zur Messung heran-
gezogen werden. Darüber hinaus können zur Messung auch eigene Attribute der Daten heran-
gezogen werden, z.B. kann die Aktualität eines Tupels einer Relation durch einen Zeitstempel
gemessen werden, der im Tupel enthalten ist.
LogicalObject bzw. ConceptualObject
Korrektheit - Prozentsatz der Datenwerte, die nicht korrekt sind
- Durchschnittlicher Wert um den die gespeicherten Werte von den tatsächlichen
Werte abweichen
- Anzahl der Häufungspunkte in den Werten, die wahrscheinlich durch das Eintra-
gen von falschen Standardwerten verursacht wurden
Genauigkeit - Verhältnis zwischen realisierter und geforderter Präzision (z.B. Stelligkeit)
- Prozentsatz der Datenwerte, die nicht genau sind (d.h. den tatsächlichen Wert nur
approximieren)
Objektivität - Anzahl der benutzten Standards während der Datenerfassung
- Anzahl der Regeln zur Datenerfassung
- Prozentsatz der Daten, die nicht objektiv erfasst wurden
Glaubwürdig-
keit
- Prozentsatz der Daten, bei denen der Erfasser nicht bekannt ist
- Benutzte Richtlinien und Standards für die Datenerfassung
- Durchschnittliche Bewertung der Benutzer über die Glaubwürdigkeit
Vertrauens-
würdigkeit
- Durchschnittliche Bewertung der Benutzer über die Vertrauenswürdigkeit
- Benutzte Richtlinien und Standards für die Datenerfassung
Redundanz - Prozentsatz der Daten, die mehrfach erfasst sind (Duplikate)
- Anzahl der Methoden, um bei der Erfassung redundante Daten zu vermeiden
- Anzahl der Regeln, mit denen sich Datenwerte aus anderen Werten ableiten lassen
Aktualität - Prozentsatz der Daten, für die das Erfassungsdatum nicht bekannt ist
- Durchschnittliches Alter der Daten
- Häufigkeit der Aktualisierung der Daten
Überprüf-
barkeit
- Anzahl der Methoden, um die Korrektheit der Daten zu überprüfen
- Anzahl der erkannten Fehler in Daten aufgrund von Überprüfungsverfahren
Tabelle B.11: Qualitätsfaktoren für Datenqualität
Tabelle B.12 zeigt Qualitätsfaktoren für den Datenzugriff. Diese Faktoren beziehen sich auf DW-
Komponenten. Die Messungen können durch Analyse der Metadaten bzw. Dokumentation der
Komponente (z.B. Anzahl der Schnittstellen oder benutzten Standards) oder durch die Auswer-
tung von Protokolldateien (z.B. Ausfallzeiten) durchgeführt werden.
B.2.4 Datennutzung
Bei der Messung der Qualitätsfaktoren für den Bereich Datennutzung steht die Bewertung durch
die Benutzer im Vordergrund, da sie beurteilen können, wie nützlich die Daten für eine An-
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DW_Component
Möglichkeit - Anzahl der Schnittstellen, die für den Datenzugriff verfügbar sind
- Zeitraum, in dem auf die Komponente zugegriffen werden kann
- Anzahl der benutzten Standards für den Datenzugriff
Sicherheit - Anzahl der vorhandenen Zugriffsbeschränkungen
- Anzahl der bekannten Sicherheitslücken
- Anzahl der abgelehnten Zugriffe aufgrund der Zugriffsbeschränkungen
- Anzahl der bekannten/versuchten Einbrüche in das System
Verfügbarkeit - Uptime des Systems
- Prozentsatz der Zeit, in dem das System nicht verfügbar war
- Anzahl der Ausfälle in einem bestimmten Zeitraum
Antwort-
verhalten
- Durchschnittliche Antwortzeit des Systems
- Durchschnittliche Bearbeitungszeit für Anfragen an das System
- Anzahl der Situationen, in denen die tatsächliche Antwortzeit vom Durch-
schnitt erheblich abweicht
Zuverlässigkeit - Anzahl der Situationen, in denen das System unterschiedliche Antworten
zu unterschiedlichen Zeiten liefert
- Anzahl der Situationen, in denen die tatsächliche Antwortzeit vom Durch-
schnitt erheblich abweicht
Tabelle B.12: Qualitätsfaktoren für den Datenzugriff
wendung sind. Aber auch objektive Kriterien können für die Messung genutzt werden. Bei der
kontextuellen Datenqualität (siehe Tabelle B.13) kann z.B. die Relevanz eines Datenobjekts (z.B.
Relation) durch die Anzahl der Berichte, Datenwürfel oder Sichten, in denen dieses Objekt ge-
nutzt wird, bestimmt werden. Dieser Wert kann auch mit Hilfe des Metadatenbanksystems be-
stimmt werden. Bei der Aktualität kann man die Prozesse zählen, die innerhalb der geforderten
Zeit aufgrund der rechtzeitigen Verfügbarkeit der Daten bearbeitet werden konnten [English,
1999].
Auch die in Tabelle B.14 aufgeführten Qualitätsfaktoren für die Darstellung der Daten werden in
erster Linie durch den Benutzer bewertet. Darüber hinaus können auch Daten über den Aufwand
für die Auswertung und Analyse der Daten (z.B. Personenstunden) oder auch die Anzahl und
Ausführlichkeit der vorhandenen Metadaten (bzw. deren Nicht-Existenz) als Qualitätsmaß ge-
nutzt werden. Die Qualitätsfaktoren beziehen sich entweder auf ein Datenobjekt (LogicalObject)
oder eine Anwendung (DW_Component), die diese Daten darstellt.
B.2.5 Administration und Wartung
Bei der Administration und Wartung beziehen sich die Qualitätsfaktoren auf die DW-Komponenten,
d.h. ihre Eignung die Administration und Wartung zu erleichtern. Die in Tabelle B.15 darge-
stellten Qualitätsfaktoren können durch die Auswertung der Spezifikationen und Dokumentation
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LogcialObject
Relevanz - Bewertung durch die Benutzer
- Anzahl der Berichte, Datenwürfel und Sichten bei denen dieses Objekt ge-
nutzt wird
Mehrwert - Bewertung durch die Benutzer
- Anzahl der Prozesse, die aufgrund der Verfügbarkeit der Daten durchge-
führt werden konnten
Aktualität - Bewertung durch die Benutzer
- Anzahl der Prozesse, die innerhalb eines Zeitrahmens durchgeführt werden
konnten, da die erforderlichen Daten verfügbar waren
- Zeit zwischen Bekanntwerden der Information und Verfügbarkeit der Da-
ten im Informationssystem
Vollständigkeit - Bewertung durch die Benutzer
- Prozentzahl der Null-Werte (für bestimmte Datenfelder)
Informations-
gehalt
- Bewertung durch die Benutzer
- Anzahl der Prozesse, die aufgrund ausreichender Informationen durchge-
führt werden konnten
Tabelle B.13: Qualitätsfaktoren für die kontextuelle Datenqualität
LogcialObject bzw. DW_Component
Angemessen-
heit
- Bewertung durch die Benutzer
- Anzahl der zusätzlichen Transformationen, die für den Einsatz der Daten
notwendig sind
Interpretier-
barkeit
- Bewertung durch die Benutzer
- Ausführlichkeit der Dokumentation zu den Daten
- Anzahl der Anmerkungen/Erklärungen zu den (Meta-)Daten
Verständ-
lichkeit
- Bewertung durch die Benutzer
- Personenstunden, die zur Auswertung/Analyse der Daten benötigt werden
Prägnanz - Bewertung durch die Benutzer
- Verhältnis zwischen der Anzahl der genutzten Datenelemente und dem ge-
samten Datenvolumen
Konsistenz - Bewertung durch die Benutzer
- Anzahl der unterschiedlichen Formate
Anpassungs-
fähigkeit
- Bewertung durch die Benutzer
- Aufwand für die Anpassung der Darstellung der Daten an neue Anforde-
rungen
Benutzbarkeit - Bewertung durch die Benutzer
- Personenstunden, die zur Auswertung/Analyse der Daten benötigt werden
Tabelle B.14: Qualitätsfaktoren für die Darstellungsqualität
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über vorhandene Funktionen und Schnittstellen gemessen werden. Des Weiteren können Daten
der Kostenüberwachung Auskunft über den personellen Aufwand und die Kosten für die einge-
setzte Hard- und Software geben. Da es hier auch um die Qualität der Metadaten geht, kann auch
das Metadatenbanksystem Informationen zur Messung dieser Qualitätsfaktoren liefern.
DW_Component
Bericht-
erstattung
- Anzahl der Funktionen zur Erstellung von Berichten
- Bewertung durch die Administratoren bzgl. der Eignung der Funktionen zur Be-
richterstattung
- Aufwand in Personenstunden für die (Fehler-)Analyse von Operationen und Er-
eignissen
Dokumentier-
barkeit
- Anzahl der Möglichkeiten, Dokumentation für Operationen und Änderungen zu
hinterlegen
- Aufwand in Personenstunden für die Dokumentation von Operationen und Ände-
rungen
Metadaten-
verfügbarkeit
- Anzahl der Funktionen (oder Schnittstellen) zum Abfragen von Metadaten
- Anzahl der Konzepte im Metadatenmodell
- Ausfallzeiten des Metadatensystems
Effektivität - Verhälntis zwischen dem Aufwand in Personenstunden und der Menge der erle-
digten Aufgaben
- Kosten für die Administration und Wartung
- Häufigkeit von durchzuführenden Änderungen
Analysier-
barkeit
- Aufwand in Personenstunden für die (Fehler-)Analyse von Operationen und Er-
eignissen
- Verhältnis zwischen Fehlerhäufigkeit und Aufwand zur Fehleranalyse
- Grad der Nachvollziehbarkeit von Operationen und Ereignissen
Ausstattung - Kosten für die Bereitstellung der Werkzeuge und Funktionen
- Anzahl der zur Verfügung stehenden Werkzeuge und Funktionen
- Anzahl der Werkzeuge und Funktionen, die nicht vorhanden sind
Tabelle B.15: Qualitätsfaktoren für Administration und Wartung
Anhang C
O-Telos-Axiome
Die Axiome beziehen sich auf die vierstellige Propositionsrelation P (o, x, l, y) der extensionalen
Objektbank. Sie wurden aus [Jeusfeld, 1992] übernommen.
Axiom 1 (Objektidentität): Objektidentifikatoren sind eindeutig.
∀o, x1, l1, y1, x2, l2, y2 P (o, x1, l1, y1)∧P (o, x2, l2, y2)⇒ (x1 = x2)∧(l1 = l2)∧(y1 = y2)
Axiome 2–4 (Namensaxiome): Der Name von Individualobjekten ist eindeutig.
∀o1, o2, l P (o1, o1, l, o1) ∧ P (o2, o2, l, o2)⇒ (o1 = o2)
Der Name von Attributen ist eindeutig in Verbindung mit der Quelle.
∀o1, x, l, y1, o2, y2 P (o1, x, l, y1) ∧ P (o2, x, l, y2)⇒ (o1 = o2) ∨ (l = in) ∨ (l = isa)
Der Name von Instanzierungs- und Spezialisierungsobjekten (in, isa) ist eindeutig in Ver-
bindung mit Quelle und Ziel.
∀o1, x, l, y, o2 P (o1, x, l, y) ∧ P (o2, x, l, y) ∧ ((l = in) ∨ (l = isa))⇒ (o1 = o2)
Axiome 5–7: Instanzierungs-, Spezialisierungs- und Attributierungsprädikate
∀o, x, c P (o, x, in, c)⇒ In(x, c)
∀o, c, d P (o, c, isa, d)⇒ Isa(c, d)
∀o, x, l, y, p, c,m, d P (o, x, l, y) ∧ P (p, c,m, d) ∧ In(o, p)⇒ A(x,m, y)
Axiom 8: Kein Objekt darf eine Attributdefinition einer seiner Klassen vernachlässigen.
∀x, y, p, c,m, d In(x, c) ∧ A(x,m, y) ∧ P (p, c,m, d)⇒ ∃o, l P (o, x, l, y) ∧ In(o, p)
Axiome 9–11: Die isa-Relation ist eine partielle Ordnung auf den Objektidentifikatoren.
∀c In(c,#Obj)⇒ Isa(c, c)
∀c, d, e Isa(c, d) ∧ Isa(d, e)⇒ Isa(c, e)
∀c, d Isa(c, d) ∧ Isa(d, c)⇒ (c = d)
Axiom 12 (Vererbungsaxiom): Die Klassenzugehörigkeit von Objekten wird auf die Oberklas-
sen vererbt.
∀p, x, c, d In(x, d) ∧ P (p, d, isa, c)⇒ In(x, c)
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Axiom 13 (Klassifikationsaxiom): Wenn ein Objekt mit Quelle x und Ziel y Instanz eines an-
deren Objektes mit Quelle c und Ziel d ist, so muss x auch Instanz von c, und y muss
Instanz von d sein.
∀o, x, l, y, p P (o, x, l, y) ∧ In(o, p)⇒ ∃c,m, d P (p, c,m, d) ∧ In(x, c) ∧ In(y, d)
Axiom 14: Eine Unterklasse, die ein Attribut mit demselben Namen wie ein Attribut einer Ober-
klasse definiert, muss dieses Attribut verfeinern.
∀c, d, a1, a2,m, e, f Isa(d, c) ∧ P (a1, c,m, e) ∧ P (a2, d,m, f)⇒
Isa(f, e) ∧ Isa(a2, a1)
Axiom 15: Ein Attribut, das eine Verfeinerung (Unterklasse) eines anderen Attributes ist, muss
dessen Quell- und Zielkomponente verfeinern
∀c, d, a1, a2,m1,m2, e, f Isa(a2, a1) ∧ P (a1, c,m1, e) ∧ P (a2, d,m2, f)⇒
Isa(d, c) ∧ Isa(f, e)
Axiom 16: Für jedes Objekt gibt es immer eine ’kleinste’ Attributkategorie mit einem gegebe-
nen Namen m.
∀x,m, y, c, d, a1, a2, e, f In(x, c) ∧ In(x, d) ∧ P (a1, c,m, e) ∧ P (a2, d,m, f)⇒
∃g, a3, h In(x, g) ∧ P (a3, g,m, h) ∧ Isa(g, c) ∧ Isa(g, d)
Axiome 17–26: Die Zugehörigkeit zu den Systemklassen wird durch das Objektformat bestimmt.
∀o, x, l, y P (o, x, l, y)⇒ In(o,#Obj)
∀o In(o,#Obj)⇒ ∃x, l, y P (o, x, l, y)
∀o, l P (o, o, l, o)⇒ In(o,#Indiv)
∀o In(o,#Indiv)⇒ ∃l P (o, o, l, o) ∀o, x, c P (o, x, in, c)⇒ In(o,#Inst)
∀o In(o,#Inst)⇒ ∃x, c P (o, x, in, c)
∀o, c, d P (o, c, isa, d)⇒ In(o,#Spec)
∀o In(o,#Spec)⇒ ∃c, d P (o, c, isa, d)
∀o, x, l, y P (o, x, l, y) ∧ (o 6= x) ∧ (o 6= y) ∧ (l 6= in) ∧ (l 6= isa)⇒ In(o,#Attr)
∀o In(o,#Attr)⇒ ∃o, x, l, y P (o, x, l, y) ∧ (o 6= x) ∧ (o 6= y) ∧ (l 6= in) ∧ (l 6= isa)
Axiom 27: Jedes Objekt fällt unter eine der vier Kategorien.
∀o In(o,#Obj)⇒ In(o,#Indiv) ∨ In(o,#Inst) ∨ In(o,#Spec) ∨ In(o,#Attr)
Axiome 28–32: Es gibt fünf Systemklassen:
P (#Obj,#Obj,Object,#Obj)
P (#Indiv,#Indiv, Individual,#Indiv)
P (#Attr,#Obj, attribute,#Obj)
P (#Inst,#Obj, InstanceOf,#Obj)
P (#Spec,#Obj, IsA,#Obj)
Axiom 33: Objekte müssen bekannt sein, bevor sie referenziert werden können. Der Operator
 ist eine (vordefinierte) totale Ordnung auf der Menge der Identifikatoren.
∀o, x, l, y P (o, x, l, y)⇒ (x  o) ∧ (y  o)
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