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Abstract
In this paper we consider the differential difference operator




2(α + β + 1) + (α − β)z





where (τf)[z] = f[z-1] The eigenfunction of this operator equal to 1 at 1 is called
nonsymmetric Jacobi function. We define the finite continuous nonsymmetric Jacobi
transform as an extension of the nonsymmetric Fourier Jacobi series. The basic
properties including the inversion formula for this transform are studied. We also
derive a sampling expansion associated to Y a, b.
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1 Introduction
The differential-difference operators play a prominent role in the theory of special
functions and harmonic analysis. Dunkl, Heckman and in particular Cherednik it was
next shown that there are related orthogonal systems of special functions which are
not Weyl group invariant (see [1-3]), but are in a sense more simple, and from which
the earlier Weyl group invariant special functions can be obtained by symmetrization.
The specialization of these operators to the case of rank one has its own interest,
because everything can be done there in a much more explicit way, and new results
for special functions in one variable can be obtained. In the rank one case the Weyl
group has order 2, and Weyl group symmetry turns down to a symmetry under the
map t ® -t or z ® z-1 (see [4]).
In this work we consider the differential-difference operator
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(f (t) − (sf )(t)), (3)
where
(sf ) (t) = f (−t). (4)
Then the operator Ya, b, coincides with the Heckman’s operator [3] (see also [5],
(1,12)) in the case of root system BC1 and the operator Yα,−
1
2 coincides with Opdam
operator corresponding to the root system A1.
Moreover, we take z = e-2iθ, the operator 12i Y
α,β becomes (see [6,7])
α,β f (θ) =
df (θ)
dθ
+ [(2α + 1) cot θ − (2β + 1) tan θ] f (θ) − (sf )(θ)
2
. (5)
The outline of this paper is as follow: In section 2, we show that the unique polyno-
mials eigenfunction of the operator Ya, b equal to 1 at 1 is related to Jacobi polyno-
mials and to their derivatives. We call these the nonsymmetric Jacobi polynomials. We
establish also a new orthogonality relations for these polynomials and we give integral
representation for the nonsymmetric Jacobi function. In section 3, we study the finite
continuous nonsymmetric Jacobi transform and we give for this transform an inversion
formula. In section 4, sampling theorem associated with the differential-difference
operator is investigated.
2 The nonsymmetric Jacobi function
2.1 The nonsymmetric Jacobi polynomials




ckzk (where ck = c-k) are related to ordinary polynomials f (x) in
x = 12(z + z
−1) by f ( 12(z + z
−1)) = f [z] . Write
f [z] = f1[z] + (z − z−1)f2[z], (6)
where
f1[z] =
f [z] + f [z−1]
2
and f2[z] =
f [z] − f [z−1]
z − z−1 ,
are symmetric Laurent polynomials. Consider Jacobi polynomials as normalized sym-
metric Laurent polynomials:











P(α,β)n ((z + z−1)/2), (7)
where P(α,β)n ((z + z−1)/2) , is the Jacobi polynomials given by (see [8]))
P(α,β)n ((z + z−1)/2) =
(α + 1)n
n! 2
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α,β(θ)dθ = hα,βn δm,n, (8)
where




(2n+α+β+1)	(n+α+1)	(n+α+β+1) , n = 1, 2, . . . ,
	(α+1)	(β+1)
	(α+β+2) , n = 0.
(10)
From the differential equation (2.6) in [9] we deduce that the Jacobi Rα,βn [z] is the
unique solution of the problem{
(Lα,β)f [z] = n(n + α + β + 1)f [z],











2(α + β + 1) + (α − β)z







Theorem 1. For n Î ℤ the differential-difference equation{
(Yα,β)f [z] = λnf [z],
f [1] = 1.
(13)
has a unique solution (α,β)λn [z] given by
(α,β)λn [z] =
{
R(α,β)|n| [z] − zλn ddzR
(α,β)
|n| [z] if n = 0,







|n|(|n| + α + β + 1).







2(α + β + 1) + (α − β)z
1 − z2 − (α + β + 1)
]
(z − z−1)f2 − zf ′1.
Then the following equation
Yα,β f [z] = λnf [z],




]′ + [2(α + β + 1) + (α − β)z
1 − z2 − (α + β + 1)
]
(z − z−1)f2 = λnf1,
−zf ′1 = λn(z − z−1)f2.
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Hence,{
Lα,β f1 = |n|(|n| + α + β + 1)f1,
−zf ′1 = λn(z − z−1)f2.
Then the solution (14) is now immediate. ■
The Laurent polynomials (α,β)λn [z] are called nonsymmetric Jacobi polynomials. For
|z| = 1, we have
(α,β)−λn [z] = 
(α,β)
λ−n [z] = 
(α,β)
λn






n(n + α + β + 1)
2(α + 1)
(z − z−1)Rα+1,β+1n−1 [z], (15)
leads





(z − z−1)R(α+1,β+1)|n|−1 [z]. (16)














Consider <.,. >a, b, defined in (8), as a symmetric bilinear form on the space of sym-
metric Laurent polynomials. With the identification f ↔ (f1, f2) between a Laurent
polynomial f and a pair of symmetric Laurent polynomials (see (6)) we look for a sym-
metric bilinear form on the space of Laurent polynomials of the form
< g, h >=< g1, g2), (h1, h2) >=< g1, h1>α,β + C < g2, h2>α+1,β+1, (17)
such that the nonsymmetric Jacobi polynomials (α,β)λn (n ∈ Z) given by(16) are




>= 0(m = n). (18)
By (8) and (16) the orthogonality certainly holds if |n| ≠ |m|. Thus we have to deter-
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|n|(|n| + α + β + 1)
(α + 1)2
.
Thus C is independent of n and the form (17) becomes more explicitly
< g, h >=< g1, g2), (h1, h2) >=< g1, h1>α,β + 4 < g2, h2>α+1,β+1. (19)
Here <.,. >a, b is defined by in (8). This form is positive definite if a > -1 and b > -1.
The inner product (17) can also be written in terms of an integral with positive weight









= f1(1 − 2x2) ± 4ix
√
1 − x2f2(1 − 2x2) (x ∈ [−1, 1]). (20)
Hence, for Laurent polynomials g, h we obtain from (17) and (20) that























g(eiθ )h(eiθ)Aα,β(|θ |)dθ , (22)
where Aa, b(θ), is defined in (9). So the orthogonality of the Laurent polynomials
α,βλn with respect to the inner product (22) can be rewritten as the following ortho-





















[eiθ ] Aα,β(|θ |)dθ = 0 (m = n). (24)
2.3 Extension of the nonsymmetric Jacobi polynomials
The mapping n → Rα,βn [z] , extends to a holomorphic function on ℂ defined by the
same formula with n replaced by μ - r (see [9]). The function R(α,β)μ−ρ [z] is an sym-
metric entire function in μ, satisfying the relation
R(α,β)μ−p [z] = R
(α,β)
−μ−p[z], p =
α + β + 1
2
.
In the next theorem we give a new integral representation for the Jacobi function.
Theorem 2. For α > − 12 ,β > −1 and l, μ Î ℂ such that μ2 = l2 +r2, the function
R(α,β)μ−ρ (cos θ) has the Laplace integral representation
R(α,β)μ (cos θ) =
∫ θ
0
K (θ , φ) cos(λφ) dφ,
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with













Ko(θ , φ) =
2α−
1
































− β ;α + 1
2
;




Proof. We start with the integral representation in [9]
R(α,β)μ (cos θ) =
∫ θ
0
K (θ , φ) cos(μφ)dφ, (26)
and from [10], we have the integral representation














where J0 is the Bessel function of first kind and index zero. If we substitute the
expression (26) in (27) and a simple calculation show the result. ■
Lemma 1. The operator Y a, b satisfies
Yα,βτ = −τYα,β , [z,Yα,β ] = z + 1
2





)2 − {2p + (α − β)z
1 − z2 − p}z
d
dz
− z{2p + (α − β)z





[A,B] := AB − BA.
We can use a similar argument to that used in Theorem 2.1 to show that: For l, μ Î
ℂ, such that μ2 = l2 + r2, the differential-difference problem{
Yα,β f [z] = λf [z],
f [1] = 1.
(28)
has a unique solution (α,β)λ [z] given by
(α,β)λ [z] =
{
R(α,β)μ [z] − zλ ddzR
(α,β)
μ [z] if λ = 0,
1 if λ = 0,
(29)
we call the function (α,β)λ [z] , the nonsymmetric Jacobi function. For
λ = λ(α,β)n = sgn(n)
√|n|(|n| + 2ρ) the nonsymmetric Jacobi function (α,β)λ [z] reduces
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to the nonsymmetric Jacobi polynomials (α,β)λn [z] . In the next theorem we give an
integral representation for the nonsymmetric Jacobi function.






(α,β)λ [eiθ ] =
∫ |θ |
−|θ |
K(θ , φ)eiλφdφ, (30)
where K (θ, j) is a function on (-π, π), continuous on (-|θ|, |θ|), supported in [-|θ|,
|θ|] and for |j | < |θ|, we have
K(θ , φ) =
1
2





where K (θ , φ) is given by relation (25).
3 The finite continuous nonsymmetric Jacobi transform
The finite continuous nonsymmetric Jacobi transform is defined by [9]
F (α,β)f (μ) =
∫ π
0
f (θ)R(α,β)μ (cos θ)Aα,β(θ)dθ ,μ ∈ C,α,β > −1. (31)
Inversion formula for the finite continuous nonsymmetric Jacobi transform (1.1) has
been studied in many papers (see, [11,12,9,13]). In particular, it was inverted in the
special Gegenbauer cases a = b = integer ≥ 0 by MacRobert. Butzer, Stens and Weh-
rens [11] considered the Legendre case and pointed the relationship with sampling the-
ory. Subsequent Walter and Zayed [13] found similar results for values such that a + b
is a non-negative integer. The interest in this transform was revived by the work of T.
H. Koornwinder and G. G. Walter [9], who remove the restriction on a and b , requir-
ing only that a > -1 and b > -1 In this section we define the finite continuous nonsym-
metric Jacobi transform and study some of its basic properties. The idea is to replace
the nonsymmetric Jacobi polynomials in the Fourier series by the nonsymmetric Jacobi




f (θ)(α,β)λ [eiθ ]Aα,β(|θ |)dθ (32)
is well-defined for all l Î ℝ. Then fˆ (α,β)(λ) is called the finite continuous nonsym-
metric Jacobi transform of f . Recall that each function f defined in (-π, π) may be
decomposed uniquely into the sum f = fe + fo, where the even part fe is defined by fe(x)
= (f(x) + f(-x))/2 and the odd part fo by fo = (f(x) - f (-x))/2.
Proposition 1. For all l, μ Î ℂ such that μ2 = l2 + r2, we have
fˆ (α,β)(λ) = 2F (α,β)(fe)(μ) + 2iλF (α,β)(Jf0)(μ) (33)
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Proof. Let f = fe + fo, for l Î ℂ, we have







R(α,β)μ−p (cos θ)Aα,β(θ)dθ ,
with
μ2 = λ2 + ρ2.











= −F (α,β)(α,β Jf0)(μ).
We deduce (33) from the fact that









From the formula (15) we have
Aα,β(θ)R
(α,β)


















This establish (34). ■
In the next theorem we derive an inversion formula for the finite continuous non-
symmetric Jacobi transform.

















	(α + 1)	(β + 1)	(1 − ρ + μ)	(1 − ρ − μ) if 2ρ ∈ Z, if 2ρ ∈ N
2μ(μ − p)2ρ cosπ(μ − p)
μ − ρ if 2ρ ∈ N.
(35)
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Proof. Let f = fe + fo, then we have∫ ∞
−∞




















μ−p (− cos θ)h˜(α,β)(μ)dμ.
In the other hand it is easy to see that fe, J fo Î C
2p with p > ρ + 32 and by Theorem













μ−p (− cos θ)h˜(α,β)(μ)dμ, 0 < θ < π .
so that∫ ∞
−∞





















π(t − n) .
This theorem has been generalized in various directions (see [11,14-16]). In this sec-
tion we established a sampling theorem associated to the differential-difference opera-
tor Ya, b . We put
S(ρ)n (λ) = π (α,β)(n)
∫ π
−π





|(α,β)λn [eiθ ]|2Aα,β(|θ |)dθ . (38)
Lemma 2.
S(ρ)n (λ) = λ(λ + λn)
(2|n| + 2ρ)	(|n| + 2ρ)
π 	(|n| + 1)
× 	(μ − ρ) sinπ(μ − ρ − |n|)
	(μ + ρ + 1)(μ2 − (ρ + |n|)2) .
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Proof. From the relation
d
dθ
R(α,β)μ−p (cos θ) =
p2 − μ2
2 (α + 1)
sin (θ) R(α+1,β+1)μ−p−1 (cos θ)
and
Aα+1,β+1 (|θ |) = 14sin











R(α,β)μ−p (cos θ) R
(α,β)








|n|−1 (cos θ)Aα+1,β+1 (|θ |) dθ .
(39)
and by formula (2.9) in [13]the second member of the last equality becomes
2	2 (α + 1) 	 (|n| + β + 1)
π	 (|n| + α + 1)
	
(









2 (α + 2) 	 (|n| + β + 1)
π	 (|n| + α + 1)
	
(
μ − p) sinπ (μ − p − |n|)
	
(
μ + p + 1
) (
μ2 − (p + |n|)2)
and after simplification we obtain
2
(
1 + λ−1 λn
) 	2 (α + 1) 	 (|n| + β + 1)
π	 (|n| + α + 1)
	
(





μ2 − (p + |n|)2) .
We have ■
S(p)n (λm) = δn,m, n, m ∈ Z.
Proposition 2. Let f Î L2 ((-π, π), Aa, b (|θ|)) and let f be once continuously differenti-









, −π < θ < π ,
uniformly on compact subsets of (-π, π).
Proof. Let f = fe + fo. The Proposition 3:1 give the following equality
∞∑
n=−∞
























(n − 1)R(α+1,β+1)n−1 (cos θ) .
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(n − 1) R(α+1,β+1)n−1 (cos θ) .
The result follows from Lemma 3.1 in [9]. ■
The following theorem gives a series representation for the finite continuous non-
symmetric Jacobi transform.
Theorem 5. Let f Î C2p, where 2p > 2 + max (2α + 1,ρ,α + 12) . Then
fˆ (α,β) (λ) =
∞∑
n=−∞
fˆ (α,β) (λn) S
(ρ)
n (λ)
with absolute convergence, uniform on strips of finite width in ℂ around ℝ.
If we substitute the expression (30) in (3:2) we obtain














K (θ , φ) f (φ) Aα,β (|φ|) dφ.
Thus, we can expand the function fˆ (α,β) (λ) with the aid of Whittaker-Shannon-
Kotel’nikov theorem.
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