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Chapitre 1
Introduction
La fusion de données acquises à partir de sources différentes est aujourd'hui une problématique 
fortement émergente tant aux niveaux méthodologique qu'applicatif. L'obtention d'une information 
plus riche est en effet profitable dans de nombreuses situations pratiques. Or les données 
correspondent souvent à de grands volumes à traiter, dans lesquels l'information est redondante, et 
ne sont généralement pas présentées de façon uniformisée. Dans un tel contexte, l'intégration des 
données au sein d'un même modèle réclame le développement d'outils appropriés pour être réalisée.
La fusion de données est à la confluence de nombreuses thématiques, dont l'une d'entre elles 
concerne la télédétection appliquée à l'observation de la Terre. En effet, il existe dans ce domaine 
des images de modalités différentes, qui chacune apporte un type d'information particulier à propos 
d'une scène donnée. Ces images ne sont généralement pas situées dans un même référentiel spatial, 
ce qui empêche leur exploitation simultanée. Il est donc nécessaire que l'une d'entre elles subisse 
une transformation géométrique afin d'être superposée (recalée) sur l'autre image. Deux difficultés 
majeures rendent ce processus de recalage difficile à réaliser automatiquement. Tout d'abord, la 
représentation de l'information n'est pas la même d'une modalité à l'autre ; de plus, les éléments 
d'une même scène n'ont pas forcément les mêmes expressions dans des images de modalités 
différentes. C'est pourquoi le recalage automatique d'images de télédétection de modalités 
différentes reste à l'heure actuelle un domaine de recherche très actif. Dans cette thèse, nous nous 
proposons donc d'apporter une contribution à la résolution de ce problème.
Nous montrerons pour cela que l'utilisation de nuages de points 2D, chacun étant relié à l'une des 
images à recaler, est particulièrement adaptée dans le contexte d'acquisitions multimodales. En 
effet, une connaissance fréquemment vérifiée à propos de ces nuages est qu'ils possèdent des 
structures linéiques en commun, qui ont généralement un support géographique : ces structures
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forment l'expression la plus générale d'une information commune entre nuages de points, 
indépendamment de la manière dont ceux-ci sont obtenus. Nous montrerons comment représenter 
ces structures par morceaux à l'aide de nouvelles primitives qui caractérisent des orientations 
locales. Ensuite, notre intérêt portera sur la caractérisation d'une mesure de similarité entre sous-
nuages de points 2D invariante par rotation et si nécessaire par homothétie, importante dans la 
définition d'une stratégie d'appariement améliorée dont peut bénéficier n'importe quel algorithme de 
recalage. Enfin nous nous intéresserons aux propriétés de robustesse de cette mesure, et montrerons 
comment celle-ci peut être contrôlée.
Ce manuscrit est divisé en deux parties : la première partie (chapitres 2 à 4) porte sur certaines 
considérations méthodologiques générales, qui aboutissent à la définition exacte du problème à 
traiter ; dans cette même partie, un « état de l'art » nous permet de présenter les méthodes et les 
approches qui ont été proposées dans l'étude de ce problème. La seconde partie (chapitres 5 à 9) est 
consacrée à l'approche originale qui a été développée durant cette thèse, ainsi qu'à la présentation de 
résultats obtenus sur des données synthétiques et réelles.
Cette présente introduction constitue le premier chapitre du manuscrit.
Le second chapitre traite de télédétection en général, plus particulièrement des systèmes 
d'observation de la Terre. Notamment, nous y présentons les principaux types d'images que l'on peut 
rencontrer dans ce domaine, et donnons des exemples d'applications ; nous montrons aussi que la 
fusion d'images de différentes modalités permet d'élargir le champ de ces applications. Une étape 
préalable à la fusion est le recalage des images, qui est un processus devant être effectué 
automatiquement à cause des grands volumes de données qui doivent souvent être traités.
Le troisième chapitre présente le problème du recalage d'un point de vue général ; notre discours 
est ensuite plus orienté vers la télédétection. Les algorithmes de recalage ont pour contrainte 
principale de devoir s'appuyer sur la part d'information commune que partagent les images acquises 
sur une même scène. Nous montrons que cette information est liée à la présence de structures 
linéiques dans des nuages de points (images binaires) extraits à partir des images, et que celles-ci 
sont en correspondance à travers des transformations géométriques simples.
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Le quatrième chapitre est dédié à la présentation des méthodes qui ont été développées pour le 
recalage de nuages de points 2D. Ces méthodes ont été classées en trois catégories, qui représentent 
aussi l'évolution des idées dans le domaine du recalage : ICP (« Iterative Closest Point ») qui repose 
sur la notion de proximité spatiale, méthodes reposant sur la notion de ressemblance structurelle 
entre primitives, et enfin méthodes utilisant les relations géométriques qui existent entre primitives 
(RANSAC – RANdom SAmple Consensus – et transformée de Hough).
À l'issue du quatrième chapitre commence la seconde partie de cette thèse, dans laquelle nous 
présentons notre contribution.
Ainsi, le cinquième chapitre est consacré à la définition de nouvelles primitives ; celles-ci 
s'appuient sur les structures linéiques qui forment l'information commune entre les nuages. Ces 
nouvelles primitives nous permettent notamment de représenter les structures de manière unifiée, 
par le « découpage » de celles-ci en éléments plus simples et orientés. 
Le sixième chapitre concerne le développement d'une mesure de similarité entre sous-nuages, 
comme élément central d'une stratégie d'appariement améliorée pour le recalage de nuages de points 
2D. Cette mesure de similarité a la propriété d'être invariante par rotation, et si nécessaire par 
homothétie ; elle utilise la distribution des différences d'orientations de primitives pour caractériser 
la présence d'une information commune entre deux sous nuages. 
Le septième chapitre porte sur l'étude de la robustesse de la mesure de similarité définie dans le 
chapitre 6. Cette étude repose sur la modélisation statistique du bruit dans la distribution des 
différences d'orientations de primitives ; nous montrons notamment l'influence de la précision des 
orientations de primitives sur la robustesse de la mesure de similarité.
Le huitième chapitre nous permet de présenter des résultats, notamment sur différents types 
d'images de télédétection.
Enfin le neuvième chapitre clôture ce manuscrit : un bilan sur le travail de thèse y est présenté, 
ainsi qu'un ensemble de perspectives qui permettront de compléter ou de prolonger cette thèse. 
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Chapitre 2
La télédétection et ses applications dans le domaine de l'observation 
de la Terre
Dans ce chapitre, nous donnerons en première section quelques notions d'électromagnétisme qui 
seront utiles au discours de cette première partie de thèse. En deuxième section, nous présenterons 
quels sont les différents types d’images que l'on peut rencontrer en télédétection, et exposerons 
quelques-unes de leurs propriétés. La troisième section sera dédiée à des exemples d’applications : 
notre but ne sera pas d'être exhaustif, mais plutôt de montrer à quel point la télédétection peut être 
impliquée dans de nombreux enjeux de notre société. Notamment, des exemples nécessitant 
l'utilisation de plusieurs images seront présentés, avec comme avantage l’intégration des diverses 
informations qu’elles contiennent au sein d’un même modèle. Enfin en dernière section, nous 
insisterons sur la nécessité de réaliser cette intégration de façon automatique.
1) Notions d’électromagnétisme
La télédétection désigne la mesure ou l’acquisition d’informations sur un objet ou un phénomène 
grâce à un instrument (capteur) situé à distance. Cette courte définition englobe en fait un large 
éventail de techniques, par exemple : les lasers, les radars, les sonars, les sismographes, les scanners 
médicaux (radiographies, IRM,), les capteurs de l’astrophysique (télescopes,)… et dont les 
applications forment un ensemble encore plus vaste. Dans cette thèse, nous nous consacrerons aux 
instruments d’observation de la Terre, où les capteurs sont convoyés principalement par des avions 
et des satellites artificiels. Ces capteurs ont pour point commun la mesure de rayonnements 
électromagnétiques émis ou réfléchis par des cibles au sol ; ces mesures sont alors utilisées pour 
produire des images, qui sont la plupart du temps numériques, et qui représentent alors les 
quantifications ordonnées dans l’espace de l’ensemble des mesures effectuées sur une scène (les 
pixels). Un pixel est relié à une cellule de résolution, qui peut être vue comme la réponse intégrée 
d’un « élément de surface » au sol.
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Le rayonnement électromagnétique correspond à un transport d’énergie dans des milieux 
matériels, voire dans le vide, à une vitesse dans ce dernier cas de c = 299 792 458 ms-1. Les lois qui 
régissent ce rayonnement sont données en physique classique par les équations de Maxwell. Ces 
équations, couplées à des équations fournissant des informations relatives au milieu de propagation, 
donnent les relations qui existent entre les deux variables qui modélisent le rayonnement 
électromagnétique : le champ électrique E et le champ magnétique B. Étant donné que ces deux 
vecteurs sont toujours orthogonaux, en général seul le champ électrique E est étudié. Dans le cas du 
vide, l’une des solutions les plus simples de ces équations est donnée par l’onde plane :
{
E
x
=E
0
. cos!" . t#k.z $
E y=0
E
z
=0
(1a)
où E0 correspond à l’amplitude de l’onde, ! correspond à sa pulsation et k correspond au nombre 
d’ondes. Le champ électrique E ainsi défini correspond donc à une onde se propageant dans la 
direction z, et oscillant verticalement dans le plan « xy » (voir figure 1 ci-dessous) :
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La pulsation ! est liée à la notion de fréquence temporelle : ! = 2"f, où f est la fréquence de 
l’onde ; sa valeur correspond au nombre de « pics » par seconde passant en un point donné de la 
trajectoire de l’onde. Le nombre d’ondes k est quant à lui lié à la notion de période spatiale : k = 
2"/#, où # est la distance entre deux pics consécutifs. Dans le cas du vide, ces deux quantités sont 
reliées par la relation # = c/f. On voit donc qu’une onde peut être caractérisée simplement par son 
amplitude et sa longueur. 
De manière plus générale, l’état de polarisation doit aussi être pris en compte pour caractériser 
une onde ; en effet, le champ électrique E oscille toujours dans le plan perpendiculaire à la 
trajectoire, et l’oscillation verticale selon l’axe x qui concerne l’onde que nous venons de présenter 
n’est qu’un cas particulier. Les composantes Ex et Ey peuvent avoir des amplitudes différentes et 
être de plus déphasées :
{
E
x
=E
0x
. cos!" . t#k.z#%x $
E y=E0y . cos!" . t#k.z#%y$
Ez=0
(1b)
Le jeu des différentes amplitudes et des différences de phase entre les deux composantes conduit 
alors « la pointe » du vecteur E à décrire différentes trajectoires elliptiques dans le plan xy. Chacune 
de ces trajectoires, de différentes valeurs d’ellipticité et d’orientation, définit alors un état de 
polarisation particulier. La figure 2 ci-dessous montre des exemples de trajectoires elliptiques ; on 
peut y constater que les cas limites correspondent aux polarisations linéaire et circulaire.
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Nous reviendrons plus tard sur la notion de polarisation d’onde, puisque certains capteurs peuvent 
tirer profit de cette particularité pour obtenir d’avantage d’information sur une cible.
Il est à noter que la théorie ondulatoire (due à Maxwell) n’est pas la seule permettant de décrire 
le rayonnement électromagnétique ; la théorie corpusculaire, où l’on considère qu’un rayonnement 
est composé de plusieurs unités discrètes appelées « photons », permet en effet de compléter la 
première. On y apprend notamment que l’énergie E d’un photon est reliée à sa longueur d’onde par 
l’expression suivante : 
E=
h.c
&
(2)
Ainsi, plus la longueur d’onde d’une radiation est petite, plus l’énergie de celle-ci est importante.
En télédétection, les longueurs d’ondes utilisées varient de plusieurs puissances de dix ; il est 
donc courant de représenter le spectre des radiations à l’échelle logarithmique (voir figure 3 ci-
dessous).
En fonction de leurs longueurs, les ondes électromagnétiques sont classées en régions spectrales qui 
ont été définies de manière conventionnelle. Par exemple, la lumière visible est constituée d’ondes 
de longueurs situées dans l’intervalle 400 nm (violet) à 800 nm (rouge). Les ultraviolets ont des 
longueurs d’onde inférieures à 400 nm et les infrarouges se situent au-delà de 800 nm. Dans le cas 
des infrarouges, il est courant de les subdiviser en trois sous-catégories : infrarouges proches (de 
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Fig. II.3: Spectres des radiations à l'échelle logarithmique.
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800 nm à 1300 nm), infrarouges moyens (de 1300 nm à 3000 nm) et enfin les infrarouges 
« thermiques » (de 3000 nm à 14000 nm) qui sont seuls responsables de la sensation de chaleur. Au-
delà se trouve enfin le domaine des « micro-ondes » dont les longueurs s’échelonnent de 1 mm à 
1m. 
Mesurer le rayonnement d’une longueur d’onde donnée revient à récupérer un type 
d’information particulier sur la scène étudiée. Chaque type d’image de télédétection étant lié à un 
capteur opérant dans une zone particulière du spectre, on conçoit alors aisément que les images 
produisent des résultats différents, et que d’une certaine manière celles-ci sont complémentaires les 
unes par rapport aux autres. Dans la section suivante, nous allons présenter les types d’images que 
l’on peut rencontrer en télédétection, et leurs principales caractéristiques.
2) Différents types d’images de télédétection
Il existe principalement deux types d’acquisition en télédétection : passive et active, que l’on 
nomme aussi imagerie optique et imagerie radar respectivement. La première catégorie comprend 
les capteurs qui mesurent les radiations naturelles émises ou réfléchies par des cibles ; ils utilisent 
comme source lumineuse le soleil. Cette catégorie inclut les images panchromatiques, 
multispectrales et hyperspectrales. Les capteurs de la catégorie active émettent quant à eux leurs 
propres radiations et mesurent en retour la réponse des cibles au sol. Cette catégorie inclut les 
images radars. Il existe donc principalement quatre types d’image (panchromatique, multispectral, 
hyperspectral et radar) que nous allons présenter plus en détail dans les sous-sections suivantes.
2.1 Imagerie optique
Les capteurs multispectraux et hyperspectraux sont des instruments capables de mesurer 
plusieurs zones du spectre, appelées « bandes », généralement comprises entre 0.3 µm et 14 µm (ce 
qui inclut donc le rayonnement ultra violet, le domaine visible, les proches / moyens infrarouges, et 
enfin les infrarouges thermiques). La différence entre les deux systèmes réside dans le fait que dans 
le cas multispectral, les bandes utilisées sont de l’ordre de la dizaine et sont assez larges (0.2 µm), 
tandis que dans le cas hyperspectral, plusieurs centaines de bandes relativement étroites (0.01 µm) 
sont couramment utilisées. Les capteurs panchromatiques quant à eux mesurent les radiations dans 
une bande unique et très large : en général, la mesure concerne au moins l’ensemble du spectre 
visible. 
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Parmi les caractéristiques importantes des capteurs optiques, quatre doivent retenir notre 
attention : les résolutions spatiale, spectrale et radiométrique, ainsi que le rapport signal sur bruit. 
Concernant la résolution spatiale, un capteur optique ne peut mesurer des radiations que sous un 
certain champ de visée instantané, à cause d'effets de diffraction (voir figure 4). 
Un champ de visée petit est désirable afin de détecter de manière fine des cibles au sol ; 
néanmoins, un champ de visée plus grand peut être tout aussi bénéfique dans le sens où, lors de 
l’acquisition d’un pixel, la quantité d’énergie capturée est plus importante. Les mesures sont alors 
effectuées de manière plus sensible, ie. il est possible d’enregistrer des variations d’énergie plus 
fines. Le résultat est alors une meilleure résolution radiométrique. Il existe donc un compromis 
entre résolution spatiale et résolution radiométrique. Un autre moyen d’augmenter la quantité 
d’énergie apportée au capteur est d’élargir le spectre des radiations auxquelles celui-ci est sensible : 
l’élargissement d’une bande permet d’accroître le nombre des radiations mesurées, qui chacune 
ajoute alors sa portion d’énergie. Il existe donc aussi un compromis entre résolution spectrale et 
résolution radiométrique. Notons que la perte de résolution spatiale influe aussi le rapport signal sur 
bruit : en élargissant l’angle de vue du capteur, et donc en augmentant la taille des cellules de 
résolution, nous réalisons une « intégration spatiale » du signal qui a pour effet de « noyer » le 
bruit ; par conséquent, le rapport signal sur bruit s’en trouve amélioré. Il est par ailleurs possible 
d’obtenir le même effet en réalisant une « intégration spectrale », ie. en élargissant la bande dans 
laquelle nous effectuons des mesures. Le compromis se prolonge donc entre résolutions spatiale et  
spectrale, et rapport signal sur bruit.
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L’ensemble des interactions entre cibles et radiations incidentes se résume dans la notion de 
réflectance : elle se définit comme la portion d’énergie qui est reflétée par rapport à l’énergie 
incidente ; nous pouvons alors définir la fonction suivante, dont la variable est la longueur d’onde 
mesurée : 
'!&$=
ER!&$
E I !&$
=
énergie de laradiation& réfléchie par la cible
énergie de laradiation& incidente sur la cible
.100 (3)
Un diagramme représentant les variations d’une telle fonction pour une cible donnée constitue sa 
signature ; elle nous renseigne sur les propriétés spectrales de la cible. Dans la figure 5 ci-dessous, 
nous pouvons comparer les courbes de réflectance spectrale de deux cibles différentes : le pin et 
l'érable.
 
En règle générale, les feuillus produisent une réponse plus importante dans les infrarouges que les 
conifères ([LRC04]). Dans cette figure, nous pouvons par ailleurs remarquer une certaine variabilité 
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dans les réflectances de ces deux types de cibles : les réflectances ne sont en effet jamais 
exactement les mêmes pour une classe de cible donnée...
D’une certaine manière, les différents capteurs optiques peuvent être vus comme des moyens de 
produire ces signatures à diverses résolutions spectrales. Les images optiques possèdent alors deux 
intérêts :
• exploitation bas niveau : étudier les propriétés physico-chimiques d’une cible ; cela est 
rendu possible par le fait que pour une longueur d’onde donnée, la réponse réfléchie 
diffère en intensité selon l’état de la cible. Dans ce type d’utilisation, les pixels sont donc 
utilisés indépendamment les uns des autres.
• exploitation haut niveau : il s’agit cette fois d’utiliser un groupe de pixels dans le but de 
reconnaître et d’identifier des objets présents dans la scène.
Aucun des deux types d’exploitation n’est plus facile que l’autre. Dans le premier cas, il s’agit 
d’utiliser des modèles physiques et mathématiques complexes et de remonter aux informations 
recherchées par inversion du problème, alors que dans le second cas, ce sont des techniques de 
segmentation, de classification, d’intelligence artificielle (etc...) qu'il s’agit d’utiliser. 
Naturellement, ces deux approches ne s’excluent en rien dans la pratique.
Par ailleurs, lorsque l’on étudie la réflectance d’une cible, il est important de tenir compte des 
interactions des radiations mesurées avec l’atmosphère. En effet, celles-ci parcourent un chemin 
plus ou moins long dans l’atmosphère jusqu’au capteur. Les effets atmosphériques concernent 
principalement deux catégories : diffusion et absorption.
La diffusion atmosphérique est un phénomène aléatoire causé par des particules. La diffusion de 
Rayleigh intervient communément lorsque les radiations interagissent avec des particules dont les 
tailles sont très inférieures aux longueurs des radiations. L’effet de la diffusion de Rayleigh est 
inversement proportionnel à la longueur d’une onde élevée à la puissance 4. La diffusion de 
Rayleigh affecte donc de manière plus important les courtes longueurs d’onde. Par exemple, le bleu 
du ciel est une manifestation de la diffusion de Rayleigh (le bleu correspondant aux ondes les plus 
courtes du spectre visible). Ce type de diffusion est la principale cause d’un effet de « brouillard » 
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dans les images optiques qui diminue leurs contrastes : dans les images en couleurs, cet effet 
indésirable produit un aspect gris-bleu, en particulier si le capteur est situé à très haute altitude ; ce 
type de brouillard peut néanmoins être corrigé. Un autre type de diffusion est appelé diffusion de 
Mie ; elle intervient lorsque les radiations interagissent avec des particules dont les tailles sont de 
l’ordre de grandeur des longueurs d’onde mises en jeu. La diffusion de Mie influence des radiations 
dont les longueurs sont plus grandes par rapport au cas précédent. Elle est principalement due à la 
vapeur d’eau et aux poussières présentes dans l’atmosphère ; de ce fait, la diffusion de Mie 
intervient moins fréquemment que celle de Rayleigh. Enfin, un dernier type de diffusion est appelée 
diffusion non sélective, et intervient en présence de particules de grandes tailles par rapport à la 
longueur des radiations. Typiquement, ces particules ont des tailles allant de 5 µm à 100 µm, et 
diffusent le rayonnement visible et les proches et moyens infrarouges de manière égale (« non 
sélectivité »). Dans le domaine visible, cela explique pourquoi les nuages ou la brume apparaissent 
en blanc. Ils constituent un effet parfaitement indésirable dans l’observation de la surface terrestre.
En contraste des effets de diffusion, il existe aussi des effets d’absorption par l’atmosphère. En 
effet, les particules qu’elle contient diminuent de manière sélective certaines radiations : parmi les 
particules les plus actives, signalons la vapeur d’eau, le dioxyde de carbone et l’ozone. Ces gaz 
influencent fortement les zones spectrales que l’on peut observer ; celles qui sont « épargnées » par 
les effets d’absorption forment la « fenêtre atmosphérique » (représentée en vert dans la figure 6 ci-
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dessous). Les parties du spectre qui sont « bloquées » par absorption sont indiquées en gris ; 
l’acquisition de données en télédétection optique est donc limitée aux zones non-grisées. Il existe en 
fait une interdépendance entre : 
• le spectre de la source lumineuse (le soleil), 
• la fenêtre atmosphérique à travers laquelle les radiations sont transmises vers et depuis la 
surface terrestre, 
• la sensibilité spectrale des détecteurs disponibles pour mesurer ces radiations. 
Tous ces éléments doivent donc être pris en compte lorsque l'on souhaite acquérir des images grâce 
à des capteurs optiques.
2.2 Imagerie radar
Le mot radar est l’acronyme de « Radio Detection and Ranging ». Un large éventail de systèmes 
entrent dans la catégorie des radars, mais nous ne nous préoccupons que des radars imageurs : les 
radars à synthèse d’ouverture. Les radars à synthèse d’ouverture sont des systèmes de télédétection 
actifs, dans le sens où ils produisent leurs propres radiations. Leur fonctionnement implique la 
transmission de courtes impulsions d’ondes électromagnétiques dans la direction d’intérêt, et 
l’enregistrement en temps et en énergie de la réponse de la zone illuminée. Ce principe fondamental 
est illustré par la figure 7 ci-dessous :
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Les capteurs radars utilisent des longueurs d’onde qui sont de l’ordre de plusieurs centimètres ; 
par convention, ces longueurs sont subdivisées en sous-catégories qui sont résumées dans la table 
suivante :
Bandes Longueurs d'onde 
X 2.4cm – 3.75cm
C 3.75cm – 7.5cm
S 7.5cm – 15cm
L 15cm – 30cm
P 30cm – 100cm
Tab. II.1: Désignation des bandes dans les systèmes radars, et longueurs d'onde correspondantes (source : CCRS).  
À ces longueurs-là, il n’existe pas d'interaction entre les radiations et l’atmosphère : c’est ainsi 
que les radars ont la capacité d’acquérir des images indépendamment des conditions 
météorologiques ; de même, puisque les radars sont des systèmes actifs, ils peuvent être utilisés de 
jour comme de nuit. On comprend pourquoi ce furent les militaires qui s’intéressèrent les premiers 
aux capteurs radars ; c’est d’ailleurs à eux que l’on doit les dénominations des bandes résumées 
dans la table précédente. L’utilisation d’ondes centimétriques permet d’obtenir des informations 
quant à la constante diélectrique des cibles. La constante diélectrique est en effet l’un des 
principaux paramètres qui influence la quantité d’énergie qui est réfléchie vers le radar : plus sa 
valeur est élevée, et plus un matériau est disposé à réfléchir une grande quantité d’énergie. 
Concernant les matériaux courants, la constante diélectrique dépend normalement de la longueur 
d’onde utilisée : dans le domaine centimétrique, la plupart des matériaux secs et non métalliques 
possèdent une constante diélectrique comprise entre 3 et 8. En revanche, l’eau et les métaux en 
possèdent une qui est supérieure à 80. C’est donc principalement la teneur en ces éléments qui 
influence la constante diélectrique des matériaux, et par extension la quantité d’énergie réfléchie. 
D’autre part, la géométrie des cibles est très importante en imagerie radar. Étant donné que les 
ondes utilisées sont centimétriques, ce sont les formes macroscopiques des cibles qui sont 
pertinentes dans ce cas-là ; ainsi, « géométrie d’une cible » est un terme à prendre dans son sens le 
plus naturel. Par ailleurs, la polarisation des ondes mesurées dépend elle aussi grandement de la 
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géométrie des cibles, et de nombreuses informations supplémentaires peuvent être obtenues si le 
nombre de mesures faites avec des polarisations différentes augmente. Un point important 
concernant un état de polarisation quelconque est que celui-ci peut-être représenté à partir de la 
combinaison de deux autres états de polarisation ; ceux-ci forment alors une base des états de 
polarisation. Par exemple, les polarisations verticale (V) et horizontale (H), présentées au début de 
ce chapitre, forment clairement une telle base. Or, les radars peuvent, dans certains cas, transmettre 
et recevoir des ondes avec une polarisation horizontale ou verticale. Il peut donc y avoir quatre 
combinaisons de polarisations de transmission et réception : 
• HH polarisation horizontale pour la transmission et la réception 
• VV polarisation verticale pour la transmission et la réception 
• HV polarisation horizontale pour la transmission et verticale pour la réception 
• VH polarisation verticale pour la transmission et horizontale pour la réception.
Si un radar est capable de traiter la polarisation des ondes H et V en émission comme en réception 
et que celui-ci récupère pour chaque cible les mesures en amplitude et en phase dans les canaux HH 
HV VH VV, nous disposons alors de toutes les informations nécessaires pour simuler la réponse des 
cibles pour n’importe quelles polarisations en émission et en réception. De tels radars sont appelés 
radars polarimétriques, et la technique est appelée synthèse de polarisation. À cause du grand 
volume d’informations obtenu avec cette technique, il a été nécessaire de dériver un certain nombre 
de paramètres qui facilitent leur interprétation. Les signatures polarimétriques en sont un bon 
exemple : au lieu d’étudier toutes les possibilités de polarisation en émission et réception, on étudie 
la réponse d’une cible lorsque les polarisations émission/réception sont les mêmes (copolarisation) 
ou lorsqu’elles sont orthogonales (orthopolarisation). En faisant varier l’orientation et l’ellipticité de 
la polarisation, nous obtenons deux nappes appelées « signatures de la cible » qui permettent sa 
caractérisation pour la longueur d’onde et l’angle d’incidence utilisés. Les paramètres H-A-$ de 
Cloude et Pottier ([CP97]) constituent un autre bon exemple : pour mieux caractériser une cible, il 
est plus efficace de la décrire à l’aide d'un nombre limité de paramètres orthogonaux contenant une 
information significative ; de plus, il est intéressant de pouvoir décomposer la diffusion d’une cible 
en plusieurs mécanismes de diffusion plus simples. C’est ce que permettent les paramètres H-A-$ :
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• L’entropie polarimétrique H représente le caractère aléatoire de la diffusion : H=0 indique 
qu’un seul mécanisme de diffusion est à l’œuvre tandis que H=1 indique qu’un ensemble de 
mécanismes de diffusion aléatoires sont en cause, autrement dit que la cible dépolarise le 
signal. 
• Le paramètre $ indique le mécanisme de diffusion dominant : $=0° indique une diffusion 
par une surface, $=45° indique une diffusion dipolaire ou par un volume, et $=90° indique 
une diffusion par un dièdre ou des réflexions multiples. 
• L’anisotropie polarimétrique A signale la présence de multiples diffuseurs.
Bien que les radars à synthèse d’ouverture ne soient pas tous polarimétriques, un grand nombre 
d’entre eux possèdent au moins une partie des canaux HH HV VH VV, et par conséquent disposent 
partiellement des capacités des systèmes polarimétriques. Le nombre de radars polarimétriques est 
cependant croissant : en effet, c’est en utilisant les différentes propriétés polarimétriques des cibles 
que d’une certaine manière les radars produisent des signatures caractéristiques de celles-ci, à 
l’instar des réflectances des capteurs optiques. D’une façon générale, les capteurs radars fournissent 
des informations si riches que l’exploitation des images, aussi bien « bas » niveau que « haut » 
niveau, constitue un domaine de recherche très actif.
Les capteurs radars sont toutefois limités par leur rapport signal sur bruit. En effet, la synthèse 
d’ouverture, qui est un traitement permettant d’améliorer la résolution azimutale1, nécessite 
d’enregistrer non seulement les amplitudes mais aussi les phases des radiations reçues. Cela signifie 
que les radiations émises par le capteur doivent être cohérentes (ie. elles doivent avoir des phases 
définies), et qu’elles doivent être aussi reçues de façon cohérente. Une conséquence importante est 
que les images radars ont un aspect granuleux appelé « speckle » (« chatoiement » en français) : les 
ondes provenant d’une zone donnée de la surface terrestre peuvent être déphasées à divers degrés 
lors de leurs réceptions, provoquant des interactions destructives ou constructives entre les ondes : 
ces interactions se manifestent alors dans les images par l’apparition aléatoire de grains sombres et 
clairs. Cet effet indésirable est généralement réduit par des techniques de traitement d’images qui 
1 Direction dans laquelle se déplace le capteur
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ont fait l'objet de nombreux travaux. D'autre part, afin de réduire les effets du speckle, il existe un 
processus similaire au cas optique qui consiste à perdre en résolution spatiale pour améliorer le 
rapport signal sur bruit : cette technique est appelée traitement multi-vues. N images indépendantes 
de la même scène (acquises par différentes parties de l’antenne) sont moyennées entre elles, 
réduisant le speckle d’un facteur 1/!N , mais réduisant par ailleurs la résolution d’un facteur N. 
3) Applications
La télédétection intervient dans un large éventail d’applications. Nous allons tenter de donner un 
aperçu des thématiques que l’on peut rencontrer, en les classant en deux grandes catégories : 
applications mers/océans, et applications continents. 
3.1 Applications mers/océans
L’imagerie optique est d’une grande utilité pour la compréhension du rôle de la biologie marine 
dans la régulation des flux de dioxyde de carbone, pour le suivi des changements globaux de la 
biomasse du phytoplancton, et pour comprendre le couplage entre la circulation océanique et la 
production primaire. Les observables (qu'il s'agisse de la concentration en chlorophylle, des 
sédiments en suspension, des floraisons toxiques ou de la production primaire) sont contenues dans 
la signature spectrale de la mer en optique, couramment appelée la "couleur de la mer". C'est donc 
cette information qu'il faut inverser pour restituer les différents paramètres observables. Parmi les 
succès de l’imagerie optique dans ce domaine, signalons la quantification de la biomasse 
phytoplanctonique et ses variabilités saisonnières ou inter-annuelle, ou encore la quantification de la 
fixation du carbone par l’océan, que l’on estime à 50 Gt/an ([Mar04]). 
Mesurer la salinité des océans est important pour comprendre leurs circulations. Donnons 
l’exemple du Gulf Stream, ce courant qui s’écoule du Mexique vers le nord-ouest de l’Europe. 
Pendant son trajet, celui-ci se refroidit par évaporation, ce qui a pour conséquence l’augmentation 
de sa salinité. Sa masse volumique finit par dépasser celle de l’eau environnante, et le Gulf Stream 
s’enfonce alors dans l’océan pour retourner vers l’équateur. Ce courant est précisément l’un des 
facteurs du doux climat européen. Or, il pourrait être perturbé par l’arrivée d’eau douce résultant de 
la fonte des glaces : on comprend alors que la mesure de la salinité en surface soit capitale. 
Aujourd’hui, il n’existe pourtant aucune méthode permettant d’effectuer la mesure de la salinité des 
océans par télédétection ; la mission SMOS de l’Agence Spatiale Européenne, dont le satellite a été 
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lancé en Novembre 2009, devrait apporter une solution à ce problème ([JGT11]). Le principe est le 
suivant : on sait que l’énergie radiative émise par la surface des océans dépend de sa salinité ; à une 
température de 20°C, la température de brillance varie de 0,5K par p.s.u.2 et encore de 0.25K par 
p.s.u. à 0°. En mesurant précisément cette température de brillance, il est donc possible de connaître 
la salinité. Cependant, il est nécessaire de séparer la température de l’eau, de séparer les effets de 
l’état de la surface de la mer, de la pluie, etc… La tâche n’est donc pas aisée.
Les glaces de mer jouent un rôle sur la circulation océanique via leurs effets sur la stratification 
des eaux ou encore sur le climat avec leurs effets sur l’albedo. Parmi ce qu’il est possible 
d’observer, citons : l’étendue, la formation, la dérive ou encore l’âge des glaces. Par exemple dans 
ce dernier cas, il existe plusieurs façons de caractériser l’âge des glaces grâce aux capteurs radars. 
Une première méthode consiste à utiliser le fait qu’une glace jeune est lisse et se comporte comme 
un réflecteur spéculaire, alors que sa surface devient plus rugueuse en vieillissant, provoquant une 
diffusion plus intense ([SC02]). Une seconde méthode consiste à exploiter le fait qu’une glace de 
plusieurs années est d’une salinité plus faible et est plus poreuse : il est possible de détecter cette 
différence en utilisant les différentes capacités de pénétration des bandes C et L ([SHC02]). La 
détection par les radars des glaces de mer indépendamment des conditions météorologiques permet 
une application importante en circulation maritime : il est en effet possible de prévenir les navires 
avec une excellente fiabilité des risques de collisions potentielles.
La typologie des vagues (hauteurs, fréquences et directions) est aussi une information capitale, 
puisqu’on sait aujourd’hui que le déferlement des vagues joue un rôle dans les échanges de dioxyde 
de carbone entre l’océan et l’atmosphère, et qu’il affecte de plus l’albédo de la surface. Par 
exemple, le satellite Envisat est équipé du capteur radar ASAR qui possède un mode vagues 
([LLB11]). Les vagues dont la longueur d’onde est supérieure à quelques dizaines de mètres 
modulent la diffusion des ondes. Cette modulation dépend de la pente des grandes vagues, mais 
aussi de la répartition des vagues plus petites causées par l’action du vent en surface qui se 
superposent aux grandes, et dont il faut séparer les effets. 
L’imagerie radar est utilisée pour mesurer la vitesse et la direction des vents de surface : le vent 
soufflant sur la surface des eaux provoque des changements de rugosité généralement alignés avec 
le vent ; par conséquent, le signal retour est lié à la vitesse et à la direction du vent. Selon l’angle 
d’incidence, il existe plusieurs manières de relier la vélocité du vent à l’image radar : aux faibles 
angles d’incidence, le mécanisme dominant est la diffusion de Bragg, c’est-à-dire que la 
2 p.s.u. : « practical salinity unit », unité de salinité. 1 p.s.u. correspond à 1g gramme de sel pour 1kg d'eau de mer.
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composante prépondérante du signal retour est proportionnelle à la rugosité de la surface océanique 
(selon la longueur d’onde, il peut cependant avoir saturation de cette rugosité pour certaines vitesses 
du vent) ; aux angles intermédiaires, il existe des modèles incluant de nombreux paramètres 
géophysiques ([SKS03]) permettant de déduire les vents de surface. On utilise la polarisation VV 
pour des raisons de sensibilité aux ondes capillaires de la surface. Les capteurs radars peuvent être 
aussi utiles à la détection des courants marins en utilisant l'effet Doppler, qui se manifeste 
lorsqu'une « cible » est en mouvement par rapport au capteur radar ([M09]).
Un domaine où les capteurs radars et optique sont tout aussi indispensables l’un que l’autre 
concerne le domaine côtier ([K11]). Les littoraux sont des espaces qui nécessitent un système de 
surveillance précis et une gestion adaptée. Ils constituent en effet des zones où se conjuguent des 
dynamiques naturelles et anthropiques : naturelles, parce que l’interface terre-eau a développé un 
environnement particulier (dunes, galets, côtes rocheuses dont certaines à falaises, estuaires, plages, 
côtes marécageuses) et anthropiques à cause des activités touristiques, industrielles, ou encore 
portuaires…
Par exemple, les capteurs radars sont pertinents lorsqu’il s’agit de détecter des pollutions comme 
les marées noires ([GGM10]). En effet, les hydrocarbures flottent en surface et forment des 
pellicules lisses qui se comportent comme des réflecteurs spéculaires, et qui apparaissent avec un 
fort contraste par rapport à l’eau de mer environnante. Dans l’imagerie optique, le cas des capteurs 
optiques et leur capacité à produire des signatures spectrales peuvent permettre quant à eux 
d’identifier des pollutions chimiques d’origine industrielle ([CTP07]). 
Une autre application importante concerne la détection des « blooms » de phytoplancton dans les 
eaux côtières ([LLG08]) grâce à l'imagerie optique. Lorsque les conditions de température et de 
salinité sont satisfaites, et lorsque l’eau de mer contient suffisamment de nutriments, certaines 
algues se développent rapidement provoquant de nombreux désagréments : odeurs nauséabondes 
par dégagement de soufre dans l’atmosphère ou encore poissons repoussés vers le large. 
Un phénomène important dans le domaine du littoral qu’il est nécessaire de suivre avec précision 
concerne le transport des sédiments, en particulier dans les estuaires ([VSM11]). L’objectif est 
d’analyser et de quantifier, par imagerie optique, l’évolution des corps sédimentaires pour 
comprendre leurs actions sur le littoral, et la manière dont ils le façonnent. L’estimation de la 
bathymétrie est par ailleurs corrélée à cette problématique : pour cette tâche, l’imagerie optique est 
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souvent utilisée à condition que les profondeurs ne soient pas trop importantes ([CY10]) ; des 
études ont aussi montré la faisabilité de l’estimation des profondeurs en milieux côtiers par 
l’imagerie radar ([FHH07]). 
Les littoraux sont d’autre part sensibles à l'érosion (recul du trait de côte ou ensablements) ainsi 
qu’à des mouvements géomorphologiques naturels : à titre d'exemple, les falaises de Haute 
Normandie et de Picardie ont reculé de 6 m en moyenne sur la période 1966-1995. L’imagerie 
optique permet de cartographier les traits de côtes et d’en suivre l’évolution, ainsi que l’imagerie 
radar puisqu’une configuration en polarisation HV offre un très bon contraste entre mer et terre 
([SYK88]). 
3.2 Applications continents
La télédétection permet souvent de décrire la lithographie, c’est-à-dire la composition minérale 
des roches de surface. L’imagerie hyperspectrale et sa capacité à fournir des signatures précises de 
cibles au sol constitue le type de capteur le plus adapté pour décrire la lithographie ([CJT10]). En 
effet, en utilisant une base de données qui contient les signatures spectrales d’un grand nombre de 
matériaux naturels ou d’origine humaine, il est possible d’identifier et de donner les quantités des 
matériaux présents dans une cellule de résolution au sol3. De telles bases de données sont par 
ailleurs fournies gratuitement ; par exemple, l’ASTER spectral library qui contient les signatures de 
plus de 2000 matériaux (dont le granit, l’asphalte…) et qui s’étendent de 0.4"m à 14"m, ou 
encore l’UGCS spectral library qui contient les signatures de plus de 500 matériaux et qui 
s’étendent de 0.3"m à 3"m. L’Analyse en Composantes Principales (ACP) a aussi donné des 
résultats sur des images en infrarouges portant sur la région de Safsaf, en Égypte ([DBM93]). Dans 
cette région, le sol est plat et sans végétation et seul le vent modèle cette portion du Sahara. Dans 
les images « brutes », il n’est pas possible de distinguer des différences d’aspect ; pourtant, grâce à 
l’ACP, il a été possible de mettre en évidence des réflectances différentes selon la composition des 
sols. 
Des travaux en sismologie utilisant l’interférométrie différentielle (imagerie radar) ont été 
développés ; ils concernent l'étude de déformations cosismiques (ie. celles qui sont dues à la 
secousse principale d’un tremblement de terre) ([REB00] et [PSF01]), sur l’analyse des 
déformations postsismiques (ie. celles qui suivent un tremblement de terre) ([JSP03]) et sur 
3 « unmixing problem » en anglais
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l’observation des événements tectoniques asismiques (ie. glissements le long de failles qui ne 
génèrent pas d’ondes sismiques) ([RWF98]) et intersismiques (ie. qui se déroulent entre les 
tremblements de terre) ([WPF01] et [CFN03]).  Les indices d’une activité sismique sont parfois très 
directs en imagerie optique. Ainsi en France, des géologues ont découvert en 1998 une trace « très 
nette et très localisée » identifiée sur des images multispectrales : elle correspond à la faille des 
Cévennes, aux environs de Valence ([LMB98]). Cette faille était considérée comme inactive, le 
dernier grand mouvement tectonique remontant à l’Eocène (-40 à -50 millions d’années) ; or les 
images satellites montrent qu’elle est encore active, en témoignent les décalages de cours d’eau ou 
de terrasses. Les techniques radars permettent quant à elles des études extrêmement précises des 
déformations du sol ; en effet, puisque ces capteurs sont cohérents, l’idée consiste à utiliser des 
différences de phases dues à des longueurs de trajet légèrement différentes pour mesurer ces 
déformations. Il est possible de détecter des variations inférieures au centimètre. L’imagerie radar a 
ainsi été utilisée avec succès dans de nombreuses études géologiques : parmi les succès notables, 
mentionnons la découverte de la « respiration » des volcans même inactifs ([I09]), ou encore le cas 
célèbre de la subsidence de la ville de Mexico ([ODW11]).
Les images optiques aussi bien que radars sont utilisées dans le domaine de la cartographie. De 
vastes zones, difficiles d’accès, peuvent être explorées grâce à la télédétection. L’élévation 
numérique de terrain est certainement l’une des applications la plus marquante dans le domaine : il 
s’agit d’utiliser les parallaxes entre deux images pour en déduire les hauteurs du terrain ; on parle de 
photogrammétrie dans le cas optique ([T01]), et de radargrammétrie dans le cas radar ([OPS11]).
L’imagerie infrarouge apporte un certain nombre d’informations quant aux ressources en eau 
([BB00]) ; même quelques centimètres d’eau claire provoque des teintes foncées dans ces images. 
L’hydrographie peut donc profiter de ce type de capteur : les cours d’eau (même petits) peuvent être 
repérés grâce aux contrastes qu’ils offrent par rapport à leurs environnements. L’eau boueuse 
apparaît sur les images infrarouges dans des tons plus clairs que les étendues d’eau limpide ; cela 
rend possible la préparation de travaux de drainage par exemple. Les capteurs radars offrent eux-
mêmes des possibilités : à cause de la relation entre la constante diélectrique et la teneur en eau, il 
est possible de détecter la présence d’eau dans le sol jusqu’à 5cm de profondeur ([DU86]) : en effet, 
il a été constaté que la rétrodiffusion radar était linéairement dépendante de l'humidité volumique 
présente dans les 2 à 5 cm supérieurs du sol avec une corrélation de 0.8 à 0.9 ; il est pour cela 
nécessaire d’éliminer les autres composantes du sol (végétation, etc…).
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L’agriculture et la végétation en général sont des domaines où les applications de la télédétection 
connaissent un fort développement. Par exemple en imagerie radar, il est possible de distinguer des 
champs labourés ou non grâce aux signatures polarimétriques en bande C ([MDB02]), ou encore 
d’estimer des variations de productivité au sein d’un même champ ([MHR04] et [CP97]). 
L'imagerie multispectrale, et plus récemment l'imagerie hyperspectrale, permettent d'examiner la 
pathologie végétale ([GDW09]). De nombreux travaux ont concerné l'étude des relations existantes 
entre les réflectances et les propriétés de la végétation, comme les caractéristiques structurales ou 
encore la concentration des pigments dans les feuilles. En effet, les caractéristiques spectrales de la 
végétation sont principalement gouvernées par les structures internes et les constituants 
biochimiques des feuilles, comme l'eau, l'azote, la cellulose, la lignine et les pigments. Des 
concentrations réduites en eau ou en chlorophylle sont généralement synonyme d'un stress végétal. 
Or, ces concentrations sont fortement corrélées aux réflectances dans les infrarouges ([D99] et 
[CSB03]). Ainsi, beaucoup de plantes en mauvais état (attaquées par des insectes, atteintes par des 
maladies) peuvent être détectées par un manque de réflexion dans les infrarouges. L’infrarouge en 
fausses couleurs (où le canal rouge est remplacé par celui des infrarouges) permet de marquer 
encore plus efficacement les différences. Le rouge est caractéristique des tissus vivants : la 
végétation vivante, à activité chlorophyllienne, apparaît en rouge magenta et la végétation morte en 
bleu ou bleu-vert. Cette règle n’est néanmoins pas absolue, des gammes de nuances étant souvent 
observées à cause de certains facteurs physiologiques. 
Afin d'utiliser des herbicides de manière plus efficace et ainsi éviter des pollutions inutiles, il est 
possible grâce aux images hyperspectrales d'identifier les zones dans les plantations qui sont 
affectées par la présence de mauvaises herbes, et de n'épandre les herbicides que sur les zones 
concernées (exemple de champs de blé en Espagne touchés par des plantes parasites comme 
l'avoine sauvage ou l'alpiste [GCG10]). L'agriculture est connue pour être grande consommatrice 
d'eau laissant parfois les nappes phréatiques atteindre des niveaux alarmants ; l'étude de 
l'évapotranspiration devient alors une donnée capitale pour une meilleure gestion de l'eau. 
L'évapotranspiration peut être quantifiée par la mesure de températures de surface grâce aux 
infrarouges ([CGH09]).
Toujours dans le registre végétal mais appliqué au domaine forestier, l’IFN (Inventaire Forestier 
National) utilise des images fausses couleurs infrarouges avec comme objectif l’inventaire des 
formations boisées, arborées (peupleraies, haies et alignements, arbres épars), des landes et des 
friches. L’une des possibilités que leur permet ce type d’images concerne par exemple 
- 33 -
Chapitre 2
l’identification des essences : les conifères apparaissent en rouge plus sombre que les feuillus 
([LRC04]). Nous pouvons noter par ailleurs la capacité des radars polarimétriques à fournir des 
informations uniques à propos de l’architecture forestière grâce à différents mécanismes de 
rétrodiffusion. Ces mécanismes comprennent des effets dus aux branches (diffusion en volume), aux 
troncs (réflexions uniques), au sol (diffusion par surface), mais aussi par l’association sol/tronc et 
tronc/branches (réflexions doubles). Tous ces paramètres caractérisent directement les types de 
forêts ([MS95]). Grâce aux capteurs radars, il est aussi possible d’avoir accès à une estimation de la 
biomasse ; la polarisation HV lui est fortement corrélée ([C98]). On notera le fort intérêt de ces 
capteurs dans la surveillance des forêts tropicales : ces forêts sont l’objet de nombreuses menaces 
(défrichements illégaux, maladies, feux, pollutions) ; or celles-ci se trouvent quasi-constamment 
sous d’épaisses couches nuageuses. Les radars et leur capacité à pénétrer sans altération ces 
perturbations atmosphériques sont donc indispensables dans la surveillance de ce type de forêts. 
Le domaine urbain profite lui aussi d’un grand nombre d’applications liées à la télédétection. Le 
cas particulier des images multispectrales en couleurs « naturelles » (rouge vert bleu) offre déjà de 
nombreuses possibilités. Il est par exemple facile d’identifier les différents types d’espaces urbains 
([BB00]). On repère nettement les espaces verts, les cimetières, les terrains non bâtis. Les casernes 
et installations militaires sont identifiées sans mal : dessin des voies intérieures (se coupant à angles 
droits), forme des bâtiments (généralement allongée), cours, guérites à l’entrée, antenne radio, 
équipement radar, mât pour les drapeaux… Les locaux administratifs sont également repérables par 
l’existence de tels mâts (mairies, préfectures, services publics). Les hôpitaux s’identifient aisément 
par la présence de zones d’atterrissage pour hélicoptère ainsi que par la présence de plusieurs 
pavillons au sein d’un parc fermé. Une cour de récréation entourée de bâtiments et éventuellement 
des installations sportives révèlent une école. Les grandes surfaces commerciales sont 
reconnaissables aux vastes surfaces couvertes d’un toit métallique ou en béton, à la proximité de 
grands parkings et de voies de circulation importantes. Les zones industrielles sont elles aussi 
facilement identifiables : cheminées fumantes, réservoirs d’eau, silos, etc… Les espaces urbains 
comptent parmi les paysages qui évoluent les plus rapidement sur la planète. Les images optiques 
permettent d'obtenir de manière répétitive et à grande échelle des informations sur ce types 
d'espaces, et permettent de mieux comprendre « l'écologie » des systèmes urbains (voir par exemple 
une étude sur l’expansion de la vile de Lucas do Rio Verde au Brésil [LHM10] ou de Bucarest en 
Roumanie [ZSS09]). L’imagerie radar offre quant à elle de bonnes capacités dans l’estimation 
automatique des hauteurs de bâtiments ([CC06]). Par ailleurs, les radars peuvent être utilisés dans le 
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but de surveiller les déformations que subissent les structures ; un exemple concerne le pont 
McMicken en Arizona, une structure longue de 15km, qui a subi une subsidence de 1.5m depuis sa 
construction en 1955 ([RWB04]). Ces études ont permis d'analyser les fragilités potentielles du 
pont.
3.3 Exemple d'applications nécessitant plusieurs images
Comme nous avons pu le voir à travers les deux précédentes sous-sections, il est possible 
d'appréhender les différents aspects d'une même thématique grâce à l'utilisation d'images de 
différentes natures. À partir de ce constat, il est donc clair que d'une manière générale, nous avons 
tout intérêt à utiliser de manière conjointe plusieurs images. 
Par exemple, l’évolution des plantations agricoles nécessite d’acquérir des images sur la période 
de toute une saison ; l’interférométrie et d’une manière générale l’Élévation Numérique de Terrains 
sont des applications qui réclament au moins deux images acquises à des angles de vue différents. 
Les capteurs sont bien souvent complémentaires à différents niveaux : résolution, radiométrie, 
rapport signal sur bruit, ou encore type d’information disponible ; par exemple :
• On peut vouloir à la fois profiter des informations de couleur apportées par une image 
multispectrale acquise dans le domaine visible, et à la fois profiter des très bonnes 
qualités de résolutions spatiale et radiométrique qu’apporte une image panchromatique 
([CKN05]).
• L'utilisation conjointe d'images infrarouges et radars permettent d'obtenir plusieurs 
informations complémentaires à propos de volcans actifs ; les images infrarouges 
permettent d'obtenir des renseignements sur les variations de températures des lacs de 
cratère, tandis que les images radars permettent d'obtenir des interférogrammes donnant 
des renseignements sur les déformations que subissent les volcans ([JSJ09]).
• Les processus de classification et d'estimation de la biomasse dans le domaine forestier 
peuvent être améliorés en utilisant à la fois des images multispectrales pour leur 
sensibilité à certaines propriétés physiques des végétaux, et des images radars pour 
l'influence qu'ont la géométrie des cibles sur ce type de capteurs ([WG09]).
• Dans le domaine urbain, la détection et la reconstruction automatique en 3D de bâtiments 
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tire profit de l’utilisation simultanée d’images radars et multispectrales, les premières 
pour l’estimation des hauteurs de bâtiments, les secondes pour fournir des informations 
sur l'organisation de la scène ([TR03]). Toujours dans le domaine urbain, l'imagerie 
hyperspectrale et sa capacité à identifier les matériaux grâce à leurs signatures spectrales 
peut être utilisée dans des processus de classification. Néanmoins, ce type d'images ne 
peut distinguer des objets qui ont la même composition mais qui sont pourtant 
différents (routes et toits couverts par exemple); l'imagerie radar permet alors de lever 
certaines ambiguïtés ([BSP07]).
• Etc…
4) Conclusion : Nécessité du recalage
Les applications de la télédétection sont nombreuses ; bien que non exhaustive, la liste des 
différents domaines que nous avons illustrés dans les pages précédentes est variée et concerne 
d’importants enjeux qui sont au cœur de nos sociétés. Parce qu’il est bien souvent nécessaire 
d’obtenir des données à des instants différents, ou depuis des positions différentes, ou encore à 
partir de capteurs différents, l’utilisation de plusieurs images pour résoudre un problème donné est 
très répandue. Parmi les diverses raisons qui nécessitent d’utiliser plusieurs images, l’obtention 
d’une information différente en changeant de type de capteur reste le principal argument. Comme 
nous le mentionnions au début de ce chapitre, les différents types de capteurs opèrent dans des 
longueurs d’onde distinctes, auxquelles les cibles réagissent de diverses façons. Les images ainsi 
obtenues ne sont pas exactement les mêmes et apportent chacune un ensemble de renseignements 
complémentaires. De plus, chaque modalité dispose de son ensemble d’outils propres, qui 
permettent de traiter les informations avec autant d’approches originales. D’une manière générale, 
c’est cette motivation à vouloir intégrer au sein d’un même modèle des informations associées à des 
images d’origines diverses qui explique le développement de plus en plus important d’applications 
nécessitant plusieurs images.
Afin de faciliter cette intégration, il est nécessaire que les images soient superposées : de cette 
manière, nous pouvons nous rapporter aux pixels dans les différentes images qui concernent un 
même élément de la surface terrestre, et pouvons ainsi facilement connaître les réponses d’une zone 
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au sol sous différents capteurs. Les images sont alors « recalées ». Or, réaliser manuellement le 
recalage de deux images s’avère bien souvent être une tâche fastidieuse, pouvant prendre de 
quelques heures à plusieurs jours de travail selon le degré de précision requis. Le nombre d’images 
de télédétection disponibles est par ailleurs toujours plus grand : à l’heure actuelle, un satellite peut 
produire plusieurs centaines d’images par jour ; de plus, avec l’émergence dans le domaine spatial 
des pays en voie de développement, le nombre de satellites d’observation de la Terre lui-même 
connaît une accélération importante. Cela laisse imaginer le nombre d’images produites rien que 
pour le cas spatioporté. Le cas aéroporté est tout aussi pertinent à signaler, puisque le domaine est 
fortement privatisé et qu’il existe une multitude de capteurs en exploitation. C’est ainsi que le 
recalage d’images de différentes modalités doit se faire de façon automatique : c’est le sujet auquel 
nous nous intéressons dans cette thèse.
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Recalage d'images - cas des images de télédétection de modalités 
différentes.
Nous consacrons ce nouveau chapitre à la précision problème que nous souhaitons traiter dans 
cette thèse. La première section est consacrée à la présentation générale du problème de recalage. 
La seconde section montre comment il est possible de restreindre le problème du recalage d'images 
de télédétection de modalités différentes en utilisant certaines connaissances liées à ce domaine. 
Enfin, la dernière section résume le problème exact qui sera traité dans cette thèse.
1) Présentation générale du processus de recalage d'images
On dispose de deux ensembles de données, deux images, qui ont été obtenus à partir de la même 
scène 3D mais dans des conditions différentes : modes d’acquisition différents et/ou depuis des 
points de vue différents et/ou à des instants différents. On considère que la scène a subi des 
modifications mineures entre les deux acquisitions, de sorte que les positions spatiales, les 
propriétés géométriques, ou encore les propriétés physiques d’une forte majorité d’éléments de la 
scène sont restées quasiment les mêmes. Une acquisition consiste en la projection sur un plan 2D 
d’informations liées à une scène en 3D. L’objectif du recalage est de trouver une transformation 
géométrique, issue d’un modèle particulier, qui permette de placer sur un même point du plan deux 
projections qui se rapportent aux mêmes éléments de la scène (voir figure 1). 
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En réalité, les images à recaler ne sont pas définies comme deux plans 2D continus, mais comme 
deux tableaux 2D de pixels. Chacun d’entre eux est lié à une cellule de résolution au sol d’une 
certaine aire : de ce fait, plusieurs éléments de la scène peuvent être intégrés au sein d’un même 
pixel, ou au contraire, une cible peut appartenir à plusieurs pixels à la fois. De plus, la nature des 
capteurs utilisés agit comme un filtre qui sélectionne l’information : dans le cas de modes 
d’acquisition différents, l’expression des éléments de la scène peut changer d’une image à l’autre. 
Au final, la transformation géométrique recherchée est donc la fonction qui superpose 
géométriquement les pixels de chacune des deux images dont il est possible de décider s’ils se 
rapportent aux mêmes groupes d’éléments de la scène. 
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Fig. III.2: Baie de Tokyo acquise par le capteur multispectral Landsat (à g.) et par le capteur radar AMI-ERS2 (à d.).
Par exemple, deux images de modalités différentes de la baie de Tokyo sont représentées dans la 
figure 2 ci-dessus : à gauche se trouve une image multispectrale (Landsat 7), et à droite se trouve 
une image radar (AMI-ERS2) ; les deux images possèdent la même résolution, soit 30m. Entre ces 
deux images, il existe de nombreuses structures que l'on peut reconnaître, comme la forme de la 
baie, le tracé des cours d'eau ou encore la ligne de côte. En revanche, de nombreux autres éléments 
de la scène ont des expressions différentes comme la végétation ou encore le milieu maritime. Ces 
deux images ne sont pas recalées, alors que l'application d'une simple transformation rigide 
(composition d'une rotation et d'une translation dans le plan) permettrait de superposer entre eux 
une large majorité d'éléments.
Le recalage d'images ne concerne pas uniquement la télédétection, mais aussi le domaine 
médical ainsi que celui de la robotique, de l'automatisation... et de la vision par ordinateur en 
général. Par exemple dans le cas médical, il est possible d'utiliser comme sources de données 
complémentaires, la Tomodensitométrie, sensible à la présence de structures solides comme les os, 
et la Tomographie d'Émission Monophotonique plutôt sensible à l'activité métabolique et qui ne 
peut détecter les structures solides que de manière indirecte. Comme les images acquises par ces 
deux procédés ne seront très probablement pas de même résolution, et prises depuis des points de 
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vue et à des instants différents, cet exemple donne toute la mesure de la difficulté du recalage 
d'images médicales. Ce type d'approche « multi-source » et/ou « multi-temporel » est d'ailleurs une 
pratique très répandue en médecine : il peut s'agir d'examiner le développement d'une tumeur, de 
contrôler et suivre les effets d'un traitement, de comparer l'anatomie du patient avec des atlas, etc... 
Dans le cas plus général de la vision par ordinateur, nous pouvons par exemple citer des 
applications comme la segmentation d'image, la reconnaissance de formes, la reconstruction 3D 
d'objets, leurs localisations dans l'espace, le tracking, la vision stéréoscopique, etc... Il important de 
noter que ces trois domaines d'application du recalage, télédétection, imagerie médicale, et vision 
par ordinateur, ne sont pas clivés, et que bien au contraire, les recherches dans les trois domaines 
sont interdépendantes. 
D'une façon générale, la majorité des algorithmes utilisés en recalage d'images sont 
décomposables en plusieurs sous-étapes ; la modularité de ces algorithmes permet alors de replacer 
ceux-ci dans un contexte unifié qui facilite leur comparaison. Les algorithmes de recalage sont 
communément divisés de la manière suivante :
• Étape de mise en correspondance : il s'agit de l'étape la plus importante du processus de 
recalage. La mise en correspondance consiste à repérer dans les images des occurrences 
qui sont associées aux mêmes éléments de la scène. Pour cela, il existe deux approches : 
la mise en correspondance peut reposer soit sur le contenu pixelique des images 
(méthodes « area-based »), soit sur l'utilisation de caractéristiques d'éléments 
remarquables qui ont généralement en télédétection, un support géographique effectif 
(méthodes « feature-based »). L'emploi d'une méthode feature-based nécessite alors une 
étape préalable d'extraction de primitives.
• Étape d'estimation de la transformation géométrique : il s'agit de choisir un modèle de 
transformation géométrique, puis d'en estimer les paramètres à partir des appariements 
{pi,qi}i=1..N établis lors de l'étape de mise en correspondance. L'instance particulière du 
modèle ainsi identifiée permet alors le recalage des images.
• Étape de transformation et rééchantillonnage :  l'image esclave, qui est celle devant être 
recalée sur l'image maître, est transformée (ie. « déplacée ») en fonction de l'instance 
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particulière du modèle qui a été estimée lors de l'étape précédente. Après transformation, 
les nouvelles coordonnées des pixels de l'image esclave sont généralement non-entières ; 
il est alors nécessaire de rééchantillonner cette image sur une grille 2D régulière.
Ces étapes sont résumées dans la figure 3 suivante :
Les méthodes area-based consistent à définir une mesure de similarité qui permet d’évaluer à 
quel point deux sous-images (correspondant à deux fenêtres dans chaque image) se ressemblent. Il 
s'agit donc de tester plusieurs paires de fenêtres et de ne retenir que les paires les plus pertinentes en 
fonction de leurs niveaux de « ressemblance » : les méthodes area-based reposent alors sur la 
définition de métriques qui utilisent les intensités de voisinages de pixels. Qu'il s'agisse de calculer 
directement la distance entre intensités, de calculer une dépendance statistique ou encore une 
information spectrale locale (ondelettes), toutes les méthodes area-based ont pour point commun 
l'utilisation de l'information supportée par les pixels eux-mêmes. Par ailleurs, l'utilisation de 
métriques sur des pixels ne se limite pas seulement à l'emploi de voisinages. Ainsi, il est aussi 
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possible d’utiliser les deux images dans leur globalité, et d’optimiser la mesure de similarité en 
fonction des paramètres de la transformation géométrique recherchée : lorsqu’un maximum est 
atteint, alors les deux images sont considérées comme recalées et l’algorithme donne en sortie les 
paramètres qui correspondent au maximum atteint. De plus, il existe des méthodes non 
paramétriques qui consistent à optimiser un champ de déplacements en étant guidé par une mesure 
de similarité, avec contraintes sur la régularité du champ (méthodes dites « variationnelles » dans 
lesquelles on optimise une fonctionnelle). L'une des mesures de similarité parmi les plus connues 
est « l’Information Mutuelle » ([VW97]) : elle repose sur l’idée de mesurer une dépendance 
statistique entre deux signaux. 
Les méthodes feature-based reposent quant à elles sur l'utilisation de singularités spatiales 
comme des points, des croisements, ou des structures plus complexes. Dans ce type d'approche, se 
pose la question de l'extraction de ces singularités, de leur bonne représentation dans les images, et 
plus encore de leur caractère « général », ie. de la possibilité de pouvoir les extraire quelles que 
soient la situation et les particularités de la scène étudiée. Nous reviendrons sur les méthodes 
feature-based de manière plus approfondie dans le prochain chapitre de cette thèse ; mentionnons 
simplement que les méthodes feature-based peuvent être principalement répertoriées en deux 
classes : les méthodes qui utilisent les relations géométriques entre les singularités d'une part, et 
celles qui utilisent des relations structurelles d'autre part.
Le choix d'un modèle de transformation géométrique est important, puisque celui-ci est 
étroitement lié aux déformations que subissent les images (nous reviendrons sur ce point plus tard 
dans ce chapitre). Les modèles de transformation se distinguent en deux catégories : d'une part les 
modèles globaux qui s'appliquent à la totalité de l'image esclave, et d'autre part les modèles locaux 
qui s'appliquent sur des morceaux de l'image esclave, pour lesquels les paramètres de la 
transformation varient à chaque fois. Par ailleurs, des modèles de transformation mixtes existent, où 
une partie seulement des paramètres sont fixés pour la totalité de l'image esclave. Parmi les modèles 
qu'il est courant d'utiliser en recalage d'images, citons (voir tableau 1) :
• Les similarités qui consistent en la composition d'une translation dans le plan (tx,ty), d'une 
rotation d'angle $ et d'un changement d'échelle s (quatre paramètres),
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• Les transformations affines qui forment un autre modèle de transformation légèrement 
plus général que les similarités (six paramètres),
• Le modèle de projection en perspective qui est utile dans le cas où le point de visée d'un 
capteur n'est pas au nadir4 (huit paramètres),
• Les modèles à base de fonctions radiales,
• etc...
Similarité Transformation affine Projection perspective
! x 'y ' "=s. !cos!($ #sin !($sin !($ cos!($ ". ! xy")! txty" ! x 'y ' "=!a0 a1a2 a3" .!
x
y")! txty" {x '=
a0)a1 . x)a2 . y
1)c1 . x)c2 . y
y '=
b0)b1 . x)b2. y
1)c1 . x)c2 . y
Tab. III.1: Exemples de modèles de transformation géométrique.
Les modèles à base de fonctions radiales forment eux des exemples de modèles mixtes. Ils sont 
définis comme suit :
{x '=a0)a1 . x)a2 . y)*i=1
N
ci
1. g !ri$
y '=b0)b1 . x)b2. y)*
i=1
N
ci
2 . g !r i$
(1)
avec g une fonction radiale et avec ri égal à la distance entre la position courante (x,y) et la position 
du i° point apparié de l'image maître (xi,yi) ; ce sont les fonctions g qui permettent des 
transformations géométriques locales, par oppositions aux paramètres (a0,a1,a2) et (b0,b1,b2). 
Plusieurs choix sont possibles pour la fonction g, dont certains sont résumés dans le tableau 2 ci-
dessous :
4 Point situé à la verticale du capteur.
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Quadratique Quadratique inverse Gaussien Thin plate spline
!x#xi$
2
)! y# yi $
2 1
! x# xi$
2
)! y# yi$
2 e
!x#x i $
2
)! y#y i $
2
#2.+ 2
[!x#xi$
2
)! y# yi$
2] .
log[!x#xi $
2)! y# yi$
2]
Tab. III.2: Exemples de fonctions radiales.
Les modèles à base de fonctions radiales permettent, de part leurs capacités à transformer les 
images aussi bien globalement que localement, d'obtenir des recalages généralement de bonnes 
précisions ; leur principal défaut réside dans ce que l'estimation des paramètres, au nombre de 
2N+6, est très coûteuse en temps de calcul. 
La transformation et le rééchantillonnage de l'image esclave constituent l'étape finale du 
processus de recalage. La transformation de l'image esclave peut être effectuée de deux façons 
différentes (voir figure 4) :
• transformation « forward » : Elle consiste à appliquer à chaque position de l'image 
esclave la ou les transformation(s) géométrique(s) particulière(s) (dans le cas de 
transformations par morceaux). 
• Transformation « backward » : la ou les transformations inverses sont appliquées sur 
chaque position de l'image maître pour extraire la valeur des pixels correspondant de 
l'image esclave.
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Le rééchantillonnage est nécessaire puisque dans un cas comme dans l'autre, les positions obtenues 
ne seront vraisemblablement pas de coordonnées entières (voir figure 4). Il s'agit alors d'interpoler 
l'image esclave transformée sur une grille régulière 2D ; pour cela, plusieurs fonctions peuvent être 
utilisées : plus proche voisin, interpolation bilinéaire, bicubique, spline, B-spline, gaussienne, etc...
Suite à cette présentation générale, le lecteur pourra consulter par exemple deux « reviews » 
fréquemment citées, [ZF03] et [B92], pour obtenir une vision plus complète sur le problème du 
recalage. 
2) Restriction du problème au cas d'images de télédétection de modalités différentes.
Dans cette seconde section, notre but va être de circonscrire le problème de recalage que nous 
souhaitons traiter dans cette thèse. Pour cela, nous allons utiliser certaines connaissances liées au 
domaine de la télédétection qui vont nous permettre de restreindre notre champ d'investigation ; ces 
restrictions sont au nombre de deux : l'une concerne le choix d'un modèle de transformation 
géométrique utile au recalage, tandis que l'autre concerne la nature de ce qui peut constituer une 
information commune aux images de différentes modalités. Celles-ci sont argumentées dans les 
deux sous-sections suivantes.
2.1 Choix d'un modèle de transformation géométrique 
Le choix d'un modèle de transformations géométriques est important puisqu'il est étroitement lié 
aux déformations géométriques que subissent les images. En effet, l'ensemble des distorsions dans 
les images demandent autant de traitements particuliers, afin que les pixels appartenant aux régions 
déformées puissent être recalés. Par conséquent, des images ayant subi de nombreuses déformations 
géométriques réclament, pour être recalées entre elles, l'utilisation de modèles de transformations 
géométriques ayant de nombreux degrés de liberté : plus les déformations géométriques sont 
complexes, plus un modèle doit permettre des déformations locales, et plus le nombre de paramètres 
du modèle est important. Or lorsque l'espace de recherche (nombre de paramètres) devient grand, le 
problème du recalage se complexifie par la même occasion. Nous avons donc tout intérêt à utiliser 
des modèles de transformations géométriques les plus simples possibles, et donc à ce que les images 
soient au mieux corrigées de leurs déformations géométriques.
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Les déformations que subissent les images sont très diverses, et dépendantes des modalités 
d’acquisition ; néanmoins, nous pouvons les classer de la manière suivante : 
• Déformations prévisibles : ce sont les déformations dites « systématiques », liées 
principalement au fonctionnement des capteurs. 
• Déformations imprévisibles : ces déformations résultent de paramètres exogènes au 
système d’acquisition.
Étant donné que les déformations géométriques que subissent les images ne sont pas les mêmes d'un 
type de capteur à l'autre, il nous paraît important de donner quelques éléments supplémentaires 
quant à leurs fonctionnements. En plus des capteurs radars qui sont de type actif, il existe trois types 
de capteurs passifs (optiques) : « whiskbroom », « pushbroom » (voir figure 5) et les photographies 
aériennes.
Fig. III.5: Capteur whiskbroom (à g.) et pushbroom (à d.).
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Dans le cas d'un système whiskbroom (aussi appelé « across-track scanner »), un miroir rotatif 
permet à un seul capteur de scanner la surface du sol, par un mouvement qui oscille dans une 
direction perpendiculaire à la direction de déplacement de la plate-forme ; dans ce type 
d'acquisition, un seul pixel est enregistré à la fois. Dans le cas d'un système pushbroom (aussi 
appelé « along-track scanner »), ce n'est pas un capteur qui est utilisé, mais un ensemble de capteurs 
qui sont disposés de façon linéaire et perpendiculairement à la direction de déplacement de la plate-
forme ; dans ce type d'acquisition, les images sont acquises ligne par ligne. Les systèmes 
pushbroom ont l'avantage d'être moins affectés par des déformations géométriques que les systèmes 
whiskbroom, mais nécessitent que les capteurs soient tous correctement calibrés en même temps. 
Avec leur unique capteur, les systèmes whiskbroom n'ont pas cet inconvénient ; en revanche, ils 
sont d'une résolution radiométrique moindre à cause du peu de temps disponible durant le balayage 
pour effectuer chaque mesure. Dans le cas des photographies aériennes enfin, tous les pixels sont 
obtenus simultanément.
En tout premier lieu, nous allons porter notre attention sur les déformations prévisibles ; sans être 
exhaustifs, notre but va être simplement de donner quelques exemples de telles déformations. Parmi 
les déformations prévisibles, celles qui sont les plus marquantes et qui concernent aussi bien les 
systèmes whiskbroom, pushbroom ou radar sont liées au caractère aéroporté des plates-formes qui 
les convoient. En effet, de nombreuses déformations géométriques proviennent du fait que les 
paramètres du vol peuvent changer durant les acquisitions, comme l'attitude (tangage, roulis, lacet), 
l'altitude ou la vitesse de déplacement. Dans la figure 6 ci-dessous, nous représentons les effets de 
telles variations sur des images non-corrigées.
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On peut notamment remarquer les déformations importantes provoquées par le roulis de la plate-
forme, qui donnent une allure ondulée aux images. Parmi les autres exemples de déformations 
prévisibles, nous avons :
• La « distorsion tangentielle d'échelle » qui concerne les systèmes whiskbroom, et qui est 
causée par la vitesse de rotation constante du miroir : le champ de visée instantané du 
capteur se déplace alors plus rapidement lorsqu'il atteint les bords de l'image. Il en résulte 
que les cellules de résolution au sol ne sont pas distribuées uniformément dans la direction 
perpendiculaire au déplacement de la plate-forme. Cela provoque alors un effet de 
compression sur les bords de l'image, puisque les pixels sont, eux, positionnés 
uniformément.
• La déviation oblique des cellules de résolution au sol due au temps fini pour que les 
systèmes whiskbroom acquièrent une ligne de l'image alors que la plate-forme continue sa 
progression.
• Les effets de compression : les cellules de résolution au sol des systèmes dont la visée est 
large (systèmes optiques) sont d'une surface supérieure sur les bords de l'image, provoquant 
un effet de compression dans les images non-corrigées. Cet effet peut-être accentué par la 
courbure terrestre (systèmes spatioportés).
• La rotation terrestre (systèmes spatioportés), provoquant un déplacement des pixels vers 
l'Est.
• Etc...
Le point important à retenir est que toutes ces déformations peuvent être systématiquement 
corrigées, y compris les déformations complexes dues aux changements d'attitudes, de vitesse ou 
d'altitude des plates-formes aéroportées ; en effet, grâce aux INCS (« Inertial Navigation and 
Control System »), les changements des paramètres du vol sont enregistrés et peuvent être pris en 
compte lors du processus de correction des images ([LRC04]). Nous considérerons donc que les 
déformations prévisibles ont été éliminées des images devant être recalées.
- 50 -
Chapitre 3
Les déformations imprévisibles résultent de paramètres exogènes au système d’acquisition, 
principalement des effets de relief ; en effet, ceux-ci provoquent des déformations parfois 
importantes et sans cohérence d’un type d'image à l’autre, modifiant angles et orientations par 
rapport à la réalité de la scène. La figure suivante illustre, dans le cas des photographies aériennes 
par exemple, comment se projette dans le plan-image un point P situé à une altitude h.
Le centre optique est situé en (0,0,H), le point P est situé en (x,y,h) et apparaît dans l'image au point 
P' de coordonnées (x',y',H+f), où f est la distance focale. Nous avons les relations suivantes :
x ' =
# f.x
H #h
et y ' =
# f.y
H #h
(1)
Ainsi, si le sommet d'une cible est situé à une altitude h quelconque et que sa base est située à une 
hauteur h=0, nous obtenons :
- 51 -
Chapitre 3
x ' sommet=
# f.x
H#h
et y ' sommet=
# f.y
H #h
(2a)
x ' base=
# f.x
H
et y ' base=
# f.y
H
(2b)
Base et sommet ne sont donc pas situés sur les mêmes pixels, le sommet ayant subi une homothétie 
dans le plan l'éloignant du point principal de l'image. Plus généralement, dans les photographies 
aériennes, les cibles situées au-dessus de l'altitude moyenne de la scène subissent un déplacement 
radial qui les éloigne du point principal de l'image, tandis que les cibles situées en dessous 
subissent un déplacement radial dans la direction du point principal. Dans le cas des images 
whiskbroom/pushbroom, les déformations sont presque similaires, sauf que chaque ligne de l'image 
finale peut être considérée comme une « image » à part entière ; il n'y a donc pas de point principal 
unique dans l'image finale, mais un ensemble de points principaux qui s'organisent en ligne 
parallèlement à la direction de déplacement de la plate-forme. Par conséquent, dans les images 
whiskbroom/pushbroom, les déformations dues au relief sont unidimensionnelles et dans la 
direction perpendiculaire à la direction de déplacement de la plate-forme.
Les systèmes radars connaissent des déformations de relief différentes des systèmes optiques. 
Les radars enregistrent les distances entre les cibles et l'antenne en mesurant les temps de 
propagation des ondes réfléchies : on parle alors de « distance-temps5 ». La distance entre les cibles, 
la « distance-sol6 », ne peut être connue qu'indirectement par trigonométrie. La partie gauche de la 
figure ci-dessous illustre la différence entre un arrangement des pixels en distance-temps et un 
arrangement des pixels en « distance-sol ». 
5 « slant-range » an anglais
6 « ground-range » an anglais
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Les effets de relief apparaissent alors lors de la conversion en distance-sol des images radars. La 
partie droite de la précédente figure illustre la situation pour un point situé en altitude : le point C 
est situé à une altitude légèrement supérieure à celles des autres points. Du fait de son élévation, la 
distance entre le point C et le capteur radar est plus courte : lorsque l'arrangement des pixels d'une 
image radar est converti en distance-sol, le point C est alors bien plus proche du point B qu'il 
n'aurait dû l'être. C'est ainsi qu'en imagerie radar, les points surélevés subissent un déplacement 
apparent dans les images en direction du capteur, contrairement aux images optiques où ce 
déplacement se fait en sens opposé.
En définitive, toutes les déformations de relief pourraient être prévisibles (et donc corrigibles) si 
les différentes altitudes de la scène étaient connues. Ce type d'information pourrait être apportée par 
des Modèles d'Elévation Numérique (MEN) par exemple. Mais d'une part ces modèles ne sont pas 
toujours disponibles, et d'autre part cela nécessiterait le recalage des images avec les MEN relatifs 
aux scènes étudiées. Cela suggère qu'à défaut d'avoir les altitudes de la scène, il faille utiliser des 
modèles de transformations géométriques complexes pour faire face à n'importe quelle situation. Or 
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un problème de recalage d'images peut tout à fait se traiter de manière hiérarchique. En effet, dans 
un premier temps, les images (ou leurs sous-parties) peuvent être recalées de façon globale à l'aide 
d'un modèle de transformations géométriques simple à faible nombre de paramètres, tandis que les 
régions les plus déformées peuvent être traitées dans un second temps (si cela est nécessaire) par 
des modèles ayant plus de degrés de liberté : la transformation finale sera alors formée par la 
composition des transformations. Mais au-delà d'un simple mécanisme analytique (composition de 
fonctions), décomposer un problème de recalage en l'estimation de transformations qui s'appliquent 
à des échelles différentes est favorable à la simplification du problème initial : en effet, même si une 
transformation globale ne peut recaler tous les éléments entre eux, elle fournit en revanche de 
précieux indices quant à la proximité des éléments restants à recaler, facilitant l'estimation des 
transformations plus fines utilisées en aval. La caractérisation d'une transformation géométrique 
globale se révèle donc une étape primordiale dans le processus de recalage. C'est sur cette première 
transformation, à la racine du processus de recalage, que nous allons nous concentrer dans cette 
thèse, en nous efforçant d'en donner une estimation sans que celle-ci soit perturbée par les 
déformations restantes.
Ainsi nous choisissons comme modèle de transformation géométrique celui de la transformation 
rigide, qui consiste en la composition d'une rotation et d'une translation dans le plan ; dans le cas de 
changements de résolution entre les capteurs, il sera tenu compte en plus d'une homothétie : le 
modèle de transformation géométrique correspondra alors à une similarité. Ce modèle, simple, nous 
permettra de faire face à la plupart des situations de recalage en télédétection. Par exemple, ce choix 
a été adopté dans les publications suivantes : [LMM95], [HLF97], [WC97], [ZC04], [CWR07], 
[SBH07], [LL07], [CFH09].
2.2 Méthodes area-based vs méthodes feature-based dans le cas d'images de modalités 
différentes
Comme nous l'avons précisé dans la section précédente de ce chapitre, il existe deux tendances 
pour réaliser la mise en correspondance des éléments communs entre deux images : area-based et 
feature-based. Nous allons présenter quelques notions physiques sur la formation des images de 
télédétection pour nous permettre de choisir la méthodologie la plus adaptée dans le cadre du 
recalage multimodal.
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Le cœur de la télédétection repose sur les interactions ondes/matières ; c’est en effet à partir de 
celles-ci que sont formées les images acquises à partir d’une scène. Il est donc indispensable de se 
munir d’un minimum d’outils pour décrire ces interactions. Quand une onde électromagnétique 
frappe une cible « C » quelconque au sol, il existe fondamentalement trois interactions possibles. 
Une partie de son énergie peut être réfléchie, une autre partie absorbée et enfin une dernière partie 
peut être transmise (voir figure 9). 
En appliquant le principe de conservation de l’énergie, la relation entre ces trois interactions est la 
suivante :
E
c
I
!&$=Ec
R
!&$)Ec
A
!&$)Ec
T
!&$ (2)
où Ec
I
!&$ correspond à l’énergie incidente, Ec R!&$ correspond à l’énergie réfléchie, E
c
A !"#
correspond à l’énergie absorbée et EcT !"# correspond à l’énergie transmise. Chacune des énergies 
est une fonction de la longueur d’onde #. C’est ainsi que deux cibles peuvent être indiscernables 
pour une longueur d’onde donnée, et paraître très différentes pour une autre longueur d’onde. Les 
proportions d’énergie réfléchie, absorbée et transmise varient aussi en fonction de la cible et de ses 
propriétés physiques. C’est l’une des raisons pour lesquelles il est possible de distinguer des objets 
différents lorsque l’on opère dans une même longueur d’onde. En télédétection, nous nous 
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intéressons principalement à l’énergie réfléchie ; dans cet esprit, nous écrivons l’équation de 
conservation de l’énergie sous cette forme :
E
c
R!&$=E
c
I !&$#[E
c
A!&$)E
c
T !&$] (3)
Cette équation insiste sur le fait que l’énergie réfléchie par une cible est égale à l’énergie incidente 
moins l’énergie absorbée et transmise. 
En plus de nous intéresser à la quantité d’énergie réfléchie par une cible, il nous faut considérer 
son comportement spatial, ie. comment celle-ci est « géométriquement renvoyée ». Ce 
comportement dépend principalement de la rugosité de la surface de la cible. Les réflecteurs 
spéculaires sont des surfaces lisses qui se comportent comme des miroirs et réfléchissent l’énergie 
dans une direction unique ; ces réflecteurs sont susceptibles de produire une réponse nulle du point 
de vue du capteur sauf si celui-ci observe la cible avec un angle égal à l’angle d’incidence : la 
réponse sera alors maximale. Les diffuseurs sont quant à eux des surfaces rugueuses qui répartissent 
l’énergie uniformément dans toutes les directions ; ils sont susceptibles de former des réponses 
graduelles en fonction de leurs rugosités. Dans les faits, aucune cible n’est vraiment un réflecteur 
spéculaire parfait ou un diffuseur pur, mais se situe plutôt entre les deux. La figure suivante illustre 
le comportement d’un réflecteur spéculaire et celui d’un diffuseur, ainsi que les états intermédiaires.
Fig. III.10: Comportements d'un réflecteur spéculaire parfait et d'un diffuseur parfait, et états intermédiaires.
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Il est à noter que le caractère « lisse » ou « rugueux » d’une cible est en fait relatif à la longueur 
d’onde utilisée, ainsi qu’à l’angle d’incidence de l’onde et l’angle sous lequel on observe la 
réponse. Examinons cela de plus près grâce à la figure suivante :
Cette figure montre schématiquement le comportement d’une radiation lorsqu’elle frappe une 
surface irrégulière avec un angle %0, et qu’elle est observée avec un angle %1. Nous considérons 
deux rayons : le premier réfléchi par un plan de référence, et le second réfléchi par un autre plan 
situé au dessus du premier à une distance h. Après réflexion, la différence de distance entre les 
trajets parcourus par les deux rayons est de -(cos %0 + cos %1)*h. La différence de phase est alors :
,=
#2- .(cos .0+cos.1).h
/
(4)
où # est la longueur d’onde de la radiation. Si maintenant nous interprétons &h comme étant la 
valeur r.m.s. des variations de hauteur de la surface, alors &' devient la valeur r.m.s. des différences 
de phases des rayons réfléchis. 
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0,=
2- .(cos .0+cos.1).0 h
/
(5)
Une surface peut être considérée comme suffisamment lisse si la différence de phase r.m.s. &' est 
arbitrairement petite, ou au contraire celle-ci peut être considérée comme rugueuse si &' est 
arbitrairement grande ; conventionnellement, la surface est lisse si &' < 4"/25 et est rugueuse si 
&' > "/2 ([R01]). Nous avons alors le critère suivant :
La surface est lisse si : 1 h2
2.&
25.[cos3
0
)cos 3
1
]
(6a)
La surface est rugueuse si : 1 h4
&
4.[cos3
0
)cos3
1
]
(6b)
Les valeurs situées entre ces deux limites concernent alors les états intermédiaires entre réflecteur 
spéculaire et diffuseur. Nous pouvons remarquer au passage que ce critère est une version à peine 
plus sophistiquée que le très connu critère de Rayleigh. 
En ayant introduit la façon dont l’énergie d’une onde incidente est réfléchie par une cible tant par 
la quantité d’énergie réfléchie que sa répartition dans une direction donnée, nous possédons 
maintenant un modèle simple d’interaction ondes-matière. Bien qu’il soit incomplet (pas de prise en 
compte de la polarisation des ondes ou encore des phénomènes complexes de diffusion en volume, 
etc…), nous pouvons néanmoins remarquer la dépendance du comportement des cibles en fonction 
de la longueur d’onde #, et donc de la quantité d'énergie que chacune d'entre-elles retourne au 
capteur en fonction de #. Cette quantité est alors quantifiée et codée en niveaux de gris pour former 
une image, dans laquelle apparaît alors un ensemble « d’objets ». Les images acquises sont donc 
finalement elles aussi dépendantes de la longueur d’onde # à laquelle nous opérons. 
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Nous allons essayer à travers un exemple simple de voir quelle est la faiblesse principale des 
approches de type area-based dans le cas du recalage d'images de modalités différentes. 
Considérons un petit lac entouré d’une prairie assez uniforme faite d’herbes rases. On dispose de 
deux acquisitions sur cette zone : une image infrarouge et une image radar. Concrètement, voici 
comment le lac apparaîtra dans les deux images (figure 12 page suivante) : 
• Image infrarouge : si l’eau du lac est relativement pure, celui-ci apparaîtra comme une 
tâche plutôt sombre dans l’image. En revanche, si l’eau du lac est polluée (par exemple 
par la présence d’organismes chlorophylliens, voire simplement par la présence de boue), 
alors le lac apparaîtra comme une tâche plutôt claire. 
• Image radar : si les eaux du lac sont calmes, alors la surface de celui-ci agira comme un 
miroir (ie. comme un réflecteur spéculaire) et renverra la pulsation émise par le radar 
dans la direction opposée. Le signal retour sera donc nul, et le lac sera représenté comme 
une tâche sombre dans l’image radar. En revanche, si au moment de l’acquisition il y a 
présence de vent, alors la surface des eaux sera perturbée par de petites vaguelettes, et ne 
se comportera plus comme un réflecteur spéculaire ; la surface se comportera plutôt 
comme un diffuseur qui réfléchit les radiations dans toutes les directions, y compris celle 
du capteur. Le signal retour sera donc plus important, et le lac sera représenté comme une 
tâche claire dans l’image radar. 
Il est clair qu’il existe donc au moins quatre scénarios possibles. Nous précisons « au moins » parce 
qu’en fait, selon le degré de pureté des eaux et selon la force du vent, « tout » peut arriver. Une 
méthode basée sur l’utilisation des pixels sera donc la plupart du temps mise en échec, car il y a très 
certainement indépendance entre les deux phénomènes physico-chimiques de pureté de l’eau d’un 
côté, et de force du vent de l’autre. Plus généralement, il existe un lien fort entre l'aspect d'une cible 
dans les images, son état physico-chimique, et la modalité d'acquisition utilisée (domaine spectral 
mesuré et/ou polarisation). Ce sont en particulier les différences de modalité qui rendent le recalage 
difficile à réaliser, car un même élément peut avoir des « expressions » différentes d’un type 
d’image à l’autre. Or, rien ne garantit que ses différentes expressions soient corrélées entre elles, 
puisque bien souvent en amont, les phénomènes physiques responsables de la formation du signal 
sont eux-mêmes indépendants entre eux lorsque l'on change de longueur d'onde ou de polarisation. 
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C'est la raison pour laquelle les méthodes area-based ne sont que peu adaptées au recalage 
d'images de modalités différentes, et que celles-ci devraient être préférentiellement utilisées sur des  
images de mêmes modalités. 
Lorsque l’on cherche à recaler des images qui ont été acquises par des capteurs différents, nous 
venons de voir que les processus physiques menant à la formation des images sont différents : les 
pixels ne sont pas forcément corrélés entre deux acquisitions, et leur utilisation directe dans un 
processus de recalage n’est donc pas conseillée. Ce que l’on peut en revanche utiliser, ce sont les 
interfaces entre milieux de différentes propriétés physiques : les réflectances n’étant pas les mêmes, 
on aperçoit alors dans les images des variations dans les niveaux de gris plus ou moins brusques que 
l’on va chercher à détecter. Des images binaires peuvent être produites, VRAI correspondant à la 
localisation d’un événement jugé pertinent (fortes variations), FAUX étant la valeur d'absence 
d'événement. Ces images représentent donc une information de type spatial : les images binaires 
forment des nuages de points (les valeurs VRAI) dans lesquelles sont présents des objets de 
différentes complexités, dont des structures linéiques (les interfaces entre milieux). 
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Si nous reprenons l’exemple précédent du lac entouré par une prairie, il est clair que dans de 
nombreux cas, les contours du lac seront détectables dans les deux images à la fois. Mais on peut 
aussi imaginer deux autres situations à partir de cet exemple :
• On peut imaginer par exemple que lors de l’acquisition de l’image radar, il y ait eu juste 
ce qu’il fallait de vent de sorte que le lac se confonde avec la prairie… 
• On peut aussi imaginer que lors de l’acquisition de l’image infra-rouge, la pollution du 
lac ne soit pas uniforme, et que seules certaines parties du lac se confondent avec la 
prairie… 
D’une manière générale, nous aurons à utiliser des nuages de points formant des structures linéiques 
dont une majorité d’entre elles sont présentes dans les deux images à la fois, mais aussi qui 
contiennent des structures propres à chaque image ou bien qui sont incomplètes. La figure 13 ci-
dessous montre deux exemples de nuages de points extraits à partir des deux images de la baie de 
Tokyo que nous avons présentées plus haut :
Fig. III.13: Exemple de nuages de points extraits à partir d'une image multispectrale grâce au détecteur de Canny 
[C86] (à g.) et d'une image radar grâce au détecteur de Touzi et al. [TLB88] (à d.).
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Notre méthodologie consistera à utiliser des événements liés à des variations de niveaux de gris 
ou de textures jugées suffisamment significatifs, dont l'interprétation correspond à des changements 
de milieux aux propriétés physico-chimiques différentes, et où les interfaces entre ces milieux 
forment des structures linéiques. Ces structures linéiques constituent alors le dénominateur commun 
aux informations apportées par des images de modalités différentes acquises sur la même scène, et 
ce pour deux raisons :
• ces structures linéiques constituent les briques de base d'une information commune entre 
images de modalités différentes ; en effet les différences de réflectances entre divers milieux 
auxquelles ces structures sont rattachées sont, dans une large mesure, susceptibles 
d'apparaître simultanément dans les images de modalités différentes.
• cette information commune est de type spatial, puisqu'elle est caractérisée par un ensemble 
de localisations dans des espaces discrets de deux dimensions ; les images binaires (ou 
nuages de points) en permettent alors non seulement un mode de représentation adapté, mais 
aussi et en particulier un mode de représentation unifié. Étant donné les nombreuses 
manières dont est représentée l'information d'une modalité à l'autre, cette remarque prend 
tout son sens ; par exemple, un pixel d'une image multispectrale ou hyperspectrale 
correspond à un vecteur de N valeurs discrètes, où N correspond au nombre de bandes. Le 
cas des images radars est encore plus caractéristique : puisque l'on retient à la fois la phase 
et l’amplitude du signal retour, chaque pixel correspond à un nombre complexe ; et si de 
plus le radar est pleinement polarimétrique, chaque pixel correspond alors à une matrice 
complexe 2*2...
Par conséquent, les nuages de points associés à des images de différentes modalités sont donc tout à 
fait pertinents pour la construction d'un algorithme de recalage. Dans cette thèse, nous ne nous 
concentrerons pas sur les moyens de produire ces nuages de points, puisque nous ne nous 
intéresserons pas à la signification des événements détectés. Tout au plus, nous nous contentons de 
signaler que certaines images nécessitent des outils de segmentation adaptés (notamment les images 
radars qui sont affectées par le phénomène de « speckle », et qui réclament des détecteurs à taux de 
fausses alarmes constants). 
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3) Conclusion
À l'issue de ce chapitre, et après avoir donné une vision générale du processus de recalage 
d'images, le problème exact auquel nous souhaitons apporter une contribution dans cette thèse se 
résume dans les quelques lignes suivantes. 
Lorsque l'on souhaite recaler des images de modalités différentes, il n’existe a priori aucune 
information commune quant au contenu des pixels se correspondant dans les deux images. Le seul 
pont entre les deux images est constitué par le support effectif (géographique pour la télédétection) 
des données. Nous nous intéressons donc non pas à l’information contenue dans chaque pixel mais 
à la distribution de l’information pertinente (quelle qu’elle soit) dans ces images. Un nuage de 
points (ou image binaire) associé à une image de modalité donnée est alors constituée par les points 
de l’image initiale localisant l’existence d’événements considérée comme pertinents. Ces 
événements sont liés à des variations de niveaux de gris ou de textures jugées suffisamment 
significatifs, dont l'interprétation correspond à des changements de milieux aux propriétés physico-
chimiques différentes. Ces changements de milieux s'organisent de manière linéique (interfaces 
entre milieux), et sont susceptibles d'apparaître en même temps dans des images de modalités 
différentes : ils constituent alors une information commune pour des images de modalités 
différentes. L'utilisation de ces structures linéiques présentes dans les nuages de points s'interprète 
alors comme l'introduction d'une connaissance indépendante de la modalité qui va nous permettre 
de faciliter le processus de recalage. Par ailleurs, les nuages de points ont l'avantage de représenter 
cette information de façon unifiée, indépendamment des types d'images concernés.
Ces nuages de points seront recalés à l'aide d'une transformation rigide ou d'une similarité 
(transformations globales), qui consiste en la composition d'une rotation et d'une translation dans le 
plan, plus une homothétie dans le cas d'une similarité. Nous laisserons ouverte la possibilité de 
recaler plus finement les nuages de points par des traitements ultérieurs, et resterons focalisés sur 
l'estimation de la transformation initiale, en mettant particulièrement l'accent dans cette thèse sur la 
robustesse de cette estimation.
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Recalage de nuages de points 2D : état de l'art
Dans ce chapitre, nous allons explorer plus en détail les approches qui concernent le problème du 
recalage de deux nuages de points 2D par transformation rigide ou par similarité. Pour recaler deux 
nuages de points par de telles transformations géométriques, il existe principalement quatre 
approches : ICP, invariants géométriques, et deux méthodes de votes appelées RANSAC et 
transformée de Hough, que nous allons présenter dans les sous-sections suivantes.
1) ICP : « Iterative Closest Point » 
La méthode ICP, pour « Iterative Closest Point » ([CM91] et [BM92]), est principalement 
utilisée pour recaler par transformation rigide des nuages de points 3D entre eux (« point-to-
point »), ou bien un nuage de points avec un modèle géométrique (« point-to-surface ») : en effet, 
ICP est classiquement utilisée pour le recalage de nuages de point obtenus par des capteurs LiDAR. 
Néanmoins, un certain nombre de concepts de cette méthode sont parfaitement utilisables pour le 
recalage des nuages de points 2D et c’est dans ce cadre-là que nous la présentons. 
Le principe de l’algorithme est d'itérer les deux étapes du recalage: l’appariement des points et 
l'estimation de la transformation entre les nuages à recaler. À chaque itération, l'algorithme fournit 
une liste de points appariés en utilisant un critère de proximité spatiale (point le plus proche), et une 
estimation de la transformation géométrique. Cette transformation est utilisée à l'itération suivante 
pour la mise à jour de la liste des points appariés. Ces étapes sont répétées jusqu'à convergence de 
l'algorithme (démontrée par [BM92]).
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L’étape d'estimation de la transformation géométrique a longtemps représenté un problème 
scientifique a lui tout seul, indépendamment de la méthode ICP. Étant donnés deux nuages de points 
notés P et V, l'ensemble {(pi,vi)}i=1..n représente les points appariés d’un nuage à l’autre. On 
cherche alors à résoudre le problème d’optimisation suivant, connu sous le nom de « problème 
d'orientation absolue » :
min
!s , R ,5t $
62 !s , R ,5t $=*
i =1
n
75pi#!s.R ! 5vi $)5t $7
2 (1)
où s représente une homothétie, R représente une rotation et t représente une translation 
(trivialement, s=1 dans le cas d'une transformation rigide). Les solutions exactes de ce problème 
remontent aux années 80 et début 90 ; nous pouvons les classer selon deux catégories, en fonction 
de la manière dont est représentée une rotation : méthodes utilisant des quaternions unitaires, et 
méthodes utilisant la représentation matricielle. Concernant l’utilisation de quaternions unitaires, 
Faugeras et Herbet ont été les premiers à découvrir la solution en 1983 ([FH83]). Horn a 
redécouvert la technique et a fourni en 1987, une publication qui reste la plus citée dans le domaine 
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([H87]). En 2006, [OKO06] ont proposé une généralisation de la méthode de Horn aux cas 
d'appariements de type points/lignes et points/plans. Concernant la représentation matricielle, une 
technique d’estimation de la rotation basée sur une décomposition SVD a été découverte par 
[AHB87] en 1987, ainsi qu’une autre technique basée sur la décomposition en valeurs propres par 
[SS87] en 1987, et [HHN88] en 1988. Ces méthodes ont le désavantage de parfois retourner des 
matrices de « rotation » de déterminant égal à -1 (et qui représentent en fait des symétries) ; cet 
ensemble de cas dégénérés a été corrigé par Umeyama en 1991 ([U91]). Nous présentons dans 
l'annexe A les méthodes de Horn et de Umeyama pour la résolution du problème d'orientation 
absolue dans le cas d'une similarité ou d'une transformation rigide, 2D ou 3D.
En marge du problème de l'estimation de la transformation géométrique, aujourd'hui résolu, 
persiste celui-ci de la gestion des mauvais appariements. La figure ci-dessous illustre un résultat 
typique d'un recalage de deux nuages de points par transformation rigide obtenu par la méthode 
ICP.
Fig. IV.2: À gauche, deux nuages de points à recaler par transformation rigide. En haut à droite : recalage manuel ; en 
bas à droite : recalage effectué par ICP.
Les deux nuages de points représentés sur la partie gauche de la figure 2 ont été générés 
manuellement à partir du modèle de courbes de Bézier. Dans la partie supérieure droite de la figure 
2, nous montrons le recalage des deux ensembles de points effectué manuellement : nous pouvons 
remarquer qu'il existe quelques déformations entre ces deux ensembles. Dans la partie inférieure 
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droite de la figure 2, nous montrons le résultat obtenu par l'algorithme ICP après convergence de 
celui-ci : à ce stade, la transformation rigide qui minimise la distance entre les points appariés sur 
critère de proximité correspond à l'identité, et la liste des points appariés n'a plus aucune possibilité 
de changer. Le résultat obtenu montre un certain compromis entre la superposition des éléments 
communs aux deux nuages et ceux qui ne le sont pas ; la conséquence est qu'aucune des sous-
parties qui sont communes aux deux nuages ne sont recalées. Dans la figure 3 ci-dessous, quelques 
exemples d'appariements incorrects sont représentés.
Les quelques exemples d'appariements incorrects qui sont montrés dans la figure précédente ont été 
sélectionnés automatiquement sur la base de l'importance de leurs distances inter-points : de telles 
distances apparaissent typiquement à causes d'éléments non communs entre les deux nuages. De ce 
fait, plusieurs travaux ont été développés pour limiter ces erreurs. Certains d'entre eux reposent sur 
l'idée de rejeter les paires dont la distance inter-points est trop grande. Par exemple [P99] suggère 
de retirer 10% des paires dont les points sont les plus éloignés ; [MSY96] propose quant à lui de 
rejeter les paires dont les distances inter-points sont supérieures à 2.5 fois la variance des distances. 
Une manière moins « brutale » de traiter les cas d’appariements incorrects consiste à pondérer les 
paires de points ; par exemple, [GRB94] propose la formule suivante :
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poidsi=1#
7pi#vi7
Distmax
(2)
où les paires dont les points sont éloignés sont plus pénalisées que les autres paires. Une autre idée 
intéressante consiste à utiliser le fait que les transformations rigides ne modifient pas les distances : 
ainsi, deux correspondances sont inconsistantes si :
!"pi! p j!"!vi!v j!"#Seuil (3)
[DWJ98] propose par exemple :
Seuil=0.1!max{!p
i
! p
j
!,!v
i
!v
j
!} (4)
Toutefois, les itérations destinées à la mise à jour des appariements et les heuristiques qui 
existent pour améliorer cette étape ne compensent pas une faiblesse fondamentale de la méthode 
ICP : le critère de proximité spatiale seul n'est pas réellement pertinent pour guider les 
appariements. Ce critère peut même n'avoir plus aucun sens dans le cas où les nuages de points sont 
fortement décalés, puisque des points très éloignés peuvent fort bien être en correspondance. 
L'inconvénient de la méthode ICP est d'être incapable de séparer ce qui est commun aux deux 
nuages de ce qui ne l'est pas : par conséquent, la méthode ICP manque de précision dans 
l’estimation de la transformation géométrique recherchée à cause de l’intégration d’erreurs 
d’appariement. Petit à petit, la technique a donc évolué vers l’utilisation de critères basés sur la 
ressemblance structurelle plutôt que sur la proximité spatiale : les primitives sont passées de 
simples points vers des objets plus complexes. Nous pouvons donc voir la méthode des invariants 
géométriques comme une suite logique à la méthode ICP.
2) Invariants géométriques
Notre intention dans cette section n'est pas d'être exhaustif, mais plutôt d'être illustratif : nous 
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cherchons à donner une vue générale de l'utilisation des invariants géométriques. Comme nous 
allons le constater au fil de cette section, la plupart des algorithmes que nous allons illustrer sous-
entendent l'utilisation de structures linéiques relativement idéales: connexes, non bruitées, voire 
parfaitement étiquetées... Il est important de garder à l'esprit cette remarque tout au long de cette 
seconde section.
L’idée à la base des invariants géométriques est de décrire des objets plus complexes sans que 
cette description ne dépende du type de transformation géométrique recherchée. Cela implique bien 
entendu une étape de « formalisation » des objets : ceux-ci prennent alors le statut de « primitives », 
et les champs qui composent la description sont appelés des « attributs ».  Il s'agit alors d’utiliser un 
critère dépendant d’une mesure de similarité définie sur les primitives, pour décider de leurs 
appariements lorsque leurs ressemblances sont jugées suffisantes. 
L'algorithme « Shape context » ([BM00], [BMP00], [BMP01] et [BMP02]) constitue une 
méthode de mise en correspondance de points très connue et largement citée. L'idée à la base de 
cette méthode est de représenter de manière compacte la distribution des points autour d'un point 
courant donné ; les auteurs utilisent pour cela la notion «d'histogramme log-polaire » (voir figure 4), 
qui forme un descripteur suffisamment riche de l'environnement d'un point pour permettre la 
décision de mise en correspondance. 
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L'invariance d'un histogramme log-polaire (%  , log r) est naturelle concernant la translation ; 
l'invariance par changement d'échelle est obtenue en normalisant les distances radiales par la 
distance moyenne entre tous les points du voisinage ; l'invariance par rotation est obtenue lors de 
l'étape de corrélation de deux histogrammes, en maximisant celle-ci par le décalage angulaire de 
l'un des deux histogrammes. Dans [HL10], les auteurs proposent une application intéressante de 
l'algorithme Shape context sur des nuages de points extraits à partir de paires d'images 
optique/radar, et radar/radar avec des bandes d'acquisition différentes.
 
De nombreuses méthodes sont dérivées des moments. Un moment m d'ordre (p,q) d'un objet 
binaire S est défini par : 
m p ,q= *
! x , y$8S
x p . yq (6)
Certains moments d'ordres faibles ont un sens intuitif : par exemple, le moment m00 correspond au 
« poids » de l'objet ; les moments m01 et m10 permettent de déterminer les coordonnées du 
barycentre de l'objet ; les moments m11, m02 et m20 caractérisent la taille et l'orientation de l'objet. 
[H62b] a démontré que tout objet S possède des moments uniques, et que réciproquement un 
ensemble de moments permet de définir un unique objet, la précision de reconstruction dépendant 
de l'ordre (p,q). Les moments sont donc des outils pertinents pour la description d'objets complexes 
pouvant être présents dans les nuages de points. Néanmoins, les moments définis en (6) ne sont pas 
invariants à diverses transformations géométriques.
L'invariance par translation par exemple s'obtient simplement en « centrant » les moments 
définis en (6). Un moment centré µ d'ordre (p,q) d'un objet S est défini par : 
9 p ,q= !
!x , y$8S
!x#:x$
p .! y#:y$
q
(7)
où !:x , :y$ représente le barycentre de l'objet S : ces moments sont appelés « moments centrés ». 
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Les moments centrés d'ordre (p,q) où p+q ! 2 peuvent être rendus invariant par changement 
d'échelle en les normalisant simplement par le « poids » de l'objet (m00 ou de façon équivalente 
µ00) ; nous avons alors la formule suivante :
;i , j=9 p ,q / 90,0
!1)
p)q
2
$ (8)
Ces nouveaux moments sont appelés « moments centraux normalisés ». Par ailleurs, en utilisant 
certains résultats en mathématiques datant du 19° siècle (travaux de Boole Casey et Sylvester), les 
moments (i,j précédents peuvent être rendus invariants par rotation :
<1=;2,0);0,2
<2=!;2,0#;0,2$
2
)!2.;1,1$
2
<3=!;3,0#3.;1,2$
2
)!3.; 2,1#;0,3$
2
<4=!;3,0);1,2$
2
)!;2,1);0,3$
2
<5=!;3,0#3.;1,2$.!;3,0);1,2$.[!;3,0);1,2$
2
#3.!;2,1);0,3$
2]
)!3.; 2,1#;0,3$ .!;2,1);0,3$ .[3.!;3,0);1,2$
2#!; 2,1);0,3$
2]
!6="#2,0$#0,2%.[!"3,0#"1,2$
2
%!" 2,1#"0,3$
2
]#4.!1,1 .!"3,0#"1,2$ .!"2,1#"0,3 $
<7=!3.;2,1#;0,3$.!;3,0);1,2$.[!;3,0);1,2$
2
#3.!;2,1);0,3$
2]
)!;3,0#3.;1,2$ .!;2,1);0,3$ .[3.!;3,0);1,2$
2#!; 2,1);0,3$
2]
(9)
Les six premiers moments définis en (9) sont non seulement invariants en ce qui concerne les 
translations, changements d'échelle, et rotations, mais aussi en ce qui concerne les réflexions, ce qui 
peut être gênant selon les applications : c'est la raison pour laquelle un septième moment )7 est 
exploité, qui n’est pas invariant aux réflexions, ce dernier changeant de signe lorsqu’une telle 
transformation est appliquée. Les sept équations ci-dessus forment donc les moments invariants 
introduits par Hu en 1962 ([H62b]) : ceux-ci forment des descripteurs qui restent constants quelle 
que soit la similarité qui déforme l'objet qu'ils représentent. Plus tard, [FS93] ont déduit un 
ensemble de moments invariants pour la transformation affine, et ont appliqué leur méthode dans 
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[FS94]. Une théorie plus complète des moments invariants par rotation a été proposée par [F00] et 
[FS06]; ces auteurs ont montré que les moments invariants de Hu n'était ni indépendants, ni 
complets : les moments '2 et '3 sont corrélés, et il manque à l'ensemble de Hu un deuxième 
moment d'ordre 3 :
!8="1,1 .[!"3,0#"1,2$
2
%!"0,3#"2,1$
2
]%!"2,0#"0,2$ .!"3,0#"1,2$.!"0,3#" 2,1$ (10)
[BS97] ont quant à eux proposé l'utilisation de moments invariants complexes, réputés moins 
sensibles au bruit. 
Il est à noter qu'il existe une connexion entre la théorie des moments et la théorie des ondelettes. 
En effet, [SI99] ont montré que toutes les approches à base de moments peuvent s'exprimer par 
l'intermédiaire de l'expression suivante :
F p ,q==S T q!r$ . g p!r$. r.dr avec T q !r $==S f !r.cos!3$ , r.sin!3$$.e
iq3 d 3 (11)
où f correspond à une fonction 2D à valeurs binaires représentant un objet S, Fp,q désigne un 
moment invariant d’ordre (p,q), et gp( r ) désigne une fonction de la variable radiale r. Par exemple, 
si gp(r)=rp, les moments de Hu sont exprimables à partir de l'expression (11) en imposant des 
contraintes sur p et q. À partir de cette proposition de cadre unifié de définition des moments, les 
auteurs substituent à la fonction gp une fonction de base d’ondelettes, en considérant la famille 
suivante :
> a ,b!r$=
1
!a
.> !
r#b
a
$ (12a)
et en utilisant l'ondelette mère suivante ([UAE92]) :
> !r $=
4.tn)1
!2? . !n)1$
.+w. cos !2? f 0!2r#1$$.e
#!2r#1$2
2 !+w$
2. !n)1$ (12b)
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avec n=3, t=0.697066, f0=0.409177 et #2w=0.561145. Une transformée en ondelettes diffère d’une 
transformation de Fourier par le fait qu’elle est capable de fournir une représentation à la fois 
fréquentielle et spatiale d’un signal. Cet aspect en fait donc un outil intéressant pour l’extraction 
d’un modèle de formes discriminant.
Un moyen de décrire des objets complexes concerne la méthode « Chain codes » présentée par 
[LMM95]. Le principe à la base des Chain codes est d'encoder séparément chaque composante 
connexe : pour un point sélectionné sur une composante, l'encodage consiste à représenter la 
direction du prochain voisin. Une composante connexe est donc représentée par une séquence 
d'entiers, dont une unité correspond à un angle de 45° (voir figure 5).
Cette représentation, bien que simple, possède néanmoins un défaut appelé « wraparound » (par 
exemple, une ligne de pente égale à -22.5° est représentée par la séquence {70707070...}) ; pour 
corriger ce problème, les auteurs proposent de modifier les séquences {a1 a2 … an} par des 
séquences {b1 b2 … bn} selon l'algorithme récursif suivant :
{ b1=a1bi=qi où qi!" , tq. (q i!a i)mod 8=0 et !q i!bi!1! soit minimum, i=2...n (5)
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De plus, les séquences sont lissées par un filtre gaussien {0.1 , 0.2 , 0.4 , 0.2 , 0.1}. Chaque 
composante connexe est alors représentée par une courbe (issue à la base d'une séquence d'entiers), 
que l'on va chercher à corréler aux courbes d'autres composantes pour décider de leurs 
appariements. L'invariance par rotation est obtenue en soustrayant à chaque courbe leur valeur 
moyenne et l'invariance par homothétie est obtenue en ré-échantillonnant les composantes connexes 
de sorte que les courbes qui les représentent aient la même longueur. Dans [CSZ07], on peut trouver 
un exemple d'application des Chain codes dans l'identification automatique d’aéroports.
Un certain nombre de méthodes utilisent l'approximation polygonale pour représenter des 
structures linéiques (une telle approximation peut être effectuée par exemple par des méthodes 
comme [S01], ou [RR95]). Un exemple concerne les travaux de [ZC04]. Dans cette publication, une 
structure linéique est décrite comme une séquence de segments orientés de même longueur, qui 
approchent celle-ci comme une ligne brisée. Plus exactement, les auteurs tiennent compte de 
l'orientation relative d'un segment par rapport aux autres segments qui composent la ligne brisée : 
celle-ci est alors représentée par une matrice n$n, où la ligne i correspond à la distribution des 
différences d'orientations entre le ième segment et les n-1 autres segments de la ligne brisée. Cette 
description implique naturellement l'indépendance par rapport à la translation et à la rotation ; les 
auteurs s'assurent de l'invariance par homothétie en fixant un nombre constant de segments 
décrivant les structures linéiques. La décision d'apparier deux lignes brisées se fait simplement en 
seuillant la distance entre les deux matrices qui les représentent. Une autre approche intéressante 
concerne « l'edit distance », introduite par [WF74]. Cette distance était liée à l'origine à la 
correction orthographique, mais elle a été depuis adaptée à la résolution d'autres problèmes, comme 
les ASM (« Attributed String Matching »), qui correspondent à des chaînes composées de primitives 
simples (pour les polygones, il peut s'agir de leurs segments ou bien de leurs sommets...). L'idée à la 
base de l'edit distance est de découvrir la séquence de modifications de coût minimal qui permette 
de transformer une chaîne A en une chaîne B, avec comme modifications autorisées la suppression, 
l'insertion et le déplacement. La distance ainsi obtenue permet la décision de mise en 
correspondance de deux polygones. On peut trouver l'utilisation d'une telle méthodologie dans 
[KB02], et dans [TY85] où les auteurs retiennent les orientations ainsi que les longueurs des 
segments de polygones.
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Enfin, il existe des techniques qui consistent à approcher des structures linéiques par des 
primitives de haut niveau, ie. par des courbes paramétrées (en général différentiables au moins deux 
fois) : il s'agit alors de réaliser les mises en correspondance des structures par l'intermédiaire de 
leurs représentations continues. D'une certaine manière, nous pouvons interpréter ces approches 
comme un passage du discret au continu (de telles approximations sont possibles grâce par exemple 
à des techniques de type contours actifs, introduits par [KWT88]). Dans cet esprit, la méthode de 
[CFH09] consiste à décrire une courbe par l'intégrale de la courbure en valeur absolue, qui forme 
une signature invariante par similarité ; de plus, les auteurs se préoccupent du problème de recaler 
partiellement deux courbes. [MCH06] utilisent eux aussi la notion d'intégrale pour la mise en 
correspondance de courbes sous similarité ; on retrouve des approches similaires avec [KK01] et 
[SKK03]. L'avantage principale des représentations par intégrale est leur moindre sensibilité au 
bruit. Par ailleurs, une sous-classe importante des approches de type « passage au continu » 
concerne les descripteurs CSS (« Curvature Scale Space »), introduits par [MM92], [M95], et 
[MB03]. L'idée de ces méthodes est d'utiliser un invariant aux transformations affines très simple 
lorsque l'on dispose de courbes paramétrées : les points d’inflexion. Ces points correspondent aux 
endroits de la courbe où la courbure devient nulle et change de signe ; il s'agit de « l'instant » où la 
tangente « traverse » la courbe (changement de concavité). Les CSS consistent à représenter chaque 
contour par un ensemble de courbes paramétrées 2D convoluées par un noyau gaussien, 
C(u,*)=( x(u,*) , y(u,*) ), où u8[0,1] correspond à l’abscisse curviligne et où * correspond à la 
taille du noyau :
g !u ,+$=
1
!2? .+
.e
#u2
2.+2 (13)
Le rôle du noyau gaussien est de permettre d'étudier la courbe à différents niveaux de détail. Après 
discrétisation des deux paramètres (u,*), il s'agit de retenir toutes les paires (ui,*%) qui correspondent 
à un point d’inflexion, au sein d'un diagramme discrétisé binaire qui sera utile à la décision de mise 
en correspondance. Parmi les très nombreuses méthodes dérivant de l'algorithme CSS original, 
citons par exemple les travaux de [CWR07] où les auteurs appliquent une version améliorée de la 
méthode sur des images aériennes. 
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Comme nous le disions au début de cette sous-section, une condition préalable à l'utilisation des 
invariants géométriques est d'être en mesure d'obtenir des nuages de points dans lesquels les 
primitives sont idéalement extraites. Or dans la pratique, cela est loin d'être le cas. Outre la 
contrainte d'invariance géométrique, un descripteur se devra donc d'être stable : si une primitive est 
légèrement déformée, alors sa description ne doit être que légèrement modifiée. Malheureusement, 
d'autres critères doivent être remplis pour qu'un invariant géométrique puisse être utilisé 
efficacement : l’unicité (deux primitives différentes doivent avoir des descriptions différentes) et 
l’indépendance (sous-entendu des attributs qui forment la description) ; de plus, nous voudrions que 
les primitives soient uniformément réparties dans les nuages, et plus difficile encore, que ces 
primitives puissent être extraites quels que soient les capteurs utilisés et le contexte de la scène 
étudiée… Dans la pratique, il est évidemment très difficile de remplir toutes ces conditions à la fois. 
Manquer à l’une d’entre elles provoque bien souvent un manque de robustesse, où de nombreux 
faux positifs sont présents (primitives appariées à leurs mauvaises contre-parties dans l’autre 
nuage). C'est dans ce contexte que nous pouvons voir les méthodes qui représentent les liens entre 
les primitives par leurs relations géométriques plutôt que par leurs ressemblances structurelles 
comme une suite logique aux invariants géométriques. Nous allons présenter dans la section 
suivante ce type de méthodes.
3) Méthodes basées sur les votes : RANSAC et Transformée de Hough
RANSAC est un algorithme qui a été introduit par Fischler et Bolles en 1981 ([FB81]), et qui 
permet l’estimation des paramètres d’un modèle quelconque. Cette estimation se fait à partir d’un 
ensemble de données « contaminées », dans le sens où une partie seulement d’entre elles correspond 
au modèle. Cette distinction apparaît dans la terminologie anglaise avec les termes « inliers » et 
« outliers » : étant donné un modèle correctement instancié (ie. dont les paramètres sont ceux que 
l'on recherche), une donnée est considérée comme outlier si sa présence ne peut s’expliquer, avec 
une certaine tolérance, par cette instance du modèle (on parle aussi « d'occurrence » du modèle). 
L’ensemble des inliers correspond alors à l’ensemble des données privé des outliers. Appliqué au 
recalage (voir figure 6 ci-dessous), le principe de cet algorithme consiste à estimer des 
transformations géométriques issues d’un modèle particulier, et à évaluer leurs validités en 
comptant le nombre de paires de primitives compatibles avec chacune de ces transformations. Ainsi 
à chaque itération, un échantillon de paires de primitives, de taille minimale pour estimer une 
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transformation géométrique, est sélectionné aléatoirement. Une transformation particulière est alors 
estimée à partir de cet échantillon, et celui-ci est étendu à toutes paires de primitives compatibles 
avec cette transformation en utilisant un critère de validité donné (construction d'un consensus). La 
qualité d'un consensus se détermine au nombre de paires de primitives compatibles avec une 
transformation particulière. L’algorithme s’arrête alors lorsque la probabilité de trouver un meilleur 
consensus est inférieure à un certain seuil. Les paramètres du modèle sont finalement réévalués 
avec l’ensemble des éléments du meilleur consensus. 
La transformée de Hough, quant à elle, a été introduite par P. Hough en 1959 et déposée en tant 
que brevet en 1962 ([H62a]). En 1972, R. Duda and P. Hart ([DH72]) ont montré que cette 
transformation est efficace pour la détection de lignes et de courbes dans les images. Depuis, la 
transformée de Hough n’est plus seulement utilisée pour la détection de primitives géométriques, et 
elle a été généralisée à l’estimation de n’importe quel modèle paramétrique ([Bal81]). L’estimation 
des paramètres de transformation géométrique permettant d’effectuer le recalage de nuages de 
points constitue un exemple d'utilisation de la transformée de Hough. Dans ce cadre-là (voir figure 
7 ci-dessous), la transformée de Hough consiste à calculer des occurrences du modèle (ie. des 
transformations géométriques) à partir de sous-ensembles de paires de primitives, et à en étudier la 
distribution statistique dans un espace discrétisé dont les axes correspondent aux paramètres du 
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modèle géométrique : l'espace de Hough. La transformée de Hough permet alors une identification 
robuste de la transformation recherchée malgré diverses perturbations : en effet, tous les sous-
ensembles de paires de primitives correctement appariées conduisent aux calculs de transformations 
dont les représentants dans l’espace de Hough s’accumulent sensiblement au même endroit, tandis 
que tout autre mauvais appariement conduit aux calculs de transformations dont les représentants 
sont répartis aléatoirement dans ce même espace. 
RANSAC et la transformée de Hough sont donc deux algorithmes qui peuvent être vus comme 
réciproques l’un de l’autre, et théoriquement équivalents : 
• Hough apparie des primitives, en déduit la transformation qui les relie, et compte les 
occurrences des transformations ainsi calculées. 
• RANSAC compte en revanche le nombre de paires de primitives qui sont compatibles 
avec une transformation donnée.
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Dans les deux cas, la transformation géométrique ayant remporté le plus de votes est considérée 
comme étant la transformation correcte recherchée; d'une certaine façon, ces deux algorithmes 
peuvent donc être interprétés comme des programmes d'optimisation d'une fonction qui 
comptabilise le nombre de paires de primitives valides. Mais les liens entre les deux algorithmes 
sont encore plus étroits. En effet, dans le cas de RANSAC, la validité d'une donnée se mesure grâce 
à la distance entre celle-ci et la prévision du modèle : la décision de compatibilité se fait alors grâce 
à un simple seuillage +  ; &r cette notion de seuillage se retrouve dans la taille des cellules qui 
composent l'espace de Hough. De plus, bien que RANSAC et la transformée de Hough soient 
presque toujours présentés respectivement comme un algorithme stochastique et comme un 
algorithme déterministe, il n'est pas impossible pour le premier d'envisager de parcourir l'ensemble 
des appariements possibles, et pour le second de procéder à un tirage au sort des appariements en 
fonction de la taille de l'ensemble des données. Le critère stochastique/déterministe n’est donc pas 
vraiment pertinent pour différencier ces deux méthodes.
Néanmoins, malgré leurs nombreux points communs, les voies de recherche sur ces deux 
algorithmes se sont révélées différentes. Cela est certainement dû au fait que RANSAC soit 
couramment étudié dans le cadre général et plus mathématique des M-estimateurs ([H81], [RL87], 
[Men95], [Z97], [S99]), alors que la transformée de Hough, historiquement liée au domaine de la 
reconnaissance des formes, est bien souvent « orientée-imagerie ».
Ainsi, dans le cas de RANSAC, plusieurs efforts ont concerné la fonction « objectif » à 
optimiser. Dans la définition de base, la fonction à optimiser concerne le nombre de votes : si l'on 
note ei(P) la distance entre la i° donnée et la prévision du modèle M instancié par les paramètres P, 
le critère de compatibilité C est donné par :
C i! 5P $={1 si ei !5P $@A0 sinon (14)
et la fonction objectif à maximiser est donnée par :
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F O! 5P$=*
i
n
C i! 5P $ (15)
Dans [TZ00], les auteurs proposent de remplacer le critère de compatibilité défini en (14) par le 
critère suivant :
C i! 5P $={ei ! 5P$ si ei! 5P$@AA sinon (16)
La fonction objectif (15) ne change pas, si ce n'est qu'elle doit maintenant être minimisée. 
L'intention des auteurs était de limiter l'impact du choix d'une valeur pour le seuil +. En effet, si 
celui-ci est trop grand, toutes les occurrences du modèle (dans notre cas des transformations rigides 
ou des similarités) tendront à être également notées ; si celui-ci est trop petit, l'estimation des 
paramètres P sera instable (le simple retrait d'un inlier peut modifier l'estimation de manière 
arbitrairement grande). L'algorithme ainsi dérivé de RANSAC est appelé MSAC (M-estimator and 
Sample Consensus). Dans la même publication, les auteurs proposent de porter la fonction objectif à 
optimiser sur le terrain probabiliste, avec la MLESAC (Maximum Likelihood Estimation Sample 
Consensus). Toujours en notant ei(P) la distance entre la i° donnée et la prévision du modèle M 
instancié par les paramètres P, ceux-ci proposent de maximiser la fonction objectif suivante :
FO(BP ,/)=C
i
n
/ . P in(ei( BP) | la i° donnée est un inlier)
+(1#/ ). Pout (e i(BP) | la i° donnée est un outlier )
(17)
Cette fonction objectif peut être interprétée comme une fonction de vraisemblance basée sur le 
mélange de deux probabilités conditionnelles Pin et Pout :
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Pin(ei(BP) | la i° donnée est un inlier)=
!2
!- .D
exp (
#e i
2(BP)
2.D2
) (18)
Pout (ei(BP) | la i° donnée est un outlier)={
1
emax
si e i(BP)@emax
0 sinon
(19)
où * correspond à la tolérance sur la compatibilité d'une donnée par rapport à l'occurrence P du 
modèle, et emax représente la plus grande erreur induite par un outlier. Nous pouvons remarquer qu'il 
y a maintenant un paramètre supplémentaire à estimer : # ; la fonction objectif ainsi définie peut 
être maximisée par l’algorithme espérance-maximisation, proposé par [DLR77] et dont [N03] 
donne une implémentation en Matlab. Une extension de MLESAC, appelée Guided-MLESAC, peut 
être trouvée dans [TM05]. Plus importante encore à nos yeux est l'amélioration apportée par Stewart 
en 1995 ([S95]). En considérant que les outliers sont distribués selon une loi uniforme, l'auteur 
calcule la probabilité pour qu'au moins k outliers aient été pris accidentellement pour des inliers 
pour une occurrence P du modèle donnée. Autrement dit, en minimisant cette fonction pour toute 
occurrence P du modèle et pour tout k, Stewart cherche le consensus qui doit le moins son existence 
au hasard. Cette nouvelle version de RANSAC est appelée MINPRAN (MINimize the Probability 
of RANdomness) ; c'est une publication importante dont nous reparlerons plus tard dans cette thèse, 
puisqu'elle est étroitement reliée à la notion de robustesse. Parmi les autres améliorations apportées 
à la version de base, citons PROSAC (« PROgresive SAmple Consensus) de [CM05], capable 
d'intégrer la probabilité a priori qu'une donnée soit un inlier ou non; afin de limiter la complexité de 
RANSAC, [CM02] testent le consensus d'une occurrence P non pas sur l'ensemble des données, 
mais sur un sous-ensemble tiré au sort : cette version est appelée R-RANSAC (Randomized-
RANSAC); enfin, [N05] propose une autre version appelée Preemptive RANSAC, capable de 
fonctionner en temps réel.
La première publication traitant de l'utilisation de la transformée de Hough en recalage remonte 
au début des années 80 ([SKB82]). Ce n'est qu'une vingtaine d'année plus tard que la transformée de 
Hough a pris un réel essor en recalage. Au début des années 2000, [SM02] ont proposé la 
« Geometrically Invariant Parameter Space Clustering » (GIPSC), et de manière équivalente mais 
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plus tardive, [CK03] ont proposé la « Direct Accumulation Hough Transform » (DAHT). Dans leurs 
travaux, les auteurs utilisent la transformée de Hough pour l'estimation d'une similarité à l'aide de 
deux paires de points. L'espace de Hough est caractérisé par un espace discrétisé de quatre 
dimensions, chacun des axes correspondant respectivement à la rotation d'angle $, le changement 
d'échelle s et les translations dans le plan tx et ty. Si l'on note (pi1 , vj1) et (pi2 , vj2) deux paires de 
points issues des nuages P et V, le calcul pour déterminer la similarité reliant les deux paires de 
points est le suivant :
5v1= 5OQ j2# 5OQ j1 , 5v2= 5OP i2# 5OP i1 s=
75v17
75v27
E1=cos
#1
!
x i2#x i1
75v17
$ , E 2=cos
#1
!
x j2#x j1
75v27
$ !="2#"1
et les translations sont données par : tx=x j1!s.!x i1. cos!" yi1 . sin!"
ty= y j1!s.! xi1 . sin!" yi1 . cos!" (20)
Ainsi dans la méthode « GIPSC-DAHT » :
• toutes les paires de paires de points sont parcourues 
• à chaque fois, le calcul des paramètres P=(s,$,tx,ty) est effectué 
• le score de la cellule de l'espace de Hough correspondant à l'occurrence P=(s,$,tx,ty) est 
incrémenté
La similarité correspondant à la cellule de meilleur score est considérée comme étant la 
transformation géométrique recherchée. Dans la classification de [M85], cette manière d'utiliser la 
transformée de Hough est appelée « many to one » : plusieurs primitives sont utilisées pour le 
calcul d'une transformation géométrique. Cette approche possède deux défauts : tout d'abord, 
l'espace de Hough (quatre dimensions) occupe un espace mémoire important ; ensuite, la charge de 
calcul est bien trop lourde (le nombre de combinaisons de paires de paires de points est trop 
important). Les travaux de recherche sur l'application de la transformée de Hough en recalage ont 
donc consisté à limiter la complexité de la transformée de Hough, ainsi que la taille de l’espace des 
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paramètres (qui sont d’ailleurs deux problèmes souvent corrélés). On peut ainsi noter un premier 
type de méthode ([LZ05], [WC97]) qui consiste à dégrader la résolution des images de sorte que 
leurs tailles soient réduites : les primitives sont alors moins nombreuses, ainsi mécaniquement que 
le nombre d’appariements possibles. Il s’agit alors d’effectuer un traitement « pyramidal » où l’on 
commence par traiter des images de faibles résolutions jusqu’aux images originales, de manière à ce 
que la transformation recherchée soit estimée avec toujours plus de précision (stratégie « coarse-to-
fine »). Un autre type de méthode ([C04]) consiste à limiter le nombre d’appariement en utilisant la 
transformée de Hough dans sa version « one to many » : le nombre de primitives nécessaires pour le 
calcul d’une transformation particulière s’en trouve réduit, et le système d’équations reliant les 
attributs des primitives aux paramètres de la transformation est sous-déterminé. Le manque est alors 
compensé en parcourant les valeurs des paramètres indéterminés, ie. « toutes » les solutions du 
système sont comptabilisées. Le défaut de cette approche est de produire par la même occasion un 
bruit important dans l’espace de Hough. Une autre approche nommée MIHT ([HA04]), « Modified 
Iterative Hough Transform », consiste non-pas à analyser l'espace de Hough lui-même, mais plutôt 
des projections de dimensions moins élevées. Pour cela, la méthode « force » l’estimation des 
paramètres de la transformation grâce à autant d’espaces d’une dimension que le nombre de 
paramètres qui la définissent. Cette estimation est forcée dans le sens où les paramètres sont estimés 
isolément les uns des autres malgré leurs inter-dépendances ; pour cette raison, les estimations des 
paramètres sont mises à jour itérativement afin de profiter des évaluations améliorées de l’étape 
précédente. En estimant un seul paramètre à la fois, on peut contourner l'aspect combinatoire de 
l'appariement de sous-ensembles de points, et le coût en complexité s'en trouve réduit ; néanmoins, 
cet algorithme nécessite que les nuages de points soient presque recalés pour converger. Il est à 
noter que la MIHT a été appliquée à d'autres domaines liés au recalage : résection, calibration, 
« surface matching », etc... ([HS99], [HAK00], [HK01a], [HK01b], [HLM01][HML01], [HML02], 
[HLM03]). Dans [GSC98] et [SGC99], les auteurs ont développé une méthode appelée « feature 
consensus ». Cette méthode permet elle aussi d’utiliser des espaces de Hough d’une seule 
dimension pour l’estimation de chaque paramètre. Celle-ci repose sur l’idée qu’en utilisant un type 
de primitive ainsi qu’un attribut appropriés, il est possible d’effectuer l’estimation d’un seul 
paramètre indépendamment des autres (ou à défaut, il est possible d’obtenir une fonction de ce 
paramètre et de lui seul). L’ensemble des espaces de Hough correspondant à chaque paramètre sont 
alors décorrélés. Ces travaux représentent donc une importante amélioration de la MIHT. En ce qui 
concerne la similarité comme transformation géométrique, la formulation de leur algorithme est 
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assez similaire à celle de l'algorithme GIPSC-DAHT présenté un peu plus haut : les auteurs utilisent 
eux aussi des segments virtuels (ie. formés par deux points aux extrémités, sans réel support par des 
structures linéiques) ; notamment, l'angle de rotation est estimé grâce aux différences d'orientations 
de deux segments, et le paramètre de changement d'échelle est estimé grâce au rapport des 
longueurs des deux segments. La différence entre les méthodes GIPSC-DAHT / MIHT et la 
méthode « feature consensus » est que maintenant, les paramètres sont évalués grâce à des espaces 
1D et de manières totalement indépendantes. L’article de 1998 présente les mêmes concepts ; 
toutefois, l'estimation de l'angle de rotation se fait non-pas grâce aux orientations de deux segments 
virtuels, mais grâce aux orientations locales attachées à chaque point (notion de « tangente »). 
L'article de 1999, quant à lui, établit l'équivalence entre corrélation croisée des distributions 
d'orientations des primitives d'une part, et transformée de Hough 1D effectuée sur les différences 
d'orientations d'autre part. Ce résultat, bien qu'intuitif, est important car il nous apprend que sous 
couvert de corrélations croisées pour définir l'angle de rotation, se « cache » en fait une transformée 
de Hough qui n'est pas mentionnée explicitement dans les différents travaux de recherche. C'est 
ainsi que l'on trouve des transformées de Hough « masquées », avec par exemple : [HLF97], 
[BSW05], [ZHG06], avec pour ces deux dernières publications un détour dans le domaine des 
images en niveaux de gris, et l'utilisation de gradients pour obtenir l'information d'orientation 
locale. Enfin, nous aimerions évoquer une utilisation originale de la transformée de Hough en 
recalage, avec la publication de [Zha06]. Dans cette publication, l'auteur utilise la transformée de 
Hough dans son application initiale, celle de la détection de droites. L'auteur remarque que lorsque 
l'on représente une droite par l'équation
'=x.cos !3$) y.sin !3$ (21)
si celle-ci subit :
• une rotation d'angle 0 < $ < 180°, alors :
 
31=!3)($mod 180°
'1={ 'si3)(2180°#' si3)(F180° (22)
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• une translation (tx,ty), alors :
 
31=3
'1=t.cos !3#%$)'
avec t=! tx
2
)ty2 et %= tan#1!
ty
tx
$
(23)
• un changement d'échelle s, alors :
 
31=3
'1=s.'
(24)
Par conséquent, l'application d'une similarité sur un nuage de points modifie la distribution des 
occurrences de droites dans l'espace de Hough ; c'est ainsi qu'en analysant les espaces de Hough liés 
à deux nuages de points, il est possible de remonter à la similarité qui permet leur recalage. On 
retrouve une idée similaire dans [SBH07].
4) Conclusion
En conclusion, RANSAC et la transformée de Hough représentent directement les liens entre 
primitives par leurs relations géométriques : le problème de l’extraction de quelques primitives 
fiables et de l’identification de leurs appariements est alors remplacé par l’analyse statistique d’un 
grand nombre de ces relations géométriques. De plus, de par leur capacité à éliminer les outliers, 
ces deux méthodes permettent de discriminer naturellement la part d’information commune portée 
par deux nuages de points : c'est ce qui les rend particulièrement intéressantes pour le recalage 
d’images de télédétection dont les modalités d'acquisition sont différentes. Dans le cas de la 
méthode RANSAC, les recherches ont été poussées dans des voies d'améliorations plutôt générales 
alors que dans le cas de la transformée de Hough, les améliorations qui ont été apportées 
apparaissent comme plus spécifiques au problème du recalage. De plus, les méthodes de type 
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transformée de Hough possèdent un formalisme supérieur puisque qu’elles introduisent le concept 
d’espace de Hough (espace des paramètres). Ce point de vue plus riche permet alors une ouverture 
vers de nouvelles voies de recherche, et c’est la raison pour laquelle nous avons décidé 
d’approfondir l’utilisation de la transformée de Hough en recalage. 
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Deuxième partie :
Contribution à la mise en 
correspondance de nuages de points 
et au recalage d'images de modalités 
différentes
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Préambule
Grâce à la première partie de cette thèse, nous avons dégagé un certain nombre d’éléments 
importants en recalage d’images de télédétection. Après avoir présenté les différents types d’image 
qui existent et la manière dont celles-ci sont formées, nous avons montré que dans de nombreuses 
situations, nous pouvons tirer un meilleur parti de la télédétection si nous utilisons et associons 
plusieurs images pour la résolution d’un problème donné. De ce constat survient alors le problème 
du recalage d’images, qui consiste à identifier une transformation géométrique issue d’un certain 
modèle de déformations qui permette de superposer les éléments communs entre les différentes 
images.
Parmi les différents cas de figure qui peuvent se présenter, recaler automatiquement deux images 
de modalités différentes est le cas le plus difficile à résoudre. En effet, les processus physiques de 
formation des images étant différents selon la modalité d’acquisition, les pixels sont souvent 
décorrélés d’une image à l’autre ; un algorithme de recalage, qui doit fondamentalement reposer sur 
l’information commune entre deux images, sera donc difficile à mettre en œuvre dans le cas de la 
multimodalité. Nous avons alors montré que pour n’importe quel problème de recalage « ouvert », 
il est possible d'utiliser avantageusement la connaissance suivante : lorsque deux milieux aux 
propriétés physiques différentes existent, il est fort probable que deux capteurs enregistrent 
simultanément la variation même s’ils sont de natures différentes. De cette façon, il existe alors un 
ensemble de « séparations » entre milieux, qui prennent la forme de structures linéiques dont la 
plupart se retrouvent en même temps dans les images à recaler.  Un nuage de points (ou image 
binaire) associé à une image de modalité donnée est alors constituée par les points de l’image 
initiale localisant l’existence d’événements considérée comme pertinents ; cette représentation a de 
plus l’avantage de constituer une représentation unifiée quelque soit le type d’images utilisées en 
amont.
Ayant donc deux nuages de points à recaler, se posait alors la question du choix d’un modèle de 
déformations à utiliser ; tenant compte des différentes déformations géométriques que subissent 
habituellement les images, et des corrections qui peuvent être apportées dans une large mesure, 
notre choix s’est porté vers les transformations rigides / similarités. 
- 91 -
Finalement, notre problème s’est progressivement ramené au recalage par transformation rigide 
ou par similarité de deux nuages de points contenant des structures linéiques, typiques des images 
de la télédétection.
Après avoir exploré plusieurs familles d’algorithme pouvant répondre à ce problème, la classe 
des algorithmes basés sur la transformée de Hough ont particulièrement retenu notre attention. En 
effet, l’une des grandes qualités de cette transformée est d’être capable de discriminer naturellement 
la part d’information commune entre les deux nuages de points.
Notre but maintenant est d’exploiter au mieux la transformée de Hough dans le recalage rigide 
de deux nuages de points issus d’images de télédétection.
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Recalage de nuages de points 2D : nouvelle approche
Dans ce cinquième chapitre, nous allons présenter la manière dont nous utilisons la transformée 
de Hough en recalage. La première section expose la nécessité de définir de nouvelles primitives 
afin d'utiliser au mieux la transformée de Hough. La seconde section est consacrée à l'algorithme 
d'extraction de ces primitives. Enfin en dernière section, nous présentons la caractérisation des 
espaces de Hough ainsi que le calcul des occurrences du modèle.
1) Définition de nouvelles primitives
L'état de l'art établi au chapitre précédent nous a permis de présenter un certain nombre de 
stratégies qui ont été mises en place pour tenter de résoudre le problème du recalage de nuages de 
points 2D structurés. Deux grandes orientations semblent s'opposer : d'une part, les algorithmes qui 
reposent sur la ressemblance structurelle, et d'autre part, les algorithmes qui utilisent les relations 
géométriques entre primitives. Malgré cette apparente opposition, tous les travaux ont pourtant 
évolué vers l'utilisation de primitives plus complexes. Cette « sophistication » ne s'est pas faite sans 
nécessité : il s'agissait de représenter au mieux l'information contenue dans des nuages de points 
issus de la télédétection. Dès lors, l'utilisation des structures linéiques présentes dans ces nuages a 
largement été appuyée par la communauté scientifique : que ce soit à travers les décompositions en 
lignes brisées (approximation polygonale), l'utilisation de courbes paramétrées, que l'on tienne 
compte du voisinage d'un point (chain codes, moments, orientations locales utilisées avec 
transformée de Hough), les structures linéiques ont bien souvent servi de « matériau élémentaire » 
aux algorithmes. Même des méthodes dérivées des « shape contexts », dont on pourrait imaginer 
qu'il ne s'agisse que d'algorithmes fonctionnant sur des primitives de type point, n'ont que peu de 
sens si les voisinages des points existent sans une certaine organisation structurelle : une 
distribution uniforme ne comporterait aucune information, au sens de la théorie de l'information de 
Shannon. 
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Si l'analyse des publications confirme que la tendance est à l'utilisation de structures linéiques, 
nous avons pu aussi constater le basculement qui s'est opéré en faveur des méthodes utilisant les 
relations géométriques entre primitives, et en particulier la transformée de Hough. La raison 
principale est certainement que ces méthodes permettent des décisions correctes dans un contexte 
informationnel flou ; pour autant, si la capacité de la transformée de Hough à discriminer 
l'information commune entre deux nuages de points est naturelle, celle-ci réclame une utilisation 
« sage » pour être efficace. En effet, le principe de la transformée de Hough est de résoudre un 
problème paramétrique qui se définit dans l'espace de représentation des images, en changeant 
d'espace de représentation, celui des paramètres ; le problème se transforme alors en la recherche 
d'un maxima dans le nouvel espace de représentation. C'est ici qu'apparaît le phénomène du bruit : il 
s'agit de l'ensemble des votes qui s'accumulent de façon suffisamment importante pour gêner 
l'émergence du maximum pertinent : le rapport signal sur bruit est trop faible, et de là provient le 
manque de robustesse de la transformée de Hough. Dans cette thèse, notre intérêt se portera donc en 
particulier sur la notion de robustesse de la transformée de Hough lorsqu'elle est utilisée en 
recalage. Nous allons apporter diverses améliorations, sans pour autant renoncer aux progrès qui ont 
été apportés par d'autres travaux de recherche (utilisation de structures linéiques, décorrélation des 
espaces de Hough, etc...) : ce sont ces deux aspects qui vont guider nos choix.
Le problème d'un rapport signal sur bruit trop faible peut se traiter de deux manières différentes : 
soit en améliorant la puissance du signal, soit en réduisant celle du bruit. Concernant la puissance 
du signal, nous verrons dans le prochain chapitre que celle-ci est reliée à la quantité d'information 
commune qui existe entre les deux nuages : notre marge de manoeuvre est donc faible, et tout ce 
que nous pouvons faire consiste simplement à éviter au maximum de dégrader cette information à 
travers la chaîne des différents traitements. Concernant la puissance du bruit, plusieurs stratégies 
peuvent être mises en oeuvre pour la diminuer (ce que nous allons faire dans cette thèse) :
• la première consiste à améliorer le processus d'appariement, ie. limiter les 
appariements incorrects et donc la génération d'occurrences parasites dans l'espace de 
Hough.
• la seconde consiste à modéliser le bruit et à le traiter en conséquence.
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Le premier point concernera les deux prochains chapitres de cette thèse : en effet le processus 
d'appariement peut être amélioré dans sa globalité (chapitre 6) ou bien plus spécifiquement en 
insistant sur la définition et l'extraction de primitives plus fiables (ce chapitre). La modélisation 
statistique du bruit fera quant à elle l'objet du chapitre 7, où d'importants résultats en matière de 
robustesse seront présentés. Notre objectif dans ce chapitre est donc de lutter contre la formation 
d'un bruit trop important dans l'espace de Hough en limitant la part des mauvais appariements. Nous 
proposons pour cela d'agir sur la construction d'un nouveau type de primitives et d'en définir un 
algorithme d'extraction. La définition d'un nouveau type de primitives sera en fait gouvernée par un 
ensemble de contraintes qui peuvent s'interpréter comme un « jeu » d'heuristiques utiles à la 
restriction des appariements incorrects. 
Notre première contrainte est d'utiliser des structures linéiques. Comme nous l'avons expliqué 
dans le troisième chapitre de cette thèse, les structures linéiques sont les plus à même de constituer 
l'information commune qui existe entre deux nuages de points issus de la télédétection : elles 
représentent en effet les ruptures entre différents domaines physiques et restent en grande partie 
identifiables à travers différentes modalités d'acquisition. Les primitives que nous cherchons à 
définir doivent donc reposer sur ces structures. En revanche, celles-ci sont couramment de 
complexités différentes : structures longues ou courtes, ouvertes ou fermées, à plusieurs branches 
ou non, etc... Or il paraît évident que si l'appariement de primitives de même complexité n'est pas 
suffisant pour assurer la pertinence de la paire, il est en revanche fortement probable que 
l'appariement de deux primitives de complexités différentes sera inapproprié. Il s'agit donc de 
donner un avantage statistique aux appariements corrects dans leur concurrence avec les mauvais 
appariements. Une conséquence immédiate est que se ramener à des primitives de même complexité 
mais reposant sur des structures linéiques, implique obligatoirement que celles-ci soient découpées 
en « unités » plus petites.
Une autre façon de limiter les appariements incorrects est de s'assurer de la fiabilité d'une 
primitive. Le sens de « fiabilité » mérite d'être précisé ; certes, nous pouvons le comprendre dans un 
sens identique à celui que nous avons donné dans le chapitre précédent (cf. notion de stabilité dans 
la section sur les invariants géométriques), mais nous souhaitons aller plus loin. Lorsque dans une 
image binaire un pixel se trouve à l'état « VRAI », cela correspond à la détection d'un événement 
jugé pertinent. L'interprétation de l'événement n'a ici qu'une importance limitée ; en revanche, nous 
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pouvons nous demander s'il s'agit d'un faux-positif ou non. Le fait qu'il y ait suffisamment 
d'événements détectés dans le proche voisinage de l'événement dont la validité est à confirmer, 
permet à celui-ci de se voir attribuer une légitimité renforcée : c'est ce que nous entendons, dans un 
premier temps, par fiabilité ou pertinence d'une primitive. Mais nous affinerons cette notion au 
cours de notre discussion.
À partir de l'objectif de fiabilité des primitives que nous nous sommes fixé, découle logiquement 
une nouvelle contrainte, celle de gérer les situations floues. En effet, lorsque nous travaillons sur 
des nuages de points réels, les structures linéiques peuvent correspondre à diverses configurations 
(voir figure 1) :
Dans le coin supérieur gauche, nous avons représenté une structure linéique « idéale », dans le 
sens où celle-ci a été parfaitement extraite : connexe, sans artefact, sans croisement avec une autre 
structure linéique, qu'il est finalement facile d'étiqueter sans ambiguïté ; c'est d'ailleurs tacitement à 
partir de ce type de configuration que fonctionnent la majorité des algorithmes qui ont été présentés 
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Fig. V.1: D’en haut à gauche vers en bas à droite : structure fine, structure 
épaisse, structure non-connexe, présence de bruit.
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dans le chapitre précédent. Les trois autres vignettes représentent quant à elles des situations plus 
réalistes. Dans le coin supérieur droit, se trouve une structure linéique épaisse que l'on pourrait 
interpréter comme une structure dont la localisation est ambiguë. Dans le coin inférieur gauche, 
nous avons représenté une structure linéique non connexe, où l'organisation des points est pourtant 
évidente visuellement. Dans le coin inférieur droit se trouve une structure linéique qui est entourée 
de nombreux faux positifs. Il existe donc une réelle diversité de situations dans lesquelles nous 
pouvons nous trouver ; il sera donc nécessaire de mettre en place un algorithme d'extraction de 
primitives robuste.
Par ailleurs, il est intéressant de faire le lien entre les situations illustrées dans les deux vignettes 
de la colonne de droite (structure épaisse et structure bruitée), et la remarque que nous avons faite 
un peu plus haut à propos de la fiabilité d'une primitive. En effet, une primitive est considérée 
comme fiable et pertinente si elle est supportée par un nombre important de pixels à VRAI dans son 
voisinage ; est-ce que pour autant la structure bruitée peut-être considérée comme plus pertinente 
que la structure épaisse ? La réponse est non, pour deux raisons : trivialement parce que d'une part, 
nous nous intéressons à des morceaux de structures linéiques (conformément à ce que nous nous 
sommes imposés plus haut), et que les faux-positifs ne s'organisent pas de cette façon ; d'autre part, 
parce que l'uniformité de la distribution des faux-positifs ne comporte aucune information (voir 
remarque sur les shape contexts). Ainsi, seuls les événements détectés qui s'organisent localement 
dans une direction donnée peuvent définir une primitive pertinente. Cette observation est 
importante, puisqu'elle nous permet de préciser encore d'avantage la notion de fiabilité d'une 
primitive. 
La remarque précédente est intéressante à un autre titre encore. En effet, nous avons évoqué, au 
début de cette section, notre volonté de tenir compte des résultats obtenus par d'autres chercheurs 
dans l'application de la transformée de Hough en recalage. Notamment, l'un des aspects importants 
apporté dans ce domaine est la décorrélation des espaces de Hough, lorsque ceux-ci sont utilisés 
pour estimer séparément les paramètres d'une transformation géométrique. Or, dans le cas de 
l'estimation d'une similarité ou d'une transformation rigide, se trouve en particulier l'estimation 
d'une rotation. Il serait donc intéressant de non seulement détecter des points qui s'organisent selon 
une direction donnée, mais aussi de retenir cette orientation dans l'idée d'estimer l'angle de rotation 
grâce à des différences d'orientations de paires de primitives, dans un espace de Hough 1D 
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spécialement dédié.
Enfin, il existe une toute dernière contrainte que nous souhaitons intégrer dans la définition de 
nouvelles primitives : il s'agit de la contrainte de simplicité. Cette contrainte provient de la 
généralité du problème que l'on souhaite résoudre, puisque non seulement nous devons extraire des 
primitives à partir d'images qui ont été acquises grâce à des capteurs de différentes natures, mais 
cette extraction doit aussi se faire quel que soit le contexte de la scène étudiée. De plus, nous ne 
faisons aucune hypothèse particulière sur les processus de construction des nuages de points. Nos 
chances de pouvoir extraire des primitives dans un contexte quasi-universel augmentent fortement 
si celles-ci sont simples. Nous nous attacherons donc au principe de parcimonie.  
En résumé, nos contraintes sont les suivantes :
• Utilisation de structures linéiques par morceaux,
• Garantir la fiabilité des primitives : identifier un ensemble d'événements qui s'organisent 
localement dans une direction donnée,
• Gérer les configurations floues,
• Utiliser des primitives qui laissent la possibilité de décorréler les espaces de Hough,
• Utiliser des primitives simples.
À ce stade, nous avons maintenant suffisamment d'éléments en main pour définir un nouveau 
type de primitives adapté au recalage par similarité ou transformation rigide de nuages de points 
avec structures linéiques. Nous définissons ainsi nos primitives comme le quadruplet7 (x , y , % , s) , 
où :
• le couple (x,y) correspond à la position du quadruplet dans le nuage de points
• ' correspond à l'orientation d'un alignement local de points
• s correspond à un score de pertinence de la primitive, liée au nombre de points présents 
dans l'alignement
7 Il est à noter que l'on retrouve la définition de telles primitives dans des travaux qui concernent la détection d'arcs 
d'ellipse par transformée de Hough dans des images binaires ([Tro06]).
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Il nous reste maintenant à définir un algorithme permettant l'extraction de telles primitives.
2) Algorithme d'extraction des primitives
Après avoir montré comment la définition de nouvelles primitives pouvait participer à l'objectif 
global d'utiliser la transformée de Hough de façon robuste, il est maintenant nécessaire de descendre 
au niveau algorithmique et de définir un processus d'extraction des primitives (x , y , % , s). 
L'algorithme que nous allons proposer se subdivise en deux parties : l'identification des quadruplets 
candidats d'une part, et la sélection des quadruplets les plus fiables pour fournir une liste de 
primitives d'autre part.
2.1 Processus d'identification
Le processus d'identification consiste, pour un point donné P d'un nuage, à caractériser un 
ensemble de points qui s'organisent de façon linéaire dans le voisinage de P. Nous utilisons pour 
cela un ensemble de masques circulaires binaires, qui chacun représente une orientation discrète 
particulière. Les masques sont caractérisés par deux paramètres : 
• le rayon Rm, qui définit la taille du voisinage autour d'un point courant que nous 
estimons pertinente dans l'analyse d'une orientation locale.
• l'épaisseur E de la « ligne d'orientation », utile à la prise en compte d'alignements 
évanescents. 
Nous pouvons voir un échantillon de quelques masques dans la figure 2 ci-dessous.
Fig. V.2: Exemple des premiers éléments d’un ensemble de masques binaires, permettant d’analyser le voisinage d'un 
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point. Rm=7, et E=1.
L'orientation de chaque masque est une valeur discrète comprise dans l'intervalle [0° , 180°[. Le 
nombre d'orientations est noté n' ; ce nombre est directement relié au rayon Rm des masques 
(progression linéaire). L'épaisseur E d'une ligne d'orientation correspond à un seuil sur la distance 
euclidienne entre un élément et la ligne discrète reliant deux extrémités d'un cercle discret : dans la 
figure 2, cette épaisseur est égale à 1 (ie. « l'arête centrale » plus deux arêtes de part et d'autre). Le 
nombre total d'éléments pour chaque masque dépend à la fois de la taille Rm et de l'épaisseur E des 
lignes d'orientation (en bleu sur la figure 2), mais aussi des orientations elles-mêmes. Nous 
reviendrons sur ce point plus tard. 
L'algorithme consiste, pour chaque point P (x,y) du nuage, à appliquer successivement chacun 
des n' masques : chaque masque est centré sur le point P courant, et le décompte des points dans un 
rayon Rm autour de P qui interceptent la ligne d'orientation correspondante est effectué. Nous 
retenons alors l'orientation % du masque ayant intercepté le plus de points, et ce nombre est retenu 
comme score s. Cet algorithme, très simple, nous permet de fournir des quadruplets (x , y , % , s) 
pour chaque point P d'un nuage, où (x,y) correspond à la position du point P. Nous allons néanmoins 
apporter un certain nombre de raffinements.
La première amélioration concerne la complexité de l'algorithme. En effet, si nous devions 
appliquer chaque masque comme cela a été décrit, le nombre d'accès au nuage de points pour 
analyser le voisinage d'un point P serait inutilement grand. Étant donné que deux orientations 
successives possèdent des lignes avec de nombreux éléments communs (voir figure 2), il nous suffit 
simplement d'accéder aux éléments propres au masque suivant afin de déduire son score à partir de 
celui du masque précédent. Plus précisément, le nombre de points qu’intercepte chaque masque est 
calculé de manière incrémentale : le score du masque i+1 peut s’exprimer en fonction du score du 
masque i, simplement en tenant compte des éléments qui ont été ajoutés ou supprimés du masque 
i+1 par rapport au masque i. Les éléments qui ont été ajoutés au masque i+1 définissent les 
positions auxquelles il nous faut accéder dans le nuage de points : nous notons &+ le nombre de 
points dans le nuage qui interceptent ces éléments. De même, pour les éléments qui ont été 
supprimés lors du passage au masque i+1, nous notons &( le nombre de points dans le nuage qui 
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interceptent ces éléments. Ainsi, si le score d'un masque i est noté s(i), nous avons la relation 
suivante :
s (i+1)=s (i)+!+"!- (1)
La figure 3 ci-dessous correspond à une illustration du processus de calcul incrémental des 
scores que nous venons de décrire.
Fig. V.3: Masque i à gauche, et masque i+1 à droite ; en bas : lors du passage de i à i+1, les points ajoutés sont 
représentés en vert, les points retirés sont représentés en rouge.
Si nous connaissons le score du masque « rouge », alors il nous suffit de savoir combien de points 
du nuage interceptent les éléments verts (&+) et rouges (&() (masque en bas) pour déduire le score du 
masque « vert ». Dans la figure 4 ci-dessous, nous montrons (à gauche) le nombre d'accès total pour 
l'ensemble des masques afin d'analyser le voisinage d'un point P, selon l'algorithme « brut » et selon 
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l'algorithme fonctionnant par incrémentation. Le nombre d'accès total est calculé en fonction de la 
taille des voisinages et à épaisseur de ligne d'orientation fixe (égale à 1 dans cet exemple). Dans la 
même figure, nous montrons (à droite) la différence relative en % entre le nombre d'accès au nuage 
par l'algorithme brut et le nombre d'accès par l'algorithme incrémental ; nous pouvons constater que 
dans le domaine (Rm,E) qui peut potentiellement nous intéresser, le gain en complexité par la 
version incrémentale de l'algorithme est d'environ 60%.
Fig. V.4: À gauche, nombre d'accès au nuage de points nécessaires pour analyser le voisinage d'un point P : algorithme 
brut en rouge, algorithme incrémental en bleu. À droite, gain relatif du nombre d'accès. 
Pour les deux graphiques : 5 <= Rm <= 10, et E = 1.
Après l'amélioration de la complexité de l'algorithme, la seconde amélioration à apporter 
concerne la normalisation du score des masques. En effet, étant donné que les orientations sont 
décrites dans un espace discrétisé, certaines « s'insèrent » mieux que d'autres dans un maillage carré 
8-connexe. Nous montrons dans la figure 5 le nombre d'éléments de chaque masque à taille Rm et 
épaisseur de lignes E fixées (Rm = 5 et E = 1 ; il s'agit simplement d'un exemple). 
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Comme nous pouvons le constater, les scores d'une orientation à l'autre ne sont pas constants ; 
notamment les lignes d'orientation verticale et horizontale sont pourvues d'un nombre d'éléments 
supérieur aux autres orientations, ce qui leur donne un avantage statistique certain lors de la 
recherche de l'orientation la plus pertinente. Cette variabilité dans le nombre d'éléments des lignes 
d'orientation existe quels que soient les paramètres Rm et E. Ce biais est parfaitement indésirable, 
puisque nous risquons d'avantager certaines orientations au détriment d'autres. C'est la raison pour 
laquelle le nombre de points interceptés pour chaque orientation est divisé par le nombre d'éléments 
du masque correspondant. Le score s assigné à un quadruplet (x , y , % , s) est donc compris entre ]
0,1] : un score de 1 correspond à une ligne d'orientation complètement interceptée, tandis qu'un 
score qui tend vers 0 correspond à un voisinage pour un point P quasiment vide. 
Enfin, il existe une troisième amélioration à apporter à l'algorithme de base, celui de l'attribution 
d'orientations plus précises. En effet les n' orientations discrètes comprises dans [0° , 180°[ ne sont 
pas suffisamment nombreuses pour induire une précision suffisante des orientations. Néanmoins 
nous reviendrons sur ce point un peu plus tard, puisque procéder à l'amélioration des orientations à 
ce stade de l'algorithme serait trop coûteux en temps de calcul.
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Fig. V.5: Nombre d'éléments pour chaque orientation d'un ensemble de 
masques de rayon Rm=5 et d'épaisseur de ligne E=1.
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2.2 Processus de sélection 
Les quadruplets que nous avons obtenus à l'issue de l'application de la phase d'identification de 
l'algorithme n'ont pas encore le statut de primitives, puisque nous n'avons pas encore intégré 
l'objectif de fiabilité/pertinence que nous nous sommes fixés en première section. Le score qui a été 
attribué à chaque quadruplet va bien évidemment nous servir de mesure de pertinence : sa définition 
correspond d'ailleurs exactement à celle que nous avons donnée de la fiabilité d'une primitive. La 
première phase du processus de sélection consiste donc à classer les quadruplets par ordre 
décroissant de leurs scores : les quadruplets les plus fiables (ie. ceux qui sont dotés de scores élevés) 
sont placés au sommet de la liste. Ici, nous pourrions simplement fixer un seuil S et ne garder que 
les quadruplets dont le score est supérieur à S. Néanmoins, tout comme l'étape précédente, nous 
souhaitons apporter un raffinement important.
Les quadruplets sont sélectionnés selon le processus itératif suivant :
• Le quadruplet de meilleur score est sélectionné, et celui-ci acquière le statut de primitive.
• Le quadruplet de score immédiatement inférieur est sélectionné, à condition que celui-ci 
soit à une distance supérieure à Dmin d'une primitive déjà sélectionnée.
• L'étape précédente est répétée jusqu'à ce qu'il n'y ait plus de quadruplets de scores 
supérieurs ou égaux au seuil S.
C'est seulement à l'issue de ce processus de sélection que nous obtenons une liste de primitives pour 
un nuage de points donné. 
La distance Dmin qui est imposée entre deux primitives est très importante. Comme nous l'avons 
précisé dans la section précédente, il peut nous arriver d'avoir à faire face à des morceaux de 
structures linéiques épais et mal localisés. Dans ce contexte, des primitives trop proches risqueraient 
de transporter la même information. Cette redondance est inutile, voire dangereuse ; en effet, 
l'existence de zones à forte densité de primitives peut entraîner l'apparition de cellules à hauts scores 
dans l'espace de Hough lorsque leurs éléments sont appariés : ces cellules deviennent alors des 
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concurrentes du signal recherché, et sont donc considérées comme un bruit devant être éliminé. La 
distance Dmin que nous imposons entre deux primitives nous permet donc à la fois d'éliminer la 
redondance d'information, et à la fois d'uniformiser la distribution des primitives : cette démarche 
trouve bien entendu sa raison dans l'amélioration de la robustesse du recalage.
Il est maintenant temps de doter les primitives d'orientations plus précises. En effet, à ce stade de 
l'algorithme, le nombre total de primitives sélectionnées constitue un faible pourcentage du nombre 
de points (et donc de quadruplets) présents à l'origine dans le nuage ; nous pouvons donc nous 
permettre d'effectuer un calcul numérique sur nombres réels pour déterminer des orientations plus 
précises (comme nous le verrons dans la prochaine section, cette précision se reportera sur 
l'estimation de l'angle de rotation entre deux nuages de points). Lorsque l'orientation d'une primitive 
a été identifiée, il est probable que la ligne d'orientation la représentant n'ait pas été complètement 
interceptée (à moins que cette primitive n'ait obtenu le score de 1) ; or les éléments interceptés ou 
non définissent une pondération « binaire » qui peut nous permettre d'estimer une orientation de 
manière plus fine. 
Dans la figure 6 ci-dessus, nous pouvons voir à gauche un exemple de morceau de structure 
linéique (le point P courant dont on étudie le voisinage est colorié en bleu clair) ; au milieu, le 
masque de meilleure orientation a été superposé sur la structure (éléments bleus). Les points du 
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nuage qui interceptent les éléments du masque sont représentés en rouge : c'est grâce à ces points 
que l'on peut calculer une orientation plus précise. Il nous suffit donc de retenir les points ayant été 
interceptés par la meilleure ligne d'orientation et de procéder à une Analyse en Composantes 
Principales (ACP) : l'orientation de l'axe principal est alors assignée à la primitive afin d'obtenir une 
orientation plus précise (figure 6, à droite). Les orientations décrivent alors l'ensemble [0° , 180°[ à 
l'aide de n valeurs discrètes, où n >> n'. Nous verrons dans les chapitres suivants pourquoi nous 
procédons ainsi et comment ajuster le paramètre n pour garantir la robustesse du recalage.
2.3 Récapitulation de l'algorithme
Notre algorithme d'extraction de primitives se résume finalement en les points suivants :
A - Création d'une liste de quadruplets candidats
• Pour un point P (x,y) d'un nuage, appliquer l'ensemble des n' masques binaires (Rm,E) de 
façon incrémentale.
• Compter pour les lignes d'orientation de chaque masque, le nombre de points du nuage 
qui interceptent leurs éléments. Le nombre de points interceptés est normalisé en fonction 
du nombre d'éléments de chaque ligne.
• Retenir l'orientation % ayant obtenu le meilleur score, retenir son score s et le normaliser.
• Création du quadruplet (x , y , % , s) et retour à la première étape pour les autres points du 
nuage.
B - Sélection des primitives
• Tri des scores des quadruplets par ordre décroissant.
• Le premier quadruplet (ie. celui de meilleur score) est considéré comme étant la première 
primitive.
• Itérativement, prendre le quadruplet de meilleur non-encore sélectionné, et l'insérer dans la 
liste des primitives à condition que celui-ci soit à une distance supérieure à Dmin d'une 
primitive déjà sélectionnée.
• Affinement des orientations : pour chaque primitive, procéder à une ACP sur les points du 
nuage qui ont intercepté la meilleure ligne d'orientation de la primitive ; assigner 
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l'orientation de l'axe principal comme nouvelle orientation ; les discrétiser selon n 
orientations.
La figure 7 ci-dessous représente respectivement un nuage de points avec structures linéiques et 
l'ensemble des primitives qui ont été extraites sur ce nuage à partir de l'algorithme que nous venons 
de décrire ( Rm=5, E=1, Dmin=4, S=0.6 ).
Fig. V.7: Un nuage de points avec structures linéiques (à g.) et l'ensemble des primitives qui en ont été extraites (à d.),  
avec  Rm=5, E=1, Dmin=4, Smin=0.6.
Nous insistons sur le fait que dans la figure 7, l'image de droite où sont représentées les 
primitives n'a qu'un intérêt illustratif : en aucun cas nous ne nous en servons dans l'estimation d'une 
similarité entre nuages de points ; dans la pratique, nous maintenons une liste de primitives pour 
chaque nuage.
3) Utilisation de la transformée de Hough avec les nouvelles primitives
Dans cette section, nous présentons l'utilisation de la transformée de Hough appliquée à 
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l'estimation d'une similarité ou d'une transformation rigide avec les primitives nouvellement 
définies. Notre but est de caractériser l'espace de Hough, ainsi que la manière de calculer les 
occurrences du modèle. Toutefois, nous devons au préalable exposer quelques éléments 
mathématiques simples à propos des similarités.
En effet, jusqu'à présent nous n'avons pas évoqué le problème du sens de composition d'une 
similarité : tout au plus nous sommes nous contentés de signaler qu'il s'agit de la composition d'une 
rotation d'angle $, d'une homothétie s et d'une translation dans le plan (tx , ty). De plus, nous 
n'avons pas évoqué le rôle du centre de rotation / d'homothétie. Le temps d'un court détour 
mathématique, nous allons nous placer à un niveau plus général pour traiter ces deux questions. 
Pour plus de commodité, nous utilisons la notation complexe pour représenter une similarité :
• s est un nombre réel strictement positif qui représente une homothétie.
• ei$ est un nombre complexe de module unité qui représente une rotation d'angle $ dans le 
sens positif.
• t = tx + i.ty est un nombre complexe qui représente une translation dans le plan.
La position (x,y) d'un point P du plan est représentée par son « affixe », qui en notation complexe 
correspond à la valeur z=x + i.y. Etant donné que la rotation et l'homothétie sont deux opérations 
commutatives, nous pouvons les réunir en un seul nombre complexe ) :
'=s.ei. (  (2)
Une similarité peut alors être représentée selon deux sens de composition différents :
z '=! . z!t (3)
z '=! .! z!t! (4)
avec homothétie/rotation d'abord et translation ensuite (3), ou avec translation d'abord et 
homothétie/rotation ensuite (4). Il est possible d'exprimer une similarité (,2,t2) écrite dans un sens 
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de composition en fonction d'une autre similarité (,1,t1) écrite dans l'autre sens de composition pour 
tout z appartenant à C :
'1. z)t1='2. !z)t2$ G t2=t1 /' avec '='1='2 (5)
Nous avons donc (,2,t2) = (,1,t1/,1) : le fait d'avoir exhibé au moins une solution indépendante de z 
prouve que ces deux représentations sont équivalentes. Nous choisissons donc arbitrairement 
d'effectuer la rotation/homothétie d'abord. La même question se pose quant à la définition d'une 
similarité avec centres de rotation/homothétie différents ; nous notons l'affixe de ces points zC1 et 
zC2, et cherchons deux similarités équivalentes mais de centres différents :
'1.! z#zc1$) zc1) t1='1.! z#z c2$)z c2)t2
G t2=! zc2#zc1$. !'#1$)t1 avec '='1='2
(6)
Ici aussi, il existe au moins une solution indépendante de z : tous les centres de rotation / 
d'homothétie sont alors équivalents ; notre choix, arbitraire aussi, sera donc de choisir le centre du 
nuage esclave comme centre de rotation/homothétie.
Ces quelques éléments mathématiques ayant été introduits, il nous reste à caractériser l'espace de 
Hough ainsi que le calcul des occurrences dans cet espace. En réalité, nous allons décomposer cet 
espace en sous-espaces afin de diminuer la complexité de la transformée de Hough (avantage qui a 
été introduit dans des travaux de recherche antérieurs, voir [GSC98] et [SGC99] dans le précédent 
chapitre). Ce n'est donc pas un espace de Hough que nous allons caractériser, mais plusieurs. Nous 
commençons par traiter le cas du facteur d'échelle s. Si l'on utilise simplement l'attribut position des 
primitives (ou de manière équivalente leurs affixes en notation complexe), nous pouvons écrire le 
système d'équations suivant, qui emploie deux paires de primitives prises dans les nuages A et B :
{z i1
A=s.ei. ( . z j1
B
)t !a $
zi2
A=s.e i.( . z j2
B)t !b$
(7)
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S'ensuivent les implications suivantes :
(a) - (b) G zi1
A#z i2
A=s.ei.( .!z j1
B# z j2
B $
G 7zi1
A
#zi2
A
7=7s.e i.(7.7z j1
B
#z j2
B
7
(8)
et par conséquent :
s=
7zi1
A
#z i2
A
7
7z j1
B
#z j2
B
7
(9)
En parcourant ainsi toutes les paires de paires de primitives d'une liste à l'autre, il est possible de 
construire une suite d'occurrences pour le paramètre s, et d'étudier sa distribution dans un espace de 
Hough d'une seule dimension. Ce calcul revêt donc un aspect combinatoire ; pour autant, celui-ci 
n'est pas rédhibitoire puisque comme nous l'avons déjà précisé, le nombre de primitives ne 
correspond qu'à un faible pourcentage du nombre de points présents à l'origine dans les nuages. 
L'estimation du paramètre s n'est donc guère coûteuse. L'utilisation de paires de paires de primitives 
pourrait aussi permettre d'estimer les trois autres paramètres restant, c'est-à-dire l'angle de rotation $ 
et les translations (tx,ty) : le système (7) fournit en effet suffisamment d'équations pour permettre le 
calcul des occurrences ( $ , tx , ty ), et permettre d'en étudier la distribution dans un espace de 
Hough de trois dimensions. Toutefois, nous choisissons de décorréler l'angle de rotation des 
translations (nous justifierons ce choix plus tard, dans le prochain chapitre de cette thèse) : en effet, 
nous pouvons remarquer que lorsqu'une primitive d'orientation % subit une rotation d'angle $, alors 
son orientation devient %+$. La conséquence immédiate est que lorsque deux primitives sont en 
correspondance d'un nuage à l'autre, la différence de leurs orientations doit être égale à l'angle $ 
recherché. Pour toutes primitives i et j appartenant respectivement aux nuages A et B, nous posons 
alors l'équation suivante :
(=3i
A
#3 j
B (10)
Cette équation nous permet de calculer les occurrences du paramètre $, lesquelles sont alors 
comptabilisées dans un espace de Hough d'une seule dimension. Deux primitives en correspondance 
votent donc pour l'angle de rotation recherché, tandis que les appariements incorrects produisent des 
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occurrences réparties aléatoirement dans cet espace ; l'identification de la position de la cellule de 
Hough de meilleur score permet alors de connaître la valeur $ recherchée (ce n'est en fait pas tout à 
fait exact, puisque les orientations des primitives sont discrétisées : d'où l'intérêt d'avoir attribué aux 
primitives des orientations plus précises par ACP -voir section 2-). Une fois les valeurs s et $ 
connues, il devient possible de calculer la translation t ; en effet, à ce stade nous connaissons la 
valeur du nombre complexe , (voir équation 3 plus haut). En reprenant l'équation (4a), et utilisant 
les attributs de position de deux primitives i et j appartenant respectivement aux nuages A et B, nous 
avons :
t=! . z j
B
! zi
A (11)
où zAi et zBj correspondent aux affixes de chaque primitive. L'équation (11) est écrite en notation 
complexe ; si nous séparions les parties réelles et imaginaires, nous obtiendrions deux équations 
pour deux inconnues, ie. tx et ty : c'est ainsi que nous calculons les occurrences de la translation 
dans le plan, et que celles-ci sont comptabilisées dans un espace de Hough de deux dimensions, 
dont chaque axe correspond à tx et ty.
En résumé, nous avons :
• Pour le changement d'échelle s, un espace d'une dimension où les occurrences sont calculées 
grâce à des paires de paires de primitives et l'équation s=7z i1
A
#z j1
B
7/7z i2
A
# z j2
B
7 . Si l'on 
cherche à estimer une transformation rigide seulement, nous posons s=1
• Pour la rotation d'angle $, un espace d'une dimension où les occurrences sont calculées 
grâce à des paires de primitives et l'équation (=3i
A
#3 j
B
• Pour la translation dans le plan, un espace de deux dimensions où les occurrences sont 
calculées grâce à des paires de primitives et l'équation t=! . z j
B
! zi
A avec '=s.ei.(
En identifiant les maxima de chacun de ces quatre espaces de Hough, nous sommes donc en mesure 
d'estimer la transformation rigide (ou la similarité) qui relie deux nuages de points structurés. 
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4) Conclusion
À l'issue de ce chapitre, nous avons donc à disposition un algorithme de départ pour réaliser 
l'estimation d'une transformation rigide/similarité entre deux nuages de points. Les deux prochains 
chapitres de cette thèse seront consacrés à son amélioration.
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Caractérisation de la ressemblance entre deux nuages de points : un 
nouvel invariant géométrique
Dans ce chapitre, nous allons nous concentrer sur la définition d'une stratégie d'appariement 
globale, nécessaire à la réduction de la puissance du bruit dans les espaces de Hough. Petit à petit, 
nous allons basculer du problème initial du recalage de nuages de points vers la définition des 
régions dans ces nuages qui supportent une information commune. La première section de ce 
chapitre porte sur la détermination d'un ensemble de contraintes à respecter pour la définition d'une 
stratégie globale. La seconde section établit le lien qui existe entre la présence d'une information 
commune entre deux régions issues de deux nuages de points différents, et l'émergence d'un 
maxima dans l'espace de Hough 1D destiné à l'estimation d'un angle de rotation que nous avons 
défini dans le chapitre précédent. La troisième section est plus pratique, et concerne la 
caractérisation de la présence d'une information commune entre deux régions pour les cas réels. 
Enfin, la dernière section nous permet d'établir finalement la stratégie d'appariement globale.
1) Introduction
Dans le chapitre précédent, nous avons exposé la nécessité d'améliorer l'efficacité de la 
transformée de Hough lorsqu'elle est utilisée pour le recalage de deux nuages de points possédant 
des structures linéiques typiques des images issues de l’observation de la Terre. Plus précisément, 
nous nous concentrons dans cette thèse sur la notion de robustesse de la transformée.
Lorsque nous avons exposé dans le chapitre précédent notre manière d'utiliser la transformée de 
Hough en recalage, il s'agissait en fait d'une amorce à un algorithme plus évolué que nous allons 
développer à travers ce chapitre et le suivant. Notamment, nous avons laissé entendre que pour le 
calcul des occurrences du modèle, toutes les paires de primitives devaient être explorées. 
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En fait, le simple parcours de toutes les possibilités de paires de primitives constitue une solution 
certes acceptable théoriquement, mais qui doit être améliorée dans la pratique : il s'agit pour nous de 
réduire toujours plus la puissance du bruit dans les espaces de Hough, considérant que la définition 
de primitives plus pertinentes était une étape nécessaire mais pas forcément suffisante.
Afin de réduire la part des appariements incorrects lors des calculs des occurrences (et donc de 
réduire la puissance du bruit), il serait intéressant de développer une stratégie utilisant des zones de 
recherche pour l'appariement des primitives. Plus précisément, il s'agirait pour une primitive P1 
présente dans une certaine région du premier nuage, de déterminer dans quelle région du second 
nuage se trouve son éventuelle correspondante P2 (ie. si celle-ci existe). Si nous étions capables de 
fournir de manière fiable de telles « paires de régions », l'effet sur l'élimination du bruit serait 
immédiat : en effet, si pour une primitive donnée nous sommes « sûrs » de l'endroit où se trouve sa 
possible correspondante, il devient inutile d'apparier cette primitive aux autres primitives du second 
nuage qui sont à l'extérieur de cette zone ; il s'agit alors d'autant d'occurrences parasites qui sont 
éliminées dans les espaces de Hough. La mise en place d'une stratégie d'appariement globale agit 
donc comme un filtre qui atténue le bruit, sans pour autant écarter les occurrences pertinentes. Il 
existe néanmoins plusieurs points clés quant à la mise en place d'une telle stratégie pour 
l'appariement des primitives. 
Le premier point concerne la fiabilité avec laquelle les paires de régions sont établies. Ce n'est 
que lorsque nous possédons des paires de régions correctes que la stratégie d'appariement globale 
peut se comporter comme un filtre sur le bruit. Si nous ne pouvons garantir l'exactitude des paires 
de régions, il devient difficile de prévoir son comportement. Dans le pire des cas, si nous disposions 
d'un ensemble de K paires de régions toutes fausses, nous obtiendrions un « filtre » qui se 
comporterait de manière exactement opposée à celle désirée : dans ce cas, tous les appariements 
corrects seraient écartés tandis qu'une large majorité de mauvais appariements seraient préservés ; 
les espaces de Hough contiendraient alors un bruit pur. La fiabilité des paires de régions est donc un 
élément central de la stratégie d'appariement globale.
Le second point concerne la définition de ce qui constituerait une paire de régions adéquate. Il 
s'agit en fait de deux régions d'un nuage à l'autre qui possèdent une information commune : en 
d'autres termes, il s'agit de régions qui ont en commun un nombre important de primitives en 
- 114 -
Chapitre 6
correspondance. Puisque nous sommes dans le contexte de la transformée de Hough, nous pouvons 
préciser d'avantage notre pensée : deux régions possèdent une information commune si et seulement 
si il existe un sous-ensemble suffisamment important de paires de primitives d'une région à l'autre 
qui sont reliées par les mêmes relations géométriques. Il est donc clair que l'établissement des paires 
de régions doit être guidé par l'analyse des maxima dans les espaces de Hough : un maximum 
suffisamment marqué sera le signe de la présence d'une information commune entre deux régions.
Le dernier point, enfin, concerne l'espace de Hough qui doit être utilisé pour cette tâche, parmi 
ceux que nous avons caractérisés dans le chapitre précédent. La réponse est assez directe si nous 
nous faisons la remarque suivante : nous devons être capables de déterminer des paires de régions 
indépendamment de la rotation, de la translation ou de l'homothétie qui peuvent exister entre deux 
nuages de points. Des différences d'orientations, ou autrement dit des angles, sont de parfaits 
invariants pour une similarité : en effet, un angle ne change pas lorsqu'il subit une rotation, une 
translation ou une homothétie. Or, les occurrences de l'espace de Hough permettant d'estimer l'angle 
de rotation sont calculées grâce aux différences d'orientations de paires de primitives (voir équation 
10 du chapitre précédent) : l'analyse des maxima de cet espace est donc tout indiquée pour 
déterminer des paires de régions qui nous permettront de guider les appariements de primitives.
Dans la section suivante, nous nous intéressons à ces différents points de façon plus formelle.
2) Modèle d'occurrences des différences d'orientations de primitives
Nous allons maintenant étudier plus en détails le mécanisme d'accumulation des différences 
d'orientations calculées grâce à des paires de primitives ; nous nous concentrons sur l'espace de 
Hough 1D utile à l'estimation de l'angle de rotation entre deux nuages que nous avons caractérisé au 
chapitre précédent.
Notre première préoccupation à propos de cet espace concerne le nombre de cellules qui le 
composent. Chaque primitive est associée à une orientation discrète parmi n, comprises dans 
l'intervalle [0 , 180°[ : plus précisément, les orientations discrètes ' correspondent à l'ensemble 
suivant :
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3={0 , H , 2H , ... , !n#1$ .H} (1)
où *=180/n et correspond au pas d'échantillonnage des orientations discrètes. Avec l'algorithme 
d'extraction de primitives que nous avons défini dans le précédent chapitre, il nous est possible de 
connaître une orientation modulo 180° seulement : en effet, si nous sommes capables de déterminer 
une orientation locale pour un point P du nuage, nous ne pouvons pas définir un sens pour cette 
orientation (nous ne caractérisons pas un vecteur). Le résultat est que lorsque nous calculons une 
différence d'orientations, nous devrions prendre en compte à la fois l'angle obtus et l'angle aigu 
formés par les deux orientations ; néanmoins, si nous faisons l'hypothèse d'un « déplacement 
minimal » entre les deux nuages de points, nous ne considérons que l'angle aigu. Cela signifie que 
les différences d'orientations ne sont pas définies sur { -(n-1).*, … , 0 , … , (n-1).* } qui est un 
ensemble à 2n-1 valeurs, mais sur un ensemble deux fois plus petit à n valeurs :
13 8 {
#!n#1$
2
.H , ... , 0 , ... ,
!n#1$
2
.H} (2)
La première conséquence est que nous ne pouvons qu'estimer des angles de rotation compris 
entre ]-90° , 90°[ et non ]-180° , 180°[ ; si l'angle de rotation devait se trouver à l'extérieur du 
domaine ]-90° , 90°[, il nous faudrait alors utiliser une information extérieure pour nous ramener 
dans un cas que nous pouvons résoudre. La seconde conséquence est d'une importance capitale : 
d'une part, le nombre de différences d'orientations possibles est égal au nombre d'orientations 
discrètes qui peuvent être attribuées aux primitives (soit n) ; d'autre part, puisque les différences 
d'orientations possibles représentent n valeurs différentes, alors le nombre de cellules de l'espace de 
Hough doit être de n. 
Ainsi, le nombre d'orientations discrètes qui peuvent être attribuées aux primitives 
gouverne directement le nombre de cellules de l'espace de Hough 1D permettant d'estimer 
un angle de rotation entre deux nuages : n orientations discrètes déterminent n cellules 
dans cet espace.
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Cette remarque est d'une grande importance, et nous sera utile non seulement dans ce chapitre mais 
aussi dans le suivant.
Supposons maintenant que nous ayons deux régions RiA et RjB, appartenant respectivement aux 
nuages A et B, et qu'à chacune de ces régions soit liée une liste de k primitives8. Dans la figure 1 ci-
dessous, les primitives qui sont en correspondance d'une région à l'autre sont représentées en 
couleur verte, tandis que les primitives propres à chaque région sont représentées en couleur rouge ; 
de plus, nous avons représenté symboliquement les listes de primitives (ou pour être plus exact, les 
listes de leurs orientations ) associées aux deux régions en gardant la même convention de couleurs. 
Dans cette figure, nous pouvons remarquer les variables suivantes : 
• ks le nombre de primitives en correspondance, ou encore le nombre de primitives communes 
entre les deux régions
• kb le nombre de primitives propres à chaque région
• k le nombre de primitives dans chaque liste.
Fig. VI.1: Deux régions appartenant chacune à un nuage de points, et leurs listes de primitives.
8 Par soucis de simplicité, nous considérons pour l'instant que les deux listes sont de même taille. 
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Toujours dans cette même figure, nous pouvons remarquer que dans la représentation symbolique 
des listes, les primitives en correspondance ont leurs orientations décalées d'une valeur égale à + ; 
cela est normal, puisque les primitives en correspondance sont reliées, par définition, par la même 
transformation géométrique : par conséquent, s'il existe un angle de rotation , entre deux nuages de 
points, les orientations de chaque primitive en correspondance sont décalées d'une valeur égale à + 
soit la valeur de , discrétisée en rapport avec le degré de précision des orientations de primitives.
Entre les deux listes de primitives, il existe k2 appariements possibles (voir figure 2). Il n'y a 
alors que deux événements possibles : soit les primitives appariées sont en correspondance, soit 
elles ne le sont pas. Les cas d'appariements corrects, ie. entre primitives qui se correspondent, ne 
concernent que ks paires qui vont produire par conséquent ks différences d'orientations égales à +. 
Les cas d'appariements incorrects concernent tous les autres cas, soit  k2-ks appariements ; si l'on se 
réfère à la représentation symbolique des listes de primitives, de tels appariements incorrects sont 
produits : 
• par des appariements de primitives appartenant aux deux zones rouges,
• mais aussi, par des appariements entre zones rouges et vertes,
• et enfin, par des appariements non-pertinents entre les deux zones vertes, puisque les 
correspondances ne sont valables que deux à deux.
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Les différences d'orientations de primitives qui ne sont pas en correspondance sont aléatoires et 
peuvent prendre n'importe quelle valeur dans &% (voir expression 2), y compris la valeur +, mais de 
manière accidentelle dans ce cas-là. Ces différences forment un bruit de distribution uniforme 
(hypothèse tout à fait classique pour un bruit dans l'espace de Hough -[GH90], [S95]-). Si l'espace 
de Hough destiné à l'estimation de l'angle de rotation est constitué de n cellules, nous pouvons 
donner la valeur moyenne du bruit, notée N :
N =
k 2#k s
n
I
k 2
n
(3)
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en considérant que dans la pratique k2 (nombre d'appariements total entre deux listes) est grand 
devant ks (nombre de primitives en correspondance entre les deux listes). Le cas général où deux 
listes ont respectivement des tailles k1 et k2 se traite en posant simplement k2 = k1.k2. Nous sommes 
maintenant en mesure de définir le modèle de distribution des différences d'orientations : 
Le modèle de distribution des différences d'orientations consiste en la somme de deux 
distributions, l'une étant uniforme de valeur moyenne N (identifiée comme du bruit), et 
l'autre correspondant à une accumulation de votes située en +. Au final, le maximum H de 
l'espace de Hough lié aux différences d'orientations, défini comme le signal recherché 
situé en +, vaut :
H =k s)N où N =
k 2
n
(4)
Ce modèle peut nous servir de base à la caractérisation d'une information commune entre deux 
régions, ce que nous allons montrer dans la section suivante ; dans cette même section, nous allons 
de plus tenir compte des écarts possibles de ce modèle par rapport à la réalité, puisque celui-ci reste 
pour l'instant relativement idéal.
3) Caractérisation pratique de la similarité entre deux régions
À partir du modèle que nous venons d'établir dans la section précédente, nous allons introduire 
une variable nous permettant d'établir de manière immédiate le lien qui existe entre d'une part la 
présence d'une information commune entre deux régions, et d'autre part l'émergence d'un maximum 
dans l'espace de Hough lié aux différences d'orientations de leurs primitives. Cette variable est 
définie comme suit :
-* = ks / k (5)
et s'interprète simplement comme la proportion de primitives en correspondance d'une liste à l'autre. 
Ce nombre est donc compris entre 0 et 1 : plus il y a de primitives en correspondance entre deux 
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listes (et donc plus il est avéré que deux régions supportent une information commune), et plus le 
nombre -* est proche de 1. Si nous utilisons cette variable dans le modèle d'occurrences des 
différences d'orientations (4), nous obtenons :
H =6* .k)N où N =
k 2
n
(6)
Par conséquent, plus il y a de primitives en correspondance entre deux listes, et plus la quantité H 
(cellule de meilleur score) est élevée. 
La présence d'un maximum marqué dans la distribution des différences d'orientations est 
lié à la présence d'une information commune entre deux régions, et réciproquement. 
Ainsi, si dans la pratique nous souhaitions caractériser la présence d'une information commune 
entre deux régions, nous pourrions simplement poser, après calcul des occurrences des différences 
d'orientations :
J6
*=
JH #N
k
(7)
où !H correspond au score effectif de la meilleure cellule, et où les valeurs k et N sont connues... 
Néanmoins, cette approche a le principal défaut de ne pas tenir compte de la formation réelle des 
occurrences dans l'espace de Hough 1D ; deux phénomènes notamment méritent d'être signalés : les 
irrégularités du bruit, et la dispersion des votes de primitives en correspondance autour de la 
position +.
Le bruit, en effet, ne forme pas une distribution aussi régulière que ne le laisserait supposer sa 
distribution théorique et peut donner lieu à l'émergence de maxima locaux (voir figure 3 page 
suivante). Or, ces maxima locaux sont autant de faux positifs qui peuvent empêcher l'identification 
du signal pertinent, et donc fausser l'évaluation de la quantité d'information commune entre deux 
régions. Si l'on se réfère à l'expression de l'équation (7), nous pouvons constater que le bruit n'est 
appréhendé qu'à travers sa valeur moyenne N, sans aucun traitement particulier des maxima locaux.
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Par ailleurs, nous devons tenir compte de la possibilité que plusieurs primitives en 
correspondance n'aient pas leurs orientations séparées par un angle exactement égal à +, et qu'il 
existe donc une certaine variabilité dans les différences obtenues autour de la valeur + (voir figure 
4). Plusieurs raisons peuvent expliquer ce phénomène. La première réside sans doute dans les 
diverses imperfections des capteurs qui peuvent provoquer des problèmes de localisation, 
notamment en ce qui concerne la résolution spatiale et la résolution radiométrique. Une seconde 
raison concerne le processus d'estimation de l'orientation des primitives lui-même, malgré les 
précautions qui ont été prises pour rendre cette étape la plus robuste possible. Enfin une dernière 
raison, a posteriori cette fois, réside dans la possible sur-discrétisation de l'espace de Hough 1D.
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Il est donc clair que nous devons prendre en compte ces particularités survenant dans les cas 
réels afin de caractériser efficacement la présence d'une information commune entre deux régions 
issues de deux nuages de points différents. Nous commençons par le problème de la variabilité de 
l'angle de rotation entre primitives en correspondance. Nous pourrions traiter cette variabilité en 
l'interprétant comme une déperdition des votes du signal pertinent : ks primitives en correspondance 
produiraient non pas ks votes en +, mais seulement -0ks , où -0 est un réel compris entre 0 et 1. Dans 
ce cas, nous aurions :
H=!0!
*
.k!N (8a)
soit J6
*=
JH#N
60 k
(8b)
Néanmoins, il semble difficile de fixer une valeur pertinente pour -0 en raison de la complexité des 
facteurs qui expliquent la variabilité des votes autour de la valeur +. Une autre solution consiste 
alors à suivre le chemin inverse, en fusionnant des cellules voisines de scores élevés (voir figure 5) : 
il s'agit alors d'une solution ad-hoc bien plus facile à mettre en oeuvre que de fixer une valeur à un 
coefficient de déperdition -0 : de ce fait, nous n'utiliserons pas l'expression (8b) pour caractériser 
une information commune entre deux régions, mais chercherons tout d'abord à déterminer le cas de 
fusion le plus pertinent dans l'espace de Hough 1D.
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Au problème de la variabilité des votes autour de +, s'ajoute celui de traiter le bruit de manière plus 
fine : en effet, un autre défaut de l'expression (8b) est de ne traiter le bruit que par sa valeur 
moyenne (cf. la variable N dans cette expression). Or, étant donné que d'une part nous cherchons à 
détecter un maximum dans l'espace de Hough 1D, et que d'autre part il peut exister une 
« conspiration » du bruit pour former des maxima locaux, il est important de prendre en compte ces 
maxima. Intuitivement, nous comprenons que si le meilleur maximum se démarque nettement des 
autres maxima, alors non seulement nous caractérisons une information commune entre deux 
régions, mais en plus nous levons une certaine ambiguïté quant à la pertinence de cette 
caractérisation. Nous proposons alors de mesurer l'écart relatif entre le maximum global H, et la 
moyenne des deux autres meilleurs maxima locaux, notés H' et H'' (cf. figure 3) :
6
** =
KH # :HK
H
avec :H =
H ')H ' '
2
(9)
Bien évidemment, plus la valeur -** est proche de 1, et plus la présence d'une information commune 
entre deux régions est avérée.  
Il nous reste alors à définir un algorithme 
permettant d'obtenir la valeur -** à partir de la 
distribution des différences d'orientations. Notre 
première tâche consiste à identifier le cas de 
fusion le plus pertinent. Nous introduisons la 
notion de « mode », qui consiste en un 
regroupement de cinq cellules voisines, dont la 
cellule centrale possède un score supérieur aux 
quatre autres cellules (voir figure 6).
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Il s'agit alors de détecter tous les modes et de les classer par ordre décroissant sur le score total 
des cinq cellules qui les composent. Le meilleur mode est considéré comme le cas de fusion le plus 
pertinent : nous testons quel est le plus grand score obtenu après la fusion de la cellule centrale avec 
sa voisine de gauche ou de droite, et affectons ce score à la variable H. Quant aux deux autres 
meilleurs modes, les scores de leurs cellules centrales permettent d'obtenir les valeurs de H' et H''. 
De plus, pour garantir la régularité de l'histogramme de l'espace de Hough et ainsi faciliter 
l'extraction des modes, il nous est nécessaire en tout premier lieu d'appliquer un filtre passe-bas : 
bien que plusieurs solutions soient possibles, nous avons choisi d'appliquer un filtre médian ; ce 
filtre nous permet d'éliminer les artefacts indésirables tout en préservant l'allure de l'histogramme.
4) Stratégie d'appariement globale
Maintenant qu'il nous est possible de caractériser l'existence d'une information commune entre 
deux régions, il nous reste à définir une stratégie d'appariement globale, nécessaire à la réduction de 
la puissance du bruit dans les espaces de Hough.
La première étape consiste tout d'abord à subdiviser chaque nuage de points en une grille 
régulière de régions de rayon R, où deux régions consécutives se recouvrent à 50% (cf. figure 7).
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Chaque paire de régions d'un nuage à l'autre est alors testée :
• deux listes de primitives contenues dans chacune des deux régions sont créées.
• les k2 différences d'orientations sont calculées et comptabilisées dans un espace de Hough 
1D de n cellules.
• après avoir appliqué un filtre médian sur la distribution des différences d'orientations, et 
après avoir identifié les trois meilleurs modes, calcul de la valeur -**.
Toutes les paires sont alors classées en fonction de -**. 
Nous cherchons ensuite à former K paires de régions dont les scores -** sont les plus élevés 
possibles (puisque ces paires sont les plus à même de contenir une information commune) et qui 
soient géométriquement consistantes. En effet, à cause de motifs pouvant se répéter dans les nuages 
de points (images prises dans des milieux urbains par exemple), il est possible qu'il existe certaines 
ambiguïtés. Celles-ci se manifestent alors par l'établissement de K paires de régions qui ne sont pas 
reliées par la même transformation géométrique (du moins avec une certaine tolérance). Nous avons 
illustré le concept d'inconsistance géométrique dans la figure 8 (page suivante), en prenant K=3 : 
dans cette figure, nous pouvons voir en bas à gauche trois paires de régions qui sont à peu près 
reliées par la même transformation géométrique, alors qu'en revanche en bas à droite, une paire n'est 
pas correcte puisque la transformation géométrique qui permet de relier la région 1 du nuage A à la 
région 1 du nuage B (en orange) n'est pas la même que pour les deux autres paires de régions.
Il est donc clair que l'appariement de K régions géométriquement consistantes plutôt que K 
régions isolées va nous permettre d'améliorer la robustesse de la stratégie d'appariement globale. 
Mais pour cela, il nous faut d'abord être capable de détecter automatiquement des cas 
d'inconsistances géométriques. Nous allons considérer les centres des régions : une fois estimée la 
transformation géométrique T reliant les centres de chaque paire de régions, nous considérons que 
le regroupement de K régions est géométriquement inconsistant s'il existe au moins une paire de 
régions dont les centres, après transformation T, sont à une distance d supérieure à 2/3R (voir figure 
9 page suivante). Plus concrètement, nous avons donné en annexe A deux méthodes pour résoudre 
aux moindres carrés l'estimation d'une similarité reliant des paires de points (cf. « problème 
d'orientation absolue » ) : si, dans notre cas, ces « points » correspondent aux centres des régions à 
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apparier, alors un regroupement de K régions est géométriquement inconsistant s'il existe au moins 
un résidu d supérieur à 2/3R. Il s'agira alors, à la manière d'un « Contraint Satisfaction Problem », 
d'établir un regroupement de K régions géométriquement consistant en privilégiant les paires ayant 
des scores -** les plus hauts possibles.
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5) Conclusion
En conclusion, nous avons défini une stratégie d'appariement des primitives plus fine qui permet 
de limiter la formation du bruit dans les espaces de Hough, et donc d'améliorer la robustesse de la 
transformée de Hough en recalage. Il est à noter que dans cette stratégie d'appariement globale, 
nous tenons compte de la consistance géométrique des paires de régions qui ont été identifiées ; et 
bien que durant tout ce chapitre nous ayons eu comme matériau de base des orientations de 
primitives, nous avons vu apparaître, en plus du paramètre de l'angle de rotation, les paramètres de 
translation et de changement d'échelle lorsqu'est réapparu le problème d'orientation absolue. Cela 
signifie que même s'il y a indépendance algébrique entre les équations qui relient deux primitives 
(cf. chapitre 5), les paramètres sont d'une certaine manière corrélés entre-eux géométriquement : en 
effet, l'étude de la distribution des angles entre primitives nous permet d'approcher les paramètres 
de translations et de changement d'échelle. 
Enfin, nous souhaitons conclure ce chapitre en insistant à nouveau sur la formation des maxima 
locaux dus au bruit : nous allons consacrer le prochain chapitre de cette thèse à l'étude approfondie 
de ce problème, en évaluant la probabilité pour qu'un maximum local dépasse le signal recherché H 
et ainsi fausser son identification.
Résumé de l'algorithme
• affecter un score -** à chaque paire de régions
• classer chaque paire par ordre décroissant sur -**
• établir un groupement de K régions géométriquement consistant dont les scores -** sont 
les plus élevés possibles.
Affectation d'un score -** pour chaque paire de régions
• pour chaque paire de régions d'un nuage à l'autre :
• deux listes de primitives contenues dans chacune des deux régions sont créées
• les k2 différences d'orientations sont calculées et comptabilisées dans un espace de 
Hough 1D de n cellules
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• identification des trois meilleurs modes, calcul de la valeur -**.
Identification des trois meilleurs modes et du calcul de !**
• appliquer un filtre médian sur la distribution des différences d'orientations
• identifier les groupements de cinq cellules dont la cellule centrale possède un score 
supérieur aux quatre autres cellules : ces groupements définissent des « modes »
• le score d'un mode est défini comme la somme des scores des cellules qui le composent
• classement des modes par ordre croissant de leurs scores
• prendre le mode de meilleur score : fusionner sa cellule centrale avec sa voisine de 
gauche ou de droite selon que la fusion donne un score plus élevé. Le score des deux 
cellules ainsi fusionnées donne la valeur de H
• prendre les second et troisième meilleurs modes : leurs cellules centrales donnent les 
valeurs H' et H''
• poser : 
6
**=
KH #
H ' )H ' '
2
K
H
Détection de l'inconsistance géométrique de K paires de régions
• ne considérer que les centres des régions
• résoudre le problème d'orientation absolue sur les centres des régions appariées en cours 
de validation
• les K paires sont inconsistantes s'il existe au moins un résidu dont la valeur est supérieure 
à 2/3R, où R correspond à la taille des régions.
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Robustesse : étude théorique 
Dans ce chapitre, notre objectif va être de modéliser de façon plus approfondie le processus de 
vote sur les différences d’orientations des primitives, et d’en déduire un ensemble de propriétés 
utiles à la compréhension du rôle de chaque paramètre entrant en jeu : taux de bruit, nombre de 
primitives, précision de leurs orientations. Dans la première section, nous nous concentrons sur un 
ensemble de simulations numériques qui vont nous permettre d'illustrer de façon pratique les rôles 
du taux de bruit, du nombre de primitives utilisées et la précision de leurs orientations. La seconde 
section est plus fondamentale, et nous y étudions mathématiquement la formation du bruit dans un 
espace de Hough quelconque. La troisième section nous permet, à partir des résultats de la seconde 
section, de définir formellement la notion de robustesse, et d'établir la notion d'invariance du risque 
d'apparition de faux positifs. Enfin, la dernière section constituera le lien final qui existe entre les 
différentes parties de l'algorithme de recalage présenté dans cette thèse.
1) Simulations numériques
Dans le chapitre précédent, nous avons posé les bases d'un modèle de distribution des différences 
d'orientations de primitives. Nous avons notamment établi que la distribution des occurrences est 
constituée de la somme de deux distributions : 
• l'une étant uniforme et représentant le bruit lié aux appariements de primitives incorrects. 
L'hypothèse de répartition uniforme pour le bruit en transformée de Hough est une 
hypothèse classique ([GH90] et [S95]).
• l'autre correspondant au pic recherché (ie. situé en +) et représentant les votes liés aux 
appariements de primitives effectivement en correspondance. La valeur + correspond à la 
valeur discrète la plus proche de l'angle de rotation , qui existe entre deux nuages de points.
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Les variables les plus fondamentales de notre modèle sont les suivantes :
• k, le nombre de primitives dans chacune des deux listes.
• n, le nombre de cellules de l'espace de Hough. Nous avons montré dans le précédent chapitre 
que n correspond aussi au nombre d'orientations discrètes qui peuvent être attribuées aux 
primitives.
• -, qui correspond au rapport entre le nombre kb de primitives propres à chaque liste sur le 
nombre k de primitives total dans une liste. Il est à noter que ks, par opposition à kb, 
représente le nombre de primitives en correspondance d'une liste à l'autre ; nous avons alors 
la relation -=1--*. Dans ce chapitre, étant donné que notre discours est axé sur la notion de 
robustesse et que les publications dans ce domaine se référent souvent à la notion de « taux 
de contamination des données », nous préférerons utiliser le rapport -.
Dans cette première section, nous souhaitons illustrer de façon expérimentale le rôle de ces 
variables sur l'émergence du signal recherché. Pour cela, nous proposons de définir l'expérience 
suivante, qui nous permet de simuler des différences d'orientations :
• ks éléments sont tirés au sort sur l'ensemble continu [0°,180°[ (tirages indépendants et 
uniformes) et sont mémorisés dans la liste A. Ensuite, l'ensemble de ces ks éléments sont 
recopiés et décalés d'une valeur de + dans la liste B. Afin de garantir que les éléments de la 
liste B soient toujours dans [0°,180°[, ceux-ci subissent un traitement de type modulo.
• kb éléments sont tirés au sort sur l'ensemble continu [0°,180°[ (tirages indépendants et 
uniformes) et sont mémorisés dans la liste A ; de même, kb éléments sont tirés sur l'ensemble 
[0°,180°[ et sont mémorisés dans la liste B, indépendamment des kb éléments de la première 
liste.
• Les listes sont ensuite discrétisées afin de ne prendre que n classes d'orientation comprises 
dans [0°,180°[ ; le nombre n est lié à la précision des orientations. Finalement, les éléments 
de la liste A et ceux de la liste B sont différenciés deux à deux afin de construire la 
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distribution des différences. Lors du calcul des différences, nous prenons en compte que la 
définition d'un angle est modulo 180° dans notre cas. Notre but est d'identifier le pic de 
meilleur score et de vérifier qu'il se trouve bien en +.
Cette expérience se rapproche des cas réels du mieux qu'il est possible de faire. Néanmoins, 
comme il s'agit d'une expérience stochastique (les orientations sont tirées au « hasard »), nous avons 
dû faire un choix quant à la distribution des orientations : le plus simple consistait à choisir une 
distribution uniforme. Nous pouvons faire deux remarques à propos de ce choix : tout d'abord, cette 
distribution n'existe pas obligatoirement dans la pratique, et reste relativement idéale ; d'autre part, 
nous n'avons pas eu besoin d'une telle hypothèse dans le chapitre précédent, et n'en aurons pas 
besoin dans celui-ci. Peu importe la distribution de primitives en correspondance, les différences de 
leurs orientations correspondent toujours à +. Quant aux primitives propres (sans correspondance), 
seul nous importe le fait que la distribution de leurs différences soit uniforme (bruit). Cette 
expérience a donc ses limites ; cependant, celle-ci n'a pas vocation à servir de preuve ou de 
démonstration, mais simplement d'illustrer le rôle de chaque variable. Trois simulations sont donc 
effectuées, dans lesquelles un seul paramètre varie à la fois (k, ou n, ou -). Une quatrième 
simulation a été effectuée, et a nécessité une approche plus particulière, que nous préciserons en 
temps voulu. Nous cherchons à chaque fois le signal + =10°.
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Simulation 1 : cas « référence »
Pas de 
discrétisation
k ks kb
Taux de bruit 
- = kb/k
1° (n=180) 500 500 0 0,00%
Cette première simulation correspond au cas référence. Le pic de meilleur score est correctement 
placé en 10°, et est repérable de manière évidente. Nous pouvons constater l'existence d'un bruit 
dans l'espace de Hough représenté dans la figure ci-dessus (son niveau moyen est représenté par une 
ligne verte). En effet, bien que les listes ne soient formées que de primitives en correspondance, 
toutes les paires de primitives entre les deux listes sont explorées : d'où la formation d'occurrences 
non pertinentes. Le terme « taux de bruit » ( - = kb/k ) n'est donc pas exactement équivalent au 
terme « rapport signal sur bruit » que l'on retrouve couramment dans le domaine de la physique et 
des disciplines associées (électronique, traitement du signal...). Le taux de bruit - est un moyen 
pratique qui permet de réaliser rapidement la proportion de primitives sans correspondance : même 
si celui-ci est nul, cela ne signifie pas qu'il n'y a pas formation de bruit dans l'espace de Hough.
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Simulation 2 : rôle du « taux de bruit » -
Pas de 
discrétisation
k ks kb
Taux de bruit 
- = kb/k
1° (n=180) 500 250 250 50,00%
Dans cette seconde simulation, seul le paramètre - a changé, et est passé de 0% à 50% : 
seulement la moitié des primitives sont en correspondance d'une liste à l'autre par rapport à la 
simulation précédente. Le niveau moyen du bruit (ligne verte dans la figure ci-dessus) est resté 
identique ; en revanche, le pic recherché, bien que correctement placé en 10°, a diminué de moitié 
environ par rapport au « socle » représenté par la ligne verte. La diminution de la proportion des 
primitives en correspondance n'est donc pas favorable à l'émergence du signal recherché, comme 
cela était prévisible.
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Simulation 3 : rôle du pas de discrétisation « n »
Pas de 
discrétisation
k ks kb
Taux de bruit 
- = kb/k
5° (n=36) 500 250 250 50,00%
Dans cette troisième simulation, seul le paramètre n a changé par rapport à la simulation 
précédente, et est passé de 180 (discrétisation des orientations tous les 1°) à 36 (discrétisation des 
orientations tous les 5°). Le taux de bruit et le nombre total de primitives dans chaque liste sont 
restés les mêmes par rapport à la seconde simulation (respectivement 50% et 500). Dans cette 
simulation, la cellule de meilleur score ne correspond pas au signal recherché : elle est en effet 
située en 0°, alors que la cellule située 10° (signal recherché) n'obtient que le second meilleur score. 
Cette troisième simulation nous permet donc de préciser le rôle du paramètre n de discrétisation des 
orientations : certes, le paramètre n influence de manière évidente la précision de l'estimation de 
l'angle de rotation ; mais ce paramètre joue aussi un rôle fondamental dans la robustesse 
d'estimation de l'angle +.
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Simulation 4 : rôle du nombre de primitives « k »
L'influence du nombre de primitives dans les listes est assez difficile à mettre en évidence. Ici, il 
nous a fallu utiliser des connaissances qui seront illustrées dans la suite du chapitre pour régler 
convenablement les conditions de simulation : n a été fixé à 180 (discrétisation des orientations tous 
les 1°), et - a été fixé à 80% (c'est notamment en présence d'un taux de bruit élevé que l'on 
remarque de manière plus évidente le rôle du nombre de primitives dans les listes). Ainsi, deux 
paramètres ont changé par rapport à la précédente simulation ; néanmoins, contrairement aux autres 
simulations, nous répétons l'expérience deux fois où seul le paramètre k change (k = 500 et k = 20).
Pas de 
discrétisation
k ks kb
Taux de bruit 
- = kb/k
1° (n=180) 500 et 20 100 et 4 400 et 16 80,00%
Fig. VII.4 : + = 10° dans les deux cas. Seule la taille des listes change, le taux de bruit et la précision des orientations 
restent identiques (k=500 à gauche, et k=20 à droite).
Dans les deux simulations, il n'a été possible d'identifier le signal recherché que lorsque le 
nombre de primitives entrant en jeu est important (figure ci-dessus à gauche). Dans le cas où le 
nombre de primitives est faible, plusieurs cellules obtiennent des scores supérieurs à la cellule 
recherchée (figure ci-dessus à droite). Un faible nombre de primitives ne favorise donc pas 
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l'émergence du signal recherché. Ce cas est intéressant puisque nous pouvons nous trouver dans 
cette situation dans la pratique : en effet, lorsque nous cherchons à apparier des régions d'un nuage à 
l'autre (cf. chapitre précédent), nous ne travaillons que sur de petits sous-ensembles de primitives.
L'approche empirique de cette section nous a permis d'appréhender de manière intuitive certaines 
propriétés de l'espace de Hough 1D à partir duquel nous prenons des décisions sur les appariements 
de régions. Dans la section suivante, nous allons établir ces propriétés par une approche plus 
théorique.
2) Étude mathématique de la formation du bruit
Dans cette section, notre but va être de confirmer mathématiquement les propriétés qui n'ont été 
établies qu'expérimentalement dans la section précédente. Cette section est divisée en deux sous-
sections, la première correspondant à une approche générale à propos de la formation du bruit dans 
un espace de Hough quelconque, et la seconde correspondant au passage de l'approche générale à 
notre cas particulier où nous utilisons un espace de Hough 1D destiné à l'étude des occurrences de 
différences d'orientations.
2.1 Cas général 
Nous allons nous intéresser à un espace de Hough de dimension quelconque, mis en place pour 
l'estimation des paramètres d'un modèle quelconque ; la seule hypothèse dont nous ayons besoin 
concerne la répartition statistique du bruit qui s'y forme : nous considérons que sa distribution est  
uniforme. Cette hypothèse est par exemple adoptée dans les publications suivantes : [GH90] et 
[S95] ; celle-ci est d'ailleurs relativement naturelle à poser lorsque nous considérons des espaces de 
Hough homogènes (ie. où toute cellule a la même probabilité de représenter le signal recherché, ou 
autrement dit : aucune occurrence du modèle que nous cherchons à estimer n'est avantagée par 
rapport à une autre). Nous notons n le nombre de cellules qui composent cet espace, et notons K le 
nombre total d'occurrences qui y sont placées. Le signal recherché correspond à une cellule dont le 
score attendu est noté H. Nous ne donnons pas ici de formule concernant la variable H : en effet, 
cela nécessiterait d'introduire des connaissances propres à un problème particulier que l'on doit 
résoudre ; or nous souhaitons rester général dans cette sous-section.
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Notre problème consiste en fait à déterminer en quelles occasions un pic issu du bruit peut 
dépasser un pic de hauteur H. Nous allons donc nous concentrer sur l'évolution des occurrences de n 
cellules de l'espace de Hough lorsque celles-ci sont incrémentées uniformément. Pour cela, notre 
approche sera de type probabiliste, et nous considérerons le calcul d'une occurrence comme 
l'équivalent d'un tirage d'une expérience aléatoire.
Soit donc l'une de ces n cellules (voir figure 5) ; il n'existe que deux issues possibles pour cette 
cellule lors du calcul d'une occurrence du modèle (ie. un tirage) : soit le score de cette cellule est 
incrémenté, soit il ne l'est pas. Comme nous nous intéressons à la formation du bruit, et que celui-ci 
possède une distribution uniforme, le score d'une cellule quelconque est bien entendu incrémenté 
avec une probabilité constante de 1/n à chaque tirage. Une information pertinente pour nous est de 
savoir quelle est la probabilité pour que le score d'une cellule quelconque soit égal à « s » au bout 
de K tirages ; nous sommes en présence d'un schéma de Bernoulli (un succès correspondant à une 
incrémentation), et la loi que nous recherchons est une loi binomiale de paramètres (K,1/n) :
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P !score=s$=! Ks " .!1/n$s . ! n#1n $
K #s
(1)
Il vient alors immédiatement que la probabilité pour que le score d'une cellule quelconque soit 
supérieur ou égal à une valeur H est :
P !scoreLH $=!
s= H
K
!Ks " .!1/n$s .! n#1n $
K#s
(2)
Cette expression peut-être interprétée comme une mesure du risque pour qu'un pic issu du bruit 
supplante un pic de hauteur H ; autrement dit, nous mesurons le risque d'estimation incorrecte des 
paramètres du modèle en question. Mais avant d'aller plus loin dans notre raisonnement, nous allons 
procéder à une simplification. En effet, il est commun dans la pratique de remplacer une loi 
binomiale de paramètres (a,b) par une loi de Poisson de paramètre a.b lorsque a>50 et b<0.1 
([S06]). Or, il est clair que dans de nombreux cas réels, le nombre d'occurrences K sera supérieur à 
50, et le nombre de cellules de l'espace de Hough sera supérieur à 10. Cette approximation est donc 
valide dans notre cas, et va nous permettre d'utiliser une densité de probabilité plus simple (ce choix 
a aussi été adopté par [GH90] et [S95]). Ainsi donc, la probabilité pour qu'une cellule obtienne un 
score s est exprimée par :
P !score=s$=e#K / n .
!K /n$s
s !
soit P !score=s$=e#N .
N s
s !
: où N = K/n. (3)
La probabilité pour que le score d'une cellule quelconque soit supérieur ou égal à une valeur H 
est immédiatement :
P !scoreFH $=*
s= H
K
e#N .
N s
s !
(4)
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La valeur N est définie comme N=K/n, où K correspond au nombre total d'occurrences 
comptabilisées dans l'espace de Hough, et où n représente le nombre de cellules qui composent cet 
espace : N peut s'interpréter comme la valeur moyenne des scores issus du bruit (il est intéressant de 
constater à quel point cette variable est pertinente, puisqu'elle se retrouve ici au sein d'une étude 
formelle sur la formation du bruit dans un espace de Hough, alors que nous l'avions déjà introduite 
dans le chapitre précédent dans la stratégie d'appariement des primitives améliorées). Malgré la 
simplification obtenue en utilisant une loi de Poisson, l'expression (4) reste encore d'une utilisation 
trop difficile, puisqu'elle n'a pas d'expression analytique. À ce stade, nous introduisons donc une 
nouveauté par rapport aux autres travaux : nous nous intéressons non pas au risque lui-même, mais 
à sa borne supérieure : si celle-ci est suffisamment proche de la valeur du risque elle-même, alors la 
borne peut-être assimilée au risque tout en nous laissant la possibilité d'obtenir une fonction 
d'expression analytique facilement exploitable dans la pratique.
Nous pouvons pour cela utiliser l'inégalité de Markov ou plus exactement son corollaire ([S09]) :
Soit f une fonction croissante et positive ou nulle sur l'intervalle I. Soit X une variable aléatoire 
réelle définie sur un espace probabilisé (.,A,P), et telle que P(X ! I) = 1. Alors :
M c8 I t.q. f !c$40 , P ! X Fc$@
E [ f ! X $]
f !c$
(5)
Il est clair qu'au-delà des contraintes imposées sur f par le corollaire, nous avons tout intérêt à ce 
que f soit une fonction dont la croissance soit la plus forte possible en même temps que la quantité 
E[f(X)] soit facile à calculer. S'il est possible de trouver une telle fonction, alors la borne définie par 
ce corollaire majore le risque au plus près, et par conséquent lui permet d'être assimilée au risque 
lui-même. Dans le cas d'une loi de Poisson, nous choisissons f(x)=e(t.x) qui est définie sur l'ensemble 
des entiers naturels9, où t sera un réel positif dont nous allons fixer la valeur ci après. Calculons 
E[f(X)] :
9 L'application du corollaire de Markov avec le choix particulier f(x)=e(t.x), t>0, est aussi appelée « borne de 
Chernoff ».
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E [e!t.X $]=*
s8N
e t.sOe#N N s
s !
E [e! t.X $]=e#N *
s8N
! N.e t$s
s !
E [e! t.X $]=e#N .e N.e
t
E [e! t.X $]=eN.! e
t
#1 $
 (6)
avec le développement de Taylor suivant :
e x=!
k =0
P xk
k !
(7)
Nous avons donc :
P !score!H !"eN !e
t
#1 $#t.H (8)
Il nous reste à décider d'une valeur pour t : nous choisissons de minimiser la borne en fixant 
t=log(H/N) qui est positif puisque H>N. Au final nous obtenons donc :
P !scoreFH $@e
H.log !
N
H
$)H #N (9)
Il est important de noter que c'est grâce au choix d'une fonction exponentielle dans l'application 
du corollaire de Markov que la borne définie en (9) est pertinente, dans le sens où celle-ci majore le 
risque au plus près ; par exemple, la borne de Bienaymé-Tchebychev ([S09]), dont la décroissance 
n'est que polynomiale, n'est pas aussi efficace. La borne définie en (9) peut donc être assimilée au 
risque, quitte à le surévaluer très légèrement (ce qui est par ailleurs plus acceptable que de le sous-
évaluer). Le risque d'estimation incorrecte des paramètres du modèle est donc défini comme suit :
risque ! H , K ,n$Ie
H.log !
N
H
$)H #N (10)
où :
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• K correspond au nombre total d'occurrences comptabilisées dans l'espace de Hough étudié
• N = K/n, la valeur moyenne des scores issus du bruit
• H est interprété comme la hauteur d'un pic qui correspond au signal recherché. Il s'agit 
d'une fonction qui dépend des connaissances que nous avons à propos du problème à 
résoudre.
Tous les résultats de cette section ont été présentés de façon générale et pourraient être adaptés 
dans de nombreux cas où la transformée de Hough est utilisée. Dans la section suivante, nous allons 
faire une utilisation intensive de ces résultats dans le cadre de l'utilisation de nos primitives pour 
caractériser une information commune entre deux régions prises dans deux nuages de points.
2.2 Application à notre cas particulier 
Notre but va être maintenant d'adapter la fonction de risque exposée dans la section précédente à 
notre cas particulier, dans lequel nous effectuons des différences d'orientations. Cette adaptation est 
en fait assez directe :
• Notre espace de Hough est un espace 1D constitué de n cellules
• K est égal à k2, ie. le nombre d'appariements possibles entre éléments pris deux à deux 
dans deux listes de primitives
• N = K/n = k2/n, ie. le niveau moyen du bruit
• H = (1--)*k + N  , ie. le score théorique du pic recherché, avec -=1- -* (voir équation 6 
du chapitre précédent)
C'est notamment lorsque nous définissons la fonction H que nous introduisons les connaissances 
liées à notre problème, et que nous rendons l'expression (10) particulière à celui-ci. Nous avons 
alors :
risque !6 , k ,n$=e
!!1#6$. k) k
2
n
$ . log ! k
2
n.!!1#6$ .k ) k
2
n
$
$)!1#6$ .k
(11)
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Nous possédons donc une fonction de risque pour qu'un pic quelconque dépasse la hauteur du pic 
correspondant à notre signal ; cette borne dépend des trois paramètres pertinents de notre étude : k 
(la taille des listes), n (le nombre de cellules ou encore le pas de discrétisation des orientations), et 
enfin - (le taux de bruit). 
Grâce à cette fonction de risque, nous pouvons maintenant déduire quels sont les facteurs qui 
peuvent privilégier l'émergence du signal recherché, ou bien ceux qui peuvent au contraire la 
défavoriser. Nous produisons deux graphiques qui représentent le risque de mauvaise estimation de 
la valeur +, avec des taux de bruit - égaux à 40% et 80%, et pour n variant de 36 à 200 (5° à 0.9°) et 
k variant de 10 à 250.
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Fig. VII.6: Risque d'estimation incorrecte pour n variant de 36 à 200 (5° à 0.9°), et k variant de 10 à 250. Le taux de 
bruit est fixé à 40%.
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Nous pouvons nous faire trois remarques à propos des deux figures précédentes :
• La première remarque concerne la position relative des deux nappes entre elles : le risque de 
d'estimation incorrecte de l'angle de rotation augmente lorsque le taux de bruit augmente ; la 
théorie confirme en fait un résultat qui est assez intuitif. Dans le cas de la figure 6 où 
-=40%, le risque de mauvaise estimation est très faible (compris entre environ 0% et 2%), 
alors que dans la figure 7 où -=80%, celui-ci dépasse les 50% dans les cas les plus 
défavorables. 
• La seconde remarque que l'on peut se faire concerne la variation du risque en fonction des 
paramètres k et n : quand les valeurs de ces deux paramètres augmentent (même 
indépendamment), le risque diminue. Dans un contexte très bruité (cf. figure 7 où -=80%), il 
y a cependant peu à gagner dans l'augmentation de la valeur de k (à partir d'une certaine 
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Fig. VII.7: Risque d'estimation incorrecte pour n variant de 36 à 200 (5° à 0.9°), et k variant de 10 à 250. Le taux de 
bruit est fixé à 80%.
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valeur, le risque est quasiment constant) : d'où la plus grande importance que nous allons 
attribuer au paramètre n au cours de ce chapitre. 
• Enfin, nous pouvons constater que c'est grâce à la figure 7  que nous avons pu régler les 
paramètres de la quatrième simulation de la première section : en effet, si l'on regarde la 
nappe à n fixé à 180, nous pouvons observer une nette variation du risque de mauvaise 
estimation entre une petite valeur pour k et une valeur plus grande.
Il est en fait assez difficile d'étudier analytiquement les sens de variation du risque en fonction de 
k, n et -. Néanmoins nous pouvons nous faire la réflexion suivante : k et n sont deux entiers positifs, 
et - est un rationnel qui vaut kb/k avec kb allant de 0 à k (le domaine de définition de - dépend donc 
de k). Or k et n sont deux paramètres dont les domaines de définition sont finis dans la pratique : il 
existe donc un nombre fini de valeurs possibles pour la fonction de risque, qui peuvent être 
explorées automatiquement une à une pour connaître ses variations10 ; la fonction de risque est 
strictement décroissante en k et n, et strictement croissante selon -. Ainsi : 
• plus le nombre de primitives dans chaque liste est grand (le paramètre k augmente), plus 
l'estimation de l'angle de rotation est robuste ; augmenter la précision des orientations de 
primitives (le paramètre n augmente) produit le même effet, mais de façon plus importante 
encore.
• Plus la proportion de primitives en correspondance entre deux listes est grande (le paramètre 
- diminue), plus l'estimation de l'angle de rotation est robuste. De manière équivalente, nous 
aurions pu dire que la robustesse d'estimation augmente lorsque deux régions prises dans 
deux nuages de points différents possèdent une information commune suffisante.
3) Robustesse
Dans cette nouvelle section, notre but va être de tirer avantage de manière pratique des équations 
qui ont été établies dans la section précédente. Nous allons y définir notamment la notion de 
10 Nous avons calculé de manière exhaustive les valeurs de la fonction de risque en étant volontairement large : k allant 
de 0 à 2000, n allant de 0 à 2000 et kb allant de 0 à k. Il faut compter une dizaine de minutes de calcul sur un 
« macbook pro 17'' Santa Rosa » pour connaître les variations dues à l'un des paramètres.
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robustesse, et montrer comment il est possible de rendre constant le risque d'apparition d'un faux 
positif dans l'espace de 1D lié aux différences d'orientations.
3.1 Définition formelle de la robustesse
À partir de la fonction de risque définie en (10), il nous est maintenant possible de définir de 
façon formelle la notion de robustesse. L'identification du pic recherché est considérée comme 
robuste si :
e
H.log !
K
n.H
$)H# K /n
@P0
(12)
où P0 est un réel arbitrairement petit. Il s'agit en fait de limiter la probabilité d'échec de  l'estimation 
des paramètres d'un modèle donné ; ce n'est que lorsque celle-ci est suffisamment faible que nous 
pouvons considérer que le processus d'estimation est robuste. Tout comme la fonction de risque, 
nous adaptons l'inégalité (12) au cas particulier de l'utilisation de nos primitives pour caractériser 
une information commune entre deux régions prises dans deux nuages de points différents. 
L'identification du pic recherché est considérée comme robuste si :
e
!!1#6 $.k) k
2
n
$ . log ! k
2
n. !!1#6$ .k) k
2
n
$
$)!1#6$ .k
@P0
(13)
où P0 est un réel arbitrairement petit. En fait, grâce à ce que nous avons déjà appris sur les variations 
de la fonction de risque (11), nous savons que pour un taux de bruit - fixé, il suffirait d'augmenter k 
(la taille des listes) ou n (le nombre d'orientations discrètes ou encore nombre de cellules dans 
l'espace de Hough) pour abaisser le risque d'estimation incorrecte et rester en dessous de P0. 
Néanmoins, nous ne pouvons pas augmenter ces deux paramètres indéfiniment :
• k : si l'on se rappelle l'algorithme d'extraction exposé au chapitre 5, nous sélectionnons les 
primitives sur la base de leurs scores pour garantir leurs fiabilités. Cela pourrait donc 
s'avérer dangereux d'augmenter k, puisque cela reviendrait à tolérer des primitives moins 
pertinentes.
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• n : à trop augmenter le paramètre n, nous risquerions d'obtenir un espace de Hough qui tend 
vers un espace continu dans lequel aucun processus d'accumulation n'apparaîtrait, et qui ne 
transporterait aucune information utile. 
Ce n'est donc pas à une inégalité que nous nous intéressons (13) mais bien à une équation, où la 
valeur de P0 doit être ajustée avec précaution. Nous transformons donc l'inégalité (13) en une 
équation, et réécrivons la fonction de risque à l'aide d'un logarithme de base dix pour plus de 
commodité. Nous avons :
log10!risque !k ,n ,eps!!=log10 !P0!
soit
!!1#6$. k)
k 2
n
$ . log!
k2
n.!!1#6$ .k)
k 2
n
$
$)!1#6$. k = log !10$ . P log10 (14)
avec Plog10 = log10(P0). 
Dans cette équation, trois variables et un paramètre sont présents : k, n, - et Plog10. Les trois 
variables k, n, - peuvent être considérées comme des inconnues, une ou plusieurs à la fois, et selon 
le cas plusieurs utilisations de l'équation (14) peuvent être envisagées. Quels que soient les choix 
que nous allons faire, nous devons mentionner que l'inversion de l'équation (14) est difficile à 
réaliser formellement ; toutefois, puisque les variations du risque sont monotones en fonction de k, 
n et -, il est aisé de mettre en place une méthode numérique pour résoudre cette équation. Dans cette 
thèse, nous avons choisi une simple dichotomie puisque cette méthode possède de bonnes propriétés 
de stabilité ; cela nous a semblé important de privilégier cette qualité dans le contexte démonstratif 
d'une thèse. Il existe à nos yeux deux utilisations intéressantes de l'équation (14) :
• Calculer les taux limites de bruit :   il s'agit de trouver -, à k et n fixés. En effet, étant donné 
que le risque est strictement croissant en fonction de -, et étant donné que l'équation (14) 
concerne une condition de robustesse, les taux de bruit - ainsi calculés s'interprète comme le 
taux de bruit maximal tolérable pour que l'estimation de + soit considérée comme robuste 
dans un « contexte » (k,n) donné.
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• Invariance du risque :   il s'agit de trouver (k,n), à - fixé. Nous sommes en fait en présence du 
problème inverse à celui proposé dans le point précédent. Pour un taux de bruit - supposé 
entre deux régions, il s'agit de trouver le nombre de primitives k à utiliser et la précision de 
leurs orientations pour garantir la robustesse d'estimation de +, et donc de garantir la 
détection d'une information commune. Autrement dit, nous cherchons les solutions (k,n) 
telles que la probabilité d'échec d'estimation de + soit invariante, à taux de bruit supposé -.
Nous pouvons donc obtenir des informations d'une grande importance grâce à l'inversion de 
l'équation (14). Toutefois, que nous cherchions à calculer les taux limites de bruit ou bien à rendre 
le risque de mauvaise estimation de + invariant, il nous faut fixer le paramètre Plog10. Pour cela, nous 
proposons de calculer les taux limites de bruit de manière expérimentale, et de comparer ces 
résultats avec les taux limites de bruit théoriques obtenus par l'inversion de l'équation (14) pour 
différentes valeurs de Plog10. Afin d'obtenir expérimentalement les taux limites de bruit, nous 
réutilisons l'expérience définie en première section de ce chapitre. Plus précisément, nous obtenons 
ces taux limites de la façon suivante :
1) Pour k=50 et k=500
2) Pour n=30 à 2000 par pas de 50
3) Réaliser 100 simulations 
a- Si + est correctement identifié pour toutes les simulations, alors le taux de bruit - 
est incrémenté de 0.02 et retour à l'étape 3)
b- S'il existe au moins une simulation pour laquelle + n'a pas été correctement 
identifié, le taux de bruit - courant est retenu comme taux limite de bruit et l'on cesse 
de l'incrémenter
Le calcul des taux limites de bruit de façon empirique nécessite d'effectuer un grand nombre de 
simulations ; c'est pourquoi nous nous sommes limités aux cas k=50 et k=500. Les résultats obtenus 
sont présentés dans les deux figures suivantes, avec en vert les taux limites de bruit empiriques et en 
rouge les taux limites de bruit théoriques calculés en ajustant manuellement Plog10 à -4 (soit 
P0=0.0001).
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Fig. VII.8: Taux limites de bruit expérimentaux (en vert) et théoriques (en rouge), k=50.
Fig. VII.9: Taux limites de bruit expérimentaux (en vert) et théoriques (en rouge), k=500.
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Nous pouvons constater que le choix de la valeur -4 pour Plog10 est approprié puisque les courbes 
empiriques (en vert) et théoriques (en rouge) « adhérent » très bien entre-elles pour deux valeurs de 
k très différentes11. Quant aux équations que nous avons développées jusque-là, celles-ci trouvent 
une confirmation assez nette de leurs pertinences grâce à ces simulations. Maintenant que nous 
disposons d'une valeur appropriée pour le paramètre Plog10, nous sommes en mesure d'étudier 
théoriquement les taux limites de bruit et l'invariance du risque d'estimation incorrecte de +.
3.2 Taux limites de bruit et invariance du risque 
L'inversion de l'équation (14) pour quelques valeurs (k,n) nous permet d'obtenir des taux limites 
de bruit que nous donnons dans le tableau suivant (tab. 1) :
k / n 36 (5°) 180 (1°) 1800 (0.1°)
20 14.4% 54.9% 78.6%
50 22.6% 62.3% 84.7%
500 27.9% 67.4% 89.3%
Tab. VII.1: Quelques exemples de taux limites de bruit.
Par exemple, si dans deux régions cinquante primitives sont extraites et si nous ajustons la 
discrétisation des orientations à 1°, alors nous pouvons considérer l'estimation de + comme robuste 
jusqu'à un taux de bruit - d'environ 62.3%. En examinant les valeurs du tableau 1, nous pouvons 
remarquer que les taux limites de bruit sont plus rapidement repoussés vers de hautes valeurs 
lorsque n augmente que lorsque k augmente ; nous pouvons donc voir ici l'intérêt d'avoir mis en 
place une Analyse en Composantes Principales pour améliorer la précision des orientations. Si nous 
avions gardé les orientations brutes des masques binaires discrétisés (voir chapitre 5), nous aurions 
eu, dans la pratique, un pas de discrétisation des orientations d'environ 5° en moyenne. Nous 
n'aurions pu décider avec certitude de l'appariement de deux régions qu'à condition que celles-ci 
aient environ huit dixièmes de leurs primitives en correspondance...
11 Les distances entre courbes théoriques et expérimentales ont par ailleurs été minimisées par la méthode des 
moindres carrés : nous avons obtenu Plog10 = -4.0329  pour k=50, et  Plog10 = -4.1576 pour k=500.
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Une autre inversion de l'équation (14) consiste, pour un taux limite de bruit donné, à trouver les 
paires (k,n) qui déterminent un risque constant Plog10 = -4. Nous avons représenté graphiquement 
l'ensemble de ces solutions pour un taux de bruit - égal à 80% dans la figure ci-dessous. Dans cette 
figure, le risque est représenté par commodité sur une échelle logarithme de base dix (voir 
expression 14) ; le niveau de risque  Plog10 = -4 est représenté par une courbe de couleur verte.
Dans la figure suivante, nous montrons plusieurs ensembles de solutions pour - = 20, 40, 60 et 
80% (notamment, la courbe verte de la figure 10 correspond à la courbe verte de la figure 10, avec - 
= 80%).
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Fig. VII.10: Ensemble des solutions de l'équation 14 (condition de robustesse) avec - = 80%.
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Ce que nous pouvons constater grâce aux deux figures précédentes, c'est qu'il est possible 
d'ajuster les paramètres de notre algorithme de recalage de sorte que nous puissions toujours garder 
constant le risque d'estimation incorrecte de +, et donc garantir mathématiquement la robustesse de 
l'algorithme. Par exemple, si nous voulons que l'estimation de + soit robuste jusqu'à un taux de bruit 
de 80% (courbe verte), alors nous pouvons soit ajuster la précision des orientations à environ 0.2° 
(n=850), soit fournir des listes d'au moins 200 primitives. Il existe alors un degré de liberté entre la 
possibilité d'ajuster soit k (le nombre de primitives), soit n (la précision des orientations). Notre 
choix sera d'agir en priorité sur le paramètre n, pour plusieurs raisons :
• tout d'abord, comme nous l'avons déjà signalé, obtenir plus de primitives équivaut à tolérer 
des primitives moins fiables. Cela serait parfaitement contraire aux efforts que nous avons 
fournis dans le chapitre 5 de cette thèse.
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Fig. VII.11 : Courbes « d'iso-robustesse ».
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• de plus, qualitativement parlant, le risque diminue bien plus rapidement lorsque n augmente 
que lorsque k augmente (nous avons signalé cela déjà deux fois, juste après la figure 7 et le 
tableau 1). Tout au plus, nous pouvons nous contenter de définir un nombre minimal de 
primitives présentes dans deux régions lorsque nous cherchons à évaluer à quel degré celles-
ci possèdent une information commune.
Une autre question se pose quant à la valeur à fixer pour le taux de bruit - dans l'équation 14. 
Étant donné que le risque est monotone en fonction de k et n, nous savons qu'une fois ajustés les 
paramètres (k0,n0) pour un bruit -0, ceux-ci permettront une estimation robuste pour n'importe quel 
taux de bruit inférieur à -0. Nous fixons ce seuil à 80%, considérant par sécurité que nous ne 
devrions pas décider de l'existence d'une information commune entre deux régions si celles-ci n'ont 
qu'un cinquième de leurs primitives en correspondance.
Finalement, si nous reprenons l'algorithme du chapitre précédent qui définit une stratégie 
d'appariement améliorée, nous modifions légèrement celui-ci de la manière suivante :
• seules les régions possédant au moins 30 primitives sont prises en compte.
• nous souhaitons une estimation robuste jusqu'à un taux de bruit - égal à 80%. Pour cela, 
nous tenons compte du nombre de primitives k présentes dans chaque région et inversons 
l'équation 14 afin de déterminer une précision adéquate n pour leurs orientations.
C'est l'association du traitement statistique de la formation du bruit (ce chapitre) à la prise en 
compte pratique des maxima locaux issus du bruit (chapitre précédent) qui nous permet d'augmenter 
de façon importante nos chances d'éliminer les faux positifs et donc d'identifier correctement les 
paires de régions qui supportent une information commune.
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4) Vue d'ensemble de l'algorithme 
À l'issue de ce chapitre, il nous paraît important de relier les trois chapitres de cette seconde 
partie de thèse dédiée au développement d'un algorithme original pour le recalage de nuages de 
points. La figure de la page suivante représente les liens qui existent entre les différentes parties de 
l'algorithme, qui sont au nombre de trois : définition de nouvelles primitives, identification de 
régions supportant une information commune, et modélisation de la formation du bruit dans l'espace 
de Hough destiné à l'étude de la distribution des différences d'orientations des primitives.
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Notre méthodologie a consisté non-pas à recaler les images elles-mêmes, mais plutôt à utiliser 
des images binaires (nuages de points) extraites à partir de celles-ci, dont les pixels à « VRAI » 
représentent les localisations d'événements pertinents. Ces événements sont liés à des variations de 
niveaux de gris ou de textures jugées suffisamment significatifs, dont l'interprétation correspond à 
des changements de milieux aux propriétés physico-chimiques différentes et qui sont susceptibles 
d'apparaître en même temps dans des images de modalités différentes. Ces changements de milieux 
s'organisent de manière linéique (interfaces entre milieux), et constituent une information commune 
pour des images de modalités différentes ; cette information étant de type spatial, les nuages de 
points en permettent alors une représentation adaptée. C'est donc à partir de structures linéiques 
présentes dans les nuages de points que notre algorithme de recalage a été construit ; l'utilisation de 
telles structures s'interprétant alors comme l'introduction d'une connaissance indépendante de la 
modalité qui nous permet de faciliter le processus de recalage. 
Étant donné que ces structures peuvent être de qualités différentes (non-connexes, bruitées, mal-
localisées), il est apparu nécessaire de les uniformiser. Nous avons alors défini un nouveau type de 
primitives, chacune correspondant à une position, une orientation locale et un score de fiabilité. 
Nous avons ensuite opté pour l'utilisation de ces primitives avec la transformée de Hough pour 
estimer les paramètres d'une similarité (rotation, translation dans le plan et homothétie), celle-ci 
permettant de discriminer naturellement la part d'information commune existant entre les deux 
nuages de points. Trois espaces de Hough ont été caractérisés, pour l'estimation de l'homothétie, de 
la translation dans le plan et enfin de l'angle de rotation entre les nuages de points. Nous nous 
sommes alors concentrés sur l'amélioration robustesse de la transformée de Hough, en cherchant à 
limiter la formation du bruit dans les espaces de Hough. 
Notre première approche a consisté à garantir la fiabilité des primitives avec comme objectif de 
réduire la part des mauvais appariements de primitives. En effet, si deux primitives fiables ne se 
correspondent pas forcément, deux primitives peu fiables ont en revanche toutes les chances de ne 
pas être en correspondance. Garantir la fiabilité des primitives nous permet donc de donner un 
avantage statistique aux appariements corrects. Or, l'algorithme d'extraction des primitives lui-
même nous permet de mesurer la pertinence d'une primitive. Il consiste à utiliser une séquence de 
masques binaires représentant chacun une orientation différente ; pour chaque masque, le nombre 
d'éléments qui interceptent les points d'un nuage est retenu ; le masque obtenant le plus grand 
nombre d'éléments interceptés permet d'associer une orientation % à une position (x,y), ainsi qu'un 
score s correspondant au nombre d'éléments interceptés par ce masque : nous obtenons alors un 
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quadruplet (x,y,%,s). Ce score est interprété comme une note de fiabilité, et seuls les quadruplets 
ayant des scores suffisants sont retenus comme primitives. Par ailleurs, une Analyse en 
Composantes Principales est utilisée sur l'ensemble des points ayant été interceptés par le meilleur 
masque afin d'obtenir, pour chaque primitive, une orientation discrète plus précise (le nombre total 
d'orientations discrètes étant noté n).
Dans un second temps, nous avons cherché à améliorer la stratégie globale d'appariement des 
primitives. Il s'agissait, pour une primitive quelconque du premier nuage, de déterminer la région 
dans le second nuage où se trouve sa possible correspondante. Déterminer des paires de régions 
contenant des primitives en correspondance nous permet alors de réduire considérablement la 
puissance du bruit dans les espaces de Hough : il devient en effet inutile d'apparier une primitive P 
d'un premier nuage aux primitives d'un second nuage qui sont à l'extérieur de la zone où se trouve la 
primitive correspondante à P. Le problème s'est donc déplacé vers l'identification de paires de 
régions entre les deux nuages de points qui supportent une information commune. Pour caractériser 
la présence d'une information commune entre deux régions, nous avons utilisé la distribution des 
différences d'orientations : en effet, une différence d'orientations constitue un angle, qui est 
invariant par similarité (ie. rotation, translation et homothétie) ; d'autre part, nous avons montré que 
la présence d'un maxima dans l'espace de Hough 1D lié aux différences d'orientations est corrélé à 
la présence d'une information commune. Nous avons donc défini un invariant géométrique reposant 
sur la distribution des différences d'orientations qui permet la caractérisation d'une information 
commune entre deux régions.
Dans un troisième temps, il a été nécessaire de garantir la fiabilité des paires de régions établies 
d'un nuage à l'autre ; en effet, des paires de régions non-pertinentes auraient comme effet de 
produire un bruit pur dans les espaces de Hough à cause de l'exclusion des appariements de 
primitives corrects. De telles erreurs proviennent de ce que le critère défini pour la caractérisation 
d'une information commune peut être biaisé par l'apparition de faux positifs (maxima locaux) dans 
la distribution des différences d'orientations. Le nouveau problème qui s'est alors posé à nous a été 
de modéliser la formation du bruit dans l'espace de Hough 1D lié aux différences d'orientations. 
Nous avons pour cela utilisé un schéma de Bernoulli, et avons mené notre analyse jusqu'à la 
définition d'une fonction de risque pour qu'un maximum issu du bruit dépasse le score du signal 
recherché ; de plus, un critère de robustesse a été défini à partir de cette fonction. Nous avons alors 
montré qu'il était possible de maintenir constant le risque d'apparition de faux positifs en ajustant le 
nombre de cellules de l'espace de Hough 1D ; or ce nombre est directement défini par n, le nombre 
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d'orientations discrètes qu'il est possible d'attribuer aux primitives. D'où la nécessité de contrôler 
avec plus de finesse l'orientation des primitives grâce à une Analyse en Composantes Principales. 
Nous avons alors obtenu un second invariant : celui du risque d'apparition de faux positifs dans la 
caractérisation d'une information commune entre deux régions.
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Résultats
Ce chapitre est consacré à l'évaluation de la mesure de similarité entre nuages de points définie 
dans cette thèse. Nous allons illustrer son utilisation à travers des situations variées : données 
synthétiques, données réelles en télédétection, en imagerie médicale ou encore en vision 
industrielle.
1) Résultats sur données synthétiques
Dans cette section, nous présentons des résultats obtenus à partir de données synthétiques. Une 
paire de nuages de points est produite manuellement, où une rotation d'angle de 60° est appliquée au 
nuage « maître » pour produire le nuage « esclave ». Après l'application de diverses perturbations, 
nous souhaitons étudier les réponses de la mesure de similarité.
Pour rappel, l'algorithme permettant de mesurer la similarité consiste à étudier la distribution des 
différences d'orientations extraites à partir de sous-nuages de points contenant des structures 
linéiques. L'histogramme obtenue pour chaque sous-nuage subit préférentiellement un filtrage 
médian sur trois cellules ; puis les trois meilleurs modes H, H' et H'' (groupement de cinq cellules 
voisines dont la cellule centrale a obtenu un score supérieur) sont repérés et permettent de donner 
une mesure de similarité : l'émergence d'une ou d'un groupement de cellules dont le score est 
nettement supérieur à celui des autres cellules est caractéristique de la présence d'une information 
commune entre deux sous-nuages12. De nombreux paramètres, notamment pour l'extraction des 
orientations, doivent être réglés ; mais en aucun cas il ne s'agit, dans les expériences qui vont suivre, 
de simuler un grand nombre de situations et d'évaluer leur impact, ou encore de les optimiser pour 
améliorer les performances ; ceux-ci ont donc été fixés par défaut avec les valeurs suivantes :
12 Voir le chapitre 6 pour de plus amples détails.
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• rayon des masques : 7
• épaisseur de la ligne d'orientation : 1
• Dmin : 5
• Smin : 0.5
• Précision des orientations : 0.3°
• Nombre minimal de primitives requises pour chaque fenêtre : 30
On remarquera que normalement, la précision des orientations devrait être ajustée à chaque 
nouvelle paire de sous-nuages en fonction de leur nombre k et d'un taux de contamination - fixé 
arbitrairement haut, afin de garantir la robustesse de la mesure. Nous laissons pourtant ce paramètre 
constant, choix que nous justifions à la fin de la sous-section qui suit.
1.1 Comportement de l'estimateur
Dans cette première sous-section, nous proposons deux expériences de référence : la première où 
les deux nuages ne contiennent que du bruit (pas d'information commune), et la seconde où les deux 
nuages contiennent les mêmes structures à une rotation près.
Nous commençons par les nuages bruités. Dans la figure 1 ci-dessous, les deux nuages ont été 
générés manuellement, un ensemble de primitives a été extrait pour chacun d'eux. 
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Fig. VIII.1 : Deux nuages de points créés manuellement mais ne partageant aucune information.
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La figure 2 montre les deux distributions des orientations de primitives.
Nous souhaitons, à partir de ces deux ensembles de primitives, étudier la distribution des 
différences d'orientations. Cette distribution est montrée en deux versions dans la figure 3, sans 
filtrage, puis avec filtrage médian. Toutes les caractéristiques de la distribution filtrée (modes etc...) 
sont résumées dans le tableau situé immédiatement après.
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Fig. VIII.2 : Distributions des orientations.
Fig. VIII.3 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian à (d.).
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Nombre de primitives Nuage 1 Nuage 2
56 63
Modes Localisations
Scores cumulés sur cinq 
cellules
1 -55.2° 51
2 -55.5° 49
3 -54.0° 48
H H1 H2 /%"%01)%23
22 11 10 0.523
Tab. VIII.1 :  Caractéristiques de la distribution filtrée.
Alors que les deux nuages ne contiennent aucune information commune, la mesure de similarité 
vaut environ 0.5, et non 0. Bien qu'il soit exact de dire que la similarité doit tendre vers 0 lorsque la 
part d'information commune entre deux nuages devient nulle, cette mesure ne quantifie pas la part 
d'information commune de façon linéaire. En effet, dans le cas d'un bruit uniforme, on peut 
considérer que les trois modes repérés sur la base des cinq cellules qui les composent ont des scores 
d'environ 5N, où N est la valeur moyenne du bruit. L'algorithme de calcul de la similarité préconise 
de fusionner la cellule central du meilleur avec sa voisine de droite ou de gauche, ce qui donne pour 
valeur de H environ 2N ; ensuite, H' et H'' correspondent aux scores des cellules centrales des deux 
meilleurs modes, soit N environ (voir chapitre 6). La mesure de similarité vaut alors :
KH #
H '+H ' '
2
K
H
I
K2N#
N +N
2
K
2N
(1a)
soit :
KH #
H '+H ' '
2
K
H
I0.5
(1b)
La similarité qui a été obtenue possède donc une valeur tout à fait normale. Les cas de similarités 
inférieures à 0.5 sont par ailleurs possibles. En effet, les modes sont classés en fonction de la 
somme des scores de leurs cinq cellules ; mais la formule implique l'utilisation des cellules centrales 
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des second et troisième meilleurs modes, qui peuvent être de scores élevés malgré l'utilisation d'un 
filtre médian et sans que cela ne soit contradictoire avec le classement des modes. Dans ce cas, la 
moyenne de leurs scores peut approcher la valeur H de sorte que la similarité soit inférieure à 0.5. 
Au final, toute valeur de similarité inférieure à 0.5 indique qu'il n'y a pas d'information commune 
entre deux nuages.
Nous continuons avec l'expérience opposée, où deux nuages artificiels contiennent exactement la 
même information à une rotation près (angle de 60°). Ces nuages sont représentés dans la figure 4 
ci-dessous, où l'on peut constater qu'ils présentent des situations variées.
Nous cherchons les trois paires d'objets les plus semblables. Ces paires sont montrées dans la 
figure 5 ; les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la 
figure 6, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 
7. Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.5 : Trois meilleures paires.
Fig. VIII.6 : Distributions des orientations.
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Nombre de primitives Nuage 1 Nuage 2
886 880
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 60.3° 1270
2 49.5° 548
3 8.1° 513
H H1 H2 /%"%01)%23
589 139 123 0.778
Tab. VIII.2 :  Caractéristiques de la distribution filtrée.
Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.702 et 0.659 
respectivement. L'identification du signal recherché ne pose donc aucun problème. En revanche, la 
mesure de similarité vaut 0.778, alors que nous aurions pu nous attendre à une valeur plus proche de 
1 étant donné que les deux nuages sont identiques. En fait, comme nous l'avons déjà signalé dans 
cette thèse, les appariements de primitives ne sont corrects que deux à deux : il y a donc forcément 
formation de bruit lorsque toutes les primitives sont appariées d'une région à l'autre. Or si - 
représente le taux de contamination, k le nombre de primitives et n la précision des orientations de 
primitives (il s'agit des notations qui ont été utilisées dans cette thèse), nous savons que le meilleur 
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Fig. VIII.7 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
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score H vaut théoriquement (1--)k+k2/n. Les deux autres meilleurs modes H' et H'' valent environ 
N, le score moyen du bruit, soit k2/n. En appliquant la définition de la mesure de similarité (voir 
chapitre 6), nous avons alors :
KH #
H '+H ' '
2
K
H
=
(1#Q) .k
(1#Q) .k+k 2/n
(2)
Cette expression tend vers 1 lorsque n augmente ; ainsi, ce n'est que lorsque la précision des 
orientations est grande qu'effectivement nous pouvons nous attendre à une mesure de similarité 
proche de 1. Dans les cas contraires, la présence d'une information commune reste avérée mais avec 
des valeurs plus faibles, qui dépendent du nombre de primitives, de la précision de leurs 
orientations et du taux de contamination. C'est notamment la raison pour laquelle nous avons fixé  
la précision des orientations à une valeur constante de 0.3°, afin de faciliter l'interprétation des  
résultats qui vont suivre.
Les deux expériences présentées ci-dessus sont donc des points de référence dans toute cette 
première section. Dans les prochaines sous-sections, les deux nuages de points de la figure 4 vont 
subir différentes altérations, dont nous allons étudier les effets : données mal localisées et données 
lacunaires auxquelles sera ajouté du bruit.
1.2 Données mal localisées
Notre première perturbation consiste à simuler des données mal localisées. En partant des deux 
nuages de points de référence, nous leur avons appliqué une simple dilatation par un élément 
structurant carré 3*3, et avons supprimé 50% des points. Le résultat est présenté dans la figure 8a 
ci-dessous, avec un zoom en figure 8b sur l'une des structures présentes.
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Fig. VIII.8b : Zoom sur l'une des structures présentes 
dans les nuages.
Fig. VIII.8a : Nuages de points dont les données sont mal localisées.
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Les trois meilleurs appariements sont montrés dans la figure 9 ; les distributions des orientations 
de la meilleure paire (en rouge) sont représentées dans la figure 10, ainsi que la distribution de leurs 
différences sans filtre et avec filtre médian dans la figure 11. Un tableau résumant les 
caractéristiques de la distribution filtrée est présent immédiatement en dessous.
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Fig. VIII.9 : Trois meilleures paires.
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Nombre de primitives Nuage 1 Nuage 2
891 863
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 60.0° 126
2 -6.3° 63
3 53.1° 60
H H1 H2 /%"%01)%23
59 15 14 0.7542
Tab. VIII.3 :  Caractéristiques de la distribution filtrée.
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Fig. VIII.10 : Distributions des orientations.
Fig. VIII.11 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
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Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.724 et 0.625 
respectivement. L'algorithme d'extraction des primitives ayant été conçu pour faire face aux 
situations floues, il semble normal d'obtenir des scores proches de ceux du cas référence idéal 
(figure 4).
Nous ajoutons maintenant à ces deux nuages de points un bruit uniforme. La quantité de bruit se 
mesure comme le rapport du nombre de points ajoutés sur le nombre de points de chaque nuage 
présents à l'origine (par exemple, un bruit de 100% signifie qu'il y a autant de points aléatoires qu'il 
y a de points valides). Nous commençons avec un bruit présent à hauteur de 80%. Les nuages de 
points ainsi contaminés sont représentés dans la figure 12 ci-dessous ; nous y avons directement 
représenté les trois meilleurs appariements.
Les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la figure 
13, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 14. 
Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.12 : Nuages perturbés par un bruit à hauteur de 80%; trois meilleures paires.
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Nombre de primitives Nuage 1 Nuage 2
918 901
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 60.0° 117
2 61.5° 63
3 79.2° 62
H H1 H2 /%"%01)%23
57 13 14 0.7632
Tab. VIII.4 :  Caractéristiques de la distribution filtrée.
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Fig. VIII.13 : Distributions des orientations.
Fig. VIII.14 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
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Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.693 et 0.649 
respectivement. Comme on peut le constater, le nombre de primitives extraites est quasiment 
identique au cas précédent. La présence de bruit n'a donc pas (ou très peu) participé à l'émergence 
de nouvelles primitives. Les mesures de similarité sont restées élevées, comme dans le cas 
précédent.
Nous continuons avec un bruit présent à hauteur de 90%. Les nuages de points ainsi contaminés 
sont représentés dans la figure 15 ci-dessous ; nous y avons directement représenté les trois 
meilleurs appariements.
Les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la figure 
16, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 17. 
Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.15 : Nuages perturbés par un bruit à hauteur de 90%; trois meilleures paires.
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Nombre de primitives Nuage 1 Nuage 2
1270 1325
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 -2.7° 78
2 -40.8° 74
3 -0.9° 72
H H1 H2 /%"%01)%23
34 15 16 0.544
Tab. VIII.5 :  Caractéristiques de la distribution filtrée.
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Fig. VIII.17 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
Fig. VIII.16 : Distributions des orientations.
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Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.523 et 0.513 
respectivement. Ici, le nombre de primitives est passé d'environ 900 à 1250, soit un gain d'environ 
40%. Pourtant, un rapide examen de la position des primitives nous apprend que peu de primitives 
sont présentes dans les zones « vides » d'information ; les nouvelles primitives sont en fait 
concentrées sur les objets et perturbent l'estimation des orientations. L'émergence du signal 
recherché est donc compromise. 
1.2 Données lacunaires
Dans cette nouvelle sous-section, nous introduisons un nouveau type de perturbation : certains 
points du nuage vont être éliminés à hauteur d'un certain pourcentage. Pour cela, nous tirons au sort 
les points d'un nuage et supprimons tous les points situés à une distance inférieure à deux pixels. De 
cette manière, nous effaçons les structures linéiques par petits morceaux. Nous avons choisi 
d'éliminer 25% des points de chaque nuage de cette manière ; le résultat est montré dans la figure 
18 ci-dessous.
- 174 -Fig. VIII.18 : Données lacunaires (suppression égale à 25%); trois meilleures paires.
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Pour plus de commodité, nous avons représenté dans la figure 19 les zones de suppression sous 
forme binaire. 
Les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la figure 
20, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 21. 
Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.19 : Zones de suppression.
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Nombre de primitives Nuage 1 Nuage 2
635 687
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 60.0° 131
2 -72.9° 73
3 -68.7° 72
H H1 H2 /%"%01)%23
56 16 15 0.723
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Fig. VIII.20 : Distributions des orientations.
Fig. VIII.21 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
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Tab. VIII.6 :  Caractéristiques de la distribution filtrée.
Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.645 et 0.636 
respectivement. Par rapport au cas référence (figure 4), les mesures de similarité ont diminué : ceci 
est normal puisque le nombre k de primitives a lui-même diminué ; or la diminution des primitives 
est un facteur qui limite l'apparition du signal recherché.
Nous ajoutons maintenant à ces deux nuages de points un bruit uniforme à hauteur de 80%. Les 
nuages de points ainsi contaminés sont représentés dans la figure 22 ci-dessous ; nous y avons 
directement représenté les trois meilleurs appariements. Les zones de suppression sont restées 
identiques.
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Fig. VIII.22 : Données lacunaires (suppression égale à 25%); ajout de bruit à hauteur de 80%; trois meilleures 
paires.
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Les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la figure 
23, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 24. 
Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.24 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
Fig. VIII.23 : Distributions des orientations.
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Nombre de primitives Nuage 1 Nuage 2
665 715
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 60.0° 205
2 58.5° 125
3 -63.6° 85
H H1 H2 /%"%01)%23
88 28 19 0.733
Tab. VIII.7 :  Caractéristiques de la distribution filtrée.
Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.632 et 0.625 
respectivement. Ici nous obtenons le même nombre de primitives, ainsi que des mesures de 
similarités proches du cas précédent. Le bruit ajouté aux nuages n'a donc que peu affecté 
l'extraction des primitives ainsi que la caractérisation d'une information commune entre les deux 
nuages.
Finalement, nous ajoutons aux deux nuages de points un bruit uniforme à hauteur de 90%. Les 
nuages de points ainsi contaminés sont représentés dans la figure 25 ci-dessous ; nous y avons 
directement représenté les trois meilleurs appariements. Les zones de suppression sont restées 
identiques.
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Les distributions des orientations de la meilleure paire (en rouge) sont représentées dans la figure 
26, ainsi que la distribution de leurs différences sans filtre et avec filtre médian dans la figure 27. 
Un tableau résumant les caractéristiques de la distribution filtrée est présent immédiatement en 
dessous.
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Fig. VIII.25 : Données lacunaires (suppression égale à 25%); ajout de bruit à hauteur de 90%; trois meilleures 
paires.
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Fig. VIII.27 : Distributions des différences d'orientations non-filtrée (à g.), avec filtre médian (à d.).
Fig. VIII.26 : Distributions des orientations.
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Nombre de primitives Nuage 1 Nuage 2
713 747
Modes (pour la meilleure paire) Localisations
Scores cumulés sur cinq 
cellules
1 59.7° 160
2 -81.9° 94
3 -26.4° 89
H H1 H2 /%"%01)%23
71 23 19 0.704
Tab. VIII.8 :  Caractéristiques de la distribution filtrée.
Les deux autres paires ont obtenu comme mesures de similarité les valeurs 0.650 et 0.627 
respectivement. Contrairement au cas de données mal localisées avec le même taux de bruit, il a été 
possible ici d'identifier des paires correctes : des structures linéiques plus diffuses sont plus 
sensibles à la présence de bruit uniforme, ce qui n'est pas le cas de structures plus précises dont on 
peut estimer plus sûrement les orientations, même si ces structures sont lacunaires. Il y a tout 
simplement moins de dispersion des votes autour du signal recherché.
2) Télédétection
Dans cette section, nous présentons les résultats obtenus sur trois paires d'images issues 
d'instruments d'observation de la Terre : deux paires sont issues de satellites, tandis que la troisième 
paire a été acquise par un drone.
2.1 Multispectral et radar : baie de Tokyo
Le premier exemple concerne deux images de la baie de Tokyo, dont les modalités sont 
différentes : il s'agit d'une image multispectrale acquise par le capteur Landsat 7, et d'une image 
radar acquise par le capteur AMI-ERS2. Les résolutions des capteurs étant légèrement différentes, 
30m et 25m respectivement, cette information a été utilisée pour rééchantillonner l'image 
multispectrale. Une rotation existe entre les deux images, d'un angle d'environ 13° (calculé grâce à 
des paires de pixels sélectionnées manuellement).
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La première étape de la chaîne de traitement a consisté à traiter l'image multispectrale pour ne 
conserver qu'une seule bande. Nous avons choisi pour cela d'utiliser une Analyse en Composantes 
Principales (ACP), afin de recombiner les trois bandes en la bande contenant une quantité maximale 
d'informations (au sens de la variabilité des pixels) ; d'autres méthodes auraient pu être utilisées 
comme l'Analyse en Composantes Indépendantes par exemple, où plusieurs images auraient été 
obtenues avec autant d'images binaires à produire. L'image radar a quant à elle subit un filtrage pour 
réduire le speckle que de telles images contiennent classiquement ; l'un des filtres les plus simples 
et les plus connus est celui de Lee [Lee80], que nous avons choisi pour réaliser le débruitage de 
l'image radar.
La production des images binaires a été faite grâce à l'utilisation d'extracteurs de contours. 
L'image mono-canal issue de l'image multispectrale a été traitée grâce à un opérateur connu, celui 
de Canny [C86]. L'image radar a quant à elle été traitée par un opérateur à taux de fausses alarmes 
constant tout aussi connu, celui de Touzi et al. [TLB88] ; cet opérateur a spécialement été conçu 
pour les images radars. Dans la figure ci-dessous, nous montrons les nuages de points obtenus :
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Fig. VIII.28 : Image multispectrale Landsat (à g.) et image radar ERS2 (à d.).
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Comme nous pouvons le constater, les structures linéiques produites par le précédent traitement 
sont principalement dues aux cours d'eau et à la ligne de côte. D'autres traitements auraient bien sûr 
pu produire d'autres nuages de points tout aussi pertinents. L'application de la mesure de similarité à 
la recherche des trois régions les plus similaires a produit le résultat suivant :
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Fig. VIII.30 : Trois meilleurs appariements.
Fig. VIII.29 : Nuages de points obtenus par l'opérateur de Canny [C86] (à g.), et celui de de Touzi et al [TLB88] (à d.).
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Sans surprise, les trois meilleures paires ont été identifiées dans les zones du littoral plutôt que dans 
les terres.
2.2 Multispectral et radar : Paris
Nous continuons avec deux images issues des mêmes capteurs, acquises sur la ville de Paris. Une 
rotation existe entre les deux images, d'un angle d'environ 14°.
 L'image Lansat 7 correspond à la bande 8 du capteur et uniquement celle-ci ; nous n'avons pas 
eu à utiliser d'ACP ici. Le reste de la chaîne de traitement est identique au cas précédent. Dans la 
figure ci-dessous, nous montrons les nuages de points obtenus :
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Fig. VIII.32 : Nuages de points obtenus par l'opérateur de Canny [C86] (à g.), et celui de de Touzi et al. [TLB88] (à d.).
Fig. VIII.31 : Image Landsat (à g.) et image radar ERS2 (à d.).
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Comme nous pouvons le remarquer, les cours d'eau sont ici aussi les principaux pourvoyeurs de 
structures linéiques. L'application de la mesure de similarité à la recherche des trois régions les plus 
pertinentes a produit le résultat suivant :
Les paires trouvées sont correctes, mais nous devons néanmoins nuancer ce résultat. En effet, si 
l'acquisition de la scène s'était limitée à la zone de Paris elle seule, et où donc peu de structures 
linéiques sont présentes dans les nuages de points qui ont été produits, l'algorithme n'aurait pas pu 
produire de résultats corrects. Pourtant, dans les images initiales, il semble clair que des structures 
linéiques auraient pu être extraites avec une autre chaîne de traitement que celle que nous avons 
proposée. Cet exemple montre donc que l'extraction de structures linéiques est une question qui 
devrait être approfondie dans des travaux de recherche ultérieurs.
2.3 Cohérence géométrique
Dans l'exemple ci-dessous, nous traitons le cas de deux images fournies par l'IRSA (« Institut of 
Remote Sensing Applications »). Les deux images ont été acquises en infrarouges, et sont donc de 
même modalité. Néanmoins, le capteur ayant été convoyé par un drone volant à basse altitude, 
l'angle de prise de vue était variable, provoquant des réflectances différentes ; en regardant la figure 
34, nous pouvons constater que les niveaux de gris entre les deux images changent effectivement.
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Fig. VIII.33 : Trois meilleurs appariements.
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L'intérêt de cette paire d'images est qu'il existe des sous-régions se ressemblant : on peut 
notamment citer les différents blocs qui correspondent à des lotissements. Ici, nous avons 
volontairement « supprimé » la fonction de validation de cohérence géométrique des paires de 
fenêtres appariées. Les images binaires ont simplement été produites grâce à l'opérateur de Canny 
[C86]. La recherche des trois meilleurs appariements a produit le résultat suivant :
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Fig. VIII.34 : Images infrarouges aéroportées fournies par l'IRSA.
Fig. VIII.35 : Appariements de cinq régions entre deux images infrarouges aéroportées, sans contrainte de 
cohérence géométrique des paires.
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Seules deux paires sont correctes (paires rouge et jaune) ; la paire mauve est incorrecte, même si 
elle correspond à l'appariement de deux régions qui se ressemblent. Les paires verte et bleue 
identifient à peu près la même zone au sol, mais sont relativement imprécises. À nouveau, si l'on 
réintègre la contrainte de cohérence géométrique, nous obtenons le résultat suivant :
Cette exemple illustre l'importance de la contrainte géométrique dans des scènes où des 
« motifs » peuvent se répéter. Dans la pratique, nous pensons bien évidemment à des acquisitions 
effectuées sur des scène urbaines.
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Fig. VIII.36 : Appariements de 5 régions entre deux images infrarouges aéroportées, avec contrainte de cohérence 
géométrique sur les paires.
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3) Autres domaines d'applications : imagerie médicale & vision industrielle
Dans cette section, nous nous intéressons aux possibilités d'utiliser notre méthode sur quelques 
exemples d'images n'appartenant pas au domaine de l'observation de la Terre : l'imagerie médicale 
et la vision industrielle.
3.1 Imagerie médicale
Deux exemples d'application aux images médicales sont donnés dans cette sous-section : en 
effet, de nombreuses structures linéiques typiques de changements de milieu sont présentes dans ce 
type d'image, et permettent l'application de la méthode décrite dans cette thèse.
La première paire [AG03] concerne un couple d'images de modalités différentes (figure 37, page 
suivante) : la première image est acquise par Tomodensitométrie (« Computed Tomography » -CT 
scan- en anglais) et la seconde est acquise grâce à l'Imagerie par Résonance Magnétique « IRM » 
(« Magnetic Resonance Imaging » -MRI- en anglais). La tomodensitométrie est une technique 
d'imagerie médicale qui consiste à mesurer l'absorption des rayons X par les tissus puis, par 
traitement informatique, à numériser et enfin reconstruire des images 2D ou 3D des structures 
anatomiques. Pour acquérir les données, la technique d'analyse tomographique ou "par coupes" est 
employée, en soumettant le patient au balayage d'un faisceau de rayons X. De même, l'IRM permet 
d'obtenir des vues 2D ou 3D de l'intérieur du corps, mais de façon non-invasive (la 
tomodensitométrie nécessitant l'injection intraveineuse d'un composé faiblement radioactif) avec 
une résolution relativement élevée. Son principe consiste à réaliser des images du corps humain 
grâce aux nombreux atomes d’hydrogène qu’il contient. Placés dans un puissant champ magnétique, 
tous les atomes d’hydrogène s’orientent dans la même direction : ils sont alors excités par des ondes 
radio durant une très courte période (ils sont mis en résonance). À l’arrêt de cette stimulation, les 
atomes restituent l’énergie accumulée en produisant un signal qui est enregistré et traité sous forme 
d’image par un système informatique. 
Comme on peut le constater dans ces images, de nombreuses interfaces entre milieux existent, 
qui peuvent être aisément récupérées en appliquant le détecteur de contours de Canny [C86] (figure 
38, page suivante).
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Fig. VIII.37 : Images de la boite crânienne d'un patient [AG03] ; tomodensitométrie (à g.) et IRM « FLAIR » (à d.).
Fig. VIII.38 : Contours en utilisant l'opérateur de Canny [C86].
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La recherche des trois meilleurs appariements a produit un résultat correct :
Dans l'exemple qui suit [TOT10], nous montrons les résultats obtenus sur deux images IRM avec 
des caractéristiques différentes, « pondération T1 » et « pondération T2 », qui correspondent à des 
modifications du temps de répétition entre deux excitations et le temps d'écho. Après stimulation de 
radio-fréquence avec un temps de répétition court (pondération T1), on ne laisse pas le temps aux 
atomes d'hydrogène de certains tissus de revenir en position d'équilibre alors que, pour les atomes 
d'hydrogène d'autres tissus, le temps est suffisamment long pour qu'il y ait un retour à l'équilibre. 
Lorsque l'on mesure l'état d'énergie des atomes des tissus, on note des écarts d'états entre ces 
différents atomes. Après stimulation par un temps d'écho long (pondération T2), on retrouve des 
décroissances d'énergie d'amplitude plus importante entre les tissus. Les tissus ayant des temps T1 
et T2 différents en fonction de leur richesse en atome d'hydrogène et en fonction du milieu dans 
lequel ces derniers évoluent, peuvent renvoyer des signaux différents si l'on arrive à mettre en 
évidence ces différences de temps. C'est de cette manière qu'ont été obtenues les deux images 
suivantes :
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Fig. VIII.39 : Recherche des trois meilleurs appariements.
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L'extraction de contours par opérateur de Canny [C86] ne pose aucune difficulté : 
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Fig. VIII.41 : Extraction de contours en utilisant l'opérateur de Canny [C86].
Fig. VIII.40 : Cerveau d'une enfant atteinte de malformations vu par IRM [TOT10]; pondération T2 (à g.) et  
pondération T1 (à d.).
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Ici aussi, la recherche des trois meilleurs appariements a produit un résultat correct :
Nous continuons cette section dédiée aux autres domaines d'applications avec le cas des images 
industrielles. Nous nous intéressons au cas des microscopes électronique à balayage (MEB). Un 
MEB consiste en un faisceau d’électrons balayant la surface de l’échantillon à analyser qui, en 
réponse, réémet certaines particules. Ces particules sont analysées par différents détecteurs qui 
permettent de reconstruire une image en trois dimensions de la surface. Ce type d’instrument est 
utilisé couramment dans des domaines aussi variés que l’électronique, les sciences des matériaux et 
les sciences du vivant. Nous montrons dans la figure ci-dessous deux images produites à partir du 
même échantillon, grâce à un détecteur de type Everhart-Thornley [Lev10].
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Fig. VIII.42 : Recherche des trois meilleurs appariements.
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Les deux images ci-dessus ont été obtenues avec deux configurations différentes : électrons 
rétrodiffusés et secondaires. Les images transportent alors une information différente : l’image de 
gauche contient une information de composition et une information de topographie alors que celle 
de droite n’est sensible qu’à la topographie de l’échantillon. 
L'application de l'opérateur de Canny [C86] produit les images binaires suivantes :
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Fig. VIII.44 : Extraction de contours en utilisant l'opérateur de Canny [C86].
Fig. VIII.43: Images obtenues à l’aide d’un détecteur Everhart Thornley en configuration détection d’électrons 
rétrodiffusés (à g.) et secondaires (à d.) [Lev10].
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La recherche des trois meilleurs appariements a produit un résultat correct :
Même si le milieu industriel est riche de techniques d'acquisition assez différentes (microscopie 
notamment), le cas que nous venons de présenter constitue une illustration assez encourageante de 
l'application de la méthode dans un tel domaine.
4) Conclusion
Au cours de ce chapitre, nous avons montré l'utilisation de notre méthode à travers des situations 
très variées. 
En tout premier lieu, nous avons utilisé des données synthétiques, dont l'intérêt était de pouvoir 
paramétrer diverses perturbations et d'analyser le comportement de la mesure de similarité définie 
dans cette thèse. Nous avons ainsi pu constater les bonnes performances de cette mesure, même 
dans des conditions difficiles.
Ensuite, nous avons testé la mesure de similarité sur des données réelles issues de la 
télédétection, de modalités différentes. Sur trois exemples, deux utilisations se sont montrées 
probantes. Le résultat constaté sur la paire de Paris nous a permis de mettre en lumière que bien 
qu'il existe des structures linéiques dans les images, leur extraction nécessite que des travaux de 
recherche spécifiques y soient consacrés.
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Fig. VIII.45 : Recherche des trois meilleurs appariements.
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Enfin, l'argument selon lequel des interfaces entre milieux différents doivent apparaître en même 
temps dans des modalités différentes nous a poussé à tester notre méthode sur des images autres que 
celles de l'observation de la Terre ; les résultats obtenus sur des images médicales et industrielles se 
sont révélés favorables.
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Conclusion
Le dernier chapitre de ce manuscrit est l'occasion de dresser un bilan des travaux qui ont été 
menés au cours de cette thèse, et de présenter un ensemble de perspectives qui peuvent y faire suite.
1) Bilan
Les travaux de thèse présentés dans ce manuscrit avaient pour objet le développement d'une 
méthode originale pour le recalage de points 2D par transformation rigide, appliquée à la fusion 
d'images de télédétection de modalités différentes. 
Trois aspects différents ont été abordés : la représentation de l'information pertinente contenue 
dans les nuages de points, la définition d'une mesure de similarité entre sous-nuages invariante par 
rotation, et enfin la modélisation du bruit et son influence sur la robustesse de cette mesure.
Le premier point, la représentation de l'information pertinente contenue dans les nuages, 
correspond à l'utilisation d'une hypothèse généralement vérifiée pour les nuages issus de cas réels : 
il existe des sous-ensembles de points qui s'organisent en structures linéiques, et ces structures 
linéiques ont la propriété d'être communes, dans une large mesure, aux nuages à recaler. Elles sont 
l'expression la plus générale d'une information commune entre nuages de points, indépendamment 
de la manière dont ceux-ci sont obtenus. Néanmoins, puisque de telles structures peuvent apparaître 
sous des formes assez diverses dans la pratique, cette information doit être représentée de manière 
uniforme à l'aide d'une modélisation adaptée. Cela a été rendu possible en considérant que chaque 
structure linéique peut être découpée en éléments plus simples : des morceaux définis par une 
position, par la tendance locale de l'alignement de points autour de cette position, et enfin par un 
score de pertinence. Les primitives ainsi définies forment alors un dénominateur commun entre les 
différentes expressions possibles de structures linéiques. 
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Cette première partie de thèse a donné lieu à deux articles de conférence : le premier (ISPRS 
2008) avait pour objet de décrire une méthodologie générale pour le recalage de nuages de points 
2D, tandis que le second (SPIE 2009) avait une orientation plus algorithmique et concernait 
l'extraction des primitives. Ces primitives devaient donc être utiles à l'estimation d'une 
transformation rigide entre nuages par transformée de Hough : néanmoins, le bruit présent dans les 
espaces de Hough (espaces des paramètres) demeurait trop important, et la nécessité d'une stratégie 
d'appariement améliorée devenait de plus en plus décisive. La définition d'une telle stratégie est 
alors devenu l'axe de recherche privilégié de cette thèse.
Ainsi, les travaux de cette thèse ont évolué vers la caractérisation d'une mesure de similarité 
entre sous-nuages de points, invariante par rotation. En considérant qu'il existe une transformation 
géométrique simple qui permette de recaler deux sous-nuages, il a été possible de définir une 
mesure de similarité « pilotée par modèle » à la manière d'une transformée de Hough. En effet, 
l'étude d'un grand nombre de relations géométriques entre primitives (entre leurs orientations plus 
exactement) permet de caractériser la présence d'une information commune entre deux sous-nuages. 
La définition de cette mesure de similarité a fait l'objet d'un travail expérimental d'une part, en 
contrôlant les paramètres de différentes simulations (nombre de primitives, précision des 
orientations, taux de contamination) ; et d'un travail plus formel d'autre part, sur les mécanismes 
d'accumulation des occurrences en fonction des mêmes paramètres. En utilisant ces résultats et en 
tenant compte de certaines variabilités qu'il est possible de rencontrer dans les cas réels, nous avons 
construit un algorithme permettant de donner un score de ressemblance entre deux sous-nuages.
Enfin, nous nous sommes intéressés à la robustesse de la mesure de similarité. Ces travaux ont 
pour point de départ la modélisation du bruit dans la distribution des différences d'orientations. En 
considérant que le bruit suit une loi uniforme, le nombre d'occurrences de chaque cellule liée au 
bruit répond à un schéma de Bernoulli. En utilisant les connaissances sur le nombre H d'occurrences 
attendues du signal recherché, il est possible de donner un majorant très proche de la probabilité P 
pour qu'une cellule issue du bruit ait un score supérieur à H. Cette borne, interprétée comme le 
risque pour que la caractérisation d'une information commune soit faussée, dépend de trois 
paramètres : nombre de primitives, précision des orientations, et taux de contamination. 
Notamment, ce risque diminue lorsque la précision des orientations augmente. En fixant un taux de 
contamination arbitrairement grand pour faire face aux situations les plus défavorables, il est donc 
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possible de déterminer la précision des orientations pour que la probabilité d'échec soit inférieure à 
un seuil P0. La fiabilité de la mesure de similarité peut donc être contrôlée.
Les travaux qui concernent cette mesure ont fait l'objet d'une demande de dépôt de brevet auprès 
de l'Institut National de la Propriété Intellectuelle en mars 2011, date à laquelle la Délégation 
Générale de l'Armement a autorisé la divulgation des derniers résultats de cette thèse. Ce processus 
ayant duré un peu moins d'un an, la soumission d'articles de conférences et de revues internationales 
a été reportée jusqu'à ce jour. Actuellement, plusieurs articles ont été ou vont être soumis (SPIE, 
TAIMA, SIAM, IJRS...).
L'orientation des travaux de recherche ayant évolué au cours de cette thèse vers la caractérisation 
d'une mesure de similarité entre sous-nuages, les objectifs initiaux demeurent partiellement 
inachevés. Ces objectifs concernaient, rappelons-le, le développement d'un algorithme de recalage 
de nuages de points 2D. Notamment, les questions qui concernent la production de nuages de points 
à partir d'images de télédétection, la précision de l'estimation ou encore l'extension à des modèles de 
déformations plus complexes sont restés en suspens au terme de cette thèse.
Enfin, signalons que ces travaux de thèse ont été l'occasion d'établir des liens avec des centres de 
recherches étrangers, principalement orientés  vers  les  applications  environnementales, comme 
l'IRSA (Institut of Remote Sensing Applications) en Chine ou l'YRITWC (Yukon River Inter-Tribal 
Watershed  Council)  en  Alaska.  La  caractérisation  de  la  similarité  entre  images  de  modalités 
différentes  constitue  d'ailleurs  une  contribution  notable  aux  besoins  de  l'IRSA en  matière  de 
recalage.
2) Perspectives
Les travaux présentés dans cette thèse peuvent faire l'objet de développements supplémentaires, 
tant aux niveaux méthodologique qu'applicatif.
Cela concerne par exemple la production de nuages de points 2D à partir d'images de 
télédétection. Il s'agirait de produire des nuages dont la part d'information commune a été 
« optimisée ». En effet, la plupart des modalités permettent de produire des informations à propos 
d'une scène dans plusieurs canaux différents (cela est aussi vrai pour les images radars avec 
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l'utilisation de plusieurs polarités) ; même si l'information présente dans ces canaux est en partie 
redondante, chaque canal fournit tout de même une information particulière. Or, l'Analyse en 
Composante Indépendante permet une recombinaison des canaux de sorte que ceux-ci soient le 
moins possible corrélés entre eux : chaque nouveau canal fournit alors une information singulière 
sans ou avec peu de redondance. Il existe alors autant de nuages de points qu'il y a de nouveaux 
canaux, et qui comportent des informations différentes. Et il est fortement probable que certaines 
paires de nuages de points, parmi celles qu'il est possible de produire à partir de deux images, 
posséderont un contenu informationnel plus proche, et que leur utilisation sera plus pertinente dans 
un processus de recalage.
Par ailleurs, la précision de l'estimation des paramètres n'a pas bénéficié d'une attention aussi 
soutenue que la robustesse. La question paraît d'autant plus importante que les primitives utilisées 
ne représentent une information qu'à une position Dmin près, et que de plus, leurs orientations sont 
discrétisées selon n valeurs dans l'ensemble [0°,180°[. Des résultats préliminaires semblent montrer 
que la précision peut être améliorée par compensation statistique : la moyenne des paramètres 
calculés à partir de primitives en correspondance converge d'autant plus facilement que la 
proportion d'information commune présente entre deux nuages est grande. Il serait  donc intéressant 
de prolonger ces résultats. Par ailleurs, la recherche d'amers peu nombreux mais de formes précises 
au sein de fenêtres corrélées constitue une autre voie intéressante pour traiter la question de la 
précision. En effet, l'établissement de paires de régions supportant une information commune peut 
être une étape préalable à la localisation d'amers particuliers, dont quelques paires fiables suffiraient 
à produire une estimation précise. Un telle stratégie s'appuierait par exemple sur l'information 
obtenue sur l'angle de rotation à partir de la distribution des différences d'orientations, ou encore de 
la transformation globale qui relie les régions entre elles. 
La robustesse de la méthode proposée a été un aspect important dans ce travail de thèse, et a fait 
l'objet de plusieurs contributions ; néanmoins, cet aspect peut être encore approfondi. En effet, le 
processus de recalage peut s'exprimer comme un problème d'estimation paramétrique à partir de 
données contaminées. Il est donc possible de l'inscrire dans un contexte mathématique plus étendu 
qui est celui des statistiques robustes. C'est dans cet esprit que la transformée de Hough, et sa 
capacité à discriminer naturellement les « inliers » des « outliers », a été utilisée comme fil 
conducteur tout au long de cette thèse. Or, bien que traditionnellement liée au domaine de la 
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reconnaissance des formes, cette transformée appartient en réalité au groupe des estimateurs dits 
« robustes ». Le lien entre recalage et statistiques robustes devraient donc constituer une suite 
logique à l'évolution des algorithmes de recalage montrée dans la partie « état de l'art » de cette 
thèse.
Enfin, nous voudrions mentionner le cas des maillages 3D ; de tels objets sont en effet 
omniprésents dans de nombreux domaines de l'imagerie, et sont à la base d'applications 
importantes. Les maillages 3D sont habituellement obtenus à partir de nuages de points 3D qui ont 
été triangulés ; leurs éléments de base sont des tétraèdres, eux-mêmes constitués de triangles. 
Lorsque deux maillages ont été acquis dans des conditions différentes, ceux-ci peuvent contenir des 
groupes de triangles en commun alors que d'autres groupes ont été déformés ; il devient alors 
nécessaire d’identifier des régions qui supportent une information commune. Or les maillages sont 
souvent en correspondance à travers une transformation géométrique simple. Deux triangles 
peuvent être assimilés à deux plans qui sont séparés par une rotation dont l'angle est égal à celui qui 
existe entre leurs normales respectives. Il est alors possible d'utiliser la distribution de cet angle 
pour caractériser la présence d'une information commune. La mesure de similarité définie dans cette 
thèse est donc directement utilisable dans ce cas, puisque des triangles sont des primitives 
« orientées ». Les maillages forment des structures de données très utilisées dans des domaines 
comme l'imagerie médicale (modélisation d'organes), l'imagerie industrielle (notamment la 
Conception Assistée par Ordinateur, la robotique), la télédétection elle-même (Modèles Numériques 
de Terrain, LIDAR), la Réalité Virtuelle, l'analyse d'images (reconnaissance faciale par exemple), 
etc. Il existe donc de nombreuses applications potentielles à partir de la définition d'une mesure de 
similarité entre maillages 3D.
En ce qui concerne les développements applicatifs liés à la télédétection, deux voies au moins 
sont possibles avec l'IRSA et l'YRITWC. Chacun de  ces  deux centres  ont  des  thématiques  de 
recherches particulièrement orientées sur les applications de la télédétection. L'IRSA, sous la tutelle 
de l'Académie Chinoise des Sciences, comprend 14 laboratoires dont certains se préoccupent de 
sujets comme l'agriculture, l'écologie, les catastrophes naturelles, etc. Dans la partie « résultats » de 
cette thèse, nous mentionnions l'une des problématiques de l'IRSA dans le domaine de l'étude des 
glissements de terrain. De telles applications nécessitent que les recalages soient non affectés par les 
différences entre les acquisitions « avant » et « après » les épisodes de glissements. La 
méthodologie décrite dans cette thèse peut répondre à une telle contrainte. Par ailleurs, ces images 
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sont acquises à partir de drones qui opèrent à basses altitudes ; dans de tels cas, l'extension de la 
méthode à des modèles de déformations plus complexes représenterait un intérêt certain. 
L'YRITWC est une organisation non-gouvernementale ayant une vocation à la fois humanitaire et 
scientifique. Parmi ses différentes missions, cette organisation a pour objectif la préservation et la 
protection du bassin versant de la rivière Yukon (Alaska), où vivent de nombreuses tribus indiennes. 
Étant donné que certaines régions en Alaska sont difficiles d'accès à cause du relief montagneux, 
l'YRITWC utilise un nombre important d'images de télédétection de modalités différentes qu'il est 
nécessaire de recaler automatiquement. La fusion des informations apportées par différentes images 
permet alors de conduire des études à caractère écologique (pollution des cours d'eau, végétation, 
etc).
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Estimation d'une similarité ou d'une transformation rigide par la 
méthode des moindres carrés
Étant donnés deux nuages de points notés P et V, l'ensemble {(pi,vi)}i =1..n représente les points 
appariés d’un nuage à l’autre. On cherche à résoudre le problème d’optimisation suivant :
min
!s , R ,5t $
62 !s , R ,5t $=!
i =1
n
75pi#!s.R ! 5vi $)5t $7
2 (1)
où s représente une homothétie, R représente une rotation et t représente une translation. Ce 
problème est connu sous le nom de « problème d'orientation absolue ». Nous allons présenter deux 
méthodes permettant sa résolution : Horn ([H87]) qui repose sur l'utilisation de quaternions et 
Umeyama ([U91]) qui utilise le calcul matriciel.
Méthode de Horn :
À l'origine, Horn s'occupe du problème d'optimisation posé en (1) avec des points de trois 
dimensions.
En premier lieu, les points sont recentrés selon leurs barycentres respectifs :
59 p=
1
n *i=1
n
5p i , 59v=
1
n*i=1
n
5vi G
5p i
'= 5pi# 59 p ,
5vi
' =5vi# 59 v (2)
Le problème devient alors :
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min
!s , R , 5t ' $
62!s , R , 5t ' $=*
i=1
n
75pi
'#!s.R ! 5vi
' $)5t ' $72
avec 5t '=5t # 59 p)s.R. 59 v (3)
En manipulant l'expression (3), Horn montre que :
• la rotation peut être estimée indépendamment de la translation t et du facteur d’échelle s. 
• le facteur d’échelle peut être estimé indépendamment de la translation t (voire de la rotation 
R si l’on reformule légèrement le problème décrit en (3)). 
Notamment, il démontre que l’estimation de la rotation se ramène à la maximisation de la forme 
quadratique suivante :
max
q8H
qT N q avec 7q7=1 (4a)
où q=(q0,qx,qy,qz) est un quaternion unitaire qui représente la rotation recherchée, et où N est une 
matrice 4*4 symétrique à coefficients réels définie comme suit : »
N =!
S xx)S yy)S zz S yz#S zy S zx#S xz S xy#S yx
S yz#S zy S xx#S yy#S zz S xy)S yx S zx)S xz
S zx#S xz S xy)S yx #S xx)S yy#S zz S yz)S zy
S xy#S yx S zx)S xz S yz)S zy #S xx#S yy)S zz
"  (4b)
avec : M =!
S xx S xy S xz
S yx S yy S yz
S zx S zy S zz
"=*i=1
n
5vi
' . 5pi
' t
(4c)
Maximiser la forme quadratique (4a) est relativement aisé. La matrice symétrique 4*4 possède 
quatre valeurs propres réelles, et les sous-espaces propres associés sont orthogonaux entre eux. On 
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note les valeurs propres (#1, #2, #3, #4) avec #1 >= #2 >= #3 >= #4 et les vecteurs propres 
normalisés correspondants (e1, e2, e3, e4). Ainsi, un quaternion q s’écrit dans cette base :
q = $1e1 + $2e2 + $3e3 + $4e4 (5)
Par conséquent : qTNq = $21#1 + $
2
2#2 + $
2
3#3 + $
2
4#4 (6)
Il vient immédiatement (nous rappelons que q est unitaire) :
qTNq <= $21#1 + $
2
2#1 + $
2
3#1 + $
2
4#1 = #1 (7)
Or ce maximum est atteint pour $1=1 et $2=$3=$4=0, soit :
q = e1 (8)
Ainsi, la forme quadratique qTNq est maximale lorsque le quaternion q est égal au vecteur 
propre lié à la valeur propre la plus élevée de N. La matrice de rotation est alors donnée en fonction 
de q par :
R=!
q0
2
)qx
2
)q y
2
)q z
2 2 !qx q y#q0 q z$ 2 !qx q z)q0 q y$
2!qy qx)q0 q z$ q0
2#qx
2)qy
2#q z
2 2 !q y q z#q0 qx$
2!q z qx#q0 qy $ 2!qz q y)q0 q z$ q0
2
#qx
2
#qy
2
)q z
2" (9)
Le facteur d'échelle s est exprimé par :
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s=
*
i=1
n
5pi
' . R. 5v i
'
*
i=1
n
75vi
'
7
2
(10)
Et la translation par :
5t = 59 p#s.R. 59 v (11)
Notamment dans le cas d'une transformation rigide, l'expression (9) est utilisable telle quelle, ainsi 
que l'expression (11) à condition de poser s=1.
Voyons maintenant comment adapter ces résultats dans le cas 2D. Nous reprenons la résolution 
du problème à l’étape (2b). Comme nous l’avons mentionné auparavant, l’estimation de la rotation 
peut se faire indépendamment du facteur d’échelle et de la translation. La technique utilisée est 
donc la même que dans le cas 3D, sauf que l’on sait d’avance que le quaternion unitaire recherché 
sera de la forme q=(q0, 0, 0, qz) puisque la rotation se fera autour de l’axe z. Nous devons alors 
maximiser la forme quadratique suivante :
max
!q0, q z$8R
2!q0q z"
T
. N.!q0q z" avec q0
2
)q z
2=1 (12a)
où N est maintenant une matrice symétrique réelle de taille 2*2 définie comme suit :
N =!S xx)S yy S xy#S yxS xy#S yx #!S xx)S yy $" (12b)
avec : M =!S xx S xyS yx S yy "=*i=1
n
5vi
' . 5pi
' t
(12c)
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Le vecteur (q0, qz) recherché correspond bien sûr au vecteur propre normalisé lié à la plus grande 
valeur propre de N. La matrice de rotation est alors donnée en fonction de (q0, qz) par :
R=! q0
2#q z
2 #2.q0 .qz
2.q0 .q z q0
2
#q z
2 " (13)
Le facteur d'échelle s est exprimé par :
s=
*
i=1
n
5pi
' . R. 5v i
'
*
i=1
n
75vi
'
7
2
(14)
La translation est donnée par : 
5t = 59 p#s.R. 59 v (15)
Le passage à la transformation rigide se fait immédiatement en posant s=1.
Méthode de Umeyama :
Nous rappelons le problème d’optimisation à résoudre :
min
!s , R ,5t $
62 !s , R ,5t $=*
i =1
n
75pi#!s.R ! 5vi $)5t $7
2 (15)
Dans sa méthode, Umeyama introduit les variables intermédiaires suivantes :
59 p=
1
n*i=1
n
5pi , 59 v=
1
n *i=1
n
5vi G
5pi
' =5pi# 59 p ,
5vi
'=5v i# 59 v (16a)
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+ p
2=
1
n*i=1
n
75pi
'72 , + v
2=
1
n *i=1
n
75v i
'72 (16b)
* pv=
1
n *i=1
n
5pi
' . 5vi
' t (16c)
Sur la première ligne, on peut reconnaître l’expression des barycentres à travers le calcul des 
vecteurs moyens !" p et !" v , ainsi que le « recentrage » des données ; en deuxième ligne, + p
2 et 
# p
2 correspondent aux variances autour des vecteurs moyens ; enfin, on peut remarquer la 
ressemblance qui existe entre la matrice ! pv et la matrice M définie précédemment dans la 
méthode de Horn : définie avec un facteur 1/n, elle s’interprète comme la matrice de covariance des 
données. C’est sur cette dernière que la méthode de Umeyama se concentre.
En effet, soit ADBT la décomposition en valeurs singulières de * pv , où D = diag(d1,d2, …, 
dm) avec d1 >= d2 >= … >= dm; alors, sous condition que rang( ! pv ) >= m-1, la 
transformation optimale est donnée par :
R= A.S.BT (17a)
s=
1
+v
2 . tr ! D.S $ (17b)
5t = 59 p#s.R. 59 v (17c)
avec : S=diag(1,1,....,1,det(A)*det(B)) (17d)
L’adaptation de la méthode de Umeyama en deux dimensions est assez directe, la solution étant 
donnée pour une dimension m quelconque. Notamment, dans le cas d'une transformation rigide, et 
parce que les données ont été recentrées, la rotation ne dépend ni du facteur d’échelle, ni de la 
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translation (cf. méthode de Horn ci-dessus); la formule exprimée en (17a) est donc réutilisable telle 
quelle, ainsi que l'expression (17c) à condition de poser trivialement s=1.
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