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of instruments to measure gases in trace amounts enjoy full access to the wavelengths where those measurements can be made with the greatest sensitivity. Many small molecules have their strongest absorption lines in the spectral region between ~3 and 10 μm, the spectral region spanned by QCL's and ICL's. Trace gas instruments utilizing these mid-IR lasers are being designed at universities [9] [10] [11] [12] [13] [14] [15] [16] [17] , government laboratories [18] [19] [20] and in corporations [21] [22] [23] [24] [25] [26] [27] [28] [29] , in order to help answer pressing questions in atmospheric and environmental research. QCL's and ICL's are nearly ideal sources for trace gas instruments that must operate outside the laboratory, since they can operate at near room temperature, they are small and robust, and can be easily modulated in wavelength. In this paper we present more detailed results from a new instrument that has two laser sources, a QCL and a TDL, in order to measure simultaneously seven isotopologues of carbon dioxide and water vapor. The Center for Atmospheric and Environmental Chemistry at Aerodyne Research, Inc. (ARI) has produced more than 120 laser-based atmospheric trace gas instruments over the last 10 years, to measure more than 25 different gases or isotopologues of gases, with sensitivities in some cases reaching sub parts per trillion. The absorption noise for the best of these results is on the order of ~5x10 −6 in 1s. Over the course of development, building and testing instruments over the last ~5 years we have evaluated and used more than 300 (combined) QCL's and ICL's in this very demanding application. Most of our instrument lasers are QCL's from Alpes Laser [5] . Alpes Laser was the first company to provide QCL's at the specific wavelengths best suited to measuring a variety of trace gases. While the first commercially available mid-IR QCL's were pulsed, now we use CW lasers almost exclusively. CW-QCL's give better results in instruments due to higher power, narrower linewidth and better stability [27, 28] . Recently, ICL's operating near 3 μm have become commercially available [8] and help fill in the availability of laser wavelengths near the C-H stretch absorption bands of many hydrocarbon compounds. We have found that in most cases these CW QCL's and ICL's are nearly ideal laser sources, and without them our high-precision instruments would not be possible.
In this paper we present a dual laser instrument that combines a 4.3μm QCL and a 2.773 μm TDL to simultaneously measure four isotopologues (isotopic variants) of CO 2 and three isotopologues of water vapor at ambient concentrations and with high precision. This is a very demanding application of laser technology, and these two types of lasers work together seamlessly. Isotopologues with relatively deep absorption lines are measured with a precision of ~0.1‰ (one part in 10 4 ) in 1 s. We will review our general design strategy, and the specific design of a two-laser instrument for isotopologues of carbon dioxide and water vapor. We will describe the characteristics of the measurement noise for seven isotopologues and the application of a calibration system. We will discuss a detailed analysis of the limiting noise effects.
A note on isotopic terminology may be useful at this point, since we use this language in the description of our instrument performance. An isotope of an atom is just an indication of the number of neutrons in the nucleus, reported in terms of the total atomic mass (written as left superscript). In most cases there is a "major isotope" that accounts for the great majority of the atoms found in nature, and one or more "minor isotopes" that are relatively rare. 
is sometimes written D for deuterium). "Isotopologues" are molecules where a minor isotope atom substitutes for a major isotope. There may be zero, one or more substitutions. Where the site of substitution in the molecule is important, we distinguish "isotopomers". Various physical and chemical processes slightly alter the mixture of minor and major isotopologues, and thus changes in the isotopic ratio in a sample may carry evidence of its history. The minor isotope changes of interest are typically small, perhaps 0.1 to 10 parts per thousand (per mil, ‰). Thus the required measurement precision is quite a challenge, as one needs to measure changes of ~10 −4 in the minor isotope (<~1% of the total) of a gas that may be a small fraction of the atmosphere.
General approaches in trace gas instrument designs at Aerodyne Research, Inc
The general approach to trace gas laser instruments at Aerodyne Research, Inc. (ARI) is direct absorption spectroscopy in the mid-infrared with fast frequency sweeps and precision spectral fitting. A multi-pass absorption cell provides enough path length that the absorption depth is sufficient for accurate measurements, optimally with optical depth between 0.1 and 1. For strongly absorbing gases at high concentrations, a few centimeters of path may be sufficient; other measurement problems require a path-length of hundreds of meters. The multi-pass cell has a definite path length, and a good fraction of the laser light may be transmitted to the detector, minimizing the effects of detector noise.
To measure an absorption line, we rapidly scan (at ~1-3 kHz) the laser frequency over the absorption line and a section of low-absorption baseline to either side of the line, and then reduce the laser current to below threshold on each sweep to measure the signal at zero light output. The detected laser sweeps are averaged and then fit with combination of laser intensity baseline forms and absorption line shapes, typically a Voigt function. The Voigt profile is calculated based on measured quantities and the absorption length is known, so the mixing ratio can be quantitatively determined.
The operating software, "TDLWintel", is set up to run a single laser or to time-multiplex two lasers. The basic operation of the software has been described in a previous publication [29] , but we repeat some of the essential characteristics for completeness here. TDLWintel both controls the operation of the spectrometer and processes the data in real time. The laser current ramps for both lasers are defined by TDLWintel and then detected signals are synchronously averaged and then fit with calculated absorption profiles based on HITRAN parameters [32] and measured temperature and pressure. Calculated mixing ratios for up to 16 gases are recorded in real time, and averaged spectra are archived. Data may be recorded at up to 10 Hz, but the maximum useful data rate is set by the pumping speed and the size of the absorption cell. Experimental events, such as valve openings or background subtractions, also may be controlled by TDLWintel. A feedback system using the measured absorption line center actively controls the laser base temperature, so that average line positions can be maintained with a stability of ~2x10 −4 cm −1 . We have enjoyed a significant improvement in the performance of our instruments over the last five years, with much of the improvement due to reduced noise power supplies and laser drivers. The instrument employs a QC laser current driver manufactured by Wavelength Electronics (www.teamwavelength.com) designed to provide low noise current at the high compliance voltage typical of QCL's. The laser current driver and other electronics are powered by low-noise supplies of our own design. Efforts to reduce electronic noise throughout the system have resulted in exceptional performance. Our standard of good performance is to measure with an absorption noise of ~5x10 −6 with 1s average. A wellperforming instrument should have improved precision with longer averaging, out to ~100 s averaging. That corresponds to an ultimate absorption noise of ~5x10 −7 . The short term noise is typically 2 to 6 times greater than the detector noise. There are numerous effects that can increase the noise above the detector's limit, especially narrowband electronic noise and optical fringes.
Design of dual laser instrument for multiple isotopologues of carbon dioxide and water
We have recently built a version of our two-laser instrument platform for high precision simultaneous measurements of multiple isotopologues of carbon dioxide and water vapor. The motivation for the design of the instrument to measure multiple isotopologues of carbon dioxide and water is to provide more information on the sources and sinks of CO 2 in the atmosphere. The increase of carbon dioxide in the Earth's atmosphere is the most important driver of global warming. In order to predict future carbon dioxide concentrations under various mitigation strategies, we require much better quantitative understanding of the sources and sinks of atmospheric carbon dioxide. Studying the ratios of the stable isotopes of carbon dioxide has long been recognized as a tool for identifying sources and sinks of atmospheric carbon dioxide. Because of the coupling of the water and carbon dioxide cycles (through oxygen exchange), measurements of isotopic water vapor are also required to quantify the carbon cycle. In particular, simultaneous measurement of fluxes of 12 O may allow partitioning of fluxes between plant photosynthesis and respiration [15, [37] [38] [39] . Wider use of stable isotopes in ecosystem exchange studies has been impeded by the difficulty of making these measurements at the requisite precision (better than 0.2 ‰) and by the complication that existing instrumentation using isotope ratio mass spectrometry (IRMS) requires samples to be collected in flasks and returned to the laboratory for analysis. A fast (10 Hz), high precision monitor for the stable isotopologues of carbon dioxide and water could find use in the atmospheric measurements community.
Spectroscopic choices
Adapting our dual laser instrument platform to the problem of measuring multiple isotopologues of carbon dioxide and water begins with the choice of absorption lines, with two main considerations: the lines must be closely spaced (< 0.5 to 1 cm −1 ) so that they fall within the current-scan range of the laser; and the lines should be free of interference by other absorption lines from other gases. Additional preferences are to have lines that are of nearly equal strength, and that the temperature dependence of the line strengths should be low. The set of lines for CO 2 O/H 2 O ~2.5x10 −3 ). We surveyed possible wavelength regions that have water absorption lines and are within the tuning range of commercially available antimonide diode lasers. We survey the spectral regions using software that simulates the total absorption for all of the common atmospheric gases at nominal ambient concentrations, using HITRAN [32] spectroscopic parameters. Pressure, temperature and path length are based on reasonable choices for the planned instrument. In the end, we chose to use the same spectral line as C. Dyroff [12] , at 3765 cm −1 . These are a well-studied set of lines that are relatively free of interferences [12, 15, 30] . There are some very weak CO 2 and N 2 O lines near the H 2 O lines, but those can be accounted for in multi-species fitting. A disadvantage of these lines is that the HDO line is very weak, and is close to a strong H 2 O line which may interfere.
The completed instrument employs a combination of two laser technologies, in which carbon dioxide isotopologues are measured with a 4.3 μm quantum cascade and water vapor isotopologues are measured with an antimonide-based 2.77 μm diode laser [35] . The instrument embodies choices and compromises to give the best simultaneous measurement of seven isotopologes. For example, a longer path-length (36 m) than usual (~7 m) is used for the CO 2 measurement in order to have sufficient path-length for the rare deuterium isotopologue of water.
Optical design
The optical design for the instrument is shown in Fig. 1 . An earlier version of the two laser instrument has been presented [23] , so the discussion here is brief. The optics are built on a 43 x 64 cm temperature-controlled table, with a cover that seals well enough to allow purging the optics with dry CO 2 -free air. The optical path begins with the two lasers mounted on Peltier coolers in sealed housings. Laser light is collected by a pair of 15X reflecting objectives, then combined into a single beam with a wedged ZnSe plate and focused through the same pinhole. The pinhole is only present during alignment, as it will generate strong interference fringes. Additional imaging optics transform the combined beam into the very narrow beam (F#100) that works best in the astigmatic Herriott cell [33, 34] . The cell may be selected according to the measurement problem, to provide absorption path length from 7 to 210 m. The output of the cell is focused onto a thermoelectrically cooled detector. The dual laser instrument has two reference paths, derived from reflection from the two faces of a wedged BaF 2 beamsplitter. There is a "Reference Locking" path that contains a short gas cell with high concentrations of the gases of interest. Fitting to absorption lines produced by the gas cell allows us to lock the laser frequencies to specific absorption lines, in case the sample gas contains too little of the gas of interest. The other reference path may be used for power normalization, or a Ge etalon may be flipped into the path in order to measure the laser tuning rates. An electromagnetically actuated flag may be flipped to allow either reference beam to reach the single reference detector.
There are several elements of the optical design that are intended to ease alignment, both when installing lasers and when optimizing coupling light into the multipass cell. A red laser is co-aligned with the infrared by focusing through the pinhole, so that we can visualize the path from the pinhole all the way to the detectors. Both IR beams reflect from visible-IR dichroics, which allows us to have viewing points for both lasers. A drop-in eyepiece placed behind a dichroic, combined with the 15X objective, creates a 150X microscope with which to view the laser face. When a laser is replaced, we can center it in the microscope field of view, which also approximately centers its image at the pinhole location. By directing a light source (e.g. LED) backwards through the pinhole, a visible image of the pinhole can be adjusted to be exactly on the laser viewed through the microscope. The sequence of images upstream and downstream of the pinhole are made to correspond, and the image of the laser is ultimately connected to the detector. In this way we can rapidly find the IR light on the detector and optimize transmission through the system. Another element of the design facilitates coupling into the multipass cell. A focusing mirror before the cell gives a final stage of beam magnification, but it also results in independent aiming adjustments for the multi-pass cell hole and the setting of the pattern size on the mirrors. The focusing mirror before the cell creates virtual images of the cell hole and back cell mirror on the two preceding aiming mirrors. Generally one is free to tilt a mirror with an image on it without changing the location of the following image. Thus, we tilt the mirror with the virtual image of the cell hole and the beam moves at the back of the cell, but not at the hole. Similarly, we tilt the other adjustment mirror and the beam moves at the coupling hole and not at the back of the cell. Tedious iterative adjustment of the mirrors aiming into the cell is avoided.
We have completed the construction and test of the prototype instrument for simultaneous measurement of abundances of four isotopologues of CO 2 
Isotopologue calibration system
Isotopic measurements at high precision generally implies the need for a calibration system, i.e. a system for periodically injecting a reference gas with known isotopic composition. Precise isotopic composition of a trace gas must be related to a broadly accepted standard. Thus, the isotopic measurement of a sample is presented as a super-ratio, R, of a measured ratio of minor/major isotopologues for the sample, divided by a similarly measured ratio for a standard of known isotopic composition, The "known" standard may be a transfer standard, cross calibrated to a global standard. In a laser spectroscopic system, one must expect that there will be many sources of drift in the isotopic measurement, so that periodic re-measurement of a transfer standard will be crucial in maintaining isotopic measurement accuracy and precision. A typical calibration system employs several transfer standards at different concentrations and isotopic ratios, using a set of compressed air tanks and regulators. A particular calibration concern in our dual isotope instrument is the large optical depth of the normal water and the CO 2 lines. Since we use a path length of 36 meters in order to increase the absorption depth for rare HDO, the more abundant isotopologues have deeper than optimal absorption lines. At typical ambient concentrations, the optical depth (ln(transmission)) for the major isotopologue water line is ~1.5 to 2, and the optical depths for the CO 2 lines are ~1. That is in contrast to our usual choice of optical depths of 0.1 to 0.2. Making precise measurements of all the isotopologues will be an even greater challenge at above-ambient concentrations. Although the spectral fitting routines account for non-linear absorption at large optical depths, some residual nonlinearity of the instrument response is an expected result of these large optical depths, and the contrast in optical depths.
The design of a calibration system for both water and carbon dioxide isotopologues presents special challenges, in that one cannot have gaseous mixtures of water and CO 2 standards in compressed gas tanks. Rather, liquid water must be converted to vapor diluted in dry air, via a process that does not introduce unexpected isotopic fractionation. Since the simple process of evaporation of liquid water does introduce fractionation, one should either ensure complete evaporation of small injections of water, or use a larger volume of water at a known temperature and use only a small amount so that the isotopic mix does not change. The flow rate from the calibration source should match that needed for the fastest measurements (e.g. for eddy flux measurements), i.e. a cell flush time of 0.1 s. With our 0.3 liter cell working at ~1/20 atmosphere, the gas flow at atmospheric pressure is up to ~10 liters/minute.
The prototype calibration system is a simple and compact system that is suitable for field measurement applications (Fig. 3) . The system works by dynamic dilution of transfer standards at high concentration (~100%) with "zero" air (dry, CO 2 free), to present the instrument with gas of variable concentration but fixed isotopic composition. Sample measurements are divided by a calibration cycle derived response curve, giving a first isotopic super ratio that accounts for possible instrument nonlinearity. Since the reference materials are at high concentration, their consumption rate can be quite low. 
Measurement results with the dual laser instrument

Basic measurement noise
The basic instrument measurement noise performance is demonstrated with a set of AllanWerle plots (variance as a function of averaging time) [37] . Allan-Werle plots of isotopic ratios for segments of data sampling ambient air are shown in Figs. 4-7 , with the results summarized in Table 2 . 
Tests of the calibration system
We have tested the instrument with a prototype dual dilution calibration system of the configuration shown in Fig. 3 . In our implementation, the concentration ranges that are delivered can be controlled by the timing of valves that are opened by the instrument computer, as well as by the temperature of the "standard" water reservoir and by the pressure of the CO 2 in the storage tube. By flowing dry CO 2 -free air through the calibration system, measurement offsets from zero can be determined and subtracted. Isotopic ratios are formed from the adjusted mixing ratios. Fourth-order polynomial fits of isotopic ratio versus concentration are done for the dilution periods. The fit parameters are interpolated between calibration periods to make a function of ratio versus concentration for the local standard that is continuous through the sample periods. The sample isotopic ratios then are divided by the extrapolated standard ratios, at matching concentrations. Thus, a first isotopic super-ratio (R) is formed. The super-ratio can then be shifted according to a calibration that compares the local standard to a global standard. Since the deviation in isotopic content of natural samples is small, R ≈1. The literature on isotopic measurements often reports the deviation from R = 1 as "delta", δ = (R-1)x1000. Fig. 8 . Examples of the application of the interpolated polynomial fit method for the isotopic ratio for deuterated water, HDO/H 2 O, for rooftop ambient sampling data. The Hitran [32] isotopic designation is used in the axis labels, so that "162" refers to 1 Examples of the application of the interpolated polynomial fit calibration are shown in Figs. 8 and 9 . Each figure is an arrangement of two plots, based on data collected over four days of sampling rooftop air. Each image shows isotopic ratio or delta versus CO 2 concentration, with two plots each for CO 2 ( 13 C) and for H 2 O (HDO). The top plots of each pair are ratios of concentrations ([minor isotopologue]/[major isotopolugue]) before calibration has been applied, and the bottom plots are after calibration corrections have been applied. The calibration period points extend across a wide range of concentration, and the rooftop sampling points are a cluster over a narrower range of concentration. There is a clear concentration-dependence of the isotopologue ratios. After calibration adjustment, the calibration-period points fall on a straight line. The reasons for the concentration dependence continue to be a matter of inquiry. Fig. 9 . Examples of the application of the interpolated polynomial fit method for isotopic ratio 13 indicates concentration. The calibration periods are the sets of points that span a wide concentration range. The upper panel shows concentration dependence in the measurement of a given standard material, but the calibration algorithm compensates for that dependence. The resulting atmospheric deltas then should be more accurate.
Analysis of instrument noise
While the instrument noise performance described above is rather good, we would like to understand the sources of noise and drift so that better performance may be achieved in the future. The Allan-Werle plots presented above show the instrument noise and drift, but do not provide many clues as to the causes of those performance limits. Other analytical tools may be applied to better understand the effects limiting performance.
Partitioning measurement noise by type can help to indicate its origin. Three frequently used practical noise categories are: "dark", "light" and "proportional". "Dark noise", (i.e. mixing ratio reported with detector blocked) includes: detector noise, fundamental electronic (Johnson) noise, and possibly excess electronic noise. "Light noise" (normal light levels but very small absorption depths, i.e. with dry CO 2 free "zero-air" sample) includes all the dark noise plus: laser noise (1/f, i.e. flicker, and shot), laser drive current noise (producing amplitude fluctuations), and variation in interference fringes. "Proportional noise" (excess noise seen when the absorption depth is greater) includes: laser drive current noise (producing frequency modulation), and peak position motion combined with tuning rate errors. Such a noise partition is presented in Table 3 , for the individual isotopologues (in terms of the concentration and in terms of the optical depth, OD, for each absorption line). OD's are the line optical depths (-ln(Transmission)), given for typical ambient concentrations. OD/ppb is the line depth per unit concentration. Noise for three sample types are given: "Amb." = ambient air; with deep absorption lines showing "proportional noise"; "Zero air" is dry, CO 2 free air giving no absorption lines, i.e. showing "light noise"; and "Dark" is with the detector blocked, showing "dark" noise. Columns labeled "ppb" are concentration noise. OD noise is calculated as: (mixing ratio noise, ppb)*(specific line depth, OD/ppb). Dark noise is calculated in terms of the light level that is normally present.
The data in Table 3 provides some initial clues on the sources of noise in the instrument. The dark noise, when expressed as a signal voltage, is nearly constant at ~9x10 −3 mV. The light noise is approximately twice the dark noise, for both lasers. The instrument has excess proportional noise, several times the light noise for the deeper lines. The ratio of: (Proportional noise)/(Optical depth), is nearly constant at ~6x10 −5 . Thus, the proportional noise has the greatest impact on the measurement. 6.4x10
3.0x10
"Amb" refers to ambient concentration of the gas, "Zero" is air without any of the gas, and "Dark" is a measurement with the detector blocked. Noise is presented in terms of concentration (ppb) and optical depth (OD).
There are several other analytical techniques that can help characterize excess noise, especially when applied to sets of spectra that have been recorded without averaging, at the sweep rate of ~1-3 kHz. It also is convenient to organize the data sets into arrays, where individual spectra are vertically stacked rows in the array. We have presented these concepts in more detail in a recently submitted paper [40] . A simple test for proportional noise is to examine the channel-dependent noise in the spectra. In this test we first normalize the spectra by averages of the rows, to remove simple sweep-to-sweep amplitude variations. Then we subtract the average spectral shape (shown in red in Fig. 10 ) to reveal small fluctuations across the spectra. We calculate the standard deviation for each column in the resulting spectral array to arrive at the noise for each channel (shown as the blue trace in Fig. 10 ). In this case, there are strong enhancements of noise in the channels where there are deep absorption lines, which is an indication of unwanted frequency-modulation (FM) by a stray electrical signal entering the laser driver. High frequency current modulation generally will produce amplitude-modulation (AM) as well as FM. FM produces an amplitude signal that is sensitive to the derivative of the light signal with respect to the frequency scale (υ), i.e. given a spectrum, I(υ) subject to small frequency perturbations, Δ, the perturbed intensity is approximately I(υ + Δ) ≈Δ dI(υ)/dυ. The light fluctuations, in terms of variance are expressed as: σ
. When we plot spectral shape in terms of channels (c) we need to include the variable laser tuning rate, dυ/dc, as: dI(υ)/dυ = (dI(c)/dc)/(dυ/dc). The magnitude of the FM thus can be estimated by finding the slope when plotting the channel variance in the spectrum as a function of the square of the spectral slope, as shown in Fig. 11 . This analysis method also illustrates how FM can be a somewhat hidden form of noise, barely noticeable in the spectral regions without much absorption, but dominant just where it matters, at the absorption lines. Different types of Fourier transforms help us to identify the specific frequencies producing the unwanted FM. If we do Fourier transforms (power spectra) on the columns (channels) in the spectral array, then we can observe increased noise power at the positions of deep absorption lines, as shown in Fig. 12 . For the laser 2 section of Fig. 12 there is further enhancement of noise power at the specific per-sweep frequency of 0.3. In this case the sampling rate is 1538 kHz and each laser sweep has 750 channels (300 channels for laser 1, 400 channels for laser 2, and 50 channels with both lasers off). The sweep frequency then is 2.05 kHz (1538/750), and the 0.3 per-sweep frequency of the enhanced noise power is would appear at 615 Hz. That frequency provides a clue to the source of the FM, but additional information is needed. In most cases that we encounter, f e >> F s , i.e. the electronic signal may be well beyond the Nyquist sampling limit for the sweep frequency and the electronic signal will be aliased so as appear at a much lower per-sweep frequency. The 0.3 per-sweep frequency of the enhanced noise power seen in Fig. 12 is such an alias, so that the observed periodicity is not meaningful by itself, except that in a 2-D power spectrum the per-sweep frequency is linked to the corresponding per-channel frequency, which may not be aliased. A 2-D power spectrum for our un-averaged spectral array is shown in Fig. 13 , and we do see a power density spike at the per-channel frequency 0.25 (horizontal axis) and the per-sweep frequency 0.3 (vertical axis), described in the caption of Fig. 13 as: [f x = 0.25, f y = 0.3]. If un-aliased, the per-channel frequency 0.25 corresponds to ~380 kHz, which is the frequency of our DC-DC conversion power supply master switching frequency. Our switching power supply frequency has been designed to be highly stable so that we can recognize its influence in the spectra, as we do here. In Fig. 13 we also see two other power spikes, at the same per-sweep frequency ( ± 0.3) but at low per-channel frequency (<0.05). Those two other noise spikes are actually due to FM at the absorption line positions, while the noise spike at [f x = 0.25, f y = 0.3] is due to FM acting on the sloping spectral baseline. The wide vertical stripe of noise power near 0.38 perchannel is due to an interference fringe with a generating length of 278 cm, originating in the path between the laser and the back mirror of the absorption cell. The feature is wide in frequency because the fringe is a pure frequency on the non-linear laser tuning scale, while the Fourier transform (FFT) assumes a uniform frequency spacing. When we do a Fourier analysis that takes into account the non-linear laser tuning (a Lomb power spectrum), interference fringe features will be sharp, while electronic features become blurred. In fact, that difference in appearance between FFT power spectra and Lomb power spectra can help to distinguish between interference fringes and electronic signals in laser spectra.
Conclusions
In this paper we have reviewed our general instrument design approaches, which often result in measurements with absorption noise of ~5x10 −6 with a 1s average. We have presented the design of a new two-laser instrument for simultaneous measurement (in a single 36 m multipass cell) of seven isotopologues of carbon dioxide and water vapor. The instrument employs a QCL operating at 2310 cm 18 O are measured with precisions of 0.3‰ and 0.1‰ in 1s, respectively. We have also presented a design for a calibration system that covers a wide range of concentrations so that instrument nonlinearities are compensated.
We have presented a noise analysis for the carbon dioxide and water vapor isotope instrument, in order to determine the source of excess "proportional" noise at the level of 5x10 −6 absorption. We find that our main power-supply switching frequency is the source of frequency-modulation that produces excess noise. The analysis pathways presented are a small subset of the many methods we have explored in the process of careful evaluation of more than 100 commercial instruments. In future work we plan to more comprehensively describe those analysis methods.
