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  1    Introducción                                    
 1.1  Presentación 
 
En un momento en el que la virtualización1 se encuentra en auge, el uso de hipervisores y sus 
correspondientes máquinas virtuales se presenta como una apuesta por el máximo 
aprovechamiento del hardware existente y una clara reducción de costes en la compra de nuevas 
máquinas. De tal forma, es posible alojar más de una máquina virtual en un solo host, a diferencia 
de antes cuando había que comprar casi tantas máquinas como servicios fuesen necesarios. Para 
entender el concepto, en este proyecto se reaprovechó la tarea de un anterior proyecto de una 
asignatura de la FIB (PXCSO) en la que un grupo de estudiantes desarrollamos un aplicativo para 
una empresa de ambulancias, con lo que para entender la “Migración de un sistema/entorno físico 
a uno en Cloud Computing” sería muy útil para ver lo que sucedería en un caso de empresa real 
que pretendiese virtualizar su sistema y desarrollarlo en Cloud Computing. 
Prosiguiendo con la llegada de la oportunidad de virtualizar, varias compañías 
desarrollaron sus propios métodos de virtualización e hipervisores, de la que se ha seleccionado 
XenSource Inc. que posteriormente fue comprada por Citrix, que desarrollaron su hipervisor Xen 
[A.1] (open source) que se basa en la “paravirtualización” [A.2], una novedosa técnica de 
virtualización que consigue mínimas penalizaciones de las instrucciones que las máquinas virtuales 
hacen sobre el hardware físico del host donde residen, siempre sobre un sistema operativo Linux. 
La selección de Xen (versión 3.3.1) para desarrollar las máquinas virtuales en este proyecto viene 
relacionada con la posterior puesta a punto en un entorno Cloud Computing de Amazon Web 
Services, donde se presta el servicio de alojamiento (hosting) de máquinas virtuales fuera la 
empresa contratante de estos servicios con EC2 (Elastic Compute Cloud) y S3 (Simple Storage 
Service), de manera que se reducen también los costes de mantenimiento, compra del hardware, 
etc. De este modo, Amazon tarifica sus servicios en función del hardware que se requiere para las 
máquinas que una determinada empresa quiera correr en el entorno Cloud. 
 
Pero antes de proceder a los servicios de pago de Amazon, para entender el 
funcionamiento de la API de instrucciones para la administración de las imágenes que corren en su 
entorno y la estructura que emplea, se procede al uso de Eucalyptus versión 1.4, un software open 
source desarrollado por Eucalyptus Systems Inc. [B.1] que permite crear una nube (Cloud 
Computing [C.1]) sobre el propio hardware que se dispone en el propio sistema (se una empresa o 
particular como es el caso de este proyecto), creando así una emulación del Amazon EC2 (Cloud, 
Cluster y Node Controller) [C.2] y S3 (Walrus Server) [C.3] de forma local, sin la necesidad de 
contratar sus servicios, gracias a que la API que utiliza Amazon es software libre y se puede 
emplear en este entorno open source. 
 
 Todo ello trata de un proyecto aprendizaje sobre estas nuevas tecnologías, que están 
aportando nuevos puntos de vista y nuevas vías de inversión en hosting de máquinas virtuales para 
entornos de producción. 
                                                 
1
 Virtualización es la tecnología que permite tener instancias de otros sistemas operativos dentro de una misma 
máquina y aisladas del sistema operativo en ejecución, llevándose a cabo de forma nativa, por software o hardware. 
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El proyecto se puede dividir en 3 grandes fases destacables: Xen, Eucalyptus y Amazon EC2, 
cada una de ellas detalla tanto el background técnico que se adquiere para manejar la tecnología, 
la instalación/integración en la máquina en uso para el proyecto, y posteriormente la migración del 
aplicativo de máquinas físicas que se rescata del proyecto/material del que se parte dicha 
migración, a cada una de las tecnologías en uso.  
 
Todas ellas conectadas por las siguientes razones, empezando desde el objetivo final del 
proyecto hacia atrás: 
 
 Amazon Web Services EC2 utiliza: 
o Xen para correr las instancias de máquinas virtuales 
o Una API EC2 para administrar las instancias de máquinas virtuales y S3 para el 
almacenamiento 
o Eucalyptus es una plataforma software que emula el comportamiento de AWS 
mediante su API y Walrus similar a Amazon S3 en Cloud Computing privado 
El paso por cada una de estas fases antes de llegar a AWS EC2 y S3 ayuda a comprender qué 
es el Cloud Computing, qué es la virtualización y cuál es la novedosa apuesta de este gigante de 
Internet.  
 
 
Fig 1.1 Esquema del PFC 
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 1.2  Motivación 
 
Tras haber decidido emprender el camino para realizar el PFC, escogí a David Carrera Pérez para 
que fuese mi tutor y director del proyecto por buenas impresiones que tuve en una asignatura de 
la que él había sido profesor.  
 
 Pretendía proseguir la labor del proyecto anterior que hice en PXCSO junto a mis 
compañeros, pero esta vez en solitario, partiendo de lo que se había hecho y tratar de ampliarlo, 
modificarlo, integrarlo en alguna plataforma distinta… pero dado que en el “Departament 
d’Arquitectura de Computadors” de la FIB de donde es partícipe el director de este proyecto, él 
propuso la idea del Cloud Computing, como nueva tecnología que está ganándose nombrarla 
como “tecnología del año” en 2009, y hacer que el aplicativo/entorno que habíamos diseñado 
pudiese migrarse a Amazon Web Services, con todo lo que ello acarrea. Me puso al corriente de las 
tecnologías que hay de por medio (Xen, Eucalyptus, EC2) y accedí a la idea. De ahí salió la 
motivación de hacer este proyecto: 
 
 Interés propio por hacer un PFC partiendo de un proyecto anterior y aprender nuevas 
tecnologías, investigar en la informática que no conozco 
 Interés por parte del tutor en investigar sobre estas tecnologías mediante el presente PFC 
 
Del primer punto, destacar que la principal motivación y seducción por enfrentar este 
proyecto era aprender sobre administración de sistemas operativos y con el foco puesto en la 
virtualización, es un tema que cada vez más se está dando a conocer entre los usuarios medios y 
en ese momento mi nivel de background sobre este concepto era bastante pobre, y poder ver 
como un proyecto que unió a 7 estudiantes durante todo un cuatrimestre (del que tomé parte 
como “Ingeniero de Redes”) podía llegar más allá, dentro de lo que cabe, intentar hacer una mejor 
oferta al que era nuestro hipotético cliente, máquinas virtuales corriendo en un Cloud de Amazon, 
reduciendo el coste total de propiedad de la infraestructura, ahorrándose así el cliente la compra 
de hardware muy caro y el mantenimiento de las máquinas, espacio para instalar ese hardware en 
la empresa… en fin, ahorro de costes y ventajas competitivas comercialmente hablando. 
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 1.3  Objetivos 
 
Los objetivos durante todo el proyecto se han mantenido desde el momento en que se acordó su 
elaboración y compromiso, el objetivo principal: Migrar un entorno de máquinas físico que tiene 
un aplicativo que ofrecer, a Cloud Computing en Amazon Web Services. Detrás de todo este 
proceso hay varios objetivos y fases a superar. 
 
Primeramente, los grandes objetivos son 3: 
 
 Migración del aplicativo a Xen 
 Migración del entorno virtualizado a Eucalyptus 
 Experimento y prueba del entorno virtualizado en Amazon EC2 
Detrás de cada gran bloque, encontramos tanto la documentación y adopción del 
suficiente “background” para manejar el software, la integración del software en el laptop donde 
se está desarrollando el proyecto, y por último la migración en sí misma. Las referencias a la 
documentación que se encuentran en la bibliografía, están enumeradas con una A para las 
referencias a Xen, una B para Eucalyptus y C para Cloud Computing y Amazon Web Services. 
 
Por lo tanto, se pueden enumerar de la siguiente manera: 
 
1. Búsqueda y documentación sobre el concepto de virtualización y el hipervisor Xen. 
2. Instalación del hipervisor Xen versión 3.3.1 en Ubuntu 8.04 Hardy Heron. 
3. Migración del material del proyecto anterior “Health Soft” a máquinas virtuales de Xen. 
4. Búsqueda y documentación del concepto de “Cloud Computing” y Eucalyptus. 
5. Instalación de Eucalyptus versión 1.4 en el sistema y API EC2. 
6. Migración de máquinas virtuales de Xen al Cloud Computing de Eucalyptus y su correcto 
funcionamiento. 
7. Búsqueda y documentación de Amazon Web Services - EC2. 
8. Prueba de máquinas virtuales de Health Soft a Amazon Web Services y su correcto 
funcionamiento. 
 
Personalmente, a parte de los objetivos principales que se citan, se puede deducir que hay 
objetivos implícitos en el proyecto, como son el aprendizaje de administración de sistemas 
operativos en Linux (Ubuntu), de manera bastante autodidacta aunque con un soporte del tutor 
del proyecto que respalda el avance en conceptos de administración (incluyendo Eucalyptus como 
sistema/plataforma) y el manejo de Xen. En cuanto a lo autodidacta, se trata del uso de Internet 
prácticamente al 100% mediante manuales y foros de desarrolladores de las tecnologías que se 
usan en el proyecto, el cual se basa en la investigación y aprendizaje de estas nuevas tecnologías 
con vistas al futuro de la informática en cuanto al hosting de máquinas y virtualización. 
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 1.4  Planificación inicial 
 
El inicio del presente proyecto se produjo el 16 de Febrero de 2009, en el cuatrimestre de 
primavera de 2009 de la FIB, en el que se llevó a cabo la inscripción del PFC en la secretaria de la 
facultad y se partió de la premisa de que la matriculación del proyecto se produciría en julio de 
2009, para su lectura en el cuatrimestre de otoño de 2009.  
De esta manera, dada que la implicación y trabajo del proyecto durante el primer cuatrimestre 
sería del 60-70% del tiempo disponible y del 100% en el siguiente cuatrimestre, se partía con un 
margen considerable para la lectura final del PFC (a lo largo del último cuatrimestre sin fijar una 
fecha concreta), atendiendo a que durante el primer cuatrimestre se desarrollarían las 2 primeras 
fases y lo que se permitiese de la 3ª.  
 
Por consiguiente, la estimación sobre la superación de cada fase del proyecto sería de un 
par de meses por fase, incluyendo el desarrollo de la documentación en paralelo con cada 
actividad que se llevase a cabo, así que descontando los meses estivales de Julio-Agosto por no 
poder atender el PFC por motivos laborales y académicos, la lectura del proyecto se estimaba que 
se produciría en el mes de Septiembre, presuponiendo que en las últimas semanas de este para 
tener un margen de error y ultimar detalles que pudiesen quedar pendientes. 
 
 
Planificación inicial PFC 
Fase del proyecto Descripción Previsión 
 
 
1ª 
Recopilación info Xen  
 
Febrero - Marzo 
 
Preparar instalación Xen 
Instalación Xen 
Resolución problemas Xen 
Migración a Xen 
 
 
2ª 
 
 
Recopilación info Eucalyptus  
 
Abril – Mayo 
 
Preparar instalación Eucalyptus 
Instalación Eucalyptus & API EC2 
Resolución problemas Eucalyptus 
Migración a Eucalyptus 
 
3ª 
 
Recopilación info Amazon EC2  
Junio – Septiembre 
 
Funcionamiento API EC2 
Prueba del entorno en Amazon 
*En concurrencia con 
desarrollo 
Documentación  
Últimos días antes de la 
lectura del PFC 
Preparación presentación 2 semana antes  
de lectura 
Lectura del PFC Septiembre 
Tabla 1.4 Planificación inicial del PFC 
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 1.5  Descripción del entorno web / aplicativo 
 
El entorno web que se menciona en el título de este PFC proviene de un proyecto que se elaboró 
en la asignatura de la FIB “PXCSO – Projecte de Xarxes de Computadors i Sistemes operatius”, 
donde un grupo de estudiantes desarrollamos un aplicativo que consistía en una interfaz web 
dedicada para una empresa de ambulancias llamada “TSC – Transport Sanitari de Catalunya S.L.U”. 
 
 En el aplicativo, el hipotético cliente deseaba una web que ofreciese el servicio de petición 
de ambulancias programadas (no urgentes) mediante un formulario que rellenar con la 
autorización de transporte sanitario que los facultativos entregan a los pacientes, una 
geolocalización de ambulancias mediante Google Maps y alta disponibilidad del servicio, 
manteniendo sincronía de 2 servidores de Bases de datos y Web además de balanceo de carga, por 
último, soporte audiovisual mediante videoconferencia con un teleoperador/a. 
Este proyecto se concluyó con éxito (excepto el aspecto de la videoconferencia), con lo que se 
rescataron los datos de cada máquina física dedicada a un servicio para poder implementarlo en la 
llamada virtualización, y su posterior puesta en marcha en Cloud Computing para este proyecto. 
 
Primeramente, sería adecuado mostrar un pequeño esquema del sistema instalado en el 
aplicativo desarrollado anteriormente para hacerse una idea con esta imagen: 
Fig 1.5.1 Diseño hipotético para el proyecto TSC 
 
 
 
PFC - Migración de un entorno web a Cloud Computing Amazon EC2 
 
 
15 
 Para el fin que el hipotético “cliente” expuso, se pensó en este diseño de red para resolver 
el problema que se planteó, pero evidentemente, se desarrolló un prototipo en las aulas de la 
facultad que diera un funcionamiento similar, puesto que no se disponen de esa cantidad de 
máquinas para desarrollarlo ni tiempo, pero el prototipo fue válido para dar el visto bueno del 
“cliente” e implementar todo ese sistema en la “realidad” y aplicar el proyecto desarrollado. 
  
 A continuación se puede ver el diseño del sistema que sí se puso en práctica y que es el que 
aquí se va a migrar a máquinas virtuales de Xen (prescindiendo de las dos máquinas de oficina): 
 
 Router 
 Servidor de base de datos y web 1 
 Servidor de base de datos y web 2 
 Monitorización y backup 
 
(* los dos servidores web y BBDD están redundados, realizan la misma tarea y poseen los mismos 
datos para cumplir la alta disponibilidad y el balanceo de carga entre uno y otro) 
 
Fig 1.5.2 Diseño prototipo del proyecto TSC 
 
 Para tener una idea de la finalidad de cada máquina, se muestran unas capturas para ver 
realmente qué ofrecía y cuál era el propósito de cada máquina del prototipo, donde al migrarlas a 
un entorno virtualizado de Xen el resultado es el mismo, de la misma manera que al hacerlo en 
Eucalyptus y AWS EC2. 
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 Monitorización con Nagios desde “ monitor.nagios” 
 
Fig 1.5.3 Nagios 3.05 para monitorizar el sistema y los servicios que ofrece 
 
 Monitorización de ambulancias con Google Maps desde “monitor.nagios” 
 
Fig 1.5.6 Geolocalización de ambulancias mediante Google Maps 
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 Acceso al contenido web de “bbdd1” 
Fig 1.5.7 Página Web JSF ofrecida desde “bbdd1” 
 Acceso al contenido web de “bbdd2” 
Fig 1.5.8 Página Web JSF ofrecida desde “bbdd2” 
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  2    Background técnico                        
 2.1  Xen 
 
Xen es un hipervisor de máquina virtual de código abierto donde su finalidad es poder ejecutar 
instancias de sistemas operativos, con todas sus características, de forma completamente 
funcional en un equipo sencillo. Xen proporciona aislamiento seguro, control de recursos, garantías 
de calidad de servicio y migración de máquinas virtuales en vivo. A diferencia de las máquinas 
virtuales tradicionales, que proporcionan entornos basados en software para simular hardware, 
Xen requiere portar los sistemas operativos para adaptarse al API de Xen (aunque manteniendo la 
compatibilidad con aplicaciones de usuario). Hasta el momento hay portabilidad para NetBSD, 
Linux, FreeBSD y Plan 92. Esto permite a Xen alcanzar una virtualización de alto rendimiento sin un 
soporte especial de hardware (paravirtualización, punto 2.1.4). Características a destacar: 
1. Velocidad (excelente rendimiento de entre 2% a 8% de overead). 
2. Pequeñez del código fuente (menos de 50.000 líneas de código). 
3. Excepcional particionamiento de recursos de E/S de bloques y red. 
4. Optimización de CPU y memoria, con soporte hardware Intel VT y AMD Pacífica [A.6]. 
5. La posibilidad de "migrar en caliente" máquinas virtuales de un equipo de hardware a otro. 
6. Tiene soporte de hasta 32 procesadores en paralelo con una única memoria física (SMP). 
7. Soporta PAE (Physical Address Extension) para servers de 32 bits con más de 4Gb de RAM. 
 
 
 
 
 
 
 
 
 
Fig 2.1 Logotipo de XenTM 
2.1.1 Historia 
 
La primera versión de software fue publicada a finales de 2003, tras empezar como un proyecto de 
investigación que fue desarrollado por la Universidad de Cambridge, cuyo proyecto lideró Ian Pratt, 
éste, posteriormente formaría XenSource Inc. (que recibió fondos por millones de dólares, por 
parte de inversores que apostaron por esta nueva tecnología) para dar soporte, mantenimiento y 
capacitación a Xen en Enero de 2005. También otras empresas como IBM, Sun, HP, Intel, AMD, 
RedHat y Novell también están involucradas en el mantenimiento de las herramientas de software 
(no libres) para dar éste soporte a Xen.  
                                                 
2
 Plan 9 es un sistema operativo distribuido basado en UNIX, usado principalmente como vehículo de investigación 
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Fig 2.1.1 Evolución de la Virtualización e Hipervisores 
2.1.2 Elementos que forman Xen 
 
 El Hipervisor 
 
El hipervisor es la pieza fundamental de Xen: es lo primero que ejecuta el GRUB3 y se encarga de 
controlar el hardware (CPU, memoria, etc.) y distribuir su uso entre las diversas máquinas 
virtuales, se ejecuta por debajo incluso del sistema operativo anfitrión (dominio 0) 
proporcionando estabilidad, aislamiento entre maquinas y políticas de QoS4, por estos motivos 
necesita ejecutarse en un lugar privilegiado.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.2.1 Esquema de la arquitectura Xen 
   
                                                 
3
 GRand Unified Bootloader es un gestor de arranque múltiple que se usa comúnmente para iniciar dos o más sistemas 
operativos instalados en un mismo ordenador. 
4
 Quality of Service – Calidad de servicio 
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Uno de los puntos más conflictivos de que se ejecuten las instrucciones de las máquinas 
virtuales nativamente sobre el procesador, son las interrupciones por falta de página. Para esto el 
hipervisor genera una CPU virtual y una unidad de gestión de memoria (MMU) virtual, pudiendo 
así correr las máquinas con más o con menos procesadores de los que realmente existen en la 
máquina donde se ejecuta Xen, para un aprovechamiento de recursos superior. La empresa 
VMware tiene en uno de sus productos un hipervisor con funciones parecidas a las de Xen 
(VMware Server ESX).  
Las funciones principales que le aventajan sobre otros hipervisores de virtualización 
completa son: 
 Planificación del tiempo de CPU 
 Protección de memoria entre máquinas virtuales 
 Encaminamiento de interrupciones 
 Mantenimiento del tiempo 
 Paso de mensajes entre máquinas virtuales 
Xen denomina a las máquinas virtuales dominios (domX) y pueden ser de dos tipos: 
 dom0: es el primer dominio que se lanza cuando arranca el kernel modificado de Xen, el 
anfitrión, la máquina con privilegios desde donde se crean/arrancan/eliminan las otras 
máquinas virtuales o dominios. Ayuda en las tareas de administración al hipervisor (Xen 
Monitor) y tiene acceso directo al hardware físico del host. Proporciona la clase de 
dispositivos genéricos a los domU.  
 domU (dom1, dom2, …): son las demás máquinas virtuales, guest, unprivileged. Se forman 
con el driver de dominio que será el encargado de administrar los dispositivos asignados 
(backend) a la nueva máquina virtual, quitando responsabilidades al dom0 haciendo el 
sistema más estable y haciendo creer así a cada SO que corre sobre ese hardware genérico. 
El driver de dominio sí es privilegiado, permitiendo así a los domU (no privilegiados) acceder 
al hardware físico con sus drivers (frontend). 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.2.2 Hipervisor Xen 
 Parche para el kernel Linux (o código fuente para recompilar el kernel).  
 Xen Tools para la línea de comandos (para entorno gráfico Xenman/conVirt).  
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2.1.3 Modo de operación 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.3.1 Arquitectura Xen, Dom0 conectado directamente al hardware físico 
 
Los temas a tratar por el hipervisor son los siguientes, explicados brevemente y a 
continuación se exponen con más detalle:  
 Gestión de memoria:  
 Segmentación: No se pueden usar descriptores de segmentos con todos los privilegios y 
tampoco se pueden superponer los segmentos con el final del espacio de direcciones.  
 Paginación: El sistema operativo invitado tiene acceso directo a las tablas de paginación 
(TLB), pero para actualizarla debe validarlo el hipervisor.  
 
 CPU:  
 Protección: El sistema operativo invitado debe correr en un nivel de privilegios menor 
que el hipervisor.  
 Excepciones: el SO invitado debe registrar una tabla de manejadores de excepciones en 
Xen, de tal manera que, por ejemplo, las faltas de página las ejecute el hipervisor. 
 Llamadas al sistema: las llamadas al sistema se ejecutan directamente, para esto 
previamente se deben validar, de tal manera que se mantenga el aislamiento entre 
máquinas virtuales.  
 Interrupciones: las interrupciones se reemplazan por eventos del sistema.  
 Tiempo: cada máquina virtual tiene una interfaz de tiempo, para mantener la diferencia 
entre el tiempo real y el tiempo virtual.  
 
 Dispositivos de e/s:  
 Para los dispositivos virtuales se capturan sus interrupciones hardware y se sustituyen 
por un mecanismo de eventos.  
 
A) Gestión de memoria: Virtualizar la memoria requiere la intervención del hipervisor 
además de la modificación de cada sistema operativo invitado. El primer problema es la 
virtualización de la TLB, en otras arquitecturas se puede manejar por software, de tal manera que 
puedan coexistir diferentes TLBs de un modo eficiente, pero la arquitectura x86 no lo permite, lo 
que conlleva que para cada modificación en esta deba de ser capturada y validada, por lo que 
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implica determinar lo siguiente en cuanto a la paginación5: 
1. El sistema operativo invitado es responsable de manejar y alojar las tablas de paginación, con 
la intervención de Xen Hipervisor para asegurar el aislamiento y la seguridad.  
2. Xen residirá en los últimos 64 MB del espacio de direcciones de cada máquina virtual para 
que la intervención en la TLB no conlleve un cambio de contexto hacia el hipervisor.  
La segmentación se gestiona de un modo similar, las únicas restricciones que se imponen a 
los descriptores de segmento del sistema operativo invitado son:  
1. Deben tener menor privilegio que Xen. 
2. No se debe permitir ningún acceso a la porción de memoria reservada por éste. 
 
B) CPU: En la virtualización de CPU, dado que la arquitectura x86 consta de cuatro niveles de 
privilegios (o rings), el hipervisor se situaría en el nivel 0, el de mayores privilegios, los sistemas 
operativos invitados en el nivel 1 y las aplicaciones que corran sobre estos en el nivel 3, el de 
menor privilegio. El uso de los 4 niveles de privilegios permite garantizar la seguridad de que ni las 
aplicaciones podrán ejecutar instrucciones en el modo kernel del SO, ni el SO podrá ejecutar las 
instrucciones privilegiadas del hipervisor, proporcionando un nivel de seguridad entre las distintas 
máquinas virtuales y el hipervisor. En un entorno Xen, a los dominios guest se les puede asignar un 
número arbitrario de CPUs virtuales, estas VCPUs seran mapeadas en la CPU física del host por el 
hipervisor para dar cobertura a la configuración de número de CPUs asignada a los domU. 
Las excepciones son tratadas de un modo sencillo, una tabla contiene los punteros a las 
rutinas de cada excepción, esta tabla la registra Xen tras validarla. Esto es posible debido a que la 
gran mayoría de las rutinas son idénticas a las que se usarían directamente sin virtualización. Las 
rutinas que no son iguales son las que se han explicado antes, las relacionadas con memoria, para 
asegurar el aislamiento (TLB). Cuando se intenta ejecutar una instrucción fuera del nivel 0 la rutina 
de Xen crea una copia del marco de pila de ésta en el sistema operativo invitado y le pasa el 
control a la excepción registrada por Xen. 
Normalmente sólo hay dos tipos de excepciones que puedan afectar notablemente el 
rendimiento del sistema por su frecuencia:  
1. Las llamadas al sistema: La solución que se utiliza en el caso de las llamadas al sistema es 
simplemente revisarlas para que se puedan ejecutar a nivel de privilegios 1 y dejar que se 
ejecuten directamente. 
2. Las faltas de página: son un caso distinto, ya que sólo se pueden ejecutar en nivel 0 lo que 
implicaque siempre las deba procesar Xen.  
El proceso de ejecución de éstas es el siguiente:  
 Desde el SO Anfitrión (dom0) se captura el fallo de página. 
 Comprueba que el segmento al que pertenezca la página este cargado y que la carga de 
esta página no afecte a los segmentos marcados como estáticos por Xen. 
 Si el segmento no está en memoria se sale de la subrutina, con lo que en el sistema 
invitado se detectaría una doble falta, y lanzaría la interrupción correspondiente. 
                                                 
5
 Cada vez que el sistema operativo invitado requiera alojar una nueva página en memoria, ésta se registrará en 
Xen, lo que quiere decir que el sistema invitado debe renunciar a escribir directamente en la tabla de paginación, lo 
que conlleva la modificación del sistema operativo. 
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C) Dispositivos de entrada y salida: en la virtualización completa se emulan 
completamente los comportamientos de los dispositivos de la máquina virtual, en la 
paravirtualización únicamente se crea una capa de  abstracción sobre los dispositivos reales. Así 
Xen provee una interfaz de dispositivos genéricos con los que se interactúa. Cuando una máquina 
virtual utiliza un dispositivo la orden va al controlador de esta máquina virtual (que no es más que 
una interfaz del controlador real que está en el sistema operativo anfitrión), aquí se traduce la 
petición a los drivers nativos de los dispositivos físicos y se ejecuta la orden. 
Esto aunque parezca que es lo mismo que en otras plataformas de virtualización completa 
como VMware Workstation, no es así, por ejemplo, en el caso del disco duro puede ser una 
partición real o por LVM, en la virtualización completa el disco duro no es más que un archivo de 
nuestro sistema de ficheros. Otro ejemplo de esto sería la tarjeta gráfica, mientras que en la 
virtualización completa es impensable ejecutar juegos en 3D, la tarjeta gráfica virtual de Xen es 
una S3 Savage con soporte completo OpenGL6 que se ejecuta a la velocidad de la tarjeta real, 
habiéndose hecho pruebas de rendimiento con una pérdida menor al 10%. 
 
 Interfaces de red virtuales en un sistema Xen 
Xen crea pares de interfaces 
Ethernet virtuales interconectadas 
para que dom0 las utilice. Se 
pueden concebir como dos 
interfaces ethernet conectados por 
un cable ethernet cruzado interno. 
Veth0 está conectada a vif0.0, 
veth1 está conectada a vif0.1, y así 
sucesivamente. Pueden accederse 
configurando una @IP y una 
@MAC en el costado de la veth# y 
luego enlazando el extremo vif0.# 
al puente.  
Fig 2.1.3.2 Interfaces de red virtuales en Xen 
 
Cada vez que se crea una instancia domU, ésta recibe un identificador numérico (asignado 
automáticamente y sin la posibilidad de que el usuario lo elija). El primer domU será el número 1, 
el segundo el número 2, incluso aunque el número 1 ya no se esté ejecutando, etc. Para cada 
nuevo domU, Xen crea un nuevo par de interfaces ethernet virtuales conectados, con un extremo 
de cada par dentro del domU y el otro en el dom0. Si el domU usa Linux, el nombre de dispositivo 
se mostrará como eht0. El otro extremo de ese par de interfaces ethernet virtuales aparecerá 
dentro del dom0 como interfaz vif#.0. Por ejemplo, la interfaz eth0 del domU número 5 está 
conectada a vif5.0. Si se crean múltiples interfaces de red dentro de un domU, sus extremos se 
verán como eth0, eth1, etc, mientras que dentro de dom0 aparecerán como vif#.0, vif#.1, etc.  
 
Cuando un domU se detiene (comando “xm shutdown <domId”>), las interfaces ethernet 
virtuales que se crearon son eliminadas. 
 
                                                 
6
 Open Graphics Library es una especificación estándar que define una API multilenguaje y multiplataforma para 
escribir aplicaciones que produzcan gráficos 2D y 3D. 
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 Flujo de paquetes del sistema 
La configuración por defecto de Xen crea puentes de red (bridge) dentro de dom0 para 
permitir que todos los dominios aparezcan en la red como hosts independientes. Cuando un 
paquete llega al hardware, el controlador ethernet del dominio 0 lo gestiona y aparece en la 
interfaz peth0. Peth0 está ligado al puente (comparten @ MAC), por lo que es transferido al 
puente desde ahí. Este paso se ejecuta a nivel ethernet (no hay ninguna @IP establecida en los 
paquetes de peth0 o del bridge). Acto seguido el puente/bridge distribuye el paquete del mismo 
modo que lo haría un switch. Luego, de entre las interfaces vifX.Y conectadas al puente se decide a 
dónde mandar el paquete basándose en la dirección MAC del receptor. La interfaz vif pasa el 
paquete a Xen, el cuál a continuación lo envía de vuelta al dominio al cuál la vif apunta (también se 
hace así para el dom0, pues vif0.0 está conectada a veth0). Finalmente, el dispositivo de destino 
del dom0/domU tiene una dirección IP, por lo que se puede aplicar iptables aquí. 
 
 El script network-bridge 
 Cuando Xen arranca, ejecuta el script /etc/xen/scripts/network-bridge, el cual lleva a cabo 
las siguientes tareas:  
 Crea un nuevo puente llamado xenbr0 (pudiéndose cambiar este nombre).  
 Desactiva la interfaz ethernet real eht0.  
 Copia las direcciones MAC e IP de la eth0 a la interfaz virtual de red veth0.  
 Renombra la interfaz real eth0 a peth0.  
 Renombra la interfaz virtual veth0 a eth0.  
 Conecta peth0 y vif0.0 al puente xenbr0.  
 Activa el puente, peth0, eth0 y vif0.0.  
(*Es conveniente tener la interfaz física y la interfaz del dom0 separada,  pues así es posible crear 
un firewall en el dom0 que no afecte al tráfico de los dominios domU) 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.3.3 Xen bridging 
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 El script vif-bridge 
Cuando arranca un domU, xend, que se está ejecutando en dom0, lanza el script vif-bridge, 
el cual lleva a cabo las siguientes tareas:  
 Enlaza la interfaz vif#.0 al puente xenbr0.  
 Levanta la interfaz vif#.0.  
 
2.1.4 La técnica de Xen 
 
Xen utiliza la técnica, anteriormente mencionada llamada “paravirtualización”, para alcanzar alto 
rendimiento (es decir, bajas penalizaciones del rendimiento, típicamente alrededor del 2%, con los 
peores casos de rendimiento rondando el 8%; esto contrasta con las soluciones de emulación 
[A.10] que habitualmente sufren penalizaciones de un 20% con las llamadas a sistema e 
interacción con él). Con la paravirtualización, se puede alcanzar alto rendimiento incluso en 
arquitecturas (x86) que no suelen conseguirse con técnicas tradicionales de virtualización 
(posibilita que las máquinas virtuales Xen pueden ser migradas en vivo entre equipos físicos sin 
pararlas, muy útil en clústers como el que queremos montar). Sistemas de virtualización completa 
como VMware y Virtual PC, que corren directamente sobre el procesador sin emulación, utilizan 
una técnica conocida como binary translation (Fig. 2.1.6), donde las instrucciones privilegiadas son 
reemplazadas con fragmentos de código que simulan las mismas, esta técnica es muy compleja y 
provoca grandes pérdidas de rendimiento, sobre todo en apps. de uso intensivo de dispositivos.  
 
En los ordenadores normalmente el software con más privilegios es el sistema operativo, ya 
que controla todos los recursos del CPU, como el uso compartido del mismo entre las aplicaciones, 
memoria virtual, e/s a dispositivos, entre otras cosas. Estas tareas las puede realizar gracias a que 
los procesadores modernos soportan 4 niveles de privilegios (x86). El hipervisor, corre en el nivel 0 
(más privilegiado), el sistema operativo (dominio0) en el ring 1 y las aplicaciones en nivel 3 (menos 
privilegiado) como ya se comentó anteriormente.  
 
         
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.4 Ring deprivileging de Xen 
Xen se adapta a este esquema usando la técnica 
llamada ring deprivileging, donde el sistema 
operativo es modificado para poder ejecutarse 
en nivel 1 dejando el nivel 0 para Xen, el cual 
instala el módulo conocido como hipervisor para 
lograr la paravirtualización y tener control 
completo del hardware físico. 
 
Este mecanismo le permite a Xen tener más 
poder que el sistema operativo controlando los 
recursos a los cuales este puede acceder, tanto el 
del dom0 como los de domU. Este esquema de 
usos de niveles es lo que se llama 
paravirtualización. 
 
Intel ha realizado modificaciones a Xen para soportar su arquitectura de extensiones 
Vanderpool. Esta tecnología permitirá que sistemas operativos sin modificaciones se ejecuten en 
máquinas virtuales Xen, si el sistema soporta las extensiones Vanderpool o Pacífica (de Intel y AMD 
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respectivamente, extensiones para soportar virtualización de forma nativa), de manera que la 
protección de ring deprivileging resulta menos crítica, pues definen 2 modos adicionales: root y 
nonroot, que permiten ejecutar el hipervisor en root ring 0 y los sistemas operativos en los 
dominiosU en el nonroot ring 3. Prácticamente, esto significará que habrá una mejora de 
rendimiento, y será posible virtualizar Windows sin tener que modificarlo (dado que hasta ahora 
sólo pueden ser modificados los kernels de código abierto). 
2.1.5 Migración en caliente de máquinas virtuales 
 
Las máquinas virtuales Xen pueden ser migradas en caliente entre equipos físicos sin pararlos, 
donde primeramente la VM origen y la VM destino negocian los requisitos de hardware para 
cerciorarse de que serán suficientes para la instancia en cuestión. Durante este proceso, la 
memoria de la máquina virtual es copiada iterativamente al destino sin detener su ejecución. Una 
pausa muy breve de alrededor de 60 a 300 ms es necesaria para realizar la sincronización final 
antes de que la máquina virtual comience a ejecutarse en su destino final. Una tecnología similar 
es utilizada para suspender las máquinas virtuales a disco y cambiar a otra máquina virtual. Las 
conexiones de red que puedan existir en la máquina virtual migrada no son interrumpidas, una vez 
se ha migrado la máquina sus conexiones son reenrutadas en el nuevo entorno en el que se 
ejecuta, incluyendo la redirección de las conexiones establecidas actuales o futuras de la antigua 
localización a la nueva, dando una transparencia óptima e inapreciable a los servicios en ejecución 
del dominio guest (deben ser del mismo segmento LAN). De igual forma, iterativamente se copia 
los registros de estado de CPU y transacciones I/O. La versión de Xen y el archivo de configuración 
de domU debe ser el mismo en ambos hosts: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.5 Migración en caliente de un Xen guest (domU) 
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2.1.6 Virtualizacion completa vs Paravirtualización 
 
 Virtualización completa.  
Este tipo de virtualización proporciona una capa intermedia que incide en el acceso a los 
recursos hardware y que permite que múltiples sistemas operativos coexistan en un único 
servidor, similar a la emulación con la diferencia de que en la virtualización completa, los 
OS y aplicaciones están diseñados para correr en el mismo hardware físico que contiene la 
instancia de máquina virtual, por lo que en la emulación se puede llevar a cabo con 
hardware no disponible en el host. No requiere modificación del sistema operativo 
virtualizado, por lo que desconoce que está corriendo en un entorno virtualizado. En este  
caso, el hipervisor se encarga de proveer una máquina virtual completa a partir del 
hardware que se dispone. No obstante, esta capa intermedia requiere que la máquina 
virtual capture y traduzca todas las instrucciones privilegiadas en la llamada capa de Binary 
Translation, afectando negativamente en el rendimiento (también denominada 
virtualización nativa). 
Ej. Virtualización Completa: VMware, Microsoft Virtual PC, Sun VirtualBox, Linux KVM. 
Ej. Emulación: Bochs, QEMU. 
 
 Paravirtualización.  
En la paravirtualización, y como nueva generación de tecnología de virtualización, se 
emplea en un sistema más moderno y eficaz en la gestión de recursos. De este modo, el 
sistema operativo virtualizado (modificado) conoce que se ejecuta en un entorno 
virtualizado y se adapta para aprovechar este entorno, cooperando con el hipervisor en el 
desarrollo de la instancia. Así, hay ciertas llamadas privilegiadas que no tienen que pasar 
por la capa de virtualización, obteniendo así un overhead de entre el 0,5-3% demostrado. El 
hipervisor en este caso exporta una versión modificada del hardware físico, permitiéndole 
necesitar solamente drivers genéricos soportados en los entornos en los que se ejecuten 
los sistemas operativos.  
Ej. de paravirtualización: User-mode Linux, Iguest, Xen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.1.6 Arquitecturas de Virtualización Completa y Paravirtualización 
PFC - Migración de un entorno web a Cloud Computing Amazon EC2 
 
 
28 
 Éste modelo en auge, permite conseguir mejores rendimientos del hardware antiguo, 
manteniendo las ventajas que la siguiente generación de procesadores aportan con extensiones 
virtuales. También permite la compartición de memoria cooperativa entre máquinas sin modificar 
el sistema operativo. Las instancias del sistema operativo son modificadas para que éste reconozca 
la capa de virtualización. Esta aproximación ayuda al hipervisor evitar las instrucciones del 
procesador que son pesadas de virtualizar y las reemplaza por llamadas de procedimiento que 
proporcionan esa funcionalidad. Esto conduce en un rendimiento superior que en los entornos de 
virtualización completa. La denominada virtualización asistida por hardware, es posible gracias a 
las extensiones de virtualización de los procesadores actuales, como la Intel VT y la AMD-V7. Intel y 
AMD han desarrollado independientemente extensiones de virtualización a la arquitectura x868. 
No son directamente compatibles entre sí, pero proporcionan las mismas funciones. Ambos 
permiten que una máquina virtual se ejecute en un huésped no modificado sin incurrir en 
penalizaciones de emulación. 
2.1.7 Usos de Xen 
 
Xen es extremadamente útil para hacer un mejor uso del hardware disponible en una empresa. 
Generalmente el hardware que se utiliza para un servidor de páginas web, correo u otros servicios 
de red no es utilizado en su total capacidad. Al migrar estos servicios a máquinas virtuales, el 
hardware que se utiliza se aprovecha en mayor medida, ya que es compartido por todas las 
máquinas virtuales (y reduce los espacios físicos que se necesitan en los datacenters9).  
 
Adicionalmente al mejor uso del hardware, se agrega la posibilidad de tener máquinas 
virtuales para usarlas como respaldo de equipos en producción. Si un equipo crítico de producción 
tiene un problema de hardware, se puede activar una máquina virtual (ya preparada) para que 
tome el control de este servicio mientras se repara el problema de hardware. 
 
 Otra posibilidad, sería liberarse de equipos viejos que están brindando un servicio desde 
hace años, muchas veces trabajan sobre equipamiento obsoleto (y que generalmente son grandes 
en uso de espacio físico), migrándolos a máquinas virtuales con similares prestaciones. 
  
 Por último, la virtualización es de gran interés para empresas que desarrollan software, 
pues es común encontrarse con la necesidad de los programadores de probar algún software 
nuevo (bibliotecas de funciones, nuevos compiladores, etc.) que pueden perjudicar el trabajo de 
otros programadores. En estos casos, sólo basta con activar una nueva máquina virtual, instalar 
dependencias necesarias, hacer las pruebas, extraer las conclusiones y luego borrar todo. De ésta 
manera no se altera ningún otro proceso y estas pruebas se pueden ejecutar con éxito. Queda 
clara entonces, la ventaja que supone esta nueva tecnología llamada paravirtualización frente a la 
virtualización completa. 
 
Referencias [A.1-A.15] 
 
                                                 
7
 Intel-VT y AMD-V son extensiones de sus respectivas arquitecturas x86 para permitir virtualización por hardware de 
sistemas operativos huésped no modificados. 
8
 x86 es nombre dado al grupo de microprocesadores de la familia de Intel y a la arquitectura que comparten estos 
procesadores. Existen x86 tanto de 16 bits como de 32 bits, estos últimos llamados IA-32 (x86-32). Su sucesor 
inmediato es el x86-64, creado por AMD64. 
9
 Centro de procesamiento de datos o CPD es aquella ubicación donde se concentran todos los recursos necesarios 
para el procesamiento de la información de una organización 
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2.1.8 Soporte de distribuciones Linux y otros S.O. 
 
 Grandes empresas de distribuciones de Linux: 
 
RedHat y Novell están sacando versiones de sus distribuciones ya preparadas para Xen, 
muchas otras distribuciones como Debian, Ubuntu (las nuevas 9.04 y 9.10), Fedora y otras también 
tienen kernels disponibles para poder ser virtualizados o que actúen como domU de máquinas 
virtuales en dom0. Existen otros sistemas operativos que se pueden utilizar para trabajar como 
dom0 y también ejecutarse dentro de una máquina virtual, como NetBSD y Opensolaris. 
 
(*En cuanto a distribuciones que venden las suscripciones para obtener mantenimiento y soporte, 
RedHat sacará sus suscripciones permitiendo usar una suscripción para todas las máquinas 
virtuales que ejecuten RHEL dentro de un mismo hardware. Reduciendo aún más los costes al 
utilizar virtualización.) 
 
 Soporte a Xen desde Linux y S.O. propietarios: 
 
 Para implementar paravirtualización, un sistema operativo que se ejecute dentro de una 
máquina virtual Xen, éste debe ser modificado. En el caso de utilizar un equipo con la nueva 
tecnología de Intel (Intel-VT “Vanderpool”) o AMD (AMD-V “Pacifica”), Xen puede ejecutar 
máquinas virtuales de sistemas operativos propietarios (sin necesidad de modificar esos sistemas 
operativos, p.e. Microsoft Windows). 
 
 Tecnología Intel-VT y AMD-V: 
 
Ésta nueva tecnología abre enormemente el mercado, donde se puede implementar Xen, 
esto, sumado al rendimiento superior que se logra al utilizar paravirtualización, hace de Xen un 
software competitivo y muy tentador a la hora de seleccionar un sistema de virtualización. 
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 2.2  Cloud Computing 
Según la definición de Wikipedia: “La computación en nube es una tecnología 
 (paradigma de computación) de virtualización de recursos que permite ofrecer servicios de 
computación a través de Internet.” 
El Cloud Computing es una nueva tecnología en la que se pueden ofrecer los mismos servicios a 
través de Internet a un sistema informático que si se adquieren físicamente esos recursos, además 
sin tener conocimiento de cómo se están gestionando esos recursos ni donde están ubicados. Esta 
tecnología surge de una necesidad de ahorrar costes a medio/largo plazo ante nuevo hardware 
potente que aparece en el mercado y que no se aprovecha todo su potencial en relación a su 
valor, por lo que este tipo de servicios hacen que se ahorre todo ese tipo de inconvenientes y se 
use tan sólo lo que se necesita. Es importante separar el concepto de Cloud Computing con el de 
computación distribuida (grid computing), donde un clúster de computadores trabaja como un 
solo supercomputador, por lo que difiere de lo que aquí se trata. Como ejemplos de computación 
en nube destacan Amazon EC2, Google Apps, GoGrid, RackSpace y Microsoft Azure entre otros, 
que proveen aplicaciones, plataformas e infraestructura comunes de negocios en línea accesibles 
desde un navegador web, mientras el software, los datos y la computación se almacenan y se 
procesan en sus servidores optimizados y datacenters.  
2.2.1 Estructura del Cloud Computing 
 
 “Infrastructure as a Service” (IaaS) 
Se trata de todo el entramado de una granja de servidores virtuales que ofrecen la posibilidad 
de escoger el sistema operativo y albergar el software que se desee (sobre la plataforma que 
se desee), con almacenamiento “ilimitado” para bases de datos, backups, etc. Los cimientos 
(hardware) físicos que sostienen la computación en nube. Ej: Amazon Web Services, GoGrid 
 
 “Platform as a Service” (PaaS) 
La plataforma como servicio se refiere a la 
posibilidad de poder desplegar todo tipo de 
aplicaciones sin tener que preocuparse de la 
instalación, gestión y administración de la 
infraestructura, es el intermediario entre 
aplicaciones y hardware sobre el que corren.  
Ej: Google App Engine, Microsoft Azure 
 
 
 “Software as a Service”(SaaS) 
 
Fig 2.2.1.1 Servicios de Cloud Computing 
Es el software/aplicaciones distribuido como servicio por el proveedor sin tener la necesidad 
de completar sus instalaciones y mantenimiento posterior que suelen ofrecer escalabilidad y 
balanceo de carga entre otros. De esta manera no es necesario el pago de la licencia por el 
software propietario, sino un alquiler por el uso del software en cuestión. Ej: Salesforce.com 
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Sobre la figura anterior cabe destacar que es la esencia del Cloud Computing, donde cada 
capa depende de la más interna, podemos ver las “Software as a Service, Platform as a Service y 
Infrastructure as a Service”. En nuestro caso particular del proyecto tan sólo usaremos de Amazon 
la IaaS, puesto que la plataforma y las aplicaciones ya están desarrolladas. En la siguiente figura se 
pueden comprobar algunos ejemplos de los diferentes proveedores de SaaS, PaaS y IaaS que 
existen en el mercado: 
 
 
Fig 2.2.1.2 Proveedores de Cloud Computing en el mercado 
 
2.2.2 Tipos de Cloud  
En cuanto a la figura siguiente, hay que imaginar que podemos tener esas 3 categorías de nube en 
cada uno de los IaaS, PaaS y SaaS, pues a continuación se describe qué significa cada término: 
 Nube pública 
 
Todo lo referido a Cloud ofrecido por 
proveedores de IT que ofrecen tanto IaaS, 
PaaS y SaaS por separado o los tres 
integrados en el mismo servicio de Cloud. 
Sistema informático totalmente terciarizado 
situado fuera del propio entorno y de pago.  
Ej: Amazon Web Services, RackSpace 
 
 Nube privada 
 
Fig 2.2.2 Tipos de Cloud Computing 
Cuando se quiere optimizar uno o más servidores dedicados mediante la virtualización, existe 
un tipo de software con el que crear un Cloud en el propio entorno de la empresa, de manera 
que se prescinde de externalizar los recursos y aprovechar los propios para los usuarios 
internos. Ej: Eucalyptus, OpenNebula 
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 Nube híbrida/compartida 
 
Ante la posibilidad de que el Cloud implementado en la propia empresa no sea suficiente, en 
momentos puntuales se pueden requerir o demandar unos recursos que no existen, por lo que 
se puede solicitar a proveedores de nube pública ciertos recursos temporales con el que no 
estancar proyectos y dar una salida óptima al entorno de producción. Ej: Eucalyptus + AWS 
  
Muchas son las opiniones acerca del Cloud Computing, considerando ventajas como la 
capacidad de las empresas de obtener un modelo operativo que incremente su escalabilidad 
ofreciendo su plataforma conjuntamente con productos y servicios bajo demanda, de manera que 
la capacidad de respuesta de las empresas sea mucho más amplia y no tener limitaciones en 
cuanto a su infraestructura, que a medio-largo plazo puede suponer un ahorro de costes 
considerable, también relacionado con este aspecto, las nubes híbridas pueden ser la apuesta de 
futuro a medida que se extienda su uso, pues las empresas aún poseen unos servidores potentes 
de los que no será fácil desprenderse, por lo que reciclarlos mediante nube privada será una buena 
apuesta, así pues si en algún momento hay mayor demanda que infraestructura, aprovechar la 
nube pública para mayor escalabilidad y continuidad de proyectos.  
 
En cuanto a inconvenientes, existe una declaración pública de Richard Stallman, fundador 
de la FSF10 donde dice sobre la computación en nube lo siguiente: “simplemente es una trampa 
destinada a obligar a más gente a adquirir sistemas propietarios, bloqueados, que les costarán más 
y más conforme pase el tiempo." El autor de la reflexión supone que el obtener recursos desde la 
nube pública significa una limitación el obtener una simple instancia virtual, desde AWS por 
ejemplo, donde se paga un software y una plataforma ya integrada que impide cierto nivel de 
privacidad y libertades para poder desarrollar e integrar nuevo software por los usuarios, 
“obligando” a cada uno de ellos a ceñirse a esos recursos sin opción a otros no disponibles por el 
proveedor. Otro inconveniente destacable es la integridad y la privacidad de los datos migrados, 
pues no se asegura un 100% de disponibilidad y los datos propios pueden fiarse a un proveedor 
que puede perderlos, además que esos datos y interacción con máquinas se hace vía Internet, por 
excelencia el medio menos seguro, aunque se puede implementar métodos de encriptación de 
VPN, añade un “throughput” a la velocidad de trabajo e interacción con las instancias.  
 
Referencias de interés [C.29-C.34]. 
 
 
 
 
 
 
 
 
 
 
 
                                                 
10
 Free Software Foundation está dedicada a eliminar las restricciones sobre la copia, redistribución, entendimiento, y 
modificación de programas de computadoras. Con este objeto, promociona el desarrollo y uso del software libre en 
todas las áreas de la computación, pero muy particularmente, ayudando a desarrollar el sistema operativo GNU." 
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 2.3  Eucalyptus 
 
Elastic Computing, Utility Computing y Cloud Computing son términos que se refieren al 
paradigma de computación que permite a los usuarios “alquilar” accesibilidad a capacidades de 
computación a través de Internet. Ciertas empresas actualmente ofrecen servicios de hosting 
Elastic, Utility y Cloud Computing, incluso software propietario en ese Cloud, aunque normalmente 
sea open-source lo que se ofrece en esas máquinas “alquiladas” para rentabilizar su uso. 
 
Fig 2.3 Logotipo de Eucalyptus SystemsTM 
 Eucalyptus (Elastic Utility Computing Architecture for Linking Your Programs To Useful 
Systems) es un software open-source que implementa una infraestructura Cloud Computing 
utilizando los clústeres o máquinas de una “granja” de equipos (servidores, PC’s, laptops…) para la 
computación distribuida de forma similar a EC2 de Amazon o GoogleApp, pero en nube privada 
(véase 2.2.2). Actualmente la interfaz de interacción de Eucalyptus es compatible con Amazon EC2 
(la más utilizada comercialmente), aunque trabaje sobre otro tipo de infraestructura, gracias al 
aprovechamiento de la API de Amazon que es pública. Está implementado usando herramientas de 
Linux y Web Services para facilitar la instalación y mantenimiento, disponibles a todo el mundo, y 
sus interfaces de gestión se basan en Web. Llamados Software as a Services (Saas) o Software + 
Services en mundo Microsoft (S+S). 
El objetivo del proyecto Eucalyptus es crear una comunidad de investigación y desarrollo 
sobre las tecnologías de Elastic, Utility y Cloud Computing, ayudar a descubrir nuevas técnicas y 
estudio de modelos de uso para el hosting, con lo que supone que sea open-source y que entre 
toda la comunidad (además de sus propios desarrolladores), se haga una herramienta potente 
para estos servicios, actualmente la versión disponible en su web es la Eucalyptus v1.5.2 que 
incluye las siguientes características: 
 Compatibilidad de interfaz con EC2. 
 Instalación y uso simple mediante Rocks11, RPM, código fuente o instalación desde 
repositorios a partir de Ubuntu 9.04 (a partir de Eucalyptus v1.5). 
 Comunicación interna segura mediante funcionalidad de SOAP12 con WS-Security (WSDL13). 
 Funcionalidades que no requieren la modificación del entorno Linux (32 y 64 bits). 
 Administración de Cloud básica mediante herramientas para un sistema de administración 
y cuentas de usuario. 
 Uso de Xen 3.X (KVM14 también soportado en v1.5). 
                                                 
11
 Rocks Linux es una distribución Linux y un software para desarrollar una distribución Linux 
12
 Simple Object Access Protocol es un protocolo estándar que define cómo dos objetos en diferentes procesos pueden 
comunicarse por medio de intercambio de datos XML 
13
 Web Services Description Language, un formato XML que se utiliza para describir la interfaz pública de servicios Web 
y los requisitos de los protocolos y formatos de mensajes que se comunicarán  
14
 Kernel-based Virtual Machine implementa virtualización completa con Linux sobre hardware x86 
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2.3.1 Evolución de Eucalyptus 
 
El proyecto Eucalyptus empezó como una investigación en el Departamento de Ciencia de 
Computadores en la Universidad de California (Santa Bárbara) en 2007, liderado por Rich Wolski, 
donde se estudiaba la computación distribuida y el hosting de máquinas virtuales en grandes 
servidores. Una vez el proyecto tuvo forma y tenían definido un entorno de ejecución, empezó la 
integración de los AWS (Amazon Web Services) en su tecnología para una plataforma de Cloud 
local, de donde nació el software de infraestructura Eucalyptus. 
 
 Posteriormente, se fueron publicando versiones del software que iba incorporando 
componentes en las distribuciones más utilizadas por la comunidad en Linux, en las que 
actualmente se encuentra Ubuntu 9.04 (Ubuntu Enterprise Cloud, potenciado por Eucalyptus 
SystemsTM), donde se puede encontrar en sus repositorios directamente los paquetes de fácil 
instalación de Eucalyptus, con el fin de que sea una herramienta más en Linux que no una 
plataforma a utilizar de forma separada. Como antes se ha comentado, en sus primeras versiones, 
aprovechaban un paquete de software de gestión de clústers Linux llamado Rocks para su 
instalación y soportaba el hipervisor de Xen, además de la API de AWS desde mayo de 2008, 
actualmente también disponible el hipervisor KVM en el mismo Cloud desde abril de 2009.  
Los autores originales de Eucalyptus pretenden que el proyecto siga teniendo continuidad en la 
comunidad open-source e interesar tanto al público como al sector privado y que persista más allá 
de donde se originó, en la Universidad de California, con el fin de proporcionar una infraestructura 
e interfaz de gestión estándar e independiente de un proveedor de Cloud Computing. 
 
A día de hoy hay empresas que han empezado a probar Eucalyptus como alternativa a 
Amazon EC2, las más notables RightScale15 y Elastra desde la publicación de la Ubuntu 9.04 en abril 
de 2009. RightScale ha sido uno de los mayores “partners” de Amazon EC2, y es absolutamente 
dependiente de ellos, funcionando como “Cloud Manager” para estos servicios [B.2]. 
 
 
Fig 2.3.1 Integración de RightScale en Eucalyptus (sobre Ubuntu 9.04) 
 
                                                 
15
 RightScale es una plataforma de administración basada en web que administra la infraestructura de Cloud 
Computing para múltiples proveedores 
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2.3.2 Elementos que forman Eucalyptus 
 
La arquitectura de Cloud Computing en Eucalyptus se compone de 3 componentes básicos [B.3]: 
 Cloud Controller (controlador de nube) 
Es el responsable de procesar todas las peticiones entrantes desde clientes externos o 
administradores al Cloud. Es la parte visible o pública de entrada al Cloud, toma las decisiones 
a más alto nivel de la compartición de datos entre instancias de máquinas virtuales, además de 
procesar la autenticación en el sistema desde el exterior (RigthScale). Es un programa en Java 
que ofrece la interfaz de Web Service y la interfaz Web para la administración de la nube, tanto 
en el sistema de cuentas, los recursos que disponer a los nuevos nodos y el control de los 
certificados. 
 Clúster Controller (controlador de clúster) 
El CC es el responsable de administrar los diferentes NC (clúster entero) que trabajan 
conjuntamente, y se sitúa en el “head-node” o servidor “front-end” y tiene acceso cada NC, 
monitorizando la información a cada instancia y coordina el flujo de peticiones entrantes a 
cada nodo, en relación con Amazon EC2 tiene una naturaleza similar a una “Availability Zone”. 
Para cada clúster creado en la nube se generará un nuevo controlador. Está escrito en C y 
basado en un Web Service que correrá en Apache. 
 Node Controller (controlador de nodo) 
Es el responsable de ejecutar las acciones sobre los recursos físicos del host que aloja la 
instancia virtual, recibiendo órdenes del Clúster Controller y que él es quien administra la  
instancia que corre sobre su hardware físico. De igual forma que el controlador de éste, se 
genera un nuevo controlador por cada nodo añadido a un clúster. Es un Web Service de Apache 
escrito en C. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.3.2 Arquitectura Cloud Computing de Eucalyptus 
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2.3.3 Características de Eucalyptus 
 
La comunicación entre estos 3 componentes (CLC, CC, NC) corre sobre SOAP con WS-security, cada 
controlador de clúster corre sobre el Head-node, que contiene los controladores de clúster y cada 
uno de estos los controladores de nodo (dominios 0 de Xen en cada host-nodo). En la siguiente 
figura se puede observar la interacción del software actual de Eucalyptus, desde la autenticación 
desde RightScale para acceder al Cloud, la arquitectura y el diferente hosting de máquinas virtuales 
sobre nodos en cada clúster [B.2]. 
 
 
Fig 2.3.3 Arquitectura Eucalyptus con RightScale 
 
 Para el desarrollo de este proyecto en cuestión, se ha seguido el esquema de correr los 3 
controladores en el mismo laptop donde se está elaborando dicho proyecto, aunque Eucalyptus 
ofrece servicios para tener separados tanto el Cloud Controller, el Clúster Controller y Node 
Controller, de manera que se puede tener distribuido el procesamiento del Cloud, como se puede 
ver en la figura 2.3.3, aunque el software permite la uniformidad de correr todos los controladores 
en el mismo host. Esta decisión puede ser importante a la hora de valorar los recursos que 
computación que tiene cada host, de manera que se pueden adoptar esas diferentes 
configuraciones de Eucalyptus, definiendo en cada host el rol que debe adoptar y la instalación del 
software en cada uno de ellos. 
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2.3.4 Seguridad en Eucalyptus 
 
 Todos los componentes de Eucalyptus usan WS-Security para la autenticación. 
 Las claves SSH proporcionan acceso a nivel de root. El Cloud Controller genera el par de 
claves pública/privada y las instala y propaga en cada Node Controller. 
 El administrador del Cloud puede crear y eliminar cuentas de usuarios del entorno, una vez 
los usuarios aceptan las invitaciones tienen acceso al sistema. 
 El uso de RightScale proporciona acceso remoto al Cloud mediante autenticación definida 
en la interfaz web de Eucalyptus en el apartado de Credenciales de la interfaz web. 
 En configuración de red similar a Elastic IP de Amazon (véase 2.4.2), el front-end de 
Eucalyptus realiza las tareas de router y firewall, por lo que es necesario tener un control 
de “iptables” para permitir acceso a las máquinas desde fuera. 
 Los usuarios del sistema deben ser siempre primero permitidos por el administrador vía     
e-mail de confirmación en la interfaz web, aunque esto presenta un agujero importante de 
seguridad en la circulación de passwords sin encriptar en el e-mail. 
 
2.3.5 Bugs y limitaciones conocidos 
 
 Las máquinas solamente se pueden arrancar y destruir, donde la información que se haya 
cambiado en la imagen de disco no queda guardada  poco útil en un entorno de 
producción (sin persistencia de datos, máquinas volátiles). 
 Administración y soporte para un solo clúster virtual de máquinas, aunque digan lo 
contrario sus desarrolladores. 
 “STATIC MODE” de networking no válido, pues a cada arranque de instancia virtual se 
asigna un nuevo par de @MAC a la máquina, por lo que la asignación MAC->IP nunca se 
llevará a cabo. 
 El sistema no soporta diferentes tipos de máquinas virtuales concurrentes, se debe 
restringir el uso a un solo tipo de configuración de máquina. 
 Sin soporte software a toda la API EC2. Falta de soporte en general para documentarse. 
 No reporta información sobre la disponibilidad de recursos ni a administrador ni a usuarios 
 Requiere una gran cantidad de disco duro al cachear cada imagen al arrancarla, además de 
poseerla ya en un bucket, y de la cual no guardará los cambios (4GB requieren 5’30 minutos 
para tener una idea de lo que tarda la instancia en arrancar). 
Referencia [B.4] 
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 2.4  Amazon EC2 
2.4.1 Amazon Web Services 
AWS es una creciente unidad dentro la compañía Amazon.com que ofrece una importante 
variedad de soluciones de Cloud Computing a empresas, tanto PYMES como grandes 
organizaciones, a través de su infraestructura interna, siendo la marca número 1 actualmente en 
el mercado de la nube. Tal y como se explicaba en el punto 2.2.1 de IaaS (infraestructura como 
servicio), Amazon ofrece unos servicios en la nube pública mediante una tarificación de precios en 
función del tiempo de uso, anchos de banda consumidos, etc. de manera que su gran ventaja 
competitiva es ofrecer unos recursos de infraestructura y plataforma poco asumibles a la mayoría 
de empresas para el periodo que se requiera.  
 
Fig 2.4.1.1 Logo Amazon Web ServicesTM 
Los clientes de IT tan sólo deben pagar lo que usen del servicio, de esta manera, obtener 
unos potentes servidores con una plataforma determinada, un espacio de almacenamiento, una 
gran base de datos, etc. supone la adquisición de un hardware que no se aproveche todo el 
tiempo, que tan sólo interese para un periodo determinado y satisfacer una necesidad puntual, 
prescindiendo de importantes inversiones en infraestructura. Orientado a empresas, se adapta 
con total flexibilidad y escalabilidad a las necesidades de Cloud que tenga el cliente, mediante 
SLA16, se especifica el nivel de compromiso del servicio, disponibilidad y ofrece un punto de 
confianza que otros proveedores de nube pública no proporcionan, dato que le da ventaja frente a 
sus competidores. 
Dado que ha sido pionero en el sector y posee una gran cantidad de desarrolladores que 
trabajan para mejorar el servicio (alrededor de 400.000), desde su publicación en 2006, ha sido 
líder en el sector por delante de Google App Engine, Azure de Microsoft, Rackspace, etc. Siempre 
ha ido un paso por delante y le ha permitido innovar en el sector y ofrecer unos precios muy 
competitivos, soluciones para todos los gustos e importantes acuerdos con Microsoft, IBM y HP 
como estrategias de márketing para ofrecer software y plataformas propietarias (además de 
software libre que fue lo primero que se ofrecía con plataformas Linux) en sus imágenes de 
máquinas virtuales, sacando provecho ambos del “alquiler” de la infraestructura+ 
plataforma+software como servicio, que mediante Amazon DevPay, se efectúa este pago a 
terceros por las aplicaciones integradas sobre sus servicios web, de manera que hasta una 
empresa que desarrolle un software y lo quiera poner en manos de Amazon, puede sacar 
provecho al darlo a conocer mediante su “ecosistema”.  
                                                 
16
 Service Level Agreement es un contrato escrito entre un proveedor de servicio y su cliente con objeto de fijar el nivel 
acordado para la calidad de dicho servicio 
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Prueba de ello son las importantes ganancias desde entonces de Amazon en el mercado 
[C.10], superando de largo sus ganancias como tienda on-line “Amazon.com”, se puede ver en la 
siguiente figura el incremento del uso (ancho de banda requerido superando el 30% más que la 
tienda) de los AWS frente a la su primer negocio y su liderazgo de mercado en la siguiente figura: 
 
Fig 2.4.1.2 Crecimiento del uso AWS frente a Amazon.com hasta 2008 
 
Fig 2.4.1.3 Liderazgo de mercado de Amazon en Cloud Computing (09/2009) 
Se puede ver en la figura 2.4.1.3 que Rackspace puede resultar un competidor de Amazon 
EC2, pero lo cierto es que el tamaño de la empresa es el 10% del de Amazon EC2, por lo que a 
medio plazo la gráfica será mucho más pronunciada para Amazon y serán notables las diferencias 
con sus competidores de mercado. De todas formas es un mercado creciente por momentos de 
los que los principales proveedores de Cloud se verán beneficiados, el caso es hasta cuándo y 
sobre qué innovaciones y mejoras crecerán. 
En la propia web de Amazon podemos ver en los “case-studies” las diferentes empresas 
que apuestan por el los diferentes servicios de web-hosting, application hosting, backup & 
storage, High performance computing, etc. entre ellas vemos se pueden destacar sonados 
ejemplos como Twitter17, Smugmug18 (+1M$ de ahorro) o Animoto19 que publicaron importantes 
                                                 
17 Twitter es un servicio gratuito de microblogging que permite a sus usuarios enviar micro-entradas basadas en texto 
18
 SmugMug es un website de pago de fotos digitales compartidas 
19
 Animoto es un servicio web donde se crean vídeos de fotos con calidad de TV en cuestión de minutos gratuitamente 
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ganancias al usar servicios como S3 y EC2 para el almacenamiento persistente de sus fotos en 
redes sociales, son una prueba de esta externalización a terceros de los grandes datacenters. 
Analizando un poco más a fondo la situación de AWS en el mercado de la nube, en la 
referencia [C.36] realizan un estudio a fondo de las ganancias de esta empresa, aunque es una 
estimación, se acerca bastante a números reales, que Amazon no ha revelado. Teniendo en cuenta 
la nube pública y privada, Amazon es el dueño y señor de la pública, y en la privada si nos 
centramos en el hipervisor estrella, es VMware y su plataforma “vCloud Express” con la misma 
idea que Eucalyptus. Ambos han desarrollado sus respectivas APIs para manejar las instancias 
virtuales (API EC2 vs vCloud API), la primera es libre y la segunda propietaria, entonces llegados a 
este punto, se puede pensar que el hecho de que aún no se haya desarrollado un estándar RFC20, 
aprobado por la IETF21, es conveniente para que fluya la innovación en el sector, pero puede 
desatar una guerra que puede acabar con software propietario que no acabe resultando 
beneficioso a las empresas. Por un lado, VMware tiene buena parte del sector interesado en la 
virtualización de sus servidores, por el otro, Amazon apuesta por la externalización de 
infraestructura y tiene éxito en el mercado de la nube pública con una API libre, lo que hace que 
plataformas open-source de nube privada adopten la API EC2 (Eucalyptus, OpenNebula), lo cual es 
una baza que tiene Amazon para poder restar cuota de mercado a VMware en las empresas que 
integren estas soluciones libres y no apuesten por soluciones propietarias para poder seguir 
creciendo. Los informes mostrados por Amazon en los 6 últimos meses hasta junio de 2009, 
muestran unos ingresos de 217 millones de dólares, y VMware 926 millones de dólares, por lo que 
se deduce que VMware es un negocio 5 veces más grande que AWS por el momento. 
Para tener la estimación de los ingresos de Amazon, desde la referencia [C.36], en la 
siguientes tablas se muestra un resumen del estudio llevado a cabo, siendo una estimación, se 
apunta a que los servidores empleados son de la serie S2108, con un coste de unos 25.000$ cada 
uno teniendo una tasa de uso de 75-80% en EC2, teniendo cerca de 40000 servidores distribuidos 
entre EEUU y Europa (inversión de 80.000.000€ en 6 Availability Zones), 417 racks/zona (617 
servidores/zona) resultando 2500 racks: 
Ratio of Inst Sizes 
 VCPU % Uso Instancias/servidor Tarifa Coste de Host 
m1.small 1 21% 8 $0,10 $ 2.500,00 
m1.large 2 35% 4 $0,40 $ 2.500,00 
m1.xlarge 4 20% 2 $0,80 $ 2.500,00 
c1.medium 4 13% 2 $0,20 $ 2.500,00 
c1.xlarge 8 11% 1 $0,40 $ 2.500,00 
  100%    
Tabla 2.4.1.4 Suposición de uso de cada tipo de instancias EC2 y costes 
 
                                                 
20
 Request For Comments son notas sobre Internet, cada una de ellas individualmente es un documento cuyo 
contenido es una propuesta oficial para un nuevo protocolo que se explica con todo detalle, para que en caso de ser 
aceptado pueda ser implementado sin ambigüedades, para ser luego aprobado por la IETF. 
21
 Internet Engineering Task Force es una organización internacional abierta de normalización, que tiene como 
objetivos el contribuir a la ingeniería de Internet, cuya entidad se considera con más autoridad para establecer 
modificaciones y aprobaciones de los parámetros técnicos sobre los que funciona la red. 
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Util Rate 
Instancias Mínimo Medio Máximo 
m1.small 32.364 34.675 36.987 
m1.large 26.970 28.896 30.822 
m1.xlarge 7.706 8.256 8.806 
c1.medium 5.009 5.366 5.724 
c1.xlarge 2.119 2.270 2.422 
    
Ingresos/h $23.580 $25.264 $26.948 
Ingresos/mes $16.977.554 $18.190.195 $19.402.836 
Ingresos/año - $218.282.342 $232.834.038 
Tabla 2.4.1.5 Suposición de ingresos por uso de tipo de instancias 
Para finalizar este pequeño estudio, se puede deducir una amortización mensual 
aproximada de 2M$ de la erogación de capital realizado para este negocio, una rápida 
recuperación y que en función de la incorporación de nuevas empresas a obtener los servicios de 
Amazon, el tiempo de obtención de beneficios puede verse reducido a favor de este proveedor y 
crecer exponencialmente su peso en este mercado del Cloud Computing en infraestructura, el cual 
se valora alrededor de 400-600 millones de dólares, creciendo a un ritmo de 10-20% al año en la 
recesión económica que se encuentra el mundo en estos momentos, lo cual es un importante dato 
para poder comprobar que estas tecnologías son un mercado creciente, y cada vez más atractivo, 
con más audiencia y acertada inversión económica pese a las dificultades actuales. 
Prosiguiendo con el análisis de características de AWS, los diferentes servicios [C.4] que 
ofrece se incrementan con el paso del tiempo, a continuación se mencionan algunos de los más 
importantes, siendo EC2 y S3 los que más peso tienen actualmente: 
 Amazon Elastic Compute Cloud (EC2), proporciona servidores virtuales escalables usando el 
hipervisor Xen. 
 Amazon Elastic Block Store (EBS), proporciona un nivel de almacenamiento de datos 
persistente de bloques/volúmenes de capacidad para EC2. 
 Amazon Simple Storage Service (S3), proporciona un Web Service basado en el 
almacenamiento para aplicaciones.  
 Amazon Simple Queue Service (SQS), proporciona la administración y control de las peticiones 
y respuestas para aplicaciones web y entre instancias mediante WDSL. 
 Amazon SimpleDB (beta), permite a los desarrolladores trabajar con “querys” en una 
estructura de datos, trabajando en concordancia con EC2 y S3 para ofrecer una base de datos 
operacional. 
 Amazon Elastic MapReduce, Web Service que permite a los investigadores, analistas de datos y 
desarrolladores una interfaz fácil y económica para procesar grandes cantidades de datos con 
el framework Hadoop [C.5], trabajando en una infraestructura escalable de EC2 y S3. 
 Amazon Virtual Private Cloud (VPC) (beta), Web Service que crea instancias de EC2 aisladas 
lógicamente, en redes separadas de las instancias públicas de EC2, para poder conectarlas vía 
VPN a una red existente propia. 
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Fig 2.4.1.4 Diferentes Amazon Web Services para nuestro aplicativo 
Esta última solución conviene destacarla, pues es una forma de nube híbrida donde las 
empresas que usen una infraestructura de nube privada (Eucalyptus, Open Nebula22, etc.) pueden 
solicitar puntualmente unos recursos que no se dispongan a Amazon VPC y prorrogar unas tareas 
en entornos productivos que podrían verse afectadas por la falta de recursos, pudiendo conectar 
las dos nubes por VPN con encriptación IPsec. Este es un punto interesante donde Amazon ha 
llevado a cabo una buena estrategia para no perder cuota de mercado con las diferentes 
plataformas de nube privada que están apareciendo, aunque en el fondo sea EC2 en la nube 
pública pero en redes aisladas [C.6]. 
 Entre las principales ventajas de usar los servicios de AWS principalmente cabe destacar las 
siguientes: 
 Rentabilidad, pagar sólo por lo que se usa y el mismo día que se requiere, ahorrando 
grandes cantidades de dinero en inversiones de potente hardware temporal. 
 Confiabilidad, la gran escalabilidad de la infraestructura permite garantizar alta 
disponibilidad en un 99,95% según sus fuentes*, debido a una tecnología robusta y hecha 
“a prueba de bombas”. La redundancia de nodos añade un hándicap importante en la 
seguridad de los datos, además de la importante capacidad de respuesta en picos de 
demanda del servicio. 
 Flexibilidad, cualquiera aplicación puede ser desarrollada y migrada sobre cualquier 
plataforma o modelo de programación, donde el usuario es quien controla los recursos y 
los consumos del servicio que se necesiten. 
 Completo, Amazon pone a disposición una gran suite de imágenes de máquina virtual 
(AMI), con un buen repertorio de sistemas operativos e integración de software para todo 
tipo de necesidades. 
(* tan sólo unas 9 horas de inoperabilidad del servicio al año, como pasó con el apagón que tuvo 
Twitter sin servicio en 2008 [C.35]) 
                                                 
22
 Open Nebula creado por Universidad Complutense de Madrid, es un gestor open source de infraestructuras virtuales 
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 Todas estas ventajas y beneficios contribuyen a proporcionar a las empresas una gran 
capacidad de respuesta y ventajas competitivas para afrontar los diferentes proyectos 
empresariales y escalabilidad de sus necesidades, donde en cierto modo, la externalización de los 
datacenters ayuda a la conservación de medioambiente al reusar los recursos que los que dispone 
Amazon entre clientes. Como apunte final, existen varias aplicaciones ya desarrolladas e 
integradas para interactuar con los servicios de Amazon, como Rightscale, S3Interface y la propia 
consola de administración web de Amazon para manejar instancias EC2, todas ellas con el fin de 
facilitar el uso de la nube a empresas y particulares. Referencias de interés [C.7-C.9]. 
2.4.2 Amazon Elastic Compute Cloud (EC2) 
 
Amazon EC2 es un Web Service que proporciona las capacidades de Cloud Computing a sus 
clientes [C.11], de manera que permite una configuración y administración de las capacidades de 
máquinas virtuales que se solicitan a la nube, pudiendo pagar tan sólo el tiempo de computación 
que realmente se use, de esta manera, se ofrece a los desarrolladores la posibilidad de trabajar en 
entornos de alta disponibilidad, fuera de fallas (SLA) y con características adecuadas a sus 
necesidades. 
 
 Funcionalidades: 
o Amazon Machine Image (AMI), permite crear imágenes de máquinas virtuales 
definidas por el usuario con una configuración a su cargo, o por el contrario, se 
pueden solicitar imágenes predefinidas con un software ya integrado. 
o Incorpora una API que permite cargar las imágenes de disco en S3 para su 
disponibilidad en EC2. 
o Permite configurar un acceso seguro mediante grupos de seguridad que puedan 
utilizar las AMI de los usuarios de un mismo entorno de trabajo. 
o Monitorización de las AMI y total control de arranque y terminación de instancias, 
administración de máquinas totalmente delegada a los usuarios. 
 
 Tipos de instancias 
o Estándar 
 
Small (Default) 1.7 GB de memoria 
1 EC2 Compute Unit (1 virtual core con 1 EC2 Compute Unit) 
160 GB de almacenamiento para la instancia 
32-bit 
Large Instance 7.5 GB de memoria 
4 EC2 Compute Units (2virtual cores con 2 EC2 Compute Units each) 
850 GB de almacenamiento para la instancia  
64-bit 
Extra-Large Instance 15 GB de memoria 
8 EC2 Compute Units (4virtual cores con 2 EC2 Compute Units each) 
1690 GB de almacenamiento para la instancia  
64-bit 
Tabla 2.4.2.1 Tarificación de instancias estándar EC2 
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o High-CPU 
 
Medium 1.7 GB de memoria 
5 EC2 Compute Unit (2 virtual core con 2.5 EC2 Compute Unit) 
350 GB de almacenamiento para la instancia 
Plataforma 32-bit 
Extra Large Instance 7 GB de memoria 
20 EC2 Compute Units (8 virtual cores con 2.5 EC2 Compute Units) 
1690 GB de almacenamiento para la instancia 
Plataforma 64-bit 
Tabla 2.4.2.2 Tarificación de instancias High-CPU EC2 
(* EC2 Compute Unit (ECU) – One EC2 Compute Unit (ECU) proporciona el equivalente a una 
capacidad de CPU de 1.0-1.2 GHz 2007 Opteron o 2007 procesador Xeon
23
) 
 Precios de instancias “On-Demand” 
 
Fig 2.4.2.3 Tarificación Amazon Web Services EC2 
 
A primera vista podemos ver que los precios en sistemas Linux salen más rentables que en 
Windows, y que cada tipo de instancia va acorde con sus prestaciones. Además, Amazon 
tarifica la cantidad de datos que transfieren a las máquinas tanto de entrada ($0,10/GB) 
como de salida ($0.17/GB los primeros 10 TB) y entre ellas, dentro de la misma “Availability 
Zone24” e “inter Region” [C.12], con auto-escalado de gratuito y con una asignación estática 
de direcciones en función de la cantidad de mapeados que se lleven a cabo. 
 
 Elastic IP Addresses 
 
Amazon dispone de la función Elastic IP [C.13] diseñada para el Cloud Computing dinámico, 
cada una de estas IP’s está asociada a la cuenta que cada usuario tenga en AWS (no a una 
instancia en particular). De esta manera, permite  mapearla directamente a la IP pública 
que tenga el usuario a otra instancia sin necesidad reconfigurar la IP del host. 
o Cada máquina posee una @IP privada, enrutable tan sólo en el Cloud, de manera 
que se debe mapear ésta a la IP pública si se quiere acceder desde fuera de EC2. 
o La IP pública (no disponible al terminar la instancia) de la máquina la asigna el 
sistema, así directamente se hace un NAT 1:1 entre la pública y privada. 
                                                 
23
 Xeon es una familia de microprocesadores Intel para servidores PC y Macintosh 
24
 Availability Zone es una división territorial que emplea AWS entre EEUU y Europa, y regiones es cada división dentro 
de estas Availability Zones 
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2.4.3 Amazon Simple Storage Service (S3) 
Los Amazon S3 son muy utilizados para ofrecer a los desarrolladores una alternativa económica de 
almacenamiento y servicio, para sus nuevos proyectos. Su uso se ha popularizado aún más, a partir 
del lanzamiento de SimpleDB, el servicio de base de datos distribuido, que se incorporó a los ya 
existentes, en la constante ampliación de servicios brindada por Amazon [C.14].  
Este almacenamiento en Internet proporciona una simple interfaz web, como su nombre 
indica, que puede ser usada para almacenar grandes cantidades de datos en cualquier momento 
desde cualquier sitio, dando acceso confiable y seguro con SLA, altamente escalable, rápido y 
barato en la infraestructura de Amazon [C.15]. La compañía lo lanzó en marzo de 2006 en EEUU y 
en noviembre de 2007 en Europa, en la figura 2.4.3.1 se puede ver cómo ha crecido este servicio y 
se pueden deducir las ganancias de Amazon respecto a S3 (picos de hasta 80000 peticiones por 
segundo): 
 
Fig 2.4.3.1 Incremento del hosting de Amazon S3 
Físicamente, los datos están distribuidos por los Data Center de Amazon, pero es algo que 
permanece ajeno al cliente y de lo que no debe preocuparse (escalabilidad). Su integración con 
EC2 es esencial para que las imágenes de máquinas virtuales puedan trabajar con datos y objetos 
almacenados en S3 y tener un espacio donde los desarrolladores puedan trabajar cómodamente, 
incluso poder solicitar más espacio temporal para las máquinas o disponer de varios “buckets” 
donde compartir datos entre instancias, esta integración, además de poder trabajar con SimpleDB. 
 Funcionalidades [C.16] 
 
o Los datos (objeto) pueden oscilar entre 1 byte - 5 GB y estos pueden ser ilimitados 
o Cada objeto se almacena en un “bucket” (contenedor) con un espacio virtualmente 
ilimitado y con un nombre único en S3 (cada uno de ellos situado en las zonas de 
EEUU o Europa, pero accesible desde cualquiera de las Availability Zones, con su 
correspondiente recargo) 
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o Las keys son una clave única dentro de un bucket que identifica a los objetos de 
cada bucket. Un objeto se identifica de manera unívoca dentro de todo S3 
mediante su bucket+key. 
o Sistema de permisos para el acceso a datos por usuario mediante lectura, escritura 
o control total 
o Se pueden usar los estándares REST o SOAP para trabajar con ellos 
o Usos como web-hosting, image-hosting y backup’s de sistema entre otros 
o Los objetos (públicos o privados) se pueden recuperar vía petición GET HTTP o por 
protocolo BitTorrent a través de un AWS ID y un AWS Key 
o Por defecto existen tres usuarios: Owner (referente al usuario que alojó el archivo), 
Authenticated Users (referente a usuarios autenticados en Amazon), Everyone 
(referente a todos los usuarios no autenticados, es decir, cualquier cliente en todo 
Internet) 
 
Fig 2.4.3.2 Integración de AWS 
 Precios (Europa) 
 
o El servicio S3 se factura de cuatro maneras distintas, y conjuntas [C.3]: 
 Almacenamiento mensual: cuanto más se almacena más recargo. Se trata de 
una tarifa por GB almacenado/mes. 
 
 Transferencia de Datos: una tarifa decreciente en la que cada GB transferido 
cuesta más barato cuanto más se transfiera. 
 
 Accesos GET: solicitudes de archivos. Cada acceso a un archivo se factura. 
 
 Accesos PUT/LIST: solicitudes de envío o solicitud de listados. 
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Storage $0.180 per GB – first 50 TB / month of storage used  
$0.170 per GB – next 50 TB / month of storage used  
$0.160 per GB – next 400 TB / month of storage used  
$0.150 per GB – storage used / month over 500 TB 
Data Transfer 
 
(in/out  S3) 
$0.100 per GB – all data transfer in 
$0.170 per GB – first 10 TB / month data transfer out 
$0.130 per GB – next 40 TB / month data transfer out 
$0.110 per GB – next 100 TB / month data transfer out 
$0.100 per GB – data transfer out / month over 150 TB 
Requests $0.012 per 1,000 PUT, COPY, POST, or LIST requests 
$0.012 per 10,000 GET and all other requests* 
(* Sin recargo por solicitud de borrado ) 
Tabla 2.4.3.3 Tarificación de almacenamiento en S3 
 
 AWS Import/Export (Beta) 
 
o Este servicio acelera el traslado de grandes cantidades de datos tanto de entrada como 
de salida en AWS, usando dispositivos portátiles de almacenamiento y su red de alta 
velocidad por encima de Internet y ahorrando costes de incremento de ancho de banda 
en la propia empresa interesada. 
 
 Amazon Elastic Block Store (EBS) 
 
o En este servicio existen los “volúmenes”, que son bloques de datos para hacer el 
sistema persistente, si rescatamos uno de los inconvenientes de Eucalyptus es que los 
cambios producidos en las imágenes de las máquinas virtuales no quedaban salvados 
una vez la instancia se paraba, de esta manera, estos volúmenes hacen que los cambios 
queden guardados independientemente del tiempo de vida de la instancia, dando una 
solución mucho más factible y alta disponibilidad, confiabilidad a los datos adjuntos a 
las instancias que se puedan arrancar en EC2. Se paga tan sólo lo que se use del 
servicio, $0.10 por GB alojado al mes y $0.10 por millón de peticiones de e/s que se 
hagan al volumen [C.17]. Este nuevo volumen contratado se añade como una partición 
de disco más en la instancia a la que se le adjunte (en Linux /dev/sdf por defecto). 
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2.4.4 Amazon Service Level Agrement 
 
Es importante valorar el acuerdo de nivel de servicio (SLA) ofrecido por Amazon, porque serán 
nuestras garantías de servicio a la hora de confiar nuestros datos y nuestra producción a terceros, 
en este caso Amazon. Un SLA se establece como una herramienta para llegar a un consenso en 
términos de nivel de QoS (disponibilidad, capacidad de respuesta a fallas, soporte, etc.) y evitar 
disputas entre ambas partes interesadas. Este punto es interesante destacarlo por encima de otros 
de Amazon puesto que aquí se está migrando un aplicativo web que emula a una empresa, y si 
este proyecto se desarrollase en la vida real sería un tema a tener en cuenta para decidirse por un 
proveedor de servicios de Cloud Computing. 
 
 
 AWS ofrece SLA tanto para S3 como para EC2, aunque como se dice en muchos artículos de 
Internet, hoy día no hay ningún proveedor de Cloud que ofrezca un SLA con garantías de que los 
datos no se perderán ni de que exista una disponibilidad del 100%, quizá en Amazon se hace 
hincapié en el SLA y eso la diferencia de sus competidores, los cuales no ofrecen tantas garantías 
como AWS, que para EC2 ofrece una confianza del 99’95% en EC2 [C.18], lo cual puede indicar que 
en algún momento de un año fiscal las instancias de un entorno productivo de una empresa que 
ha confiado en Amazon, queden inoperativas en nuestra “Region” dentro de la pertinente 
“Availability Zone” (4’38h al año), y en S3 [C.19] proponen indemnizaciones por pérdida de datos25 
aún con un alto grado de integridad de datos. También sería interesante que describiesen en el SLA 
un plan de recuperación ante desastres, del cual no hay ni rastro, una breve formación sobre cómo 
utilizar sus servicios y una red de integradores que den soporte a las empresas a vincular su trabajo 
con su oferta, todo este tipo de aspectos mejorarían un SLA que diese a Amazon la guinda que la 
haría un gigante del mercado, aunque su grado de disponibilidad la haga la mejor a día de hoy. Este 
aspecto será el determinante de aquí en adelante en el mercado de la nube para la supervivencia 
de los proveedores.  
 
Referencias de interés [C.20-22]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
25
Amazon llegaría a devolver hasta un 25% de lo facturado en caso de una disminución de disponibilidad por debajo 
del 99% y un 10% por encima del 99% de disponibilidad. 
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  3    Configuraciones de entorno            
 3.1  Xen 
 
Para iniciar la instalación del nuevo kernel, debemos descargar el tarball empaquetado desde la 
URL http://bits.xensource.com/oss-xen/release/3.3.1/xen-3.3.1.tar.gz, que contiene un archivo 
README desde donde se indican las instrucciones a seguir para la recompilación del kernel. Cabe 
destacar que no es tan sencillo como ejecutar el script install.sh que contiene, pues durante la 
compilación (que tuvo una larga duración hasta conseguir acabarla con éxito), donde aparecieron 
múltiples fallos de compilación por falta de paquetes instalados en el sistema y errores de 
compilación por desconocimiento de los requisitos, a continuación se muestra una relación de los 
paquetes adicionales se instalaron mediante apt-get (o synaptic, gráficamente): 
 
libc6-dev 
zlib1g-dev 
python 
python-dev 
python-twisted 
bridge-utils 
iproute 
libcurl3 
libcurl3-dev 
perl-doc 
libcurl4-gnutls-dev 
libc6-dev-i386 
automake 
bzip2 
module-init-tools 
transfig 
tgif 
libncurses5-dev 
patch 
libvncserver-dev 
libsdl-dev 
graphvird 
gcc 
openssl-dev 
python-pyorbit-dev 
libidl-dev 
liborbit2-dev 
libjpeg62-dev 
bcc 
bin86 
gawk 
pciutils-dev 
mercurial 
build-essential 
texinfo 
latex209-bin 
debootstrap 
libcurl4-openssl-dev 
libssl-dev 
libtext-template-perl 
(* algunos de ellos pueden ser eliminados posteriormente, pues son necesarios para la compilación 
y no el posterior desarrollo de Xen) 
 
 Para poner en marcha el proceso dentro del tarball descargado de la web de Xen, se 
encuentra el script install.sh que ejecutaremos, pero al no encontrarse el dicho kernel compilado, 
es necesario ejecutar en la línea de comandos un “make world && make dist”, hay que ejecutar 
con privilegios este comando con anterioridad que será el que preparará todos los archivos 
necesarios para la instalación del nuevo kernel. 
La recompilación alcanza una duración alrededor de 1 hora y 15 minutos (sin interrupciones por 
falta de paquetes en errores de compilación y similares), en la que se observa cómo se van 
instalando drivers para compatibilizar máquinas virtuales y un sinfín de librerías para la puesta en 
marcha del nuevo kernel 2.6.18.8-xen. 
 
 Una vez se ha llegado al final del proceso de recompilación con éxito, ya se puede ejecutar 
con permisos el script install.sh, que hará el chequeo de los requisitos para correr Xen y generará 
los distintos archivos de kernel en /boot, posteriormente ejecutamos “depmod 2.6.18.8-xen” para 
generar el modules.dep y el archivo System.map de Xen, y para crear un espacio swap para nuestro 
Xen, este comando con permisos “update-initramfs –c –k 2.6.18.8-xen”, creará un initrd para 
nuestro nuevo kernel. A continuación hay que indicarle al GRUB que este nuevo kernel está 
disponible para arrancar, por lo que hay que añadir a /boot/grub/menu.lst las siguientes líneas: 
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title            Xen 3.3.1 / XenLinux, kernel 2.6.18.8-xen 
root             (hd0,2) 
kernel           /boot/xen-3.3.1.gz dom0_mem=512M 
module           /boot/vmlinuz-2.6.18.8-xen root=/dev/sda3 ro console=tty0     
k                 max_loop=64 
module       /boot/initrd.img-2.6.18.8-xen 
 
 Como se puede apreciar, para el dom0 hemos limitado la memoria a 512Mb para que los 
otros dominios tengan el resto disponible (3,5 GB) del portátil en uso, además, ampliando la 
creación de dispositivos loop hasta 64 (cada máquina virtual utiliza 2 y por defecto viene 
configurado para soportar tan sólo 4). También se puede ejecutar “update-grub” pero no 
podremos añadir nuestras particularidades si no modificamos después menu.lst. 
También se puede añadir unos startup links para cuando arranque el sistema con “update-rc.d 
xend defaults 20 21” y  “update-rc.d xendomains defaults 21 20”, para que Xen corra desde el 
arranque del sistema. 
 
 A continuación, al rebootar la máquina si el proceso ha acabado con éxito, al entrar en el 
nuevo kernel de Xen, realizar la comprobación con “50hell –r” que el nuevo kernel es 2.6.18.8-xen 
para proseguir con el objetivo. Para tener disponibles los scripts que nos permitirán disponer de 
herramientas para monitorizar y administrar los dominios, es necesario instalar las Xen Tools. 
Desde http://www.xen-tools.org/software/xen-tools/xen-tools-4.1.tar.gz descargamos el paquete 
de instalación, una vez desempaquetado, mediante “make install” ya disponemos de las utilidades 
para el manejo de Xen en nuestra máquina.  
 
Excepción: 
Cabe destacar que hubo ciertas incidencias con la instalación de este kernel, que provocaron unas 
3 semanas de estancamiento en el desarrollo del proyecto, cuando se decidió instalar finalmente 
la distribución Ubuntu 8.10 x86_64, pues el kernel 2.6.18-8 en esta nueva distribución no era 
capaz de reconocer el driver de los discos SATA del laptop que se está utilizando, entonces las 
medidas que se tomaron para conseguir compatibilidad fueron las siguientes: 
 
 Descargar un kernel Xen precompilado de Debian que funcionase correctamente desde el 
siguiente link http://packages.debian.org/squeeze/linux-modules-2.6.26-1-xen-amd64 
 dpkg –I linux-image-2.6.26-1-xen-amd64_2.6.26-13_amd64.deb 
 dpkg –I linux-image-2.6.26-1-xen-amd64_2.6.26-13_amd64.deb  linux-modules-2.6.26-1-
xen-amd64_2.6.26-13_amd64.deb 
 Sustituir las dos líneas de GRUB original: 
 module /boot/vmlinuz-2.6.18.8-xen root=/dev/sda3 ro console=tty0 \ 
max_loop=64 
 module /boot/initrd-2.6.18-xen.img 
 
Por las siguientes: 
 module   /boot/vmlinuz-2.6.26-1-xen-amd64 root=/dev/sda3 ro \ 
console=tty0 max_loop=64 
 module   /boot/initrd.img-2.6.26-1-xen-amd64 
 
* en Ubuntu 8.10 el disco se muestra identificado mediante un UUID pero aquí se ha sustituido por 
/dev/sda3 para más claredad, también mantendremos el Xen Hipervisor 3.3.1 ya compilado. 
 
Referencias: [A.16-A.23] 
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Configuración previa de Xen 
 
A continuación, se tratarán los archivos 1. /etc/xen-tools/xen-tools.conf y 2. /etc/xen/xend-
config.spx, dado que cuando se crean las máquinas virtuales se revisan estos archivos y hay que 
configurarlos previamente con nuestros intereses. Para el primero, aseguraremos que los 
siguientes parámetros están de la siguiente forma: 
 
# Directorio por defecto para las imágenes 
dir = /home/xen 
 
# Método para obtención de los paquetes 
install-method = debootstrap 
 
# Opciones de disco 
size   = 2Gb          # Disk image size 
memory = 256Mb        # Memory size 
swap   = 512Mb        # Swap size 
fs     = ext3         # Use the ext3 filesystem for the disk image 
dist   = etch         # Default Debian distribution to install 
image  = sparse       # Specify sparse vs. full disk images 
# Configuración de red 
 
broadcast= 192.168.1.255 
51hell51e   = 192.168.1.1 
netmask   = 255.255.255.0 
#arch=[i386|amd64],  aprovecharemos capacidad de 64 bits de CPU 
arch=amd64 
#Default mirror para debootstrap, se escoge el español RedIris 
mirror= ftp://ftp.rediris.es/debian/ 
#Requerir password para root al crear la imagen 
passwd=1 
# Kernel para el nuevo dominio 
kernel = /boot/vmlinuz-`51hell –r`        #(el nuevo kernel 2.6.26-1-xen-amd64) 
initrd = /boot/initrd.img-`51hell –r`     #(la nueva initrd 2.6.26-1-xen-amd64) 
   
Para acabar, se edita el segundo archivo descomentando los siguientes parámetros y 
comentando el último que se muestra: 
(xend-relocation-port 8002) 
(xend-relocation-address ‘’) 
(xend-relocation-server yes) 
(xend-relocation-hosts-allow ‘’) 
(xend-address ‘’) 
#(xend-address localhost) 
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Esta última modificación en el archivo de configuración de xend hace posible efectuar una 
migración de una máquina virtual “en caliente” a otro host. 
 Para comprobar que se ha efectuado correctamente la configuración, se pone en marcha 
Xen con su correspondiente script “/etc/init.d/xend start” y ejecutamos en línea de comandos 
“sudo xm list” y observamos que la salida es la siguiente: 
Name          ID   Mem VCPUs      State   Time(s) 
Domain-0      0    512     2     r-----     61.4 
 Ya se encuentra en funcionamiento el nuevo hipervisor y el dominio0 como “Xen monitor” 
con las características que solicitamos. 
Creación de máquinas virtuales en Xen 
 
En este punto entra en juego el componente citado antes llamado Xen 52hell, que permite 
administrar el conjunto de máquinas virtuales mediante los scripts que contiene. 
 
Para crear una nueva máquina domU en el sistema se ejecuta lo siguiente: 
 
>xen-create-image –hostname xen01 –ip 192.168.1.100 –role udev 
 
Este comando lleva a cabo lo siguiente: 
o Crea la imagen de xen01 en “/home/xen/domains/xen01/disk.img”, con formato ext3 
o Crea la imagen de swap en “/home/xen/domains/xen01/swap.img” 
o Instala el sistema mediante “debootstrap”, se utiliza para crear un sistema Debian básico 
desde cero, sin necesitar a dpkg o apt, descargando los archivos .deb de una réplica/mirror 
y los desempaqueta en un directorio en el que finalmente se puede hacer “chroot” para 
crear una zona de archivos para la nueva máquina virtual 
o Crea el fichero de configuración “/etc/xen/xen01.cfg” que se usa para activar xen01.  
o Crea scripts de dispositivo domU para su arranque 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.1.1 Arquitectura de conectividad entre dominios 
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 En /var/log/xen-tools/xen01.log podremos consultar los logs del nuevo dominio creado. Se 
muestra a continuación el archivo de configuración creado por Xen para esta nueva máquina 
virtual, donde se pueden apreciar especificaciones que editamos en xen-tools.conf para la creación 
de nuevos guests: 
 
# Configuration file for the Xen instance xen01, created 
# by xen-tools 4.1. 
 
# 
#  Kernel + memory size 
# 
kernel      = ‘/boot/vmlinuz-2.6.26-1-xen-amd64’ 
ramdisk     = ‘/boot/initrd.img-2.6.26-1-xen-amd64’ 
vcpus     = ‘2’ 
memory    = ‘256’ 
# 
#  Disk device(s). 
# 
root        = ‘/dev/sda2 ro’ 
disk        = [ 
                  ‘file:/home/xen/domains/xen01/disk.img,sda2,w’, 
                  ‘file:/home/xen/domains/xen01/swap.img,sda1,w’, 
              ] 
# 
#  Physical volumes 
# 
 
# 
#  Hostname 
# 
name        = ‘xen01’ 
# 
#  Networking 
# 
vif         = [ ‘ip=192.168.1.100,mac=00:16:3E:96:03:5B’ ] 
# 
#  Behaviour 
# 
on_poweroff = ‘destroy’ 
on_reboot   = ‘restart’ 
on_crash    = ‘restart’ 
extra=’xencons=tty’ 
 
(* Cabe destacar que se pueden observar campos que son modificables una vez la máquina virtual 
ya está creada, como la asignación del número CPUs virtuales, memoria, bridge que usará esta 
máquina, y la última línea “extra=’xencons=tty’” es para resolver un pequeño Bug de xen 3.3.1.) 
  
A continuación, para la activación del domU creado, una vez creados los ficheros de imagen 
y swap del nuevo dominio, activaremos ésta con el comando siguiente:  
 
> xm create /etc/xen/xen01.cfg 
Using config file “/etc/xen/xen01.cfg” 
Started domain xen01 
(*“xm shutdown xen01” para parar la máquina virtual o “xm destroy idVM” para matarlas)  
PFC - Migración de un entorno web a Cloud Computing Amazon EC2 
 
 
54 
 Para modificar opciones de la máquina virtual editaremos éste archivo de configuración 
para añadirle memoria, número de CPU’s que usará y hasta qué nº de CPU escoger para ella.  
Si se ejecuta la orden ya vista “xm list”, se puede observar que la nueva máquina virtual está 
corriendo en el sistema con las especificaciones que editamos en los archivos de configuración: 
 
Name                    ID   Mem    VCPUs   State     Time(s) 
Domain-0                 0   512    2       r-----     379.6 
xen01                    1   256    2       -b----       3.5 
 
 Si se quisiera que la máquina virtual arrancase junto al servidor al encender el equipo,  se 
pueden hacer enlaces como estos tanto para Xen como para los scripts de inicio: 
 
>sudo ln –s /etc/xen/xen01.cfg /etc/xen/auto 
>update-rc.d xend defaults 20 21 
>update-rc.d xendomains defaults 21 20 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.1.2 “peth0” es la interfaz física, “xenbr0” será nuestro bridge “eth0” 
 y la correspondencia de @MAC entre la máquina y dom0 
 
 En la salida de “ifconfig” se aprecia el Bridge (puente) que se ha creado con la interfaz 
54hell54et física y la interfaz virtual que se ha creado para xen01 (domU), al que debemos asignar 
la @IP del rango que utilizamos para las domU “ifconfig eth0 192.168.1.33 255.255.255.0” (en este 
caso si es por DHCP, la @IP que nos asigne el servidor): 
 
eth0      Link encap:Ethernet  direcciónHW 00:1e:68:e9:fd:65   
 
          inet dirección:192.168.1.33 Difusión:192.168.1.255  Máscara:                             
255.255.255.0 
          DIFUSIÓN MULTICAST  MTU:1500  Métrica:1 
          RX packets:0 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:0 errors:0 dropped:0 overruns:0 carrier:0 
          colisiones:0 txqueuelen:0  
          RX bytes:0 (0.0 B)  TX bytes:0 (0.0 B) 
 
peth0     Link encap:Ethernet  direcciónHW 00:1e:68:e9:fd:65   
          dirección inet6: fe80::21e:68ff:fee9:fd65/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
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          RX packets:5114 errors:0 dropped:335308163258 overruns:0 frame:0 
          TX packets:5562 errors:0 dropped:0 overruns:0 carrier:0 
          colisiones:0 txqueuelen:1000  
          RX bytes:3659005 (3.6 MB)  TX bytes:1355094 (1.3 MB) 
          Interrupción:17 Dirección base: 0x4000  
 
vif1.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO MULTICAST  MTU:1500  Métrica:1 
          RX packets:0 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:0 errors:0 dropped:4 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:0 (0.0 B)  TX bytes:0 (0.0 B) 
 
 Por último, para comprobar las imágenes creadas (sólo xen01), con el comando “xen-list-
images” las podemos ver todas y algunas de sus características, en nuestro caso: 
 
Name: xen01 
Memory: 256 
IP: 192.168.1.100 
 
 
Excepción: 
Con este nuevo kernel 2.6.26-1-xen-amd64 (ligado a la excepción que se nombró en el apartado 
anteriormente), aparecieron varios errores de conectividad fuera de la red de nuestro sistema, por 
lo que retrasó el avance del proyecto hasta detectar la fuente del fallo, el nuevo kernel corriendo 
encima de Ubuntu 8.10 x64, la asignación de una IP proporcionada por el servidor DHCP era 
asignada a peth0, cuando debía ser asignada a eth0 (bridge), pues peth0 es la interfaz virtual 
para el dom0, al igual que las vifX.0 de las domU, por lo que en el arranque del kernel hay que 
aplicar el siguiente script para que se pueda tener conectividad a redes remotas en todos los 
dominios, para entender mejor este error se puede consultar la figura 4.2 y ver cómo funciona la 
conectividad en Xen: 
 
skill -9 dhclient 
ifdown eth0 
ifdown peth0 
ifup eth0 
 
Referencias de configuración y Xen-tools [A.24-A.27] 
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Administración y monitorización de Xen 
 
Para la administración de las diferentes máquinas virtuales que queramos tener en el sistema, 
existe una línea de comandos específica de Xen llamada Xen Shell, que nos proporciona las 
siguientes funcionalidades: 
 
 Boot/Reboot/Shutdown de los domU 
 Conectar con el domU y tener una consola con la que interactuar dentro de éste 
 Ver y administrar el ancho de banda usado por los guests 
 Recrear la imagen de la máquina virtual mediante Xen Tools 
 Manipular la información de DNS inverso 
 Cambiar los passwords de login de cada guest 
 
Para su instalación nos descargamos el tarball de la última versión http://www.xen-
tools.org/software/xen-shell/xen-shell-1.9.tar.gz y ejecutamos “make install”. Esta serie de 
comandos que se ven a continuación son los que se pueden usar desde esta 56hell: 
 
Xen Shell 
boot Permite arrancar la domU 
console /serial Comanodos idénticos, permiten acceder a la 56hell del domU 
bandwidth Visualizar el ancho de banda que el guest está usando 
exit/quit Salir del 56hell guardando los comandos en el historial de comandos 
.xen_shell del directorio home del usuario 
help <command> Muestra una ayuda del comando en cuestión más extensa, o sin 
argumentos esta lista de comandos con una breve descripción 
passwd Cambio de password 
rdns  Permite ver la configuración de DNS inverso actual 
reboot Rearrancar el guest 
reimage Reinstalación mediante Xen Tools 
shutdown Apagar un guest en funcionamiento 
status Muestra el estado actual de la máquina virtual 
uptime Muestra el tiempo que lleva la máquina virtual corriendo en el sistema 
version Muestra la versión del Xen Shell instalada 
Tabla 3.1.3 Parámetros de línea de comandos de Xen 
 Ahora que conocemos este nuevo intérprete de comandos, será necesario agregar al dom0 
los usuarios que pertenecerán a los diferentes domU, mediante “adduser nombre_usuario –home 
/home/nombre –shell xen-login-shell”, así los guest de las máquinas virtuales dispondran de shell 
para poder interactuar. Pero antes también hay que añadirles en /etc/sudoers mediante “visudo” 
para que puedan tener permisos para ejecutar instancias a Xm, la herramienta que antes hemos 
visto para dom0, de la cual los comandos de esta nueva shell son links. Añadimos lo siguiente: 
 
User_Alias XENUSERS = nombre_usuario 
Cmnd_Alias XEN = /usr/sbin/xm 
Cmnd_Alias XENIMG = /usr/bin/xen-create-image 
XENUSERS ALL = NOPASSWD: XEN,XENIMG 
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 Y para terminar la configuración de esta nueva shell, añadiremos un script en el home de 
cada usuario que pertenecerá a sus respectivos domU con las siguientes líneas, modificando el 
nombre de la domU y las IP, para que el comando “reimage” se ejecute con éxito: 
 
#!/bin/sh 
/usr/bin/xen-create-image –hostname=nombre_guest –ip=192.168.1.1 \ 
--ip=192.168.1.2 –force 
 
 Para la administración o monitorización de Xen, la principal herramienta de la que se 
dispone y se usará es XM (Xen Management user interface – Xen Tools), pues la xen-shell que 
hemos visto antes usa los siguientes comandos de la lista, y ésta es más completa para manejar los 
diferentes dominios que se dispongan en el sistema: 
 
XM 
console Conectar a la consola del dominio 
vncviewer Conectar con el servidor VNC del dominio 
create Crear un dominio basado en el archive de configuración /etc/xen/X.cfg 
new Añadir un dominio al Xend de administración 
delete Eliminar un dominio de la administración de Xend 
destroy Matar un dominio inmediatamente 
dump-core Realizar volcado de núcleo a un dominio específico 
help  Muestra este mensaje 
list Lista la información sobre los dominios de Xend 
mem-set  Establecer la memoria actual a un dominio en marcha 
migrate Migrar un dominio a otra máquina  
pause Pausa la ejecución de un dominio 
reboot Reboot de un dominio 
reset Resetear un dominio 
restore Restaurar un dominio desde un estado guardado. 
resume Reanudar un dominio de Xend 
save Salvar el estado de un dominio para restaurarlo después  
shell Lanza la Shell interactiva de Xen  
shutdown Apaga un dominio. 
start Arrancar un dominio de Xend 
suspend Suspender un dominio de Xend 
top Muestra la monitorización del host y los dominios en tiempo real 
unpause Reanudar un dominio en pausa 
uptime Imprime por pantalla el tiempo de cada dominio desde su arranque 
vcpu-set  Establecer un número de CPUs virtuales a un dominio 
Tabla 3.1.4 Herramientas de Xen Management 
Referencias de XM y Xen-shell [A.26-A.30] 
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 3.2  Eucalyptus 
 
Para preparar la instalación de Eucalyptus, se debe instalar con antelación esta lista de requisitos 
[B.5] con tal de poder compilarlo desde sus fuentes y tener soporte de librerías para su posterior 
desarrollo, ésta es la lista: 
 
Compilador C Curl development package 
Java Developer Kit (SDK) v1.6 o mayor + JCE OpenSSL development package 
Apache ant 1.6.5 o mayor Utilidades de Networking (iptables, vconfig, dhcp3) 
 
Dependencias para el Front-end 
 
 Se necesita tener instalado la última versión de Java 6 SDK, en éste momento se instala la 
versión de 64 bits 1.6.1_12, que necesitan los componentes de Eucalyptus que corren en el 
Head-node (Front-end, dom0), donde se debe añadir la variable JAVA_HOME a la variable 
de entorno $PATH.  
 Eucalyptus requiere también la instalación de JCE (Java Cryptographic Extensions) para la 
JVM (Java Virtual Machine). 
 Apache ant v1.7.1 instalada para poder correr el Controlador de la nube (Cloud Controller). 
 El Head-node debe escuchar en el puerto 25 con un servidor de mail para recibir 
notificaciones de Eucalyptus en el ingreso de usuarios en la nube y otras incidencias 
(opcional en este proyecto). 
 Servidor DHCP (dhcp3-server daemon) para asignar direcciones a nuevas instancias. 
 IPtables y vconfig para firewall y configuración de VLAN. 
 
Dependencias para los Nodos 
 
 La versión 1.4 de Eucalyptus soporta Xen versión 3.0.X o mayor, para habilitar a Eucalyptus 
para que controle Xen, en /etc/xen/xend-config.sxp debemos tener la variable (xend-unix-
server yes), dado que Eucalyptus interactúa también con el hipervisor Xen a través de la 
librería libvirt (hay que asegurarse de que sea compatible esta librería con los controladores 
de nodo). 
 Para soportar los modos de networking que ofrece Eucalyptus (SYSTEM, STATIC, 
MANAGED), se deben instalar los paquetes vconfig, bridge-utils y xen-utils en los nodos 
para dar soporte a cualquiera de las 3 opciones. 
 
 
 
Fig 3.2.1 Ubicación del Eucalyptus Node Controller 
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Instalación de requisitos Eucalyptus 
 
 Apache Ant [B.6] 
 
Preparar requisitos de Apache ant: 
 
>apt-get install libxerces2-java libjaxp1.3-java 
 
Instalación de Apache ant: 
 
>mkdir /usr/local/apache_ant 
>wget http://ftp.udc.es/apache-dist/ant/binaries/apache-ant-1.7.1-bin.tar.gz 
>tar xvfz apache-ant-1.7.1-bin.tar.gz 
>cd apache-ant-1.7.1 
>cp -R . /usr/local/apache_ant 
>cp -R lib/ /usr/local/apache_ant 
 
Creamos un archivo que se llame “variables_entorno.sh” y añadimos las siguientes líneas: 
 
>export ANT_HOME=/usr/local/apache_ant/ 
>export ANT_BIN=/usr/local/apache_ant/bin/ 
>export PATH=$PATH:$ANT_HOME:$ANT_BIN 
 
o Java JDK (y Compilador C) 
 
Descargamos el JDK de Java jdk-6u12-linux-x64.bin desde la web oficial de Sun y aplicamos 
los siguientes comandos: 
 
#borrar softlinks a java anterior 
>rm /usr/bin/java  
>rm /usr/bin/javac 
 
>apt-get install build-essential 
 
>mv jdk-6u12-linux-x64.bin /usr/local 
>cd /usr/local 
>chmod +x jdk-6u12-linux-x64.bin 
>./jdk-6u12-linux-x64.bin 
(*build-essential es el paquete que contiene make, compiladores de C y sus librerías, también 
necesarios para Eucalyptus) 
 
o Instalación de JCE (Java Cryptography Extension) 
 
 Dado que Eucalyptus pide que no haya restricciones de seguridad debido a las políticas de 
Java, es necesario descargar el fichero de JCE de Sun y copiar sus archivos a /usr/lib/jvm/java-6-
openjdk/jre/lib/security/ desde la ubicación http://java.sun.com/javase/downloads/index.jsp. Y 
añadimos al archivo de texto anterior “variables_entorno.sh” las siguientes líneas: 
 
>export JAVA_HOME=/usr/local/jdk1.6.0_12 
>export JAVA_BIN=/usr/local/jdk1.6.0_12/bin 
>export PATH=$PATH:$JAVA_HOME:$JAVA_BIN 
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 A continuación añadimos la siguiente línea en .bashrc para que al arranque de las variables 
de entorno queden reflejadas nuestras nuevas variables para Java y Apache Ant: 
 
>source ~/variables_ent.sh 
 
Comprobamos que se han instalado correctamente: 
 
>java -version 
 java version "1.6.0_12" 
 Java(TM) SE Runtime Environment (build 1.6.0_12-b04) 
 Java HotSpot(TM) Server VM (build 11.2-b01, mixed mode) 
 
>ant -version 
 Apache Ant version 1.7.1 compiled on June 27 2008 
 
 Curl development packages 
 
>apt-get install libcurl4-openssl-dev libcurl3-gnutls libcurl3 curl 
 
o OpenSSL development packages 
 
>apt-get install openssl-blacklist libssl0.9.8 openssl ca-certificates libssl-
dev ssl-cert 
 
 dhcp3-server, vlan (vconfig), iptables 
 
>apt-get install dhcp3-server iptables vlan 
 
 Y a continuación para la configuración de Servidor DHCP, añadiremos las siguientes líneas a 
/etc/dhcp3/dhcpd.conf: 
 
# A slightly different configuration for an internal subnet. 
  subnet 192.168.1.0 netmask 255.255.255.0 { 
  range 192.168.1.150 192.168.1.200; 
  option domain-name-servers 80.58.61.250, 80.58.61.254; 
  option routers 192.168.1.1; 
  option broadcast-address 192.168.1.255; 
  default-lease-time 600; 
  max-lease-time 7200; 
} 
(* como la asignación de máquinas en este proyecto es tan sólo de 4, podríamos prescindir de 
DHCP, puesto que haremos asignación de direccionamiento estático por @MAC a cada máquina, 
pero para poder realizar pruebas dejamos un rango de unas 50 máquinas) 
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Compilación de dependencias y Eucalyptus 1.4 
 
Desde la página web oficial de Eucalyptus, en la sección de descargamos conseguimos los 
siguientes archivos http://eucalyptus.cs.ucsb.edu/downloads, los cuales son el software en sí 
mismo y sus dependencias que a continuación instalaremos (Axis2, Apache, Axis2/C, Rampart/C y 
libvirt)  a parte de los requisitos ya instalados: 
 eucalyptus-1.4-src.tar.gz   
 eucalyptus-1.4-src-deps.tar.gz  
 
A continuación, desempaquetaremos el código fuente de Eucalyptus y crearemos las 
variables de entorno que nos facilitaran la instalación y luego administración de Eucalyptus [B.7]: 
>tar zvxf eucalyptus-1.4-src.tar.gz 
>cd eucalyptus-1.4 
>export EUCALYPTUS_SRC=`pwd` 
>export EUCALYPTUS=/opt/eucalyptus 
(* estas dos últimas las añadiremos al archivo creado anteriormente “variables_entorno.sh”) 
Es necesario para instalar Eucalyputs, tener las siguientes dependencias compiladas en 
éste, que vienen empaquetadas en el segundo archivo descargado: 
>cd $EUCALYPTUS_SRC 
>tar zvxf ../eucalyptus-1.4-src-deps.tar.gz  
>mkdir -p $EUCALYPTUS/packages/ 
 Axis2 
 Este paquete no es necesario compilarlo, pero sí Eucalyptus lo utilizará para su 
preconfiguración antes de ser compilado: 
 
>cd $EUCALYPTUS/packages 
>tar zxvf $EUCALYPTUS_SRC/eucalyptus-src-deps/axis2-1.4.tgz 
 Apache (Httpd) 
 Como se ha comentado anteriormente, los controladores de clúster y nodo dependen de 
Apache 2, desde Eucalyptus recomiendan instalarlo separado de un posible apache WebServer que 
podamos tener instalado, no es este caso: 
 
>cd $EUCALYPTUS_SRC/eucalyptus-src-deps/ 
>tar zvxf httpd-2.2.8.tar.gz 
>cd httpd-2.2.8 
>CFLAGS="-DBIG_SECURITY_HOLE"  
>./configure --prefix=$EUCALYPTUS/packages/httpd-2.2.8 --with-included-apr 
>make ; make install 
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 Axis2/C 
 
>export AXIS2C_HOME=$EUCALYPTUS/packages/axis2c-1.5.0 
>apt-get install libtool 
>cd $EUCALYPTUS_SRC/eucalyptus-src-deps/ 
>tar zvxf axis2c-src-1.5.0.tar.gz 
>cd axis2c-src-1.5.0 
>./configure --with-apache2=$EUCALYPTUS/packages/httpd-2.2.8/include –
>prefix=${AXIS2C_HOME} 
>vi configure 
#borrar opción -Werror 
>vi util/src/Makefile 
#borrar opción -Werror 
>make ; make install 
 Rampart/C 
 
>export AXIS2C_HOME=$EUCALYPTUS/packages/axis2c-1.5.0 
>export LD_LIBRARY_PATH=${AXIS2C_HOME}/lib:$LD_LIBRARY_PATH 
>cd $EUCALYPTUS_SRC/eucalyptus-src-deps/ 
>tar zvxf rampartc-src-1.2.0.tar.gz 
>cd rampartc-src-1.2.0 
>./configure --prefix=${AXIS2C_HOME} --enable-static=no \ 
--with-axis2=${AXIS2C_HOME}/include/axis2-1.5.0 
>make ; make install 
 
Además de la compilación, cabe destacar que hay que modificar el archivo 
$AXIS2C_HOME/axis2.xml reemplazando la primera línea por la segunda: 
 
<!--phase name="Security"/--> 
<phase name="Security"/>  
 
 Antes de proceder a la instalación de libvirt, es necesario instalar los siguientes paquetes 
para que la compilación se lleve a cabo sin problemas: 
 
>apt-get install debhelper python-dev libsdl1.2-dev bcc dpatch lsbrelease 
libncursesdev x11protocore-dev transfig tetexbin gscommon gcc make g++ autogen 
gettext autoconf automake libxml2 libxml2-dev libreadline5-dev dpkg-dev xen-
utils-3.3 libc6 locales cvs libtool 
>apt-get install libgnutls libtls gnutls26-bin libgnutls 
 Libvirt 
 
 Como se comentó en el apartado 2, libvirt permitirá a Eucalyptus interactuar con el Xen 
para controlar el arranque y parada de las máquinas virtuales vía Cloud Computing: 
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>cd $EUCALYPTUS_SRC/eucalyptus-src-deps/ 
>tar zvxf libvirt-0.4.6.tar.gz 
>cd libvirt-0.4.6 
>./configure --prefix=$EUCALYPTUS/packages/libvirt-0.4.6 --without-storage-disk 
--without-storage-iscsi --without-storage-fs --without-storage-lvm --without-
libvirtd --without-remote --without-lxc --without-kvm --without-qemu --without-
sasl --without-openvz 
>make ; make install 
 
 Finalmente, con los requisitos y dependencias de Eucalyptus instalados, podemos proceder 
a la compilación partiendo de su código fuente: 
 
>cd $EUCALYPTUS_SRC 
>./configure --with-axis2=$EUCALYPTUS/packages/axis2-1.4 \ 
--with axis2c=$EUCALYPTUS/packages/axis2c-1.5.0 \ 
--with-libvirt=$EUCALYPTUS/packages/libvirt-0.4.6/ --prefix=$EUCALYPTUS 
>make ; make install 
  
 Ahora es necesario ejecutar el script euca_conf para definirle una configuración 
predeterminada, que será propagada posteriormente a los nodos que participarán en el clúster 
que tenemos definido con el proyecto Health Soft (en nuestro caso es una configuración unificada 
de CC, CLC y  NC y será localhost): 
 
>$EUCALYPTUS/usr/sbin/euca_conf -d $EUCALYPTUS \ 
$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf 
 
 Para propagar la instalación de Eucalyptus a los nodos/máquinas virtuales de Xen, 
usaremos rsync+ssh para difundirles los directorios reflejados en la variable de entorno 
$EUCALYPTUS: 
 
>rsync -a $EUCALYPTUS/ pfc-laptop:$EUCALYPTUS/ 
(*se deben añadir este host a /etc/hosts con su respectiva IP) 
 
Ubicación de controladores 
 
A partir del script de configuración que proporciona Eucalyptus, en el archivo 
“$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf” se pueden definir varias opciones a determinar en 
función de nuestros propósitos, como es la mencionada configuración unificada de controladores 
(máquina izquierda de la figura 2.3.3), el direccionamiento de nuevas máquinas, puertos y modo 
de ejecución. De acuerdo con lo dicho, ejecutaremos lo siguiente en la línea de comandos:  
 
>$EUCALYPTUS/usr/sbin/euca_conf -cc Y -cloud Y -nc Y \ 
$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf 
>$EUCALYPTUS/usr/sbin/euca_conf -nodes "localhost" \ 
$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf 
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Fig 3.2.2 Diferentes configuraciones de Eucalyptus 
 
Definición de interfaces de Xen 
 
Una vez aplicada esa configuración básica, es necesario indicarle a Eucalyptus las interfaces de las 
que dispone para comunicarse con Xen y con las máquinas virtuales, editando las siguientes 
variables en el archivo “$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf”: 
 
VNET_INTERFACE="eth0" 
VNET_BRIDGE="eth0" 
 
Configuración del Networking 
  
Existen 3 tipos diferentes de configuración de la red en Eucalyptus [B.8], que permiten un control 
exacto de la repartición de direcciones IP sobre un “pool” DHCP, un control exhaustivo sobre 
direcciones privadas no enrutables a Internet (configuración más compleja), y asignación estática 
sobre @MAC, estos tipos son respectivamente: 
 System mode  
 Managed mode 
 Static mode 
 
En nuestro caso se utilizará el tercero, puesto que el rango de máquinas no es extenso y 
consta de tan sólo 4 máquinas, además de que dada la implementación del aplicativo, se requiere 
direccionamiento estático de máquinas. Este modo de configuración ejerce un control exacto de la 
asignación de @IP’s en relación con su @MAC, enlazando la NIC Ethernet virtual de las máquinas 
con la interfaz física a través del bridge Xen en los nodos, de manera que Eucalyptus crea su propio 
servidor DHCP con reservas DHCP para sus clientes (VM’s), separadamente del DHCP3 Server que 
se pide como requisito para la instalación del software. 
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A continuación se especifica las variables que deben ser configuradas en “eucalyptus.conf” 
acorde con nuestra configuración de máquinas: 
VNET_MODE="STATIC" 
VNET_SUBNET="192.168.1.0" 
VNET_NETMASK="255.255.255.0" 
VNET_BROADCAST="192.168.1.255" 
VNET_ROUTER="192.168.1.1" 
VNET_DNS="80.58.61.250" 
VNET_MACMAP="00:16:3e:1e:9c:10=192.168.1.1 00:16:3E:1C:71:B0=192.168.1.2 
00:16:3E:84:D7:5F=192.168.1.3 00:16:3E:48:80:A7=192.168.1.103" 
(*en la migración se usará el “MANAGED NO-VLAN” para emular el comportamiento de Elastic IP 
de Amazon EC2) 
 
Puesta en marcha de Eucalyptus 
 
Para arrancar o parar los servicios de Eucalyptus y que se inicie conjuntamente con el sistema, es 
necesario ejecutar en la línea de comandos lo siguiente [B.9]:  
 
>$EUCALYPTUS/etc/init.d/eucalyptus stop 
>ln -sf $EUCALYPTUS/etc/init.d/eucalyptus /etc/init.d/eucalyptus 
>update-rc.d eucalyptus defaults 
>$EUCALYPTUS/etc/init.d/eucalyptus start 
 Una vez completados todos los pasos, ya se encuentra disponible Eucalyptus para entrar en 
el Cloud, por lo que en el navegador podemos acceder a la interfaz Web que proporciona mediante 
la URL siguiente (si no se ha configurado un dominio en Apache WebServer aparecerá como 
localhost/127.0.0.1): 
 
 https://localhost:8443  
  
Fig 3.2.3 Primer paso en el acceso a interfaz Web de Eucalyptus 
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En cuanto se acceda, la propia web nos obliga a confirmar una contraseña de administrador 
y una cuenta de e-mail (aunque este caso no se use). A continuación se pide confirmación del 
servidor Walrus (similar a S3 de Amazon, Simple Storage Service), donde se almacenarán todas las 
imágenes tanto de kernels, ramdisks como imágenes de disco que queramos subir al cloud, que 
para este caso es la dirección de localhost también. 
Una vez confirmadas las primeras opciones, podemos acceder a la administración vía 
interfaz Web de Eucalyptus, y en la pestaña de “Configuration” crear nuestro Clúster de máquinas 
y asignarle nombre, determinar las configuraciones estándar de nuevas máquinas que podemos 
requerir al cloud (en nuestro caso ya están predeterminadas) de forma similar a Amazon EC2, 
además, junto a la URL de Walrus, podemos indicarle que use un kernel y una ramdisk por defecto 
para las nuevas máquinas virtuales mediante su identificador “eki-XXXXXX” y “eri-XXXXXX” que 
posteriormente se indicará. Posteriormente, en la pestaña “Credentials”, vemos los passwords 
asignados para administrador y las contraseñas encriptadas SSH utilizadas por Eucalyptus para la 
autenticación, las cuales debemos descargar con el archivo “euca2-admin-x509.zip”. Es necesario 
descomprimirlo en un nuevo directorio sobre la ruta “/root/.euca”, donde se especifican las claves 
SSH que se emplearán y hacer un “source” del archivo donde se definen las variables de entorno 
que Eucalyptus necesita para el uso de la API de Amazon: 
 
>mkdir $HOME/.euca 
>unzip euca2-admin-x509.zip $HOME/.euca/ 
>source $HOME/.euca/eucarc 
 
 
 
Fig 3.2.4 “Credentials” de la interfaz de administración de Eucalyptus 
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Como último paso de autenticaciones que requiere Eucalyptus, es necesario este comando 
para propagar las claves criptográficas a todos los nodos (en nuestro caso tan sólo localhost): 
 
>$EUCALYPTUS/usr/sbin/euca_sync_key –c \ 
$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf  
  
En las otras pestañas de la interfaz de administración Web, encontramos “Images” que nos 
mostrará las imágenes que subamos al cloud, y la de “Users” que nos muestra el “accounting” del 
sistema tanto de adminsitrador como de usuarios añadidos. 
 
 
Fig 3.2.5 “Configuration” de la interfaz de administración de Eucalyptus 
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 3.3  API EC2 
 
La imagen de máquina de Amazon (AMI) es una imagen de sistema de archivos que puede 
montarse como un dispositivo de loopback y usarlo como una instancia de máquina virtual. Las 
herramientas de AMI son un conjunto de utilidades de línea de comandos para crear, empaquetar 
y cargar AMIs al almacenamiento S3 de Amazon utilizados por EC2 (Elastic Cloud Computing), para  
Eucalyptus, Walrus es la simulación de S3 en Amazon. Para la instalación que se detalla a 
continuación, se siguen las instrucciones indicadas en el archivo readme-install.txt que se 
encuentra en el archivador ec2-ami-tools-1.3-26357 [B.10]. 
 
Éstas son algunos los comandos que proporciona más destacados [B.11]: 
 
Amazon API 
ec2-bundle-image Empaquetar una AMI existente  
(opcional: asociándolo a un kernel y un ramdisk) 
ec2-bundle-vol Crear una AMI a partir de un volumen instalado y empaquetarla 
ec2-upload-bundle Cargar una AMI de S3* empaquetada 
ec2-delete-bundle Eliminar una AMI empaquetada en S3* 
ec2-register Registrar la imagen, kernel o ramdisk en S3*, devolviendo un 
identificador único para este componente (AMI-id) 
ec2-run-instances Lanza una o más instancias para una AMI específica, con un kernel 
y opcionalmente una ramdisk determinados 
ec2-terminate-instances Para una o más instancias para una AMI específica 
ec2-describe-availability-
zone 
Muestra una descripción de los clúster que están disponibles y la 
configuración predeterminada de nuevos nodos a crear 
ec2-download-bundle Permite descargar las AMIs empaquetadas en S3 (Walrus en 
Eucalyptus 
ec2-describe-images Muestra una descripción detallada de las imágenes subidas a S3* 
ec2-add-group Añade un nuevo grupo de seguridad (1 grupo por cuenta) 
ec2-delete-group Borra un grupo específico 
ec2-describe-group Muestra el estado actual de 1 o de todos los grupos de seguridad 
Tabla 3.3 Comandos de la API EC2 
 
 Necesitamos descargar las funcionalidades para las herramientas de EC2 en la línea de 
comandos desde Amazon: 
 
>wget http://s3.amazonaws.com/ec2-downloads/ec2-api-tools-1.3-30349.zip 
>wget http://s3.amazonaws.com/ec2-downloads/ec2-ami-tools-1.3-26357.zip 
 
 Estas herramientas funcionan en la mayoría de distribuciones Linux, siempre y cuando se 
les proporcione una serie de dependencias que deben encontrarse en la variable de entorno, éstas 
son las siguientes: 
 
curl gzip ruby 1.8.2 o posterior 
mkfifo openssl tee 
rsync  
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 Dado que se trabaja con la Ubuntu 8.10 Intrepid x86_64, muchos de estos paquetes se 
encuentran ya preinstalados con la distribución, mkfifo en el paquete coreutils, y también gzip, 
curl, y openssl instalado ya antes para Xen. 
 
 Ruby 1.9.1 
 
>wget ftp://ftp.ruby-lang.org/pub/ruby/1.9/ruby-1.9.1-p0.tar.gz 
>tar xfvz ruby-1.9.1-p0.tar.gz 
>cd ruby-1.9.1-p0 
>./configure 
>make -j2 
>make install 
 
 Tee 
 
>apt-get install libio-tee-perl 
>apt-get install multitee 
 
 Rsync 
 
>apt-get install rsync 
 
 Se deben añadir las variables de entorno para las herramientas EC2, por lo que las 
añadiremos al archivo “variables_entorno.sh” que tenemos definido anteriormente, para que al 
inicio del sistema tengamos todas las variables operativas en la sesión: 
 
>export EC2_AMITOOL_HOME=/home/pfc/Escritorio/PFC/Eucalyptus/Files/ec2API/ec2-
ami-tools-1.3-26357 
>export EC2_HOME=/home/pfc/Escritorio/PFC/Eucalyptus/Files/ec2API/ec2-api-
tools-1.3-30349 
>export PATH=$PATH:$EC2_HOME/bin:$EC2_AMITOOL_HOME/bin 
 
 Certificados X.509 
 
 Amazon indica que se requieren dos certificados para el correcto funcionamiento de todas 
las herramientas de EC2 en la línea de comandos, uno para EC2 y otro para el usuario, y ambos 
deben ser del tipo X.509 y con codificación .pem.  
El certificado para EC2 se encuentra en <path_instalación_ec2>/ec2-ami-tools-X.X-
XXXX/etc/ec2/amitools/cert-ec2.pem y se deben generar certificados de usuario también, pero 
Eucalyptus ya ofrece estos certificados. 
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  4    Migración a Xen                              
 
Una vez ya resuelta la instalación de Xen 3.3.1 en nuestro sistema, se procederá al traspaso de las 
máquinas físicas del entorno web de “HealthSoft - TSC” a las nuevas máquinas virtuales que se 
crearán para su efecto. En la siguiente tabla se muestran las especificaciones para las nuevas 
máquinas virtuales de Xen, en base al prototipo explicado en la sección 1.5: 
 
 Nombre domU @IP Memoria User/Xen Shell Password 
Router router.hs 192.168.1.1 512 root/burns burns5 
Servidor BBDD-1 
Servidor Web-1 
bbdd1 192.168.1.2 512 root/lenny l3nny 
Servidor BBDD-2 
Servidor Web-2 
bbdd2 192.168.1.3 512 root/carl c4rl 
Monitorización 
Backup 
monitor.nagios 192.168.1.103 512 root/wiggum w1ggum 
Tabla 4.1 Configuración de dominios de Xen 
 
 Para esta nueva configuración de máquinas, puesto que en el aplicativo se utilizó la 
distribución de Linux Ubuntu Hardy Heron 8.04, arquitectura i386, se deben aplicar los siguientes 
cambios en el archivo de configuración de xen-tools.conf, manteniendo las demás: 
 
memory='512' 
dist=hardy 
arch=i386 
mirror= http://es.archive.ubuntu.com/ubuntu/ 
 
 En la creación de las nuevas máquinas virtuales, esta serie de comandos se han usado para 
crear cada una de ellas: 
 
>xen-create-image --hostname router.hs --ip 192.168.1.1 --role udev 
#(introducir password de root “burns5”) 
 
>xen-create-image --hostname bbdd1 --ip 192.168.1.2 --role udev 
#(introducir password de root “l3nny”) 
 
>xen-create-image --hostname bbdd2 --ip 192.168.1.3 --role udev 
#(introducir password de root “c4rl”) 
 
>xen-create-image --hostname monitor.nagios --ip 192.168.1.103 --role udev 
#(introducir password de root “w1ggum”) 
 
 Para que cada usuario de cada máquina virtual pueda tener control de ella (puesto que son 
root), aprovecharemos el uso de “Xen Shell” y en el archivo de configuración de cada una de ellas 
añadiremos las siguientes líneas también para solucionar el bug de Xen 3.3.1: 
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#Users available to xen shell in this vm 
 
xen_shell='usuario.de.la.tabla.diferente.de.root' 
 
vif= [ 'ip=192.168.1.X,mac=00:16:3E:XX:XX:XX' ] 
 
extra='xencons=tty' 
 
 De esta manera, el ingeniero que use cada máquina, puede entrar en el sistema con su 
usuario de máquina (diferente de root, insisto) y autenticarse, entonces tendrá la shell de Xen para 
poder ver el estado de su máquina, poder acceder a su consola y administrarla si posee de los 
respectivos permisos. 
 
 Éste es el estado en que quedan las conexiones y el sistema una vez creadas y arrancadas 
todas las máquinas para implementar el aplicativo en Xen, podemos ver la siguiente información 
que aporta todos los datos necesarios para conocer el estado de la virtualización de éste: 
 
 xm list 
 
Name                     ID   Mem   VCPUs      State   Time(s) 
Domain-0                 0    1024    2        r-----    112.7 
bbdd1                    2     512    1        -b----      2.0 
bbdd2                    3     512    1        -b----      2.0 
monitor.nagios           4     512    1        -b----      8.0 
router.hs                1     512    2        -b----      2.1 
 
 xen-list-images 
 
Name: bbdd1 
Memory: 512 
IP: 192.168.1.2 
 
Name: bbdd2 
Memory: 512 
IP: 192.168.1.3 
 
Name: monitor.nagios 
Memory: 512 
IP: 192.168.1.103 
 
Name: router.hs 
Memory: 512 
IP: 192.168.1.1 
 
 ifconfig de Dom0: 
 
eth0      Link encap:Ethernet  direcciónHW 00:1e:68:e9:fd:65   
          dirección:192.168.1.34  Difusión:192.168.1.255  Máscara:255.255.255.0 
          dirección inet6: fe80::21e:68ff:fee9:fd65/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO MULTICAST  MTU:1500  Métrica:1 
          RX packets:146 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:70 errors:0 dropped:0 overruns:0 carrier:0 
          colisiones:0 txqueuelen:0  
          RX bytes:8692 (8.6 KB)  TX bytes:10836 (10.8 KB) 
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lo        Link encap:Bucle local   
          inet dirección:127.0.0.1  Máscara:255.0.0.0 
          dirección inet6: ::1/128 Alcance:Anfitrión 
          ARRIBA LOOPBACK CORRIENDO  MTU:16436  Métrica:1 
          RX packets:46 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:46 errors:0 dropped:0 overruns:0 carrier:0 
          colisiones:0 txqueuelen:0  
          RX bytes:4016 (4.0 KB)  TX bytes:4016 (4.0 KB) 
 
peth0     Link encap:Ethernet  direcciónHW 00:1e:68:e9:fd:65   
          dirección inet6: fe80::21e:68ff:fee9:fd65/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:217 errors:0 dropped:68945895321 overruns:0 frame:0 
          TX packets:520 errors:0 dropped:0 overruns:0 carrier:0 
          colisiones:0 txqueuelen:1000  
          RX bytes:20035 (20.0 KB)  TX bytes:52084 (52.0 KB) 
          Interrupción:17 Dirección base: 0x6000  
 
vif1.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:227 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:495 errors:0 dropped:2 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:18212 (18.2 KB)  TX bytes:48074 (48.0 KB) 
 
vif1.1    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:227 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:495 errors:0 dropped:2 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:18212 (19.7 KB)  TX bytes:48074 (46.0 KB) 
 
vif2.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:456 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:677 errors:0 dropped:3 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:37801 (37.8 KB)  TX bytes:63300 (63.3 KB) 
 
vif3.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:459 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:683 errors:0 dropped:3 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:38084 (38.0 KB)  TX bytes:63777 (63.7 KB) 
 
vif4.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:1078 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:1145 errors:0 dropped:4 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:80766 (80.7 KB)  TX bytes:113923 (113.9 KB) 
(* peth0=interfaz virtual para dom0, vifX.0=interfaces virtuales para cada domU, eth0=bridge que 
permitirá que todos los dominios aparezcan en la red como hosts) 
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Fig 4.2 Esquema de interfaces virtuales del aplicativo en Xen 
 
 brctl (administrador de bridge, prerrequisito de Xen): 
 
bridge name bridge id  STP enabled interfaces 
 
eth0  8000.001e68e9fd65 no  peth0 
       vif1.0 
       vif2.0 
       vif3.0 
       vif4.0 
 
 Lista de directorios para discos de las máquinas virtuales, cada directorio posee su disk.img 
y swap.img respectivo (“ls -l /home/xen/domains”) 
 
drwxr-xr-x 2 root root 4096 2009-04-07 11:21 bbdd1 
drwxr-xr-x 2 root root 4096 2009-04-07 11:23 bbdd2 
drwxr-xr-x 2 root root 4096 2009-04-07 11:27 monitor.nagios 
drwxr-xr-x 2 root root 4096 2009-04-07 13:40 router.hs 
 
 Lista de usuarios creados para shell de cada máquina virtual (“cat /etc/passwd”) 
 
burns:x:1002:1002:,,,:/home/burns:/usr/bin/xen-shell 
lenny:x:1003:1003:,,,:/home/lenny:/usr/bin/xen-shell 
carl:x:1004:1004:,,,:/home/carl:/usr/bin/xen-shell 
wiggum:x:1005:1005:,,,:/home/wiggum:/usr/bin/xen-shell 
 
 Con el fin de llevar a cabo este PFC, se llevó a cabo un backup de todos los archivos y 
elementos que se desarrollaron o se aplicaron en cada una de las máquinas físicas del prototipo, 
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ahora que ya se dispone de las máquinas creadas, es hora de traspasar todos esos datos a las 
máquinas para poder tener todo el aplicativo funcionando en este entorno virtualizado. 
 
 Para no nombrar todos los archivos de backup que se llevaron a cabo para salvar el anterior 
proyecto, se nombra a continuación los de mayor relevancia para cada una de las máquinas: 
 
 Router 
o Iptables para habilitar seguridad como firewall del sistema 
o Variedad de scripts para probar conectividad entre máquinas 
o Scripts para hacer el balanceo de carga y la redundancia 
 
 Servidor BBDD1/Web1 y Servidor BBDD1/Web1 
o TSC.war, empaquetado de todo el desarrollo del web y monitorización con GoogleMaps 
o migracion.jar (migración de base de datos antigua a la nueva) y WebService26 
 
 Monitorización y Backup 
o Configuraciones de Nagios27 
o Scripts de comprobación de Nagios 
o Scripts de backup de Servidores 1 y 2, logs de Monitorización y logs de Router 
 
 Todos estos archivos mediante “sftp” y “scp” se transfieren a sus respectivas máquinas, 
para llevar a cabo una réplica del aplicativo físico del proyecto anterior, y se hace una instalación 
de los siguientes paquetes  en cada uno de ellos: 
 
 Router 
o Iptables 
 
 Servidor BBDD1/Web1 y Servidor BBDD1/Web2 
o Build-essential (Compiladores y librerías C/C++) 
o Apache228 
o Tomcat629 
o Mysql 5.1.530 
o Conector J para Tomcat 6 
o jdk 1.6.0_1231 
 
 Monitorización y Backup 
o Build-essential (Compiladores y librerías C/C++) + rsync 
o Apache2 
o Tomcat6 
o jdk 1.6.0_12 
o Nagios 3.0.5 (+dependencias) y Nagios Plugins 1.4.11 
                                                 
26
 Webservice es un conjunto de protocolos y estándares que sirven para intercambiar datos entre aplicaciones 
27
 Nagios es un sistema open source de monitorización de redes ampliamente utilizado 
28
 Apache es un servidor web HTTP de código abierto para plataformas Unix, Windows, Macintosh y otras, que 
implementa el protocolo HTTP/1.1 
29
 Tomcat (también llamado Apache Tomcat) funciona como un contenedor de servlets que implementa las 
especificaciones de los servlets y de JavaServer Pages (JSP) de Sun Microsystems. 
30
 MySQL es un sistema de gestión de base de datos relacional, multihilo y multiusuario de software libre 
31
 Java Development Kit es un software que provee herramientas de desarrollo para la creación de programas en java 
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Fig 4.3 Esquema Xen del aplicativo Health Soft 
  
 En la figura 3.2, se puede apreciar la implementación del aplicativo a migrar a un sistema 
paravirtualizado Xen en comparación con el expuesto en la introducción, en las figuras de la 
sección 1.5. Aquí se muestra el hipervisor Xen 3.3.1 (nivel 0 de ring deprivileging), cada uno de los 
dominios (nivel 1), se especifican los kernels utilizados, los S.O. de cada dominio, los controladores 
virtuales que tiene cada domU y sus respectivas aplicaciones (nivel 3). 
 
 Para comprobar el estado de cada uno de los servicios que tiene cada máquina en 
funcionamiento, basta con observar la monitorización con Nagios desde “monitor.nagios” y 
acceder desde el explorador a los correspondientes servicios. 
 
 De esta manera, vemos que tanto “bbdd1” y “bbdd2” tienen listos sus servicios para que 
“router.hs”, haga el correspondiente balanceo de carga para las peticiones web que se hagan 
contra estos servidores redundados para ofrecer alta disponibilidad, a su vez esta pareja accede a 
sus propias bases de datos redundadas, manteniendo siempre los datos coherentes entre los dos. 
Para esta tarea, el servicio de Nagios cuando detecte que uno de los servicios web haya caído, lo 
levantará, y si cae el servidor de base de datos MySQL, ejecutará los pertinentes scripts que harán 
que ambas bases de datos sigan trabajando sobre los mismos datos una vez haya levantado el 
servidor MySQL de la máquina caída, aparte de comprobar que la conectividad entre todas las 
máquinas está en estado convergente. Además, desde “monitor.nagios” se hacen backups de los 
logs del sistema importantes, del archivo generador JSF (TSC.war) del contenido web y el estado de 
las bases de datos, en combinación con Cron. 
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Conectividad del aplicativo en Xen 
 
Fig 4.4 Esquema de conectividad del aplicativo en Xen 
 
Con el fin de colocar una nueva interfaz en la máquina virtual que simulará el router al cual las 
otras máquinas se conectan (router.hs), dividiendo en 2 las redes de Xen, se debe añadir una nueva 
interfaz virtual para éste, en su archivo de configuración (/etc/xen/router.hs) añadiremos lo 
siguiente: 
 
vif= [ 'ip=192.168.0.100,mac=00:16:3E:1E:9C:09,bridge=eth0',                 
'mac=00:16:3E:1E:9C:10,bridge=eth0:' ] 
 
(*192.168.0.0/24 es la LAN sobre la que trabajamos y con la que router.hs se conectará a través de 
eth0, i 192.168.1.0/24 es la LAN para las domU del aplicativo se conecten a eth1) 
 
Al especificarle a las dos interfaces que se asocien al bridge eth0, ifconfig se mostrará así, 
creando dos interfaces en el mismo dominio vifX.Y y vifX.Y+1: 
 
vif1.0    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:13 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:20 errors:0 dropped:1 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:812 (812.0 B)  TX bytes:4390 (4.3 KB) 
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vif1.1    Link encap:Ethernet  direcciónHW fe:ff:ff:ff:ff:ff   
          dirección inet6: fe80::fcff:ffff:feff:ffff/64 Alcance:Vínculo 
          ARRIBA DIFUSIÓN CORRIENDO PROMISC MULTICAST  MTU:1500  Métrica:1 
          RX packets:0 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:32 errors:0 dropped:2 overruns:0 carrier:0 
          colisiones:0 txqueuelen:32  
          RX bytes:0 (0.0 B)  TX bytes:5306 (5.3 KB) 
 
 A continuación, dentro de la máquina virtual router.hs debemos añadir las siguientes líneas 
a  /etc/network/interfaces, para añadirle la IP estática 192.168.1.1 a eth1, reseteamos archivos de 
configuración de la red y a continuación se muestra el resultado de “ifconfig” y “bridge-utils”: 
 
root@router:~#vi /etc/network/interfaces 
auto eth1 
iface eth1 inet static 
    address 192.168.1.1 
    netmask 255.255.255.0 
root@router:~#/etc/init.d/networking restart 
root@router:~# ifconfig -a 
eth0      Link encap:Ethernet  HWaddr 00:16:3e:1e:9c:09   
          inet addr:192.168.0.100  Bcast:192.168.0.255  Mask:255.255.255.0 
          UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1 
          RX packets:12 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:11 errors:0 dropped:0 overruns:0 carrier:0 
          collisions:0 txqueuelen:1000  
          RX bytes:1002 (1002.0 B)  TX bytes:910 (910.0 B) 
 
eth1      Link encap:Ethernet  HWaddr 00:16:3e:1e:9c:10   
          inet addr:192.168.1.1  Bcast:192.168.1.255  Mask:255.255.255.0 
          UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1 
          RX packets:34 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:1 errors:0 dropped:0 overruns:0 carrier:0 
          collisions:0 txqueuelen:1000  
          RX bytes:5408 (5.2 KB)  TX bytes:42 (42.0 B) 
 
lo        Link encap:Local Loopback   
          inet addr:127.0.0.1  Mask:255.0.0.0 
          UP LOOPBACK RUNNING  MTU:16436  Metric:1 
          RX packets:0 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:0 errors:0 dropped:0 overruns:0 carrier:0 
          collisions:0 txqueuelen:0  
          RX bytes:0 (0.0 B)  TX bytes:0 (0.0 B) 
 
root@pfc-laptop:~# brctl show 
bridge name bridge id  STP enabled interfaces 
eth0  8000.001e68e9fd65 no  peth0 
       vif1.0 
       vif1.1 
 
 Entonces, tenemos que comprobar que la tabla de routing de router.hs haga de default 
gateway para las máquinas domU (bbdd1, bbdd2 y monitor.nagios): 
 
root@router:~# route 
Kernel IP routing table 
Destination   Gateway     Genmask         Flags   Metric Ref    Use Iface 
192.168.1.0   *           255.255.255.0   U        0      0      0 eth1 
192.168.0.0   *           255.255.255.0   U        0      0      0 eth0 
default      192.168.0.1  0.0.0.0         UG       100    0      0 eth0 
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 Para aplicar reglas de firewall en router.hs, haremos uso de las “iptables” con las que 
implementaremos estos filtros, NAT y cerrar puertos que no sean el 80 (HTTP para Nagios en 
monitor.nagios) y 443 (HTTPS, web index.jsf y googlemaps.jsf en bbdd1, bbdd2 y monitor.nagios 
respectivamente) para fuera de la LAN con el siguiente script config_iptables.sh: 
 
#!/bin/sh 
echo "Aplicando reglas de Firewall" 
echo "Red interna es eth1 y la externa eth0" 
 
#FLUSH de les regles 
iptables -F 
iptables -X 
iptables -Z 
iptables -t nat -F 
 
#Establer política por defecto 
iptables -P INPUT ACCEPT 
iptables -P OUTPUT ACCEPT 
iptables -P FORWARD ACCEPT 
iptables -t nat -P PREROUTING ACCEPT 
iptables -t nat -P POSTROUTING ACCEPT 
 
#Cerrar rango de puertos bien conocido 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 1:21 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 23:79 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 81:442 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 444:1024 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p udp --dport 1:21 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 23:79 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p udp --dport 81:442 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p udp --dport 444:1024 -j DROP 
iptables -A INPUT -s 0.0.0.0/0 -p tcp --dport 1025:6999 -j DROP 
 
echo "Abiertos los puertos 22,80,443 y 7000" 
#Enmascaramiento de la red local → NAT y activación bit de forwarding 
iptables -t nat -A POSTROUTING -s 192.168.1.0/24 -o eth0 -j MASQUERADE 
echo 1 > /proc/sys/net/ipv4/ip_forward 
  
Con el fin de hacer NAT en el borde (router.hs), en esta máquina debemos aplicar el 
siguiente script para que redirija según la política de Round Robin las peticiones sobre bbdd1 y 
bbdd2 de la web, y así llevar a cabo el balanceo de carga entre los 2 servidores: 
 
echo "1" > /proc/sys/net/ipv4/ip_forward 
ipvsadm -C 
 
/etc/init.d/ipvsadm stop 
/etc/init.d/ipvsadm start 
 
ipvsadm -A -t 192.168.0.100:http -s rr 
ipvsadm -a -t 192.168.0.100:http -r 192.168.1.3:http -m -w 1 
ipvsadm -a -t 192.168.0.100:http -r 192.168.1.2:http -m -w 1 
 
ipvsadm -A -t 192.168.0.100:8080 -s rr 
ipvsadm -a -t 192.168.0.100:8080 -r 192.168.1.3:8080 -m -w 1 
ipvsadm -a -t 192.168.0.100:8080 -r 192.168.1.2:8080 -m -w 1 
 
ipvsadm -A -t 192.168.0.100:7000 -s rr 
ipvsadm -a -t 192.168.0.100:7000 -r 192.168.1.3:7000 -m -w 1 
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ipvsadm -a -t 192.168.0.100:7000 -r 192.168.1.2:7000 -m -w 1 
 
ipvsadm -A -t 192.168.0.100:https -s rr 
ipvsadm -a -t 192.168.0.100:https -r 192.168.1.3:8080 -m -w 1 
ipvsadm -a -t 192.168.0.100:https -r 192.168.1.2:8080 -m -w 1 
 
echo "0" >/proc/sys/net/ipv4/conf/all/send_redirects 
echo "0" >/proc/sys/net/ipv4/conf/default/send_redirects 
echo "0" >/proc/sys/net/ipv4/conf/eth0/send_redirects 
echo "0" >/proc/sys/net/ipv4/conf/eth1/send_redirects 
 
ipvsadm -L -n --rate  
 
 Para agregar la ejecución de estos scripts a la secuencia de inicio de la máquina virtual, 
ejecutamos estos comandos en la consola: 
 
root@router:~#chmod +x config_iptables.sh  
root@router:~#chmod +x ipvstart.sh 
root@router:~#cp config_iptables.sh /etc/init.d/ 
root@router:~#cp ipvstart.sh /etc/init.d/ 
root@router:~#update-rc.d config_iptables.sh defaults 
root@router:~#update-rc.d ipvstart.sh defaults 
 
 Añadimos una ruta en dom0 a la tabla de routing, para el acceso a la LAN del aplicativo el 
gateway es router.hs (192.168.0.100): 
 
>route add -net 192.168.1.0 netmask 255.255.255.0 gw 192.168.0.100 
>route -n 
Tabla de rutas IP del núcleo 
Destino        Pasarela        Genmask         Indic Métric Ref    Uso Interfaz 
192.168.1.0    192.168.0.100   255.255.255.0   UG    0      0        0 eth0 
192.168.0.0    0.0.0.0         255.255.255.0   U     0      0        0 eth0 
0.0.0.0        192.168.0.1     0.0.0.0         UG    100    0        0 eth0 
 
 Por último, se ejecuta un script que engloba otra serie de scripts individuales que se ocupan 
de realizar el balanceo de carga y llevar a cabo la redundancia de los servidores, y se irá ejecutando 
en un bucle infinito para estar capturando todas las peticiones y repartiéndolas en Round Robin 
sobre bbdd1 y bbdd2, además, habiendo hecho la comprobación si esa máquina está viva, 
monitor.nagios se encargará mediante Nagios de hacer una copia de la base de datos de la 
máquina virtual que no haya  caído sobre la que haya caído, con el fin de proporcionar la alta 
disponibilidad y redundancia de datos entre los 2 servidores (no se pone aquí el contenido de los 
scripts por tamaño y porque el contexto sobre el que se ejecutan es distinto). Para incluirlo en el 
arranque de la máquina virtual, sólo hay que repetir el mismo proceso que se ha llevado con los 
scripts de iptables y NAT. 
 
 Las pruebas de conectividad son exitosas, tanto de fuera de la LAN virtual a dentro como al 
revés, y los accesos desde el navegador a las páginas web son correctas. Se comprueba que 
mediante telnet, ftp, y otras aplicaciones que usan puertos well-known, sus conexiones son 
rechazadas por el firewall (se dejaron abiertos los puertos 22, 80 y 443 tan sólo). En este punto, se 
puede considerar la migración del sistema físico, ya implementado de Health Soft, a un entorno 
paravirtualizado en Xen totalmente completado. 
 
Referencias de interés iptables y XenNetworking [A.31-A.33] 
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  5    Migración a Eucalyptus                   
 
Llegados a este punto, llega el momento de emplear la interacción de la API de Amazon EC2 con 
Eucalyptus, para subir y registrar los kernels, ramdisks e imágenes de disco que se quieran tener 
disponibles en la nube para ejecutar instancias de máquinas virtuales, mediante el servidor Walrus 
(Elastic Block Storage) que realmente se encuentra en “/opt/eucalyptus/var/ 
/eucalyptus/bukkits/BUCKETS” de cada nodo (localhost en este caso). Cabe destacar, que en 
Eucalyptus, tan sólo el administrador puede colocar en Walrus kernels y ramdisks, a los usuarios 
sólo se les permite subir imágenes de disco, y obviamente también al adminsitrador del cloud. 
 
 A continuación se muestran los comandos necesarios para la segmentación de las 
imágenes, la colocación de cada parte en un “bucket” (contenedor) y el registro de éstas, para cada 
una de las máquinas virtuales que disponemos. Primeramente es conveniente (pero no necesario) 
subir el kernel y la ramdisk que tienen en común todas ellas: 
 
###### Kernel: 
 
>ec2-bundle-image -i /boot/vmlinuz-2.6.26-1-xen-amd64 --kernel true 
>ec2-upload-bundle -b kernel-bucket -m /tmp/vmlinuz-2.6.26-1-xen-
amd64.manifest.xml  
>ec2-register kernel-bucket/vmlinuz-2.6.26-1-xen-amd64.manifest.xml 
 
# la línea de comandos devuelve el siguiente valor: IMAGE eki-F9E81505 
 
##### RAMdisk: 
 
>ec2-bundle-image -i /boot/initrd.img-2.6.26-1-xen-amd64 --ramdisk true 
>ec2-upload-bundle -b ramdisk-bucket -m /tmp/initrd.img-2.6.26-1-xen-
amd64.manifest.xml  
>ec2-register ramdisk-bucket/initrd.img-2.6.26-1-xen-amd64.manifest.xml 
 
 
# la línea de comandos devuelve el siguiente valor: IMAGE eri-58B0165F 
 
(* los valores remarcados son los identificadores del kernel y la ramdisk respectivamente, se 
pueden comprobar en la interfaz de administración Web en “Images”, donde ya aparecerán estos 
nuevos contenidos en Walrus. Además pueden añadirse estos identificadores en “Configuration”, 
de manera que sean los parámetros por defecto que tengan las nuevas máquinas virtuales.) 
 
 Ahora que ya disponemos de estos contenidos, podemos subir a Walrus las imágenes de 
disco de cada máquina virtual (“disk.img” que creó Xen) y asociarlas directamente al kernel y la 
ramdisk que acabamos de registrar mediante su identificador, creando un nuevo “bucket” para 
cada una de ellas para poder administrarlas más cómodamente: 
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####### Router.hs 
>ec2-bundle-image -i /home/xen/domains/router.hs/disk1.img --kernel \ 
eki-F9E81505 --ramdisk eri-58B0165F 
>ec2-upload-bundle -b image1-bucket -m /tmp/disk1.img.manifest.xml  
>ec2-register image-bucket1/disk1.img.manifest.xml 
# IMAGE emi-B2F80FF7 
 
####### BBDD1 
>ec2-bundle-image -i /home/xen/domains/bbdd1/disk2.img --kernel \ 
eki-F9E81505 --ramdisk eri-58B0165F 
>ec2-upload-bundle -b image2-bucket -m /tmp/disk2.img.manifest.xml   
>ec2-register image2-bucket/disk2.img.manifest.xml 
# IMAGE emi-B35F0FF9 
 
####### BBD2 
>ec2-bundle-image -i /home/xen/domains/bbdd2/disk3.img --kernel \ 
eki-F9E81505 --ramdisk eri-58B0165F 
>ec2-upload-bundle -b image3-bucket -m /tmp/disk3.img.manifest.xml   
>ec2-register image3-bucket/disk3.img.manifest.xml 
# IMAGE emi-B3800FF8 
 
####### Monitor.Nagios 
>ec2-bundle-image -i /home/xen/domains/monitor.nagios/disk4.img --kernel \ 
eki-F9E81505 --ramdisk eri-58B0165F 
>ec2-upload-bundle -b image4-bucket -m /tmp/disk4.img.manifest.xml   
>ec2-register image4-bucket/disk4.img.manifest.xml  
# IMAGE emi-B4051006 
  
A partir de este momento, todo el entorno virtualizado de Xen, queda exportado a 
Eucalyptus en un Cloud, de manera que podremos arrancar cada instancia de máquina virtual 
mediante la API EC2. Todo ello se puede ver en la pestaña “Images” de la interfaz web:  
 
Fig 5.1 Imágenes registradas en Walrus 
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 Mediante los comandos consultores de la API EC2 podemos comprobar por consola las 
imágenes que quedan registradas en Walrus, detallando qué arquitectura poseen y el 
kernel+ramdisk respectivo: 
 
>ec2-describe-images 
 
IMAGE emi-B2820FE9 image1-bucket/disk1.img.manifest.xml admin  
available public i386 machine eki-FAA71523 eri-E30F1100  
 
IMAGE emi-B35F0FF9 image2-bucket/disk2.img.manifest.xml admin 
available public i386 machine eki-FAA71523 eri-E30F1100  
 
IMAGE emi-B3800FF8 image1-bucket/disk1.img.manifest.xml admin 
available public i386 machine eki-FAA71523 eri-E30F1100  
 
IMAGE emi-B4051006 image1-bucket/disk1.img.manifest.xml admin 
available public i386 machine eki-FAA71523 eri-E30F1100  
 
IMAGE eki-FAA71523 kernel-bucket/vmlinuz-2.6.26-1-xen-amd64.manifest.xml 
admin available public  x86_64 kernel    
 
IMAGE eri-58F2165C ramdisk-bucket/initrd.img-2.6.26-1-xen-amd64.manifest.xml 
admin available public  x86_64 ramdisk 
 
Para finalizar el proceso de integración y puesta en marcha de Eucalyptus en el sistema, tan 
sólo queda el último y más importante paso: ejecutar y arrancar máquinas virtuales a través de la 
la API EC2. Si toda la configuración y pasos anteriores han transcurrido sin problemas, este último 
peldaño de la escalera debe ser trivial llevarlo a cabo, sino Eucalyptus dispone de “logs” que nos 
pueden ayudar y recopilar información acerca de los errores que puedan surgir en 
“$EUCALYPTUS/var/logs”, además del soporte que se ofrece en la referencia [B.12]. 
 
 Para poder emular el comportamiento de Elastic IP de Amazon en Eucalyptus, será 
necesario tener configurado el servidor DHCP3 y modificar algún parámetro en el archivo de 
configuración “eucalyptus.conf”: 
 
VNET_MODE="MANAGED-NOVLAN" 
 
#VNET_INTERFACE=eth0 
#VNET_DHCPDAEMON=dhcpd3 
#VNET_DHCPUSER=root 
 
VNET_SUBNET=192.168.1.0 
VNET_NETMASK=255.255.255.0 
VNET_DNS=80.58.61.250 
VNET_ADDRSPERNET=16 
VNET_PUBLICIPS="172.16.0.1 172.16.0.2 172.16.0.3 172.16.0.4 172.16.0.4" 
 
(*si hubiese más de un clúster configurado, podríamos escoger la opción “MANAGED-VLAN” y 
configurar vlan’s para cada uno de ellos”, podemos ver el rango de @IP’s públicas que se le pueden 
asignar a las instancias para ser accesibles desde fuera) 
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Arrancar las máquinas virtuales con el siguiente comando y conectarnos a ellas mediante 
SSH es el último paso a completar: 
 
>ec2-run-instances emi-XXXXXX --kernel eki-F9E81505 --ramdisk eri-58B0165F 
INSTANCE i-40D5080E emi-B2820FE9 172.16.0.1 192.168.1.130 running 
0  m1.small 2009-09-23T08:14:56+0000 eki-FAA71523 eri-58F2165C 
 
(* ejecutar estos comandos con cada identificador de imagen de cada una de las máquinas 
virtuales “emi-XXXXX”, la salida del comando es el ejemplo para la máquina “router.hs”) 
  
Cabe destacar varios elementos en este comando para arrancar instancias virtuales, y es 
que se puede comprobar que se asignan 2 @IP’s a la máquina, en relación con el concepto de 
Elastic IP de Amazon, donde la IP “172.16.0.1” es la pública y accesible desde fuera y 
“192.168.1.130” es la privada con la que se puede comunicar con el resto del clúster dentro de la 
nube. Además podemos ver cómo clasifica la instancia en “m1.small”, que como hemos podido ver 
en la figura 3.2.5, pertenece a la configuración de las diferentes características de máquina virtual 
que se ofrecen. Para terminar, el identificador que se ha destacado en negrita “i-40D5080E” se 
refiere al nombre de dominio que tendrá en Xen, por lo que ahora cambia la salida del comando 
“xm list” en el Node Controller: 
 
Name                     ID   Mem   VCPUs      State   Time(s) 
 
Domain-0                 0    1024    2        r-----    112.7 
i-40D5080E               1     512    2        -b----      2.1 
 
 Una vez comprobada la conectividad entre ellas y el acceso a su contenido web, para 
probar que sigue funcionando igual que en el entorno local creado anteriormente en Xen, queda 
concluida la migración alrededor de Eucalyptus, y se afronta la siguiente fase relacionada con la 
prueba de las máquinas en Amazon Web Services. 
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 6   Experimento en Amazon EC2             
 
En primer lugar, es necesario crear una cuenta en Amazon Web Services en EC2, la cual también 
servirá para S3 y alojar allí nuestras imágenes de Xen. En dicho registro, se piden los típicos datos 
personales, la cuenta de e-mail con la que autenticarse en la web y también un número de tarjeta 
de crédito donde se irá cobrando de allí los gastos que se hagan en los diferentes servicios, los 
cuales, se pueden consultar en la sección “Account Activity” donde se actualizan dinámicamente e 
informan de cuándo se hará el cobro de lo gastado hasta la fecha. Al finalizar el registro, se otorga 
un AWS Account ID, una Acces Key ID y una Secret Acces Key para usar los servicios (también para 
autenticación desde las extensiones de Mozilla Firefox: S3 Storage Organizer [C.27] y ElasticFox 
[C.28]). 
 
 Una vez conseguido el acceso, en la sección “Security Credentials”, puede crearse el 
certificado X.509 (cert-XXXXX.pem) y clave privada (pk-XXXXX.pem) para poder manejar la API e 
interactuar con Amazon, conjuntamente con los identificadores y claves antes descritas. Para 
poder acceder a la consola web y empezar a usar los servicios, es necesario entrar en la cuenta de 
Amazon, seleccionar EC2 y posteriormente el acceso a “AWS Management Console”, donde se 
puede ver lo siguiente: 
 
 
Fig 6.1 EC2 Dashboard 
 
 Será importante tener en cuenta que las máquinas tienen ahora una @IP distinta a la que 
poseían de forma local, por lo que al arrancar las instancias será necesario cambiar algunas 
configuraciones para que el aplicativo siga funcionando correctamente, y también tener presente 
que el kernel sobre el que corrían de forma local era de 64 bits, y al subirlas el propio EC2 asigna 
automáticamente un kernel modificado de Xen, por lo que algunas compatibilidades será 
importante corregirlas para que no haya conflictos de librerías. 
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Configuración previa 
 
En la sección “EC2 Dashboard” se muestra un resumen de los servicios que hay arrancados, 
volúmenes/snapshots creados y Elastic IP. Posteriormente es necesario, crear un “Key Pair”, que 
generará un archivo .pem que servirá para conectarse mediante SSH a las máquinas de Amazon, en 
este caso “healthsoft_key_pair.pem”. A continuación, se puede observar que existen 2 “Security 
Groups”, existe uno por defecto llamado “default” y otro creado para este proyecto llamado 
“healthsoft”. Dichos “Security Groups” sirven para permitir los puertos que pueden ser accesibles 
a las máquinas y desde qué rango de IP's, en el grupo “default” por defecto se permiten los 
puertos 22 y 80 para SSH y HTTP. En el caso de este proyecto, el grupo “healthsoft” tiene 
permitidos los puertos 22, 80, 8080 e ICMP con el fin de conectarse a las máquinas y poder 
acceder y comprobar los servicios que ofrecen, de manera que se puede llevar a cabo mediante la 
interfaz web o mediante los siguientes comandos de la API EC2 (en el siguiente apartado se 
definen las variables de entorno): 
 
>ec2-add-group healthsoft -K $EC2_PRIVATE_KEY -C $EC2_CERT \ 
-d 'HealthSoft Security Group” 
GROUP healthsoft HealthSoft Security Group 
 
ec2-authorize -K $EC2_PK -C $EC2_CERT healthsoft -p 22  
ec2-authorize -K $EC2_PK -C $EC2_CERT healthsoft -p 80 
ec2-authorize -K $EC2_PK -C $EC2_CERT healthsoft -p 8080 
ec2-authorize -K $EC2_PK -C $EC2_CERT healthsoft -P icmp -t -1:-1 
 
 Como último apunte de configuración previa, se puede seleccionar en la parte superior 
izquierda de la interfaz web la zona en la que se quiere trabajar, EEUU o Europa.  
 
Upload de imágenes 
 
Rescatando la API EC2 de Amazon, tenemos tanto las API-tools como las AMI-tools, para 
administrar las instancias virtuales e interactuar con S3 respectivamente. En este caso, para subir 
las imágenes de las máquinas virtuales creadas en Xen, es necesario tratar las AMI-tools, y de igual 
forma que en Eucalyptus, es necesario reconfigurar las variables de entorno: 
 
export EC2_ACCOUNT=3XXXXXX 
export EC2_PK=/root/.ec2/pk-XXXXX.pem 
export EC2_CERT=/root/.ec2/cert-XXXXX.pem 
export HEALTHSOFT_RSA=/root/.ec2/healthsoft_key_pair.pem 
export EC2_ACCESS_KEY='AXXXXX' 
export EC2_SECRET_KEY='FXXXXX' 
 
 Una vez definidas las variables de entorno para hacer más fácil el uso de la API, es turno del 
particionado de las imágenes mediante “ec2-bundle-image”, la cual requerirá estas variables y 
especificación de la arquitectura del sistema,  y generará el disk.img.manifest.xml donde quedan 
todos estos parámetros plasmados, se muestra el comando como ejemplo para “monitor.nagios”, 
repitiendo la operación con las 3 máquinas restantes: 
 
>ec2-bundle-image -i /path/disk4.img -C $EC2_CERT -K $EC2_PK -u $EC2_ACCOUNT  
Please specify a value for arch [x86_64]: x86_64 
Bundling image file... 
Splitting ./disk4.img.tar.gz.enc... 
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Created disk4.img.part.00 
Created disk4.img.part.01 
Created disk4.img.part.02 
… 
Created disk4.img.part.75 
Generating digests for each part... 
Digests generated. 
Creating bundle manifest... 
ec2-bundle-image complete. 
 
 Una vez “bundleada” la imagen, es el turno de usar el servicio S3 de Amazon y subir dichas 
partes de las imágenes a partir de su manifest.xml con el comando “ec2-upload-bundle”, 
seleccionando un “bucket” distinto para cada imagen y tener una mejor organización de archivos: 
 
>ec2-upload-bundle -b healthsoftBucket4 -m disk4.manifest.xml -a $EC2_ACCES_KEY 
\ -s $EC2_SECRET_KEY 
Setting bucket ACL to allow EC2 read access ... 
Uploading bundled image parts to https://s3.amazonaws.com:443/healthsoftBucket 
... 
Uploaded disk4.part.0 to 
https://s3.amazonaws.com:443/healthsoftBucket/disk4.part.0 
Uploaded disk4.part.0 to 
https://s3.amazonaws.com:443/healthsoftBucket/disk4.part.1 
Uploaded disk4.part.0 to 
https://s3.amazonaws.com:443/healthsoftBucket/disk4.part.2 
… 
Uploaded disk4.part.0 to 
https://s3.amazonaws.com:443/healthsoftBucket/disk4.part.075 
Uploading manifest ... 
Uploaded manifest to 
https://s3.amazonaws.com:443/healthsoftBucket/disk4.manifest.xml 
Bundle upload completed. 
 
 Ahora sólo falta registrar la imagen subida a S3 para poder utilizarla en EC2, de esta manera 
adquieren un identificador único en su “Availability Zone” con el que seleccionarla como instancia 
virtual: 
 
>ec2-register healthsoftBucket/disk4.manifest.xml 
 
IMAGE ami-96ef0cff 
 
 Repitiendo este paso para las 4 imágenes subidas, se puede ver con el comando consultor 
de EC2 ec2-describe-images las máquinas registradas en EC2 y sus características, de igual forma 
en que desde la “AWS Management Console” en la sección “AMIs →  Private Images” o “AMIs → 
Owned By Me”: 
 
>ec2-describe-images  
 
IMAGE ami-0cf31065  healthsoftBucket1/disk1.img.manifest.xml 359196031756
 available private  x86_64 machine    
IMAGE ami-f6997a9f  healthsoftBucket2/disk2.img.manifest.xml 359196031756
 available private  x86_64 machine 
IMAGE ami-fae90a93  healthsoftBucket3/disk3.img.manifest.xml 359196031756
 available private  x86_64 machine    
IMAGE ami-96ef0cff  healthsoftBucket4/disk4.img.manifest.xml 359196031756
 available private  x86_64 machine     
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Fig 6.2 Amazon AMIs propias 
 
 Como se ha podido observar, las acciones pueden hacerse mediante la API EC2 o desde la 
propia consola web y mediante las extensiones de Firefox para EC2 y S3, tal y como muestra la 
siguiente figura: 
 
 
Fig 6.3 S3 Storage Organizer 
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Arranque de instancias virtuales 
 
Desde la “AWS Management Console”, en la sección “AMIs” podemos encontrar tanto las propias 
subidas a S3 y registradas en EC2, como otras propias de Amazon u otras propiedad de sus 
partners, en este caso nos interesa arrancar una AMI propia, desde esta interfaz se puede observar 
lo siguiente al seleccionarla (donde se muestra una tabla de las propiedades de la imagen) y 
pinchar en “Launch”: 
 
 
Fig 6.4 EC2 Launch Instance Wizard  
 
 Por otro lado, desde la API EC2 también podemos llevar a cabo esta tarea mediante el 
siguiente comando para todas las demás AMIs: 
 
>ec2-run-instances -C $EC2_CERT -K $EC2_PK ami-XXXXXXX -k $HEALTHSOFT_RSA \  
--availability-zone us-east-1b --group healthsoft 
 
RESERVATION r-71ff1919 359196031756 healthsoft  
INSTANCE i-b304aadb ami-0cf31065 pending healthsoft_key_pair  
0  m1.large 2009-10-10T05:08:47+0000 us-east-1a   
 
 Mediante el siguiente comando, ya conocido desde la migración a Eucalyptus, se puede 
comprobar el estado de las instancias que actualmente están corriendo o acaban de terminar: 
 
>ec2-describe-instances 
 
RESERVATION r-71ff1919 359196031756 healthsoft 
INSTANCE i-b304aadb ami-0cf31065 ec2-174-129-166-113.compute-1.amazonaws.com 
domU-12-31-36-00-14-D1.z-1.compute-1.internal running 
healthsoft_key_pair 0 m1.large 2009-10-10T05:08:47+0000 us-east-1a 
   
RESERVATION r-95ff19fd 359196031756 healthsoft 
INSTANCE i-4702ac2f ami-f6997a9f ec2-75-101-202-161.compute-1.amazonaws.com 
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domU-12-31-36-00-14-A1.z-1.compute-1.internal running 
healthsoft_key_pair 0 m1.large 2009-10-10T05:16:08+0000 us-east-1a 
   
RESERVATION r-61fc1a09 359196031756 healthsoft 
INSTANCE i-5302ac3b ami-fae90a93 ec2-174-129-100-48.compute-1.amazonaws.com 
domU-12-31-36-00-15-D2.z-1.compute-1.internal running 
healthsoft_key_pair 0 m1.large 2009-10-10T05:16:35+0000 us-east-1a 
   
RESERVATION r-47fc1a2f 359196031756 healthsoft 
INSTANCE i-0d02ac65 ami-96ef0cff ec2-174-129-148-194.compute-1.amazonaws.com
 domU-12-31-36-00-14-D2.z-1.compute-1.internal running  
healthsoft_key_pair 0 m1.large 2009-10-10T05:16:57+0000 us-east-1a  
 
 
Fig 6.5 ElasticFox 
 
 
Fig 6.6 EC2 Dashboard con instancias arrancadas 
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Conexión con instancias EC2 
 
Una vez las máquinas han arrancado y figuran como “running”, se informa de un DNS público en 
cada instancia, por lo que si clicamos encima de la instancia en la interfaz web aparece un menú 
contextual en el que aparecen las siguientes opciones: 
 Connect: muestra el comando SSH que se debe ejecutar para conectarse al puerto 22 de 
esa máquina mediante el DNS público y el “Key Pair” seleccionado al arrancar la máquina. 
 Terminate: es el equivalente a ec2-terminate-instances #ami que para la máquina. 
 Reboot: reinicia la instancia conservando el DNS público y la IP privada en Amazon. 
 Get System Log: muestra los mensajes de salida imprimidos por pantalla al arrancar la 
máquina. 
 
 Mediante la opción “Connect” se nos muestra el comando entero con el que conectarnos 
vía SSH a la instancia: 
 
>ssh -i healthsoft_key_pair.pem root@ec2-75-101-239-233.compute-1.amazonaws.com 
 
 La llamada “Elastic IP” de Amazon en la sección 2.4, puede llevarse a cabo tanto desde la 
interfaz web como desde la API EC2, así se pueden solicitar @IPs para tener una @IP fija, y poder 
tenerla siempre en "propiedad" (se añade una tasa a la factura por cada asignación) aunque no 
esté asociada a ninguna instancia activa, de esta manera siempre se dispondrá de la misma @IP 
para nuestro servicio cuando lo levantemos con el siguiente comando, aunque para este caso no 
sea necesario: 
 
>ec2-allocate-address -C $EC2_CERT -K $EC2_PK --region us-east-1b 
ADDRESS 70.129.X.X 
 
>ec2-associate-address -i i-XXXXXXX 70.129.X.X 
 
 Como se ha podido comprobar tanto en las capturas de pantalla, como en los comandos de 
la API EC2 y en la conexión con las máquinas, siempre son mediante puertos seguros y encriptados 
como 443 HTTPS y 22 SSH, en los comandos donde no aparecen URLs, por defecto ya se apunta al 
puerto seguro 443 del dominio de Amazon tanto de EC2 como S3. 
 
Comprobación de servicios 
 
Ahora que las máquinas han arrancado sin problemas y hay conexión segura a la terminal remota, 
es momento de comprobar que la migración se ha llevado a cabo correctamente y los servicios que 
ofrecía de forma local, siguen existiendo en Amazon. Para no volver a reproducir las capturas de 
pantalla del aplicativo, se puede recordar las que figuran en la sección 1.5 de la memoria, 
quedando registro de ello en el video de Demo que se mostrará el día de la lectura del PFC. 
 
 Simplemente apuntar que fue necesario cambiar ciertos parámetros de direccionamiento 
de “monitor.nagios” en la monitorización de servicios, pues las @IP's ya no son las de la Tabla 4.1 
sino las que se encuentran dentro de cada máquina mediante peticiones DHCP, y por último, 
solicitar una nueva clave a la API de Google Maps, puesto que el dominio ahora es distinto. Queda 
así la migración a Amazon Web Services EC2 del aplicativo concluida y funcionando. 
 
Referencias de interés [C.23-C.26] 
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  7    Conclusiones                                    
 7.1  Objetivos cumplidos 
 
Si partimos de los objetivos iniciales del proyecto, eludiendo los que se refieren a documentación y 
realización de la memoria, que obviamente son los que en este documento aparecen, se pueden 
destacar los siguientes: 
1. Instalación del hipervisor Xen versión 3.3.1 en Ubuntu 8.04 Hardy Heron. 
2. Migración del material del proyecto anterior “Health Soft” a máquinas virtuales de Xen. 
3. Instalación de Eucalyptus versión 1.4 en el sistema y API EC2. 
4. Migración de máquinas virtuales de Xen al Cloud Computing de Eucalyptus y su correcto 
funcionamiento. 
5. Prueba de máquinas virtuales de Health Soft a Amazon Web Services y su correcto 
funcionamiento. 
Analizando detenidamente cada uno de estos objetivos, en todos y cada uno de ellos se 
pueden sacar diferentes conclusiones de su alcance y éxito del mismo. 
 
Para el objetivo nº1, la instalación de requisitos de Xen tuvo una durada de 3 días 
aproximadamente dado que se instalaba desde su código fuente, por lo que durante la 
compilación surgieron varios errores por falta de dependencias que hubo que averiguar hasta que 
se terminó con éxito. Una vez compilado, la instalación del hipervisor fue sencilla puesto que ya 
incorpora un script que al ejecutarlo hace la faena, tan sólo era necesario añadir una nueva 
entrada al GRUB de Ubuntu. Una vez hecho esto, se produjo un estancamiento considerable de un 
par de semanas de durada puesto que el hardware que posee el laptop desde el que se ha 
realizado el PFC no tiene soporte con el kernel 2.6.18.8-xen al ser demasiado reciente. Gracias a la 
ayuda del tutor, se pudo corregir este error que impedía que la máquina detectase el disco duro, 
por lo que no se podía acceder ni al log in. Mediante un kernel de Debian (2.6.26-1-xen-amd64) 
preparado para Xen con arquitectura x86_64, por lo que se instaló la nueva versión de Ubuntu 8.10 
por aquél entonces aprovechando su aparición, dado que había que reinstalar el sistema de nuevo. 
Una vez arrancado el sistema, se pudo empezar a conocer el hipervisor Xen y hacer algunas 
pruebas antes de migrar el aplicativo “Health Soft”, pudiendo dar el objetivo como cumplido. Hay 
que añadir que al ser una herramienta de virtualización cada vez más conocida y utilizada por 
empresas, ayudó bastante a la hora de encontrar soporte en foros de desarrolladores y manuales 
propios de Xen para afrontar contratiempos que fueron surgiendo en este objetivo. 
 
Para el objetivo nº2, su durada fue mucho más corta al tener que reinstalar simplemente 
las aplicaciones y servidores que tenían físicamente las máquinas cuando se realizó el proyecto, y 
dado que el material del proyecto se rescató anteriormente, simplemente hubo que adecuar estas 
nuevas máquinas con el aplicativo que se desarrolló y comprobar que todo seguía funcionando, 
cumpliendo con el objetivo de migrar el sistema a un entorno virtualizado en Xen. 
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Para el objetivo nº3, la instalación de Eucalyptus es mucho más compleja que 
posteriormente su funcionamiento, puesto que necesita un cúmulo de dependencias considerable. 
La instalación desde sus fuentes en la versión 1.4 en principio debía ser trivial puesto que hay un 
manual de administrador en su propio portal, pero la realidad fue otra, y es que a la hora de 
instalar Axis2c 1.5 el compilador devolvía unos errores que no se pudieron acabar comprendiendo, 
se intentó eludir esos errores, pero después a la hora de arrancar el Node Controller no detectaba 
el compilador sobre el que corría ni el hipervisor de Xen. Buscando por foros y material de soporte 
de Eucalyptus, resultó ser un “bug” de Axis2c en Ubuntu y que estaba por reparar para la siguiente 
versión, por lo que dada la aparición de Eucalyptus versión 1.5, se aprovechó para instalar una 
nueva versión y corregir el error, por fin ya Eucalyptus funcionó y se pudieron hacer pruebas para 
familiarizarse con la plataforma. Aunque la instalación que aparece en la memoria de este PFC es 
para la versión 1.4, los pasos son prácticamente los mismos y las configuraciones de igual modo, 
también hay que destacar que la instalación de la API EC2 de Amazon es lo más sencillo que se ha 
podido llevar a cabo en el proyecto, por lo que la integración de estas herramientas transcurrió sin 
más problemas. Este objetivo es el que más tiempo pudo consumir en comparación con el resto 
(más de un mes de trabajo por arreglar ese tipo de errores de código). 
 
Para el objetivo nº4, una vez instalado Eucalyptus, el paso de “subir” las imágenes de 
máquina virtual a Walrus fue sencillo, había que comprender varios comandos de la API de 
Amazon EC2 y posteriormente ponerlos en práctica. Una vez teniendo las máquinas en la nube 
privada, el siguiente paso era arrancar las instancias de máquina virtual, proceso que tan sólo 
permitió tener simultáneamente 2 máquinas en funcionamiento, sin saber bien el motivo de 
porqué no se pudieron arrancar el resto, como mínimo se pudo ver cómo funcionaba la API EC2 
para arrancar instancias. Como resumen, este objetivo quedó cumplido en un 75% dada que no se 
pudo hacer la migración del aplicativo entero al Cloud Computing privado, además de que después 
del objetivo nº3, fue el paso que más tiempo consumió del proyecto (casi un mes de búsqueda por 
arreglarlo). 
 
Para el objetivo nº5, se partía con la ventaja de conocer la API EC2, tanto las API-tools como las 
AMI-tools, para manejar las instancias y “bundlear” las imágenes a subir a S3, por lo que el 
proceso fue suficientemente rápido, aunque se encontraron dificultades de compatibilidad con el 
kernel que EC2 asignaba a la máquina, pues con el que corrían las imágenes cuando se 
customizaron de forma local era de 64 bits, de manera que algunas librerías no funcionaron 
correctamente y hubo que rectificarlo. Posteriormente, para que el aplicativo pudiese 
desarrollarse con normalidad, algunas configuraciones se tuvieron que modificar para el nuevo 
entorno en el que se encontraban las máquinas, como las @IP con las que “monitor.nagios” 
comprobaba los servicios, además de la clave de la API Google Maps la cual había que modificar, 
puesto que el dominio actual era otro distinto al que se partió inicialmente. Una vez modificado el 
aplicativo para que ofreciese correctamente los servicios, prueba de ello es el vídeo donde queda 
registrado que las máquinas funcionaban y se podía acceder a los servicios, dando el último 
objetivo por cumplido, salvo por no poder adecuarse al completo dado que el aplicativo estaba 
implementado con @IP estáticas que no se podían resolver. Dados los conocimientos que se 
habían adquirido hasta la fecha, se tuvo una buena base para responder ante las dificultades que 
se presentaron y desarrollarse con soltura en el entorno de Amazon, lo que prueba el significado 
de todos los pasos seguidos previamente hasta la migración a EC2. 
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 7.2  Divergencias de planificación 
 
Como se comentaba en el inicio de la memoria en el punto 1.4, el margen de finalización del 
proyecto era flexible dado que su matriculación no se produjo hasta el cuatrimestre de otoño de 
2009, por lo que la estimación podría fluctuar en 1 o 2 meses aproximadamente, como finalmente 
ha sucedido. Viendo la planificación inicial, se esperaba presentar el proyecto a mediados de 
septiembre con el inicio del curso, pero finalmente dados los inconvenientes que se encontraron 
en la “segunda fase” del proyecto en cuanto a Eucalyptus, la lectura del PFC se prolongó un mes 
más, hasta el 28 de Octubre de 2009. El paso de la migración del aplicativo a la plataforma de nube 
privada de Eucalyptus produjo la mayor divergencia de planificación, pues el desconocimiento del 
software, sus dependencias y su complejidad no son tan triviales como pueden parecer según la 
documentación de administrador que ofrecen en su portal web, añadiendo que tampoco es una 
herramienta excesivamente conocida (sumada a que la nube privada no es un tema en auge en 
estos momentos, sino la nube pública), no se puede encontrar suficiente soporte de 
desarrolladores en Internet sobre foros de discusión, lo que supone un plus de dificultad a la tarea 
que hizo demorar la lectura del presente proyecto. 
 Dado que en el periodo estival de Julio-Agosto por motivos laborales no se pudo dedicar 
excesivo tiempo al PFC (prácticamente inexistente) y que la fase de Eucalyptus se prolongó en 
exceso, se zanjó el tema a finales de Agosto, por lo que todo el mes de Septiembre se perfilaron 
aspectos de la documentación y se realizó a finales de mes las pruebas en Amazon con su 
respectiva grabación en vídeo para que sirviese de “Demo” del PFC. Superado esto, en Octubre la 
entrega de la memoria al tribunal del proyecto y la preparación de la presentación ante el mismo. 
 
Planificación final PFC 
Fase del proyecto Descripción Resultado 
 
 
1ª 
Recopilación info Xen - 20h  
 
Febrero - Marzo 
(104h) 
Preparar instalación Xen - 30h 
Instalación Xen - 4h 
Resolución problemas Xen - 30h 
Migración a Xen - 20h 
 
 
2ª 
 
 
Recopilación info Eucalyptus - 18h  
 
Abril – Final de Agosto 
(243h) 
Preparar instalación Eucalyptus - 40h 
Instalación Eucalyptus & API EC2 - 45h 
Resolución problemas Eucalyptus-75h 
Migración a Eucalyptus – 65h 
 
3ª 
 
Recopilación info Amazon EC2 – 20h  
Septiembre - Octubre 
(128h) 
Funcionamiento API EC2 – 60h 
Prueba del entorno en Amazon - 48h 
*En concurrencia con 
desarrollo del PFC 
Documentación  
Últimos días antes de  
la lectura del PFC 
Preparación presentación – 15h Octubre (15h) 
Lectura del PFC 28 de Octubre 
Tabla 7.2 Planificación final del PFC 
  Febrero Marzo Abril Junio Septiembre Octubre 
Recopilación info Xen x x     
Preparar instalación Xen  x     
Instalación Xen  x     
Resolución problemas Xen   x    
Migración a Xen   x x   
Recopilación info Eucalyptus   x x   
Preparar instalación Eucalyptus    x   
Instalación Eucalyptus & API EC2    x x  
Resolución problemas Eucalyptus    x x  
Migración a Eucalyptus     x  
Recopilación info Amazon     x  
Funcionamiento API EC2     x  
Prueba del entorno en Amazon      x 
 
Tabla 7.3 Planificación final del PFC
 7.3  Costes 
 
7.3.1 Consideraciones del TCO de Amazon Web Services 
Como reflexión y justificación de una migración a terceros de toda una infraestructura (datacenter) 
requerida para el desarrollo de un proyecto, para el anterior proyecto Health Soft que se migra 
aquí, se realizó la compra un hipotético hardware potente para desarrollar el aplicativo, que como 
se puede ver en la siguiente tabla el precio adquirir el hardware es mucho más caro que 
desarrollarlo mediante Amazon, partiendo del “pricing” que tarifica esta empresa en la sección 2.3 
tanto en EC2 como S3, a continuación se hace un estudio del TCO32 de este caso, sin considerar 
gastos de mantenimiento y energía: 
 
INFRAESTRUCTURA PROTOTIPO 
      
x2 servidores  Lenovo TD100 QC E5420 6429-14G  2.360 € 
2x PC’s Dell Optiplex 760    669 € 
(Adquisición del HW)     
TOTAL HW     6058 € 
AMAZON EC2 
      
Horas de proyecto 450h x 4 instancias    
Large Linux Usage $0.44 / h   198 $ 
DATA TRANSFER IN $0.10 / GB  1 $ 
DATA TRANSFER OUT First 10 TB / Month $0.17 / GB 1,7 $ 
TOTAL EC2     800,7 $ 
AMAZON S3 
      
Cantidad de datos 4 ami's de 2Gb/ami            8GB 
  1 aki (kernel)     <1GB 
  1 ari (ramdisk)   < 1GB 
  TOTAL SIZE     9 GB 
STORAGE  $0.180 / GB / month of storage used 3,24 $ 
DATA TRANSFER $0.100 / GB – all data transfer in 0,9 $ 
  $0.170 / GB / month data transfer out 3,06 $ 
TOTAL S3     7,2 $ 
 
TOTAL AMAZON = 810 $ (552 €) 33 
 
Fig 7.3.1.1 Tabla comparativa de rentabilidad en Amazon Web Services 
                                                 
32
 Total Cost of Ownership es un método de cálculo diseñado para ayudar a los usuarios y a los gestores empresariales 
a determinar los costes directos e indirectos, así como los beneficios, relacionados con la compra de equipos o 
programas informáticos. 
33
 Se cuentan 2 meses para el cálculo de horas, aunque la duración del proyecto fueron 90 días y sin el uso continuo de 
todas las máquinas las 450h, incluyendo características de máquinas de Amazon con más prestaciones, por lo que un 
análisis más afinado hubiese salido aún más rentable 
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 Como resultado tenemos una inversión en infraestructura muy inferior (un 9% de lo que 
hubiese costado la adquisición de una infraestructura propia), por lo que la ventaja de aprovechar 
estos servicios puede ser una ventaja competitiva importante frente a la oferta de otras 
consultorías que hubiesen propuesto la metodología tradicional. 
En este caso, disponiendo de 6058€ en infraestructura, las horas de CPU y “alquiler” de 
disco en Amazon Web Services hubiesen sido 4939h, frente a las 450h que duró dicho proyecto 
HealthSoft teniendo un coste de infraestructura de 552€. 
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7.3.2 Costes del proyecto 
 
Analizando los costes del proyecto, se separa el estudio en dos categorías, la referente a los costes 
de salarios (personal) y la infraestructura (HW). No se suman costes de licencias del software, pues 
todo el utilizado ha sido open-source y software libre sin coste alguno.  
  
En cuanto a la determinación de los salarios, se hace una valoración idéntica entre el 
trabajo que desarrolla un administrador de sistemas y un administrador de redes, igualmente 
importantes. Las horas computadas en el trabajo de cada uno de estos perfiles queda reflejado en 
la Tabla 7.3.2.1, así pues, para calcular los gastos totales dedicados a los “miembros” del proyecto, 
los salarios quedan en 30000€ brutos/año para ambos administradores. Como se puede ver en la 
Tabla 7.3.2.2, el coste total de salarios es de 6190€, incluyendo las horas de reuniones con el 
Project Manager para llevar a cabo los “reviews” del proyecto. 
 
La categoría de los recursos físicos del proyecto, se cuenta el laptop con el que se cuenta 
para el desarrollo de éste y los gastos generados en Amazon Web Services, tanto en EC2 para el 
funcionamiento de las instancias, como S3 para el almacenamiento de las máquinas virtuales. Todo 
ello queda reflejado en la Tabla 7.3.2.3, resultando un total de 1110€. 
 
Tarea Rol Horas 
Recopilación info Xen 
Instalación Xen 
Resolución de problemas Xen 
Migración a Xen 
 
Recopilación info Eucalyptus 
Instalación Eucalyptus & EC2 
Resolución de problemas Eucalyptus 
Migración a Eucalyptus 
 
Recopilación info Amazon EC2 
Funcionamiento API EC2 
Prueba del entorno en Amazon 
Administrador de sistemas 
Administrador de sistemas y redes 
Administrador de sistemas 
Administrador de sistemas 
 
Administrador de sistemas 
Administrador de sistemas y redes 
Administrador de sistemas 
Administrador de sistemas 
 
Administrador de sistemas 
Administrador de sistemas 
Administrador de sistemas y redes 
20 
35+10 
30 
20 
 
20 
70+15 
75 
65 
 
20 
60 
40+10 
Total 490 
Tabla 7.3.2.1 Costes por rol y tarea 
 
Rol Horas Coste (€/h) Coste total (€) 
Administrador de sistemas 455 11 5005 
Administrador de redes 35 11 385 
Project Manager 40 20 800 
Total 6190 
Tabla 7.3.2.2 Costes de salarios 
 
Item Coste (€) Horas Coste total (€) 
HP Pavilion dv5 Notebook PC 1100 - 1100 
Amazon Web Services (EC2+S3) *Factura *Factura 10 
Total 1110 
Tabla 7.3.2.3 Costes de infraestructura 
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 7.4  Valoración personal 
 
Personalmente, la valoración personal de este proyecto es considerablemente positiva en el 
aspecto de APRENDER, si por algo escogí la Ingeniería Técnica de Sistemas es porque sistemas y 
redes son mis temas favoritos en la informática. En cuanto a sistemas he podido tocar muchos 
aspectos que hasta ahora desconocía (no tanto en redes, pero sí en interfaces virtuales y bridging), 
y además, ver nuevas tecnologías que están cada vez más a la orden del día como son la 
virtualización y el Cloud Computing, de manera que mirando al futuro y mi carrera profesional, he 
podido empaparme de conceptos muy importantes para poder tener un background importante 
de cara al mercado laboral. Ha habido momentos duros en la etapa de Eucalyptus como se ha 
comentado en el punto 7.2 en las divergencias de planificación que podrían llevar a la 
desesperación, pero la satisfacción personal de avanzar en cada uno de los objetivos planteados al 
inicio del proyecto daba un extra de motivación para avanzar y finalizar este proyecto. Otro 
aliciente era ver cómo un proyecto anterior en el que había participado, con la experiencia que 
significa trabajar con un equipo de 7 personas con un único propósito (lo más parecido en toda la 
carrera a una situación laboral), tenía cabida en un PFC y ver cómo podría ser perfectamente una 
situación real, siendo el encargado de solucionar esa necesidad de virtualizar y migrar a un cloud 
público y privado.  
 
 Dejando a un lado la experiencia personal, valorando el contenido en sí del proyecto, 
podría valorarlo de la misma forma en que se definieron las etapas del mismo. Empezando por la 
herramienta de virtualización (o mejor dicho, paravirtualización) Xen, aporta una nueva manera de 
ver este tipo de nuevas tecnologías, puesto que es una plataforma potente y compleja, muy 
distinta a VMware o VirtualBox de Sun que puedes manejarlos simplemente pinchando un botón 
en Windows. La experiencia de compilar tu propio kernel, instalar desde sus fuentes el hipervisor y 
mediante comandos tener una administración más completa de las máquinas virtuales es mucho 
más interesante y da una visión más amplia de cómo funciona la virtualización, sobre todo en la 
sección 2 de background técnico de la memoria, donde se pudo profundizar en los diferentes 
procesos que se llevan a cabo para hacer creer a un sistema operativo que está corriendo sobre 
una máquina física, cuando es una máquina virtual sobre una física, realmente fascinante. 
En mi opinión, Xen puede ponerse poco a poco a la altura del gigante que es VMware a medida 
que se den a conocer sus ventajas, como son el ahorro de costes (hipervisor gratuito, de pago el 
soporte para empresas) y evitar pagar más licencias de las inevitables, incremento en el 
rendimiento de las máquinas (sección 2.1.4) pues Xen permite implementar máquinas virtuales 
con la finalidad de ejecutar distintos sistemas operativos a partir de cualquier hardware, según 
Juan Zamora, Linux business development manager de Novell España y Portugal, “Xen implementa 
el modelo de virtualización denominado `paravirtualización´, consistente en aprovechar la 
colaboración del sistema operativo huésped para proporcionar un rendimiento prácticamente igual 
al nativo”,  también añade: “el propio modelo de virtualización (paravirtualización) es mucho más 
eficiente al compartir la CPU y el resto de recursos de la máquina entre las diferentes máquinas 
virtuales que comparten la misma máquina física”. Además, es capaz de virtualizar cualquier 
sistema operativo, aunque no soporte Xen, y para ello, hace uso de las herramientas de asistencia 
a la virtualización proporcionadas por los procesadores de Intel y de AMD como ya se especifica en 
la sección 2.1.8, pues las extensiones de hardware buscan algo parecido a la paravirtualización (sin 
ser tan óptimo) para sistemas operativos que no pueden ser modificados porque su código es 
cerrado, y eventualmente buscan que la optimización de instrucciones de las maquinas virtuales 
no se hagan en el software (como lo hacen VMware y Virtualbox) sino en el hardware. Como 
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último punto a destacar, tiene a su favor la multitud de foros de soporte que tratan errores a 
corregir de Xen ofreciendo una ayuda importante a quien quiera integrar Xen en la empresa para 
virtualizar, también el hecho de existir como paquete en los repositorios de Linux le da una gran 
salida a su facilidad de instalación, muchas distribuciones de Linux se han esforzado en dar soporte 
a este hipervisor exclusivamente para estos sistemas operativos. El punto negativo sería el que se 
descubrió en este proyecto, y es la falta de un kernel preparado para soportar hardware más 
moderno y no encontrar problemas como los descritos en su instalación, aunque es comprensible 
que Xen está preparado para servidores con cierta antigüedad y con hardware más genérico para 
empresas. 
 
 Acerca de la etapa más pronunciada en el tiempo que fue Eucalyptus (Private Cloud 
Computing), pude extraer varias conclusiones al respecto, y es que en sí mismo no es Cloud 
Computing, pues los recursos no son “ilimitados”, se ciñen a la infraestructura que tenga la 
empresa, aunque eso permita, al igual que la virtualización con Xen o cualquier otro hipervisor, 
aprovechar servidores con gran potencial hardware del cual se usa según estadísticas hechas por 
IDC34 tan sólo el 10-15% de su potencial la mayor parte del tiempo, entonces, puede resultar útil 
para amortizar ese hardware en desuso. Pero viendo en el caso de este proyecto a Eucalyptus 
(desconozco el funcionamiento de otras plataformas de nube privada), los inconvenientes 
descritos en la sección 2.3.5, dejan mucho que desear para sustituir completamente el uso de AWS 
EC2 y S3 para aprovecharlo en un entorno de producción que las empresas puedan requerir para 
llevar a cabo propios proyectos o tareas. Una luz en el final del túnel se puede ver con la idea que 
promueven, poder tener una nube propia y no tener que atarse a proveedores de Cloud 
Computing, pero hay que tener en cuenta que siguen los gastos de mantener dichos servidores, la 
red y garantizar la disponibilidad y escalabilidad de un gigante como es Amazon por ejemplo, a 
muchos PYMES puede resultarles complicado.  
 
Centrándome un poco más en el software, después de haber visto las funcionalidades de 
Amazon Management Console y los complementos de Firefox para interactuar con AWS, de 
Eucalyptus se echa en falta una interfaz gráfica que permita administrar más cómodamente las 
instancias de máquinas virtuales, pues la interfaz web que proporciona da pocas opciones, lista las 
imágenes de máquina virtual, kernels y ramdisks, configura la dirección del Walrus y el clúster a 
configurar (uno solamente) y permite la adquisición de los pares de claves que necesita la API EC2, 
pero con esto queda una administración bastante pobre, pues lo importante es poder arrancar y 
parar máquinas y ver su estado, y eso tan sólo se puede hacer por consola con la API. Otro punto a 
destacar, que es el que más ha marcado mi experiencia con Eucalyptus, es las múltiples 
dependencias que tiene y la complejidad de su instalación con los numerosos fallos de compilación 
que se suceden uno detrás de otro, y luego una vez instalado, más problemas para interactuar con 
la API y Walrus. El día que Eucalyptus logre un paquete de instalación más sencillo y sea más 
atractivo para los administradores de las empresas, tendrá un importante peso en la nube privada, 
jugando con la ventaja de ser open source y gratuito, considerando que la propuesta de Amazon 
en nubes privadas (VPC) es simplemente igual al resto de servicios EC2 pero con unas instancias en 
redes separadas y accesibles por VPN IPsec, por lo que muchas empresas pueden preferir no 
“casarse” tampoco en ese aspecto con Amazon y apostar por su propia infraestructura, pero 
repito, cuando existan una plataforma capaz de dar servicios como los que ofrecen los 
proveedores de Cloud Computing. 
 
                                                 
34
 IDC es el principal proveedor global de inteligencia de mercado, servicios de asesoría y eventos para los mercados de 
tecnologías de la información, telecomunicaciones y tecnología de consumo. 
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 7.5  Trabajo futuro 
 
Una vez terminado el proyecto, teniendo los objetivos iniciales cumplidos salvo completar la 
migración a Eucalyptus, las alternativas que se pueden pensar para el proyecto pueden ser varias, 
la principal sería optar por otro laptop más antiguo para llevar a cabo el desarrollo de este 
proyecto. Las razones vienen de los inconvenientes que se encontraron con Xen, pues disponer de 
un hardware “más genérico” con el que no tener inconvenientes con el kernel recompilado de Xen, 
sería una gran ventaja por el hecho de poder disfrutar del propio kernel compilado, a medida para 
esta máquina y no traspasarse a uno ya compilado de Debian, poder caminar sobre el trabajo que 
uno mismo ha hecho es un aliciente más. De esta manera, no haber tenido que depender tanto de 
la ayuda inestimable de los conocimientos del tutor para superar las barreras que se han 
presentado a lo largo de estos meses. 
 
 Algo que con lo que queda un cierto resquemor es lo que se apuntaba antes, Eucalyptus. 
No se pudo realmente descubrir por qué no se podía arrancar más de dos máquinas 
concurrentemente, lo que hizo no llevar a cabo la migración entera del aplicativo, pues descubrir al 
milímetro cómo funcionaba la plataforma no era el objetivo, sino familiarizarse con la API EC2 y 
empezar a comprender el Cloud Computing y que existen alternativas a la nube pública. 
 
 Otro apunte como alternativa al proyecto, sería el de poder profundizar más en los 
aspectos de cada tecnología que se ha tratado, aunque eso significaría cambiar el significado del 
proyecto, pero como trabajo futuro apuntaría en saber utilizar más herramientas de Xen, optar por 
estudiar otras plataformas de nube privada como Open Nebula y experimentar más con los 
servicios de Amazon, pero para el presente proyectos los objetivos se han cumplido como se 
plantearon, tan sólo sería extender conocimientos sobre los pasos dados ya, o cambiar el cauce del 
proyecto y centrarse tan sólo en Xen y otros hipervisores, nube privada y nube híbrida o Amazon 
solamente, lo que implicaría no llegar a conocer cualquiera de los otros aspectos pero sí 
profundizar sobre un tema específico, aunque cierto es que atrae más la solución aquí se ha 
llevada a cabo, principalmente por la variedad de aspectos aprendidas. Aun así, los conocimientos 
han bastado para comprender qué es lo que ofrece Amazon, Cloud Computing y virtualización Xen. 
 
 Como alternativas técnicas, hubiese sido una comodidad que en el proyecto anterior se 
diseñase la conectividad del aplicativo sin @IP’s estáticas, pues en Amazon no se pudieron 
implementar las funciones que la máquina Router.hs desempeñaba, y por supuesto arreglar 
aspectos que luego han tenido vital trascendencia para migrar el aplicativo a las máquinas virtuales 
de Xen, de manera que se hubiese acelerado bastante la migración a Xen, como saber qué tipo de 
herramientas utilizar para conectar una máquina con otra, saber implementar bien el firewall, etc. 
De la misma forma que con Eucalyptus, el tipo de conectividad del clúster hubiese sido más 
sencillo configurarlo si las máquinas tuviesen DHCP por defecto. Una alternativa en cuando a 
redes, también hubiese sido interesante crear una red en Amazon EC2 con Elastic IP para poder 
simular la DMZ que representaba el proyecto inicial y conocer a fondo las @IP’s virtuales de EC2. 
 
 Como apunte final, hubiese sido interesante desarrollar el proyecto en un clúster de 
máquinas real, pudiendo ver cómo sería realmente una migración de estas características. El hecho 
de desarrollarse en un PC portátil por supuesto es una comodidad, y más viendo que como los 
recursos que ofrece han sido más que suficientes, pero ver cómo se desarrolla el entorno en un 
clúster de máquinas reales, quizá hubiese ayudado a tener una visión de la realidad empresarial. 
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