The human visual system supports stable percepts of object color even though the light that reflects from object 4 surfaces varies significantly with the scene illumination. To understand the computations that support stable color 5 perception, we study how estimating a target object's luminous reflectance factor (LRF; a measure of the light re-6 flected from the object under a standard illuminant) depends on variation in key properties of naturalistic scenes. 7 Specifically, we study how variation in target object reflectance, illumination spectra, and the reflectance of back-8 ground objects in a scene impact estimation of a target object's LRF. To do this, we applied supervised statistical 9 learning methods to the simulated excitations of human cone photoreceptors, obtained from labeled naturalistic im-10 ages. The naturalistic images were rendered with computer graphics. The illumination spectra of the light sources 11 and the reflectance spectra of the surfaces in the scene were generated using statistical models of natural spectral 12 variation. Optimally decoding target object LRF from the responses of a small learned set of task-specific linear 13 receptive fields that operate on a contrast representation of the cone excitations yields estimates that are within 14 13% of the correct LRF. Our work provides a framework for evaluating how different sources of scene variability limit 15 performance on luminance constancy. 16 
Introduction
Down each column, the sphere's luminous reflectance factor (LRF) varies, but its relative reflectance spectrum (i.e. its spectral shape) is held fixed. Across each row, the relative reflectance spectrum varies, but the LRF is held fixed. We cast the problem of computational luminance constancy to be that of estimating the LRF of a target object from the image, across variation in other scene factors. Specifically, we study variation in target object relative surface reflectance, variation in illumination spectrum, and variation in the surface reflectance of the other objects in the scene. . problem of luminance constancy, a constitutive component of the more general color constancy problem ( Fig. 1b) . 57 We define the computational problem of luminance constancy 1 as that of estimating the luminous reflectance factor (LRF) 58 of a target object's surface reflectance function. The LRF is a measure of the overall amount of light reflected by a surface relative (a) Big-ball (b) Xylophone (c) Barrel (d) Ring toy (e) Bottle Figure 3 : Library base scene with inserted objects. The rendering package can be used to insert objects into base scenes. Each image shows a different object inserted into the Library base scene. The rendering viewpoint was set so that the object was at the center of the images. The full rendered images have been cropped so that the inserted objects are easily visible. reflectance spectra are provided in the appendix.
138
To generate the target object reflectance at a particular LRF, the sampled reflectance spectrum was scaled such that its LRF 139 had the desired value (see appendix). Figure 8 shows color renderings of target reflectance spectra under CIE illuminant D65, 140 for the evenly spaced LRF values we studied.
141

Model of early visual system 142
Light entering the eye is focussed and blurred by eye's optics to form the retinal image. This image is then sampled by a 143 mosaic of cone photoreceptors. The excitations of these photoreceptors provide the information available to the neural visual 144 system for further processing. Because we are interested in how well luminance constancy may be achieved by the human visual 145 system, we simulated the cone excitations to our scenes using a model of the early visual system. 146 We focused our analysis on image regions local to the target by cropping the rendered images to 1 ⇥ 1 degrees of visual 147 angle around the target object (51 ⇥ 51 pixels; Figure 9b ). The local analysis is motivated by the fact that neural receptive 148 fields early in the visual pathways (e.g., retina, primary visual cortex) pool information locally. In primary visual cortex, foveal 149 receptive fields have a maximum spatial extent of approximately 1 degree of visual angle (Gattass, Gross, & Sandell, 1981; 150 Gattass, Sousa, & Gross, 1988) . We sought to understand how well responses from AMA-learned receptive fields at a similar 151 scale could be used to achieve luminance constancy.
152
We modeled ). This modeling was implemented using the software infrastructure provided by ISETBio (https://isetbio.org).
159
To put the computed cone excitations into a form for further analysis, we demosaiced the excitations for each cone class 160 using linear interpolation to obtain a cone excitation image for each cone class. The lens and macular pigment absorb more short Computational luminance constancy 171 We used our datasets to determine how well target object LRF can be estimated from cone excitations and from normalized 172 cone contrasts. Studying both representations allows us to understand how early contrast coding and normalization affect lumi-173 nance constancy. We applied accuracy maximization analysis (AMA) to learn the optimal receptive fields for estimating LRF, 174 and evaluated performance when the responses of these receptive fields are optimally decoded.
175
Learning optimal receptive fields 176 AMA is a task-specific Bayesian method for dimensionality reduction. When provided with a labeled training set, a receptive 177 field response model, a decoder that uses these responses to estimate the stimulus label, and a cost function, AMA returns a set (c) The first three AMA receptive fields. These are specified over the same 1 x 1 degree patch as the stimuli.
Quantifying estimation performance 218 We quantified the performance of AMA and the baseline methods at estimating LRF with relative root mean squared error 219 (relative RMSE). Relative RMSE is the square root of the mean of the squared difference between the estimated and true LRF 220 divided by the true LRF. The mean is taken over all stimuli in the test set.
221
Results
222
Condition 1 223 In Condition 1, only the LRF and the relative reflectance spectrum of the target object vary across scenes. We used accuracy 224 maximization analysis (AMA) to learn a set of linear receptive fields that are optimal for estimating target LRF from the cone 225 excitations in this condition. Decoding performance is shown in Figure 10a . Figure 10a also shows the performance of the 226 baseline linear regression method. Both methods are trained on 90% of the images in the dataset and tested on the remaining 227 10%. The LRF estimates obtained for both methods are essentially perfect.
228 Figure 10b shows the responses of the first two AMA receptive fields to all the image patches in the training set. Each
229
individual point represents the receptive field responses to an individual image patch and is color coded by target object LRF.
230
The responses segregate according to the target LRF, which supports the high level of estimation performance shown in Fig-231 ure 10a.LRF Note that even the responses of the first receptive field separate well (vertical lines would accurately distinguish the 232 LRFs), so that that one receptive field is sufficient for accurately performing the task. 
236
For this condition, the background regions provide very little task-relevant information. In addition, luminance is primarily 237 determined by L and M cones, so the S cones should make little direct contribution. The first three receptive fields are similar to 238 each other, reflecting the fact that here the main benefit of multiple receptive fields is to reduce the impact of noise on estimation 239 performance.
240
The results in Figure 10 were obtained for one particular draw from our statistical model of illumination. We verified that 241 performance remained excellent for other draws. Condition 1. This illumination variation makes the task more difficult because it causes variation in the cone excitations that is 245 not due to target object LRF. We learned AMA receptive fields on the cone excitations to the images in this new condition, and 246 again evaluated decoding performance ( Fig. 11(a,b) ). Performance is poor. Indeed, the estimates deviate considerably from the 247 true LRF, as seen by the fact that the mean estimate (red line) does not lie on the positive diagonal and by the fact that there is 248 large estimation variability for each value of the true LRF. For this case, linear regression also does poorly. Indeed, the linear 249 regression estimates are essentially the same as would be obtained by simply guessing the mean LRF of the training set (0.4).
250
Recall that there are two qualitatively distinct factors contributing to the variation in illumination spectra: changes in overall intensity, and changes in the relative spectral power distribution. To separate the effect of these two factors, we trained and 252 evaluated AMA on the contrast normalized cone excitations. By contrast normalizing the cone excitations, the contribution of 253 overall intensity is essentially removed. Figure 11(c,d) shows that performance improves greatly with contrast normalization.
254
Estimates obtained from the AMA receptive field responses are essentially perfect. Estimates obtained from linear regression 255 are substantially improved. This observation is consistent with previous results on computational color constancy that show that 256 contrast-based representations are effective for supporting color constancy when only illumination spectra vary (e.g. Land, 1986).
257
However, contrast-based representations are less effective at supporting constancy when the spectra of background objects in the 258 scene vary (e.g. Brainard & Wandell, 1986) . (Figure 12a ). Nevertheless, the estimates provide useful information about the target LRF. Indeed, the estimates track the true 265 LRF on average, as seen by the fact that the mean estimate (red line) lies along the positive diagonal. The increased estimation 266 variability is indicated by the increased width of the shaded red region, relative to its width for the results of Condition 1 and 2.
267
Performance of the baseline linear regression method (also evaluated using contrast normalized cone excitations) is worse than 268 that of the AMA-based estimates.
269 Figure 12b shows the responses of the first two AMA receptive fields to the training stimuli. Although the responses vary 270 systematically with target object LRF, there is considerable overlap in the receptive field responses for stimuli having different 271 LRF values. This overlap is due to the combined effect of the variation in the illumination and background surface spectra. Recall, however, that the performance shown Figure 12a is based on six rather than two receptive fields; there is likely to be 273 less overlap in the full six-dimensional response space. That is, inclusion of more receptive fields will in general reduce the 274 ambiguity that is seen when we visualize the responses of just the first two receptive fields. This effect is shown in the right panel Figure 12c shows the first three receptive fields (RFs) learned for Condition 3. The first two are similar to the receptive fields 277 for Condition 1, in that the L and M cone excitations receive large weights, while the S cone excitations are less heavily weighted.
278
In contrast to the Condition 1 receptive fields, there is also systematic contribution of cone excitations from background object 279 locations, with both positive and negative contributions from background objects. The specific geometry of the receptive fields, 280 however, should not be taken to be a strict prediction for receptive fields in the human visual system, as the particular receptive 281 field geometry arises partly as a consequence of the fixed scene geometry used in the training set. Indeed, aspects of spatial 282 structure of the training images can be seen in the receptive fields. Also, the third receptive field for Condition 3 places weight 283 on the S cone excitations. Although S cone signals do not contribute directly to luminance, S cone responses are correlated with 284 L and M cone responses to natural spectra (Burton & Moorhead, 1987; Benson, Manning, & Brainard, 2014) . Information from 285 the S cones can therefore contribute usefully to performance in the task. Finally, we note that there is some run-to-run variation 286 in the structure of the optimal receptive fields that depends on the random initialization of the numerical search used in our 287 implementation of AMA. (The cost landscape is not convex so local minima are possible.) However, such run-to-run receptive 288 field variation leads only to very small changes in estimation error (see error bars in Figure 13 ). Furthermore, even if the order 289 varies somewhat, the same set of receptive fields tends to be learned.
290
Our rendering software allows us to compare the effect of background surface reflectances on target object LRF with and 291 without simulation of secondary reflections of light from one object onto another. These secondary reflections were included in 292 the dataset from which we report our primary results. When we turn off this feature of the rendering, we find (data not shown) In this paper, we studied luminance constancy using naturalistic images. We used a software pipeline, which was developed 299 for this work, to render datasets of multispectral images from scene descriptions. Because we rendered the images, we could 300 label each image in the dataset by the luminous reflectance factor (LRF) of the target object. We used the labeled datasets to learn 301 estimators for the target object LRF. Across scenes, we varied the LRF of the target object, the relative reflectance spectrum of 302 the target object, the spectral power distributions of the light sources, and the reflectance spectra of the background objects in the 303 scene. These spectral variations were based on statistical models of natural surface reflectance spectra and natural illumination 304 spectra. We studied the how the performance of the learned estimators changed with systematic manipulation of the spectral 305 variation in the datasets.
306 Figure 14 summarizes our main findings, by showing the overall relative root mean squared estimation error (relative RMSE) 307 for each condition. In Condition 1, where only the relative reflectance spectrum of the target object varies, luminance constancy is 308 an easy computational problem, and performance is essentially perfect for both the baseline linear regression and AMA methods.
309
In Condition 2, where the spectral power distribution of the illumination also varies, the problem of luminance constancy is more interpolated/extrapolated across the image. However, the quality of this approximation cannot typically be evaluated.
333
Here we used labeled images rendered from descriptions of virtual scenes. A similar approach has been used previously to 334 study the perception of lightness and specularity (Toscani, Valsecchi, & Gegenfurtner, 2013; Wiebel, Toscani, & Gegenfurtner, 335 2015; Toscani, Valsecchi, & Gegenfurtner, 2017) . Our work adds to this approach by introducing color variation. There are 336 many advantages to using rendered images (Butler, Wulff, Stanley, & Black, 2012) . One advantage is that they allow us to work 337 with large number of labeled images where object reflectance is precisely known at each pixel. A second advantage is that we 338 can control the variation in distinct scene factors that might affect the difficulty of the estimation problem. This flexibility allows 339 the impact of scene factors to be studied individually or in combination. Here, we exploited this flexibility to quantify how 340 variation in the relative reflectance spectrum of the target object, the spectrum of the illumination, and the reflectance spectrum 341 of the background objects limit LRF estimation. We also exploited our use of rendered images to explore how the presence or 342 absence of secondary reflections from background objects affected estimation of target object LRF. This type of question cannot 343 be addressed using real images. The basic approach we use here can be extended to include parametric control over the amount 344 of variation of different factors. For example, we could systematically vary the variances of the distribution over the weights that 345 control the relative spectrum of the illumination.
346
There are also disadvantages associated with using rendered images. Virtual rendered scenes are not guaranteed to capture 347 all of the task relevant variation that occurs in real scenes. Even casual inspection of our images reveals that they are rendered, 348 and not real. However, computer graphics is getting better and we expect that the gap between virtual and natural image databases 349 will steadily close. Indeed, carefully constructed graphics images are now quite difficult to differentiate from real images.
350
To increase the representativeness of our rendered images, we used datasets of natural surface reflectance spectra and natural 351 daylight illumination spectra. Although we believe these datasets provide reasonable approximations of the statistical variation in 352 reflectance and illumination spectra, they can be extended and improved. For example, there are additional datasets of measured 353 surface reflectances that could be incorporated into future analyses. Some of these datasets focused on the reflectance of objects 
