Most scale-space concepts have been expressed as parabolic or hyperbolic partial di erential equations (PDEs). In this paper we extend our work on scale-space properties of elliptic PDEs arising from regularization methods: we study linear and nonlinear regularization methods that are applied iteratively and with different regularization parameters. For these so-called nonstationary iterative regularization techniques we clarify their relations to both isotropic di usion lters with a scalar-valued di usivity and anisotropic di usion lters with a di usion tensor. We establish scale-space properties for iterative regularization methods that are in complete accordance with those for di usion ltering. In particular, we show that nonstationary iterative regularization satis es a causality property in terms of a maximum{minimum principle, possesses a large class of Lyapunov functionals, and converges to a constant image as the regularization parameters tend to in nity. We also establish continuous dependence of the result with respect to the sequence of regularization parameters. Numerical experiments in two and three space dimensions are presented that illustrate the scale-space behavior of regularization methods.
Introduction
Decades after Iijima's pioneering axiomatic work in the sixties 27, 52] , scale-spaces have become widely-used tools in image processing and computer vision 23, 33] . Alvarez et al. 3] have shown that imposing a reasonable set of architectural, invariance and simpli cation properties automatically leads to scale-spaces that can be described in terms of partial di erential equations.
Partial di erential equations may be classi ed into three main types: parabolic equations behaving in a di usion-like manner, hyperbolic processes with wave-like character, and elliptic PDEs that can be related to variational problems. For more details on PDEs we refer to Colton 14] .
Examples for PDE-based scale-spaces incude parabolic PDEs such as linear and nonlinear di usion scale-spaces 27, 37, 49] , but also curvature scale-spaces like meancurvature motion 4, 30] and a ne morphological scale space 3, 40] . Hyperbolic PDEs with scale-space properties are given by the dilation and erosion equations arising from continuous-scale morphology 3, 6, 7, 8, 29] .
Recently, Scherzer and Weickert 42] showed that a large class of regularization methods reveals the same scale-space properties as di usion ltering, if one regards the regularization parameter of these elliptic PDEs as a scale parameter. This class includes the linear Tikhonov regularization as well as many nonlinear regularization methods that can be regarded as modi ed total variation (TV) denoising strategies.
The goal of the present paper is to extend this theory to regularization methods that are applied iteratively and with di erent regularization parameters. This framework is important since one can show that iterating regularization methods improves the restoration results in some cases 42] , and varying the regularization parameter can be useful for accelerating the ltering procedure. We also extend our work by clarifying relations between di usion ltering with nonmonotone uxes or anisotropic di usion ltering with a di usion tensor on one hand, and iterated convex regularization methods on the other hand.
Our paper is organized as follows: In Section 2 and 3 we survey scale-space properties of di usion ltering and noniterated regularization, respectively. Afterwards, this framework is extended to iterated nonstationary regularization in Section 4, where detailed proofs are presented. Section 5 gives an interpretation of di usion ltering with nonmonotone uxes or di usion tensors in terms of iterated convex regularization methods. In Section 6 our theory is illustrated by experiments with 2D MR images and 3D ultrasound data.
Related work. Often there have been fruitful interactions between linear scalespace techniques and regularization methods. Torre and Poggio 47] emphasized that di erentiation is ill-posed in the sense of Hadamard, and applying suitable regularization strategies approximates linear di usion ltering or { equivalently { Gaussian convolution. Much of the linear scale-space literature is based on the regularization properties of convolutions with Gaussians. In particular, di erential geometric image analysis is performed by replacing derivatives by Gaussian-smoothed derivatives; see e.g. 18, 31, 44] and the references therein. In a very interesting work, Nielsen et al. 32] derived linear di usion ltering axiomatically from Tikhonov regularization, where the stabilizer consists of a sum of squared derivatives up to in nite order.
Nonlinear di usion ltering can be regarded both as a restoration method and a scale-space technique 37, 49] . When considering the restoration properties, natural relations between biased di usion and regularization theory exist via the Euler equation for the regularization functional. This Euler equation can be regarded as the steadystate of a suitable nonlinear di usion process with a bias term 13, 36, 43] . A popular speci c energy functional arises from unconstrained total variation denoising 1, 10, 11]. Constrained total variation also leads to a nonlinear di usion process with a bias term using a time-dependent Lagrange multiplier 39].
Strong and Chan 46] proposed to regard the regularization parameter of total variation denoising as a scale parameter. The present paper extends and completes our recent work on scale-space properties for noniterated regularization 42] . Following 26, 41, 46] we interpret the regularization parameter as a di usion time by considering regularization as time-discrete di usion ltering with a single implicit time step. Numerical implications of this relation are discussed in 51], and a shorter preliminary version of the present manuscript has been presented at the Second International Conference on Scale-Space Theories in Computer Vision 38].
Di usion Filtering
In this section we review essential scale-space properties of nonlinear di usion ltering. The presented results can also be extended to a broader class of methods including regularized lters with nonmonotone ux functions and anisotropic lters with a di usion tensor. More details and proofs can be found in 49].
We consider a di usion process of the form 1
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Regularization
An interesting relation between nonlinear di usion ltering and regularization methods becomes evident when considering an implicit time discretization 26, 41, 46] . The rst step of an implicit scheme with step-size h in t{direction reads as follows. 
In the following we assume the existence of a di erentiable functionĝ on 0; 1) which satis esĝ 0 = g. Then the minimizer of the functional
satis es (4). This can be seen by calculating the formal Gateaux derivative of T in direction v, i.e.
We remark that for the numerical solution of parabolic di erential equations several numerical schemes rely on implicit time discretizations, since they are unconditionally stable, i.e., for any choice of the time discretization the solution is stable with respect to data perturbations. In our context the unconditional stability of time implicit numerical schemes for solving the parabolic di erential equation could as well be derived from regularization theory.
Since a minimizer of (5) satis es (T 0 (u); v) = 0 for all v, we can conclude that the minimizer satis es the di erential equation (4) . If the functional T is convex, then a minimizer of T is uniquely characterized by the solution of equation (4) V.ĝ is monotone in 0; 1).
These assumptions guarantee existence and uniqueness of a minimizer u h for the regularization functional (5) 
Consequently, we cannot derive an equivalent optimality condition for a minimizer of (5) . In this case our mathematical framework cannot guarantee existence of a minimizer of (5) in H 1 ( ), and in turn we have no existence theory for the partial di erential equation (4) . However, this does not mean that it is impossible to establish similar results by using other mathematical tools in the proofs; see e.g. the recent existence and uniqueness results by Andreu et al. 5 ].
The functional ku h k L 2 ( ) can also be shown to be continuous in h 0. Regarding spatial smoothness, the solution belongs to H 2 ( ). This result is weaker than for the di usion case where we have C 1 results. In analogy to di usion ltering, the average grey level invariance Here, a di erence between Lyapunov functionals for di usion processes and regularization methods becomes evident. For Lyapunov functionals in di usion processes we have V 0 (t) 0, and in regularization processes we have DV (h) 0. DV (h) is obtained from V 0 (t) by making a time discrete ansatz at time 0. We note that this is exactly the way we compared di usion ltering and regularization techniques. It is therefore natural that the role of the time derivative in di usion ltering is replaced by the time discrete approximation around 0.
Again, these Lyapunov functionals allow to prove convergence of the ltered images to a constant image as h ! 1. For d = 3, however, the convergence result is slightly weaker than in the di usion case. (7). Under these assumptions the minimizer of (8) exists and is unique in H 1 ( ) (cf. 42]).
Moreover, the spatial smoothness increases in each iteration step: a more detailed analysis using techniques from 54] shows that after n iterations the solution belongs to the Sobolev space H 2n ( ) for xed t 2 (t n?1 ; t n ] (provided the di usivity g is suciently smooth). This suggests that, if one uses the regularized solution for calculating derivatives of order 2n, one should perform at least n iterations.
As for noniterated regularization, the average grey level invariance, temporal continuity in the L 2 -norm and a maximum principle hold, if the functionĝ satis es I. { V. This can be seen, by noting that in the interval (t n?1 ; t n ] iterated regularization is noniterated regularization with initial data u H (t n?1 ) and regularization parameter t ? t n?1 .
The results in 42] imply that in each interval t n?1 ; t n ] the average grey level invariance holds, the function u H (t) is bounded by the maximal and minimal values of u H (t n?1 ), and the function is continuous with respect to t. The rest of the assertion follows by an inductive argument.
Using Proof: Using the general result in 42] it follows that the assertions claimed in part (a) hold on the subintervals (t n?1 ; t n ]. Moreover, from the results in 42] it follows that continuity of u(:; t), with respect to t, also holds on t n?1 ; t n ]. By induction with respect to n the assertions of part (a) follow.
We turn to a veri cation of the assertions of part (b): since u H (t n ) satis es the rst order optimality condition for a minimum of the functional T H tn we get 
Since u H (t n ) is the minimizing element of (8) Dividing the inequality by h n = t n ? t n?1 and noting that h n ! 1 shows that
Together with II. we get
Since u H (t n ) is uniformly bounded in L 2 ( ), it has a weakly convergent subsequence. Using IV. it follows that the weak limit is a constant function. Since iterative regularization is grey level invariant, we nd that the limit is the constant function Mf. Moreover, from (12) This concludes the proof. The assumption that the sequence of regularization parameters h k tends to in nity does not restrict practical applications. It actually suggest that in numerical simulations a monotonically increasing step size in time is very appropriate. Such an adaptation strategy would use small time steps in the beginning when much is happening, and afterwards, when the di usion process slows down, the time step size becomes larger.
The previous result holds independently of the sequence H = fh k g k2N . For numerical realizations of nonstationary iterated regularization it is important to verify continuous dependence of u H (t) with respect H. In order to prove this result we rst show that the functional u H (t) is Lipschitz continuous. Let H be a sequence of positive regularization parameters and let T be the according sequence of di usion times. Moreover, let 1 
Choosing v := u H (t) ? u H n (t) and subtracting these two equations gives
Using that g(j:j 2 ): is monotone, it follows from (14) For k = 0 this is trivially satis ed, since u H (:; 0) = u H n (:; 0) = f : Then it follows from (15) 
The second and third term on the right hand side of the last inequality are of the order maxfjt 0 ? t k j; jt 0 ? t n k jg (cf. (13)) (independent of n) -note that t n k converges uniformly to t k . Since t n k ! t k we can choose t 0 in such a way that maxfjt 0 ? t k j; jt 0 ? t n k jg becomes arbitrarily small. Moreover, the frist term tends to zero, since t 0 is an interior point of (t k?1 ; t k ). These arguments show that
Hence, the lemma is proved.
We can use this lemma to show continuous dependence of V H (t) on H: By virtue of Lemma 1 it follows that ku H (t) ? u H n (t)k L 2 ( ) tends to zero. Since r is continuously di erentiable, the rst expression on the right hand side is bounded and the proof is accomplished.
Extensions to the Nonconvex Case and Anisotropic Filters
The previous sections analyze relations between regularization methods and di usion lters for the case thatĝ(jsj 2 ) is convex in s. This implies that the di usive ux is monotonously increasing in s in the sense that hg(jsj)s ? g(jtj)t; s ? ti 0 for all s; t 2 R d :
In the context of di usion ltering, however, nonmonotone uxes leading to forward{ backward di usion processes are used frequently. While the earliest representative of this class, the Perona{Malik lter 37] is ill-posed, several well-posed forward{backward di usion lters have been proposed afterwards; see e.g. 9, 49] . They o er the interesting property that they can enhance features like edges or ow-line structures without renouncing smoothing properties in terms of Lyapunov functionals. It is also possible to replace the scalar-valued di usivity g by a di usion tensor D allowing true anisotropic behavior.
These extensions are covered by the di usion model Because of the Gaussian convolutions there is no straightforward way to derive a di usion lter of this type as a minimizer of some energy functional. It is, however, instructive to study a semi-implicit time discretization of such a lter: it approximates the di usion tensor D at the old time level and the remainder of the divergence expression at the new level. Such a discretization gives (18) is minimized. Now we are approximating a possibly nonconvex smoothing problem by a sequence of quadratic (and hence convex) regularization functionals. 3 As a consequence, the theoretical results for iterated regularization that we derived in Section 4 may also be extended to this case. 
Experiments
The numerical experiments are performed using the software package DIFFPACK from the University of Oslo / Numerical Objects 15] . We have implemented the di usion equation withĝ(jruj 2 ) = p jruj 2 + 2 + jruj 2 which is a modi ed total variation regularization. For this di usion ltering our theoretical results are applicable. The term jruj 2 is only of theoretical interest; in numerical realizations, the discretized version of the gradient is bounded, and there is no visible di erence between using very small values of (in which the theoretical results are applicable) and = 0 (where our theoretical results do not hold). Our experiments were carried out for di erent sequences of time-steps and various smoothing parameters . The in uence of the parameter settings is as follows.
The impact of on the numerical reconstruction is hardly viewable in the range from = 10 ?2 to 10 ?4 . Even the convergence rate is, although slower for smaller , hardly a ected.
For small values of regularization parameters h (up to approximately 5:0), there is no visible di erence between iterated and noniterated regularization. The e ect can only be seen for larger values of h. This is illustrated in Figure 2 . It shows the result of noniterated and iterated regularization applied to the 2D MR image from Figure 1(a) . The results are depicted at times t = 10, 30, and 100, respectively. For noniterated regularization this is achieved in one step, and for iterated regularization the regularization parameter h = 1 was chosen and 10, 30, or 100 iterations were performed. We observe that di erences between the two methods are very small. They only become evident when subtracting one image from the other. This also indicates that even the semigroup property of regularization methods is well approximated in practice. It should be noted that the semi-group property is an ideal continuous concept which can only be approximated in time-discrete algorithms for partial di erential equations.
As can be seen from the previous sections, the scale-space framework for noniterated and iterated regularization methods carries over to higher space dimensions. In the next gure we present results from a three-dimensional ultrasound data set of a fetus with 80 80 80 voxels. Also in this case the di erences between noniterated and iterated regularization are very small and iterated regularization appears to give slightly smoother results. This is in complete accordance with the theory in Section 4.
Conclusions
The novelty of our paper consists of establishing sequences of parameter dependent elliptic boundary value problems, namely nonstationary iterated regularization methods, as scale-space techniques. They satisfy the same scale-space properties as nonlinear di usion ltering. The key ingredient for understanding this relation is the interpretation of iterated regularization methods as time-implicit or time-semi-implicit approximations to di usion processes. In this sense, the scale-space theory of regularization methods is also a novel semi-discrete theory to di usion ltering. This time-discrete framework completes the theory of di usion scale-spaces where up to now only results for the continuous, the space-discrete and the fully discrete setting have been formulated 49]. The synthesis of regularization techniques and di usion methods may lead to a deeper understanding of both elds, and it is likely that many more results can be transferred from one of these areas to the other. It would e.g. be interesting to study how results for optimal parameter selection in regularization methods can be used for di usion ltering, or to further investigate the use of the iterated anisotropic functional (18) 
