Quadrature problems involving functions that have poles outside the interval of integration can pro tably be solved by methods that are exact not only for polynomials of appropriate degree, but also for rational functions having the same (or the most important) poles as the function to be integrated. Constructive and computational tools for accomplishing this are described and illustrated in a number of quadrature contexts. The superiority of such rational/polynomial methods is shown by an analysis of the remainder term and documented by numerical examples.
Introduction
Much of numerical analysis has been dominated by polynomial approximation, i.e., approximation procedures that yield exact answers if the function to be processed were a polynomial of some appropriate degree. This is particularly true in the area of numerical quadrature. Frequently, however, the functions to be integrated are not polynomial-like. They often have poles away from the interval of integration, in which case it would be more natural to make the integration exact for rational functions having the same, or at least the more important, poles (those closest to the interval of integration). It may be desirable to still have some low-degree polynomials, e.g. constants, integrated exactly. This suggests an approximation procedure that provides exact answers for a mixture of rational functions and polynomials. The constructive and computational tools for implementing this idea are described, not only for ordinary quadrature rules, but also for more sophisticated rules such as Gauss-Kronrod and Gauss-Tur an rules, and quadrature procedures for Cauchy principal value integrals.
An idea somewhat related to our's is to require exactness for a class of Laurent polynomials, which is meaningful if the underlying measure of integration is \strong", i.e., possesses moments of positive as well as negative orders. The approach is related to two-point Pad e approximation, the two points being at the origin and at in nity. For this we refer to 29 There are other approaches, essentially di erent from those to be described, of incorporating the in uence of poles outside (and particularly near) the interval of integration. One is to construct, in some way or another, a correction term to a standard, in particular Gaussian, quadrature rule. This is an approach taken by Lether, who in 33] uses the method of subtracting the singularity, and in 34] uses the principal part of the Laurent expansion at each pole to obtain the correction term. The latter approach, however, requires the evaluation of the regular part of the integrand at the pole(s). This is avoided in a method proposed by Hunter and Okecha 28] . Another entirely di erent approach is discussed by Bialecki 3] , who uses expansion in sinc functions.
The principle of exactness
We begin with a quadrature rule of the simplest kind, Z
where d is a given (usually positive) measure of integration all of whose moments exist. The general principle of exactness can be formulated as follows. and making use of the \orthogonality" relation
which is a consequence of the Christo el-Darboux formula for Chebyshev polynomials (the prime on the summation sign means that the rst term has to be multiplied by 1 2 ), we nd from (5. 6 The rational Gauss quadrature rule
Here, d = 2n in (3.2), and the space of rational/polynomial gauge functions is S 2n = Q m P 2n?1?m , where 0 m 2n. The existence of the rational Gauss formula which is exact on S 2n now hinges on the existence of the (polynomial)
2), with t = t G , w = w G and d = 2n). Since the in (2.4) may well be complex, hence ! m a complex-valued polynomial, the existence of (6.1) is by no means guaranteed. There are, however, a number of special cases, of interest in applications, in which the existence and uniqueness of the Gauss formula (6.1) is assured. Some of these are as follows: 7 Spectral characterization of the Gauss formula (6.1) We assume that d^ = d =! m is a positive measure. The connection between Gaussian quadrature and orthogonal polynomials is well known. The polynomials we need are those orthogonal with respect to d^ ; we assume them to be monic and denote them by^ k ( ) = k ( ; d^ ), k = 0; 1; 2; : : : . They satisfy a three-term recurrence relation If we are interested in the n-point quadrature rule (6.1), we need only the rst n + 1 orthogonal polynomials^ 0 ;^ 1 ; : : :;^ n , hence the truncated Jacobi matrixĴ n | the n n leading principal minor matrix of (7.2). The quadrature rule can then be characterized in terms of the eigenvalues and eigenvectors ofĴ n ( 23] ). Indeed, the Gauss nodes t G are the eigenvalues ofĴ n , and the Gauss weights w G expressible in terms of the rst components v ;1 of the corresponding normalized eigenvectors v ; more precisely,
w G =^ 0 v 2 ;1 :
To compute the Gauss formula, it su ces therefore to solve an eigenvalue/ eigenvector problem for a real symmetric tridiagonal matrix. This, nowadays, is a routine problem, and there are fast and accurate methods available for its solution, including appropriate software (cf., e.g., 18 , x6]). The major challenge is the computation of the recursion coe cients^ k ,^ k , since d^ = d =! m is not a standard classical measure. For these, one can use a simple discretization procedure and special techniques for \di cult" poles, i.e., poles very close to the support interval of the measure d . These latter techniques are somewhat technical and will not be described here in detail. Basically, one rst applies the discretization procedure to the \reduced" measure d~ = d =! m , where! m is the polynomial ! m with the di cult poles removed, and then incorporates the di cult poles by special techniques; see 19] . The discretization procedure is described in the next section. This suggests, as already noted by Stieltjes, a simple \bootstrapping" procedure, which is now known as Stieltjes procedure: Since^ 0 = 1 is known, one computes^ 0 ,^ 0 by (8.2) for k = 0. With^ 0 ,^ 0 at hand, the recurrence relation (7.1), with k = 0, yields^ 1 . This allows us to apply (8.2) with k = 1 to get^ 1 , 1 , which by (7.1) for k = 1 yields^ 2 , and so forth. The major di culty with this procedure is the computation of the inner products in (8.2); this requires integration with respect to the measure d^ , which is not straightforward.
However, already in 1968, and later in 1994, we proposed a simple modi cation of Stieltjes's procedure 14], 18], which consists in applying it to a discrete inner product ?(1 + t ) t + ! : (9. 2)
The discretization method for computing the recursion coe cients^ k ,^ k , and hence the nodes t and weights (in terms of the eigenvalues and eigenvectors of the Jacobi matrixĴ n ) works rather well if ! is not exceptionally small. For ! = 1 2 , for example, it yields essentially machine accuracy (in IEEE standard double precision) with N = 45 in (8.6) when n 10. Some numerical results in this case are shown in Table 9 .1, which lists the relative errors j I(!) ? I n (!)]=I(!)j for the choices m = 2n, m = n, m = 1, and m = 0. The last choice corresponds to applying the ordinary Gauss rule for the measure d . Curiously, the results for m = n are slightly more accurate than those for m = 2n, a phenomenon also observed in the subsequent examples.
For ! = :001, the discretization method must work hard to get comparable accuracy; typically, N = 350 in this case. , and is a small parameter; cf. 17] and the literature cited therein.
To prepare the integral (9.3) for the application of our method, we write it in the form The discretization method works well for all and for not too large. Numerical results analogous to those in Table 9 .1, for k = Table 9 .2. are shown in Table 9 .3. We recall that t T in (10.5) are the zeros of the nth-degree s-orthogonal polynomial n;s for the measure d =! m , i.e., the polynomial of degree n which satis es the power orthogonality relation Z w G p(t G ); p 2 P 2n?1 ; (10.14) provided that none of the t G equals x. The formula (10.14) can be constructed as described in xx7 and 8.
