This paper focuses on the estimation and predictive performance of several estimators for the time-space dynamic panel data model with Spatial Moving Average Random Effects (SMA-RE) structure of the disturbances. A dynamic spatial Generalized Moments (GM) estimator is proposed which combines the approaches proposed by Baltagi, Fingleton and Pirotte (2014) and Fingleton (2008). The main idea is to mix non-spatial and spatial instruments to obtain consistent estimates of the parameters. Then, a forecasting approach is proposed and a linear predictor is derived. Using Monte Carlo simulations, we compare the short-run and long-run effects and evaluate the predictive efficiencies of optimal and various suboptimal predictors using the Root Mean Square Error (RMSE) criterion. Last, our approach is illustrated by an application in geographical economics which studies the employment levels across 255 NUTS regions of the EU over the period 2001-2012, with the last two years reserved for prediction.
Introduction
There is a growing literature dedicated to dynamic spatial panels, see Elhorst (2012 Elhorst ( , 2014 , Yu (2010, 2015) for a review. Dynamic spatial panels are able to deal with unobservable spatial, individual and/or time speci…c e¤ects. They also tackle more e¢ciently endogeneity problems, such as the potential bias in the coe¢cient of the spatial lag of the dependent variable. Baltagi, Fingleton and Pirotte (2014) propose a dynamic spatial model that allows for time dependence as well as spatial dependence, but restricts the time-space covariate to zero along the lines of Franzese and Hays (2007) , Kukenova and Monteiro (2009) , Jacobs, Ligthart and Vrijburg (2009) , Korniotis (2010) , Elhorst (2010) , and Brady (2011) to mention a few. They focus on several estimators for the dynamic and autoregressive spatial lag panel data model with spatially correlated disturbances. In the spirit of Arellano and Bond (1991) and Mutl (2006) , a dynamic spatial Generalized Method of Moments (GM) is proposed including the Kapoor, Kelejian and Prucha (2007, hereafter KKP) approach for the Spatial AutoRegressive (SAR) error term. The remainder term of the latter is assumed to have a random e¤ects structure. This means that the disturbances are characterised by a SAR-RE process. The main idea is to mix non-spatial and spatial instruments to obtain consistent estimates of the parameters. Their Monte Carlo study …nds that when the true model is a dynamic …rst order spatial autoregressive speci…cation with SAR-RE disturbances, estimators that ignore the endogeneity of the spatial lag of the dependent variable and endogeneity of the temporally lagged dependent variable perform badly in terms of bias and RMSE. Accounting for spatial correlation in the disturbances also reduces bias and RMSE. Thus, ignoring both sources of spatial dependence leads to a huge bias in the estimated coe¢cients.
A more general speci…cation has been suggested by Lee (2008, 2012) , Yu (2010, 2014 ) who implement a model that allows for time and spatial dependence as well as component mixing of time-space dependence that can be interpreted as spatial di¤usion that takes place over time. If all these forms of dependence are included, Anselin (2001, p. 318) suggests calling this a time-space dynamic model. Parent and LeSage (2010 , 2011 , Debarsy, Ertur and LeSage (2012) extend this approach introducing a space-time …lter that implies a constraint on the mixing term that re ‡ects spatial di¤usion. This type of constraint induces a separability of time and space dependence that simpli…es the estimation procedure, especially in the Bayesian Markov Chain Monte Carlo (MCMC) approach. Lee and Yu (2016) consider a spatial Durbin dynamic model which includes simultaneously time dependence, spatial dependence and time-space dependence on the explanatory variables. They focus on identi…cation issues and show that parameters are generally identi…ed via Two-Stage Least Square (2SLS) moment relations.
Following this literature, this paper employs a time-space speci…cation as de…ned by Anselin (2001, p. 318) , i.e. including a temporal lag (capturing time dependence), a spatial lag (that accounts for spatial dependence), a cross-product term re ‡ecting the time-space di¤usion of the dependent variable. Many theoretical and/or applied papers are based on this structure, building on a priori theory which does not call for WXs in the model, see Yu, de Jong and Lee (2008) , Parent and LeSage (2010 , 2011 , Lee and Yu (2014) or Yang (2017) among others. Additionally, the disturbances are assumed to follow a Spatial Moving Average (SMA) process (local spatial spillover e¤ects) in the spirit of Fingleton (2008a) . Fingleton (2008b) shows that the sharp cut-o¤ of the SMA disturbances speci…cation is moderated by the spatial lag element of the model. In the cross-section case, when the model contains a spatial lag dependent variable, Kelejian and Prucha (1998, 1999) suggest a 2SLS procedure. They propose that the instrument set should be kept to a low order to avoid linear dependence and retain a full column rank for the matrix of instruments, and thus recommend that (X; W N X) should be used, if the number of regressors is large. Inclusion of spatial lags on the explanatory variables could have a major impact on the performance of the estimation procedure if one were to keep to this recommendation. Pace, LeSage and Zhu (2012) show that the instrumental variables estimation su¤ers greatly in situations where spatial lags of the explanatory variables (W N X) are included in the model speci…cation. The reason is that this requires the use of (W 2 N X; W 3 N X; : : :) as instruments, in place of the conventional instruments that rely on W N X, and this appears to result in a weak instruments problem. However the SMA process avoids this problem, given that it embodies the same W N matrix, by including omitted spatial lags of the explanatory variables implicitly as part of the error process. This means we can use the recommended instrument set without having exogenous spatial lags among the set of regressors. Instead, we assume that the disturbances are characterized by a SMA-RE structure which purposefully captures these local spillovers. The adoption of a SMA speci…cation of the error process can mitigate against the problem for instrumental variables estimation identi…ed by Pace, LeSage and Zhu (2012) . Naturally the choice of this speci…cation would carefully examine the nature of the local spillovers in order to establish their appropriateness for the empirical application at hand.
This paper proposes a spatial GM estimator following the work of Arellano and Bond (1991), Mutl (2006) and KKP (2007) . Using Monte Carlo simulations, we compare the empirical performance of our GM spatial estimator with that of OLS, Within and GMM à la 'Arellano and Bond'. The latter estimators are panel data estimators that take no account of the spatial structure of the disturbances, especially on short-run and long-run e¤ects. We also compare our spatial estimator to other misspeci…ed spatial GM estimators, such as that of Mutl (2006) . Moreover, forecasting with spatial panel has become recently an integral part of the empirical work in economics, see Li (2004, 2006) , Longhi and Nijkamp (2007) , Kholodilin, Siliverstovs, and Kooths (2008) , Fingleton (2009), Schanne, Wapler and Weyh (2010) , Girardin and Kholodilin (2011) and Baltagi, Fingleton and Pirotte (2014) among others. We develop a dynamic spatial predictor and evaluate the predictive e¢ciencies of various suboptimal predictors relative to the Root Mean Square Error (RMSE) criterion along the lines of Kelejian and Prucha (2007) . The plan of the paper is as follows: Section 2 presents the model, section 3 focuses on our spatial GM estimator. Section 4 derives a linear predictor. Section 5 describes the Monte Carlo design. Section 6 presents the simulation results, Section 7 illustrates our approach using an application in geographical economics which studies employment levels across 255 NUTS regions of the EU over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] , with estimation to 2010 and out-of-sample prediction for 2011 and 2012. The last section concludes.
The Time-Space Dynamic Panel Model with SMA Errors
Unlike many expositions of spatial econometric models, we give logically consistent reasons behind the presence of the spatial lag, temporal lag and spatial lag of the temporal lag which are an outcome of assuming a tendency towards equilibrium. In our exposition the model speci…cation depends on an assumption that disparities in the dependent variable will persist as an equilibrium outcome to unchanging and fundamental causes. We therefore assume that the (N 1) vector y t , where N is the number of individuals or regions, at time t will persist at dynamically stable levels so that y t = y t 1 unless there are changes in factors that a¤ect the level of y t . For example there may be changes in explanatory variables x t , where x t = (x 1t ; : : :,x N t ) > is an (N K) matrix of explanatory (exogenous) variables, or other changes, such as in unobservable e¤ects. If such a disturbance occurs at time t and is ephemeral, then y t 6 = y t 1 but given a subsequent period of quiescence as t ! T then once again we expect y t to converge on a new equilibrium at which y T = y T 1 : Assume data are observed where y t 6 = y t 1 but tending to converge, so that y t = f (y t 1 ), and an autoregressive process is assumed, hence
in which & is an (N 1) vector and is a scalar parameter. In the long-run with j j < 1; and with no subsequent disturbances, the process converges to
Consider next connectivity between individuals or regions in the form of a matrix W N , which is a time-invariant (N N ) matrix. For purposes of interpreting parameter estimates we normalize W N . This can be done in several ways, for instance by dividing W N by the maximum eigenvalue of W N to give 1 W N , or by dividing each element of W N by its row sum. Either of these normalizations gives the maximum eigenvalue of W N equal to 1, and the continuous range for which (I N 1 W N ) is nonsingular is 1 min(eig)
= 1, in which 1 is a scalar spatial autoregressive parameter:
Given (1), logic dictates that
Subtracting (2) from (1) leads to another logically consistent expression in which the spatial dependence implied by (2) can be seen in (3) as an explicit cause of variation in y t . Thus
The matrix W N comprises …xed (non-stochastic) non-negative values with zeros on the leading diagonal and its row and column sums are uniformly bounded in absolute value.
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Writing = 1 gives
in which B N = (I N 1 W N ) ; C N = ( I N + W N ) in which is the autoregressive time dependence parameter, 1 is the spatial lag coe¢cient, is the time-space di¤usion parameter and I N is an identity matrix of order N . In order to solve equation (3), given appropriate parameter restrictions, equation (3) 
In order to maintain dynamically stable simulations, following Elhorst (2001 Elhorst ( , 2014 , LeSage (2011, p. 478, 2012, p. 731) and Debarsy, Ertur and LeSage (2012, p. 162) , requires the largest characteristic root (eig max ) of B 1 N C N to be less than 1. This restriction ensures that y t converges to equilibrium levels y T = (B N C N ) 1 (x ). Additional realism is introduced as follows. First, the restriction that = 1 is removed since 1 and are unknown, so that is free to vary. However we anticipate that b b 1 b : Second, the time invariant matrix x is replaced by time-varying matrix 2 x t : Third, unobservables are represented by the error term " t . Although the system may, depending on B 1 N C N , still tend towards equilibrium, equilibrium will be continuously disturbed and new equilibrium levels established as t varies. For simplicity of estimation, inter-regional connectivity is assumed to remain constant over the estimation period. These considerations lead to the time-space dynamic panel data model for i = 1; : : : ; N ; t = 1; : : : ; T , which takes the form
where " it is an error term for region i at time t and w i = (w i1 ; : : : ; w iN ) is a (1 N ) vector which corresponds to the ith row of the matrix W N . In contrast to the classical literature on panel data, grouping the data by periods rather than units is more convenient when we consider the spatial dimension. For each period t, we have
where " t = (" 1t ; : : : ; " N t ) > is an (N 1) vector and L is the time-lag operator, i.e. Ly t = y t 1 . B N is a nonsingular matrix, and B 1 N is uniformly bounded. For (5) and following Elhorst (2001, p. 131) , LeSage (2011, p. 478, 2012, p. 731) and Debarsy, Ertur and LeSage (2012, p. 162) , stationarity conditions are satis…ed only if C N B 1 N < 1, which requires
(
where r min and r max are the minimum and maximum eigenvalues of W N . We allow for a general spatial-autoregressive-moving-average errors process
where 2 and are respectively autoregressive and moving average parameters, and m i = (m i1 ; : : : ; m iN ) is a (1 N ) vector which corresponds to the ith row of the spatial matrix M N . M N is similar to W N in that it de…nes the interaction assumed between the disturbances attributed to di¤erent regions, and it is often the case that M N = W N is assumed. Estimating , 2 and jointly could be prohibitively di¢cult, and the most widely-used approach to modelling spatial error dependence is a restricted version of this in which = 0 and = 0, so that
in which the autoregressive parameter space must be de…ned so that (I N 2 W N ) is non-singular, see LeSage and Pace (2009, pp. 88-89) . (11) is referred to as a Spatial AutoRegressive (SAR) process and implies complex interdependence between locations, so that a shock at location j is transmitted to all other locations. The SAR process is known to transmit the shocks globally.
In contrast, the Spatial Moving Average (SMA) process, which is the focus of this paper, is obtained by the restrictions = 0 and 2 = 0, hence
so that a shock at location j will only a¤ect the directly interacting locations given by the non-zero elements in W N . Hence shock-e¤ects are local rather than global. Regarding the error components, time dependency is introduced in the innovation u it by specifying an unobserved permanent unit-speci…c error component i together with the transient error component v it . Thus, u it follows an error component structure
where i is an individual speci…c time-invariant e¤ect which is assumed to be iid 0; 2 , and v it is a remainder e¤ect which is assumed to be iid (0; 2 v ). i and v it are independent of each other and among themselves. Combining (12) and (13), we obtain the SMA-RE speci…cation of the disturbance " it . For a cross-section t, we have
with
where
> are three vectors of dimension (N 1). By rewriting the model (5) as
the matrix of partial derivatives of y t with respect to the kth explanatory variable of x t in unit 1 up to unit N at time t is given by h
The expression (17) denotes the e¤ect of a change of an explanatory variable in a particular spatial unit on the dependent variable of all other units in the short-term. Similarly, the long-term e¤ects are obtained by h
The expressions in (17) and (19) illustrate that they depend respectively on one and two global spatial multiplier matrices, respectively. Moreover, shortterm indirect e¤ects do not occur if 1 = 0, while long-term indirect e¤ects do not occur if 1 = .
A Four Stage Spatial GM Estimator
The presence of a spatial lag, a time-lagged and a time-space lag dependent variable renders the usual panel data estimators that ignore this spatial correlation biased and inconsistent. In this context, Instrumental Variables (IV) or GM estimators are required. These estimators assume much weaker assumptions about the initial conditions compared to those of Maximum Likelihood (ML). The consistency of ML estimators depends on the initial conditions and on the way in which the time dimension T and number of cross-sections N tend to in…nity. For dynamic panel data models, Bond (2002) argues that the distribution of the dependent variable depends in a non-negligible way on what is assumed about the distribution of the initial conditions. For example, the initial condition could be stochastic or nonstochastic, correlated or uncorrelated with the individual e¤ects, or have to satisfy stationarity properties. Di¤erent assumptions about the nature of the initial conditions will lead to di¤erent likelihood functions, and the resulting ML estimators can be inconsistent when the assumptions on the initial conditions are misspeci…ed, see Hsiao (2003, pp. 80-135) for more details. IV or GM estimators require much weaker assumptions. Following Hsiao (1981, 1982) and Arellano and Bond (1991) , the individual e¤ect i in (13), which is correlated with the spatial lag and time-lagged dependent variable, is eliminated by …rst-di¤erencing the model (4) yielding
t = 2; : : : ; T , and for a cross-section t, we have
Following (14) and (15), (22) can be written as
Following Arellano and Bond (1991) , we can de…ne a GM estimator based on the assumption of no correlation between the …rst-di¤erenced disturbances and earlier time-lagged levels of the dependent variable, y it 1 . This yields the following moment conditions:
E(y il v it ) = 0; 8i; l = 0; 1; : : : ; t 2; t = 2; : : : ; T .
If we assume that the explanatory variables x k;im are strictly exogenous 3 , the following additional moment conditions can be used E(x k;im v it ) = 0; 8i; k; m = 1; : : : ; T ; t = 2; : : : ; T .
If, x k;im is weakly exogenous then the associated moment conditions are E(x k;im v it ) = 0; 8i; k; m = 1; : : : ; t 1; t = 2; : : : ; T .
Moreover, to take into account the endogeneity of the spatial lag, we can use spatially weighted earlier time-lagged levels of the dependent and explanatory variables as instruments. This strategy is associated with the following moments conditions:
E(w i y l v it ) = 0; l = 0; 1; : : : ; t 2; t = 2; : : : ; T , (27) E(w i y l v it ) = 0; l = 0; 1; : : : ; t 2; t = 2; : : : ; T , (28) E(w i x k;m v it ) = 0; 8i; k; m = 1; : : : ; T ; t = 2; : : : ; T , (29) E(w i x k;m v it ) = 0; 8i; k; m = 1; : : : ; T ; t = 2; : : : ; T ,
where w i = (w i1 ; : : : ; w iN ) is a (1 N ) vector which corresponds to the ith row of the matrix W 2 N . Considering the weakly exogenous assumption of x k;im , the moment conditions (29) and (30) are replaced by the following: E(w i x k;m v it ) = 0; 8i; k; m = 1; : : : ; t 1; t = 2; : : : ; T , (31) E(w i x k;m v it ) = 0; 8i; k; m = 1; : : : ; t 1; t = 2; : : : ; T . (32) Let us de…ne the matrix Z which contains the non-spatial instruments (i.e. related to the conditions (24) and (25)) as
3 For other cases, see Bond (2002, p. 152), Bouayad-Agha and Védrine (2010, p. 211) .
9 where Z t = (y 0 ; y 1 ; : : : ; y t 2 ; x 1 ; : : : ;
is an (N [(t 1) + KT ]) matrix of instruments at time t, y l is a vector of dimension (N 1) and x r is a matrix of dimension (N K). Moreover, we can de…ne a matrix Z s which contains the spatial instruments (i.e. related to the conditions (27), (28), (29) and (30)) as
where y 
where y l = (y 1l ; : : : ; y N l ) > and
where x kr = (x k1r ; : : : ; x kN r ) > , k = 1; : : : ; K. If we stack the matrices Z and Z s , we obtain the valid instruments for the model (21), namely Z . Moreover, we use the weight matrix of moments 
is the variance-covariance matrix of the remainder MA(1) unit roots error which is of dimension (T 1 T 1) used by Arellano and Bond (1991) in their one-step GMM estimator. A consistent estimate of the parameters and 2 v can be obtained using a GM approach in the spirit of Fingleton (2008a) for the static spatial lag model including a SMA-RE process on the disturbances. In fact, Fingleton (2008a) extended the GM procedure from panel data proposed by KKP (2007) for the SAR-RE case to the SMA-RE one. Here, the main di¤erence is that we base the estimation of and 2 v on the …rst di¤erences of the errors to account for the dynamics and to get rid of the individual e¤ects. Following the derivation of the moment conditions and ignoring the expectations of each term, the system involving and 2 v can be expressed as
The GM estimators of and 2 are the solution of the sample moments using nonlinear least squares on equation (43). See Fingleton (2008a) for the static spatial lag model including a SMA-RE process for the disturbances. Our spatial GM procedure comprises of the following four steps:
In the …rst step, we use an IV or GM estimator to get consistent estimates of , 1 , and .
In the second step, the IV or GM residuals are used to obtain consistent estimates of the moving average parameter and the variance 2 v .
In the third step, we compute the preliminary one-stage consistent Spatial GM estimator which is given by
with b
In the fourth step, following Arellano and Bond (1991) , we replace (46) by its robust version
and
is a vector of ones of dimension (T 1 1). To operationalize this estimator, v is replaced by di¤erenced residuals obtained from the preliminary one-stage consistent Spatial GM estimator (45). The resulting estimator is the two-stage Spatial GM estimator
Prediction
In 2014, Baltagi, Fingleton and Pirotte argued that the derivation of the predictor for a dynamic autoregressive spatial panel data model is more complicated because the time/space lags of the dependent variable are correlated with the disturbances. Thus, the Goldberger (1962) framework, which assumes no correlation between the regressors and the error term, is not applicable in this context. The predictor proposed by Baltagi, Fingleton and Pirotte (2014) , under the restrictive assumption of no time-space dependence and SAR-RE disturbances structure, depends on the process that generates the initial values and this may be di¢cult to handle in practice. So, here, considering (4) without any restriction on time-space dependence and a SMA-RE process on the disturbances " which captures local spillovers, we propose a tractable approach which does not depend explicitly on the initial values. In the …rst step, the individual e¤ects are estimated from the residuals observed over time. To obtain this, we commence by using a single cross-section equation at time t, in particular
So that
with v t N (0; 2 v I N ). In order to calculate b , one uses observed data for the sequence of ys in equation (53) together with the parameter estimates
2 ), using the data for the period t = 2; : : : ; T (assuming that y 0 is not available) on each occasion drawing an (N 1) vector v t at random from the N 0; b 2 v I N distribution. This gives T 1 di¤erent estimates of b , so we take the time mean as an estimate of the time-invariant (N 1) vector , given E[v t ] = 0. Also, the estimate is scaled so that its variance is equal to b 2 . So, here, it is necessary to estimate 2 and not only and 2 v . These two parameters are su¢cient to compute the variance-covariance matrix of the GM estimator. This means that instead of using the …rst di¤erences moment conditions approach, see (43) and (44), we have to consider the moment conditions in levels described by Fingleton (2008a). The IV or GM level residuals are used to obtain consistent estimates of the moving average parameter and the variances 2 v and 2 . In the second step, this estimated , denoted by , is then used in a bootstrap forecast approach considering observed values y T for the …rst forecast b y T +1 ; and estimates of future b y from then on. Thus, the predictor is given by
which solves recursively over t = T + 1; T + 2; : : : ; T + , 1 with y T replacing b y T for t = T + 1. In the Monte Carlo experiments that follow, this predictor (54) is compared to other suboptimal predictors which correspond to misspeci…ed dynamic estimators.
Monte Carlo Design
We assume that the dependent variable y it , i = 1; : : : ; N ; t = 1; : : : ; T , is given from a spatial dynamic panel data model of the form
where the disturbance " it follows a SMA process
w i = (w i1 ; : : : ; w iN ) is a (1 N ) vector which corresponds the ith row of the matrix W N , = 0:4, since this equates to positive dependence, and u it has an error component structure
with i iid:N 0; 2 , v it iid:N (0; 2 v ) and 2 ; 2 v = (0:8; 0:2) ; (0:2; 0:8). The explanatory variable x it is generated as
with = 0:8, it iid:N 0; 2 and 2 = 10. We set x i; 50 = 0 and generate x it for t = 49; 48; : : : ; T . For y it , we also set y i; 50 = 0 and discarded the …rst 51 observations, using the observations t = 1 through T for estimation (we assume that y 0 is non available in order to be closer to the empirical applications). Di¤erent sample sizes are considered N = 100, 200 and T = 12.
For the coe¢cients of (55), we take (a; ; 1 ; ; ) = (1; 0:2; 0:8; 0:2; 1), (1; 0:8; 0:4; 0:3; 1), (1; 0:7; 0:8; 0:6; 1) and (1; 0:8; 0:8; 0:7; 1). Moreover, following Baltagi and Yang (2013) , the spatial matrix W N has a rook contiguity structure 4 . This matrix is generated as follows: (i) index the N spatial units by 1; :::; N . Randomly permute these indices and then allocate them into a lattice of R M ( N ) squares. (ii) let w i;j = 1 if the index j is in a square which is on the immediate left, or right, or above, or below the square which contains the index i, otherwise w i;j = 0; and (iii) divide each element of W N by its row sum. For all experiments, 5; 000 replications are performed. We compute the mean, standard deviation, bias and RMSE of the coe¢cients b , b 1 , b , b , b and the average direct, indirect and total shortterm and long-term e¤ects using respectively (17) and (19). Following KKP (2007), we adopt a measure of dispersion which is closely related to the standard measure of root mean square error (RMSE), but is based on quantiles. It is de…ned as
where bias is the di¤erence between the median and the true value of the parameter, and IQ is the interquantile range de…ned as c 1 c 2 where c 1 is the 0.75 quantile and c 2 is the 0.25 quantile. Clearly, if the distribution is normal the median is the mean and, aside from a slight rounding error, IQ/1.35 is the standard deviation. In this case, the measure (59) reduces to the standard RMSE. We compare the performance of 5 estimators in our Monte Carlo experiments. These are as follows:
1. Ordinary Least Squares (OLS) which does not deal with the endogeneity of the spatial lag W N y, the time lag y 1 and the time-space lag W N y 1 . OLS also ignores the SMA-RE process generating the disturbances.
2. The Within estimator which wipes out the individual e¤ects, but otherwise does not deal with the endogeneity of the spatial lag W N y, the time lag y 1 and the time-space lag W N y 1 nor the SMA process for the disturbances.
3. The Arellano and Bond (1991) GMM estimator which eliminates the individual e¤ects by di¤erencing, and handles the presence of the lagged dependent variable by using the orthogonality conditions (24) and (25). However, this estimator ignores the spatial lag W N y, the time-space lag W N y 1 and the SMA process for the disturbances. (24) and (25) of Arellano and Bond (1991) as well as the spatial orthogonality conditions (27), (28), (29) and (30). However, this estimator ignores the SMA process for the disturbances.
GM-TS-RE is an estimator that uses the orthogonality conditions
5. GM-TS-SMA-RE is an estimator that uses the orthogonality conditions (24) and (25) of Arellano and Bond (1991) as well as the spatial orthogonality conditions (27), (28), (29) and (30) used by GM-TS-RE, but it also accounts for the SMA structure of the disturbances using a similar approach to that of Fingleton (2008a), see Section 3.
Last, for each experiment, we use the post sample RMSE criterion and compute the out of sample forecast errors for each predictor associated with the alternative estimators for one to …ve step ahead forecasts. In order to do this, we generate 5 more time periods for each individual (i.e. T + , = 1; : : : ; 5) which are not used in the estimation. An average RMSE is also calculated across all individuals at di¤erent forecast horizons.
Monte Carlo Results
The estimates obtained via the various estimators are summarised in Tables 1 to 4 (N = 100) and 6 to 9 (N = 200). They report the mean, bias and RMSE of b , b 1 , b , b and b given various assumed true values for the data generating process. The di¤erence between Tables 1 and 2 (resp. Tables 5 and 6) is that in Table 2 (resp. Table 6) we assume greater individual heterogeneity where 2 = 0:8 rather than 0:2. This is done holding the total variance of the disturbances constant, i.e., 2 + 2 v = 1 in both Tables. Tables 1 and 2 (resp.  Tables 5 and 6 ) show clearly that the GM-TS-SMA-RE estimator has the lowest RMSEs for all experiments considered. This is especially true when the individual heterogeneity and is high, i.e. when 2 ;
2 v = (0:8; 0:2) rather than 2 ; 2 v = (0:2; 0:8). When N increases, comparing Tables 1  to 4 to their respective counterparts Tables 6 to 9 , the spatial estimators perfom better in terms of RMSE. Table 11 reports the mean RMSE and it clearly shows that GM-TS-SMA-RE performs well compared to the other estimators. Tables 3 and 4 (resp. Tables 7 and 8) give the RMSE variation for direct, indirect and total long and short-term e¤ects in the case of the two GM-based spatial estimators.
[INSERT TABLES 1 TO 10] In order to illustrate the comparative prediction performance, Figures 1a to 5a and 1b to 5b show outcomes from speci…c parameter assumptions considering (N; T ) = (200; 12). In particular, Figures 1a to 5a, use (a; ; 1 ; ; ; ) = (1; 0:2; 0:8; 0:2; 1; 0:4), 2 ; 2 v = (0:2; 0:8) and = 1; : : : ; 5 whereas Figures 1b to 5b use the same values of (a; ; 1 ; ; ; ), but allow for a higher level of individual heterogeneity, i.e.
2 ; 2 v = (0:8; 0:2). Figure 1b shows the good performance associated with the GM-TS-SMA-RE compared to the other …gures. This …gure also shows that the higher the individual heterogeneity, i.e.
2 ; 2 v = (0:8; 0:2), the better the forecasting performance comparing to Figure 1a . This is shown more formally in Table  10 which summarizes the forecasting performance results in RMSE terms and shows that GM-TS-SMA-RE gives the lowest RMSE in all cases considered. 
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In this section, we apply the estimation and prediction methods outlined above to estimate a time-space dynamic panel data model in which the level of employment across EU regions observed over recent years is the dependent variable and levels of output and capital are hypothesized causes of employment variation, controlling for spatial and temporal interactions involving employment. We analyze total employment over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] across N = 255 NUTS2 regions of the EU 5 . The model speci…cation we adopt is derived from standard urban economics as given by Abdel-Rahman and Fujita (1990) , Ciccone and Hall (1996) and Fujita and Thisse (2002) , among many others. From this it is possible to derive a model which shows that the drivers of (log) employment (ln e) are (log) output denoted by ln q and a measure of (log) capital investment denoted by ln k. Following the arguments made at the start of Section 2, we assume an underlying trend toward equilibrium in employment levels in the absence of any disturbances. In reality equilibrium will be disturbed by other factors, but we maintain an assumption of a tendency towards equilibrium following a shock, so that ln e t = f (ln e t 1 ) and this leads logically to our speci…cation with temporal and spatial wage interdependence, thus ln e t = c t + ln e t 1 + 1 W N ln e t + W N ln e t 1 + 1 ln q t + 2 ln k t +" t (60) in which t is a vector of ones of dimension (N 1), e t , e t 1 , q t and k t are (N 1) vectors of observations in levels, with t = 2001; : : : ; 2010. The data series are based on Cambridge Econometrics' European Regional Economic Data Base, in which e t is the annual regional employment series, q t is output (Gross Value Added, or GVA) and k t is a measure of capital investment (Gross Fixed Capital Formation, or GFCF). The error term " t captures all other unobservable e¤ects in ‡uencing the level of employment, especially interregional heterogeneity.
Written in …rst di¤erence terms, in other words as exponential growth rates, the estimating equation is ln e t = ln e t 1 + 1 W N ln e t + W N ln e t 1 + 1 ln q t + 2 ln k t + " t .
The matrix W N is based on estimated bilateral trade ‡ows between EU NUTS2 regions. The data come from the PBL (the Netherlands Environmental Assessment Agency) 6 who developed a new methodology which is close to that of Simini et al. (2012) . Details of the methodology are given in Thiessen et al. (2013a, b, c) , see also Gianelle et al. (2014) . The method follows a top-down approach and therefore is consistent with the national accounts of the di¤erent countries. Given the total international exports and imports on the country level, interregional trade ‡ows are derived using data on business travel (services) and on freight transport (goods). Trade ‡ows involving regions of Switzerland and Norway were obtained on the basis of interregional trade ‡ows estimated by the best linear disaggregation method of Chow and Lin (1971) , which was initially used to break down annual time series into quarterly series (see Abeysinghe and Lee, 1998, Doran and Fingleton, 2014) . In this, commencing with aggregate trade values 7 between 21 EU counties, these were allocated to the NUTS2 regions. A parallel approach has been used by Polasek, Verduras and Sellner (2010) , Vidoli and Mazziotta (2010) , and Fingleton, Garretsen and Martin (2015), who provide more detail. Finally, OLS regression of the log PBL trade ‡ows on log Chow-Lin trade ‡ows produced parameters used to predict the missing PBL regional trade ‡ows for Switzerland and Norway using the values for these regions obtained via the Chow-Lin approach. We subsequently normalize the trade matrix by dividing by its maximum eigenvalue, thus giving the matrix W N : This normalization ensures that the most positive real eigenvalue of W N is equal to max(eig) = 1:0, and the continuous range for 1 for which B N = (I N 1 W N ) is nonsingular is 1 min(eig) < 1 < 1. This normalization retains real trade magnitude di¤erences between regions so that W N ln e t , for example, depend on the size of the trade ‡ow between regions. In contrast, normalization by row standardization would make interregional interaction depend on trade shares.
Assuming an SMA process for the compound errors, the spatial error dependence is " it = u it m i u t in which m i is the i'th row of M N , where M N is an (N N ) row-normalized regional contiguity matrix. The key feature of an SMA process is that shocks to the unobservables have local rather than global e¤ects. Note that both components of the compound errors " t are assumed to be subject to this same spatial error dependence processes. The SMA assumption is somewhat distinct from the more usual SAR assumption for the errors, which implies complex simultaneous association involving errors across all regions.
With regard to causation, we make two assumptions. One is that the regressors are strictly exogenous. In this case the moments conditions 8 are given by equations (25) and (29), combined with the moments for the endogenous variable and its spatial lag, as de…ned in the moments equations (24) and (27) . Probably a more realistic assumption is that there will be feedback from employment to the variables q t and k t but that this will be delayed rather than instantaneous, and thus we estimate the model assuming that the variables are predetermined. In this case estimation is based on the moments (26), (31), (24) and (27).
Columns 1 and 2 of Table 12 gives the resulting parameter estimates 9 for equation (61) assuming either predeterminedness or exogeneity, and this shows that the e¤ects of ln q t and ln k t on ln e t are signi…cant and positive. Note that the negative estimated also indicates positive error dependence. If the positive space and time dependence parameter estimates were large, so that + 1 > 1, this would not necessarily imply nonstationarity if < 0. On the other hand given a restriction that = 0 then large would necessarily requires small 1 in order to satisfy stationarity. Therefore under the assumption that = 0 the possibility of bias is introduced. However with 6 = 0, in other words with no restriction imposed on space-time covariance, a large positive plus large positive 1 could be o¤set by a negative covariance term so that collectively the parameters pass the stationarity conditions. In this instance it turns out that with predetermined regressors the maximum absolute eigenvalue of C N B 1 N is 0:6757 < 1, 1 + = 0:13472, j j+( 1 + ) = 0:7872 < 1, and 1 = 0:9359, ( 1 ) = 0:28337 > 1, see (6), (7), (8) and (9). Likewise, assuming exogenous regressors, the model parameter estimates indicate stationarity and dynamic stability.
The estimates obtained cast some light on the question of increasing returns, in other words as a region's economy grows, are there productivity 8 For simplicity, we exclude the additional moments based on W 2 N : 9 Note that because the estimates are based on di¤erences, no estimate of the constant c is provided. This estimate is subsequently constructed as the di¤erence between ln e and the expected ln e given by the model without c, using means over time. With the assumption of predetermined regressors this gives c = 0:4462; assuming exogeneity gives c = 0:4076: bene…ts so that employment grows by less than output, due to positive externalities associated with increasing size and diversity of the economy as q increases overcoming negative ones such as the e¤ects of congestion. Assuming predetermined regressors, controlling for the e¤ect of k, spatial interaction, temporal dependence and space-time covariance, the estimated 1 suggests that a 1% increase in q produces a 0:1272% increase in employment. This would indicate a high level of productivity growth. However, this estimate is misleading. As noted earlier, under model speci…cations involving autoregressive spatial interdependence of a dependent variable y, the partial derivative @y @x j is not simply equal to the regression coe¢cient j , as pointed out by LeSage and Pace (2009) . The true e¤ect of x j di¤ers from j because it also includes the consequences of spillovers across regions. Based on the Table 12 estimates, one obtains via equations (17) and (19) (the means of) the true derivatives which are given in Table 13 , with total e¤ects partitioned into direct and indirect components. As shown in Table 13 the total longterm total e¤ect of q equal to 0:4184, assuming predetermined regressors, which remains well below the value of 1:0 which one would associate with constant returns to scale. In order to obtain the standard errors and hence t-ratios given in Table 13 , we draw at random from the multivariate normal distribution with mean equal to the parameter estimates given in Table 12 , and covariance matrix equal to the estimated covariance matrix for these parameters. Each draw allows us to calculate the corresponding short and long term direct, indirect and total e¤ects. With multiple (500) draws we obtain the distributions of these e¤ects thus giving the standard errors in Table 13 . From these draws it is evident that the e¤ects are signi…cantly di¤erent to zero under exogeneity and predetermindness. Note that the total long term elasticity with regard to GVA is similar, and clearly less than 1:0, regardless of estimator. It is evident that increasing productivity is an enduring characteristic of the EU regional economy.
The predictive performance of the SMA speci…cation is given by the oneand two-step ahead predictions 10 , as measured by the post sample RMSE criterion. Computing the out-of-sample forecast errors for 2011 and for 2012 indicates that the speci…cation with either predetermined regressors or assuming exogeneity, provides relatively accurate predictions compared with the outcome of assuming SAR errors, which do not explicitly focus on lo-cal spillovers. With SAR errors " it = 2 P N j=1 m ij " jt + u it in which m ij denotes cell(i; j) of M N , and u it = i + v it ; in which i iid(0; 2 ) is a region (i.e. individual)-speci…c time-invariant e¤ect and the remainder effect v it iid(0; 2 v ). In this case the RMSEs for the SAR errors estimator are calculated from the di¤erence between y t and b y t given by the prediction equation
is a nonsingular matrix and is based on
With exogenous regressors, the the SAR errors estimator is non-stationary and dynamically unstable with out-of-sample RMSE forecast errors for 2011 and for 2012 of 0:8305 and 2:3758: Assuming predetermined regressors, the estimator is stationary and gives RMSE's of 0:1742 and 0:2291.
The …nal two columns of Table 12 gives estimates for the SMA errors speci…cation with predetermined and exogenous regressors, but with the additional variables W N x 1t , the spatial lag of q t , with parameter 3 , and W N x 2t , the spatial lag of k, with parameter 4 . This is thus a form of spatial Durbin speci…cation with regressors x t = (x 1t ; x 2t ; W N x 1t ; W N x 2t ) :The additional covariates evidently cause a problem of weak instruments, giving dynamically unstable nonstationary estimates, as re ‡ected by the largest characteristic roots of B 1 N C N equal to 1:0663 and 1:9041 respectively, and the one-step ahead RMSEs are 7:4094 and 3:0746: Assuming the Spatial Durbin with predetermined regressors and with 2 restricted to zero, gives a largest characteristic root equal to 1:1127 and RMSE equal to 3:3007. The same speci…cation but with a spatial autoregressive (SAR) error process gives 2:489 and 23:3138 respectively. Thus omitting the spatial lags W N x 1t and W N x 2t and hence restricting the direct e¤ect to the total e¤ect ratio to equality across explanatory variables is a necessary simpli…cation. Comparing the RMSEs of the SAR and SMA estimators, the conclusion is that the GM-TS-SMA-RE estimator with predetermined regressors provides more accurate one-and two-step ahead predictions of employment levels across EU regions. 
Conclusion
In this paper we have developed a new spatial panel data estimator, denoted by GM-TS-SMA-RE, which incorporates dynamic e¤ects and spatial e¤ects including a time-space covariance term, with the spatial e¤ects comprising a spatially autoregressive endogenous spatial lag. This is combined with a spatial moving average compound error process, which we advocate as a means of controlling for local spillovers. The resulting time-space dynamic panel data estimator with spatial moving average errors is shown via Monte Carlo simulations to produce estimates which are similar to the true values used in the data generating process. We also show that the estimator is superior to a number of alternatives in terms of its forecasting accuracy, as measured by the mean RMSE. An empirical example examines the e¢cacy of the estimator in the context of modelling and predicting employment levels across EU NUTS2 regions, which provides evidence for the existence of increasing returns to scale and cumulative agglomeration processes in the EU economy. Estimation based on an assumption of predetermined regressors and SMA errors produces the slightly more accurate one-and two-step ahead forecasts when compared with an assumption of exogeneity, and when compared with forecasts based on an equivalent estimator (GM-TS-SAR-RE) assuming SAR errors. Doran, J. and Fingleton, B. (2014) . 'Economic shocks and growth: spatiotemporal perspectives on Europe's economies in a time of crisis', Papers in Regional Science, Vol. 93, pp. S137-S165. 
