Abstract. We propose a novel unsupervised multiresolution adaptive and progressive gradient-based color-image segmentation algorithm (MAPGSEG) that takes advantage of gradient information in
Introduction
The interest in digital media has grown to new heights with rapid technological advancements being made in the capture and sharing of images, thus prompting the exploration of methods to enhance, classify, and/or extract information from those images. Image segmentation is one approach that provides the foundation to make these functionalities ever more effective and expeditious. Segmentation is defined as the meaningful partitioning of an image into distinct clusters that exhibit homogeneous characteristics. This partitioning generates a reduced and relevant dataset for high-level semantic operations such as rendering, indexing, classification, compression, content-based retrieval, and multimedia applications. Though segmentation comes naturally to human observers, the development of a simulated environment to perform this imaging task has proven to be extremely challenging.
Over the past two decades, many methodologies have been developed to tackle this ill-defined problem ͑see Refs. 1 and 2 for comprehensive surveys͒. Despite the fact that initial research concentrated explicitly on handling grayscale images, it was the progression of knowledge in the color domain that resulted in the achievement of more meaningful segmentations. Among the earliest approaches, clustering image elements based purely on color information was quite popular. Pappas generalized the K-means clustering algorithm using adaptive and spatial constraints integrated in a Gibbs random field ͑GRF͒ model to develop a segmentation method for grayscale images. 3 Chang et al. extended the work of Ref. 3 to multichannel images by assuming conditional independence of each color channel. a unique split-and-merge procedure to enforce consistency between them. 5 While clustering techniques were efficient in segregating data, they were unable to determine the optimal number of clusters to represent a random image-a task that often entailed human supervision. This drawback was addressed to an extent by Comaniciu and Meer, who proposed an automated image-dependent method to determine the optimal number of clusters by utilizing a mean shift analysis approach. 6 A second drawback of most clustering methodologies is that they ignored the spatial relationships of image elements, and consequently yielded highly cluttered/fragmented segmentation outputs.
Texture is another feature that has been used effectively to facilitate segmentation. Derin and Elliott proposed a method for texture segmentation by comparing the Gibbs distribution results to a predefined set of textures using a maximum a-posteriori ͑MAP͒ criterion. 7 Mathematical models representing pyramidal structured wavelet transforms for multiresolution image representation, which were first introduced by Mallat, 8 have been used extensively for texture discrimination. Unser 9 and Wouwer et al. 10 developed techniques that employed discrete wavelet representations of images to characterize textures at multiple scales. Bouman and Liu proposed the use of Gaussian autoregressive and Markov random field ͑MRF͒ models for multiresolution segmentation of textured images. 11 Bouman and Shapiro extended this approach by incorporating a multiscale random field model and a sequential MAP estimator for computational efficiency. 12 More recently, Mahmoodi and Sharif proposed a method for segmenting structural textures in images by using nonlinear energy optimization techniques. 13 The fusion of color and texture information is a contemporary methodology in the segmentation realm. Deng and Manjunath proposed the well-known J-segmentation ͑JSEG͒ algorithm, which integrated color quantization and spatial segmentation for partitioning color-texture regions in images and video. 14 The JSEG method was initiated by quantizing the colors of an arbitrary image into several classes that represented distinct regions, each of which was subsequently filtered to determine the smoothness of local image areas. However, the use of color quantization caused over-segmentation problems when the image contained regions of varying shades due to illumination disparities. Chen et al. used spatially adaptive features pertaining to a dominant color and a grayscale component of texture in a multiresolution structure to develop perceptually tuned segmentations; this method was validated using photographic targets. 15 Wan et al. employed dominant-color and homogeneous-texture features integrated with an adaptiveregion merging technique to achieve multiscale colortexture segmentations. 16 Other features that have been adopted in numerous competent approaches for segmentation include edge, contour, region boundaries, and graph-based representation of images. Tabb and Ahuja instituted a multiscale approach where the concept of scale represented image structures and region boundaries at different resolutions rather than the image itself. 17 Gui et al. obtained multiscale representations of an image using a weighted total variation ͑TV͒ scale space and used active contours to achieve refined segmentation outcomes at different resolution levels. 18 Munoz et al. fused region and boundary information to initialize a set of active regions that, in turn, competed for image pixels in a manner that would eventually minimize a region/ boundary-based energy function. 19 Sumengen and Manjunath showed that multiscale approaches were very effective for edge detection and segmentation of natural scene images. 20 Luo and Khoshgoftaar further demonstrated this approach by employing mean shift clustering and a minimum description length ͑MDL͒ criterion. 21 Shi and Malik treated segmentation as a graph partitioning problem by proposing a novel, unbiased measure for segregating subgroups of a graph known as the normalized cut criterion. 22 Felzenszwalb and Huttenlocher developed a segmentation technique that defined a predicate for the existence of boundaries between regions using graph-based representations of images. 23 More recently, Kockara et al. proposed a graph-based segmentation approach that treated image pixels as nodes in a graph such that their corresponding proximity relations, with respect to color and position, were maintained in geometrical spanners; these spanners were created in a hierarchical data structure called "balls hierarchy." 24 Despite the numerous innovations outlined above, the task of segmenting images remains an area of ongoing research. Significant efforts have been devoted to image segmentation methods that involve dynamic color gradient thresholding ͑DCGT͒, [25] [26] [27] human intervention, [28] [29] [30] gradient watersheds, [31] [32] [33] perceptually uniform color spaces, [34] [35] [36] [37] [38] [39] and many other techniques have been developed to assist diverse imaging applications. In this paper, we propose a novel multiresolution adaptive and progressive gradient-based color-image segmentation ͑MAPGSEG͒ algorithm. The MAPGSEG algorithm facilitates the following processes: ͑1͒ selective access and manipulation of individual content in images based on desired level of detail, ͑2͒ treatment of sub-sampled versions of images with robustness to scalability, ͑3͒ a potential solution that computationally meets the demands of most practical applications involving segmentation, and ͑4͒ a practical compromise between quality and speed that lays the foundation for fast and intelligent object/region-based real-world applications of color imagery.
The MAPGSEG algorithm is initiated with a dyadic wavelet decomposition scheme to obtain approximations of an input image at multiple resolution levels. To this effect, the input image is color converted from RGB to CIE L * a * b * followed by the computation of gradient information from its color-converted equivalent. The computed gradient information is used to automatically and adaptively generate the thresholds required to process regions at different resolutions. At an arbitrary resolution, the classification that results from the region-processing procedure is integrated with an entropy-based texture model using a statistical region-merging procedure to obtain an interim segmentation. The upscaled version of this interim result is utilized as a priori knowledge for segmenting the next higher resolution. Regions of high confidence are determined and subsequently passed on to the next iteration of the algorithm to process the remaining unsegmented areas of the image with minimal computational costs. The aforementioned protocol progresses from one resolution level to another until a segmentation result is achieved at the high-est ͑original͒ resolution. The proposed MAPGSEG technique is essentially based on the principle that the segmentation results of low-resolution images can be used to efficiently segment their corresponding-high resolution counterparts. Our algorithm is implemented entirely in a MATLAB environment and has been successfully demonstrated over a database of highly diverse images. Its performance was evaluated with a metric called the normalized probabilistic Rand ͑NPR͒ index, 40 on a large test bed of "ground truth" images provided by the University of California at Berkeley. The evaluation results show that the MAPGSEG algorithm performs favorably against contemporary segmentation benchmarks.
The remainder of this paper is organized as follows. Section 2 provides a detailed description of the proposed segmentation algorithm. Section 3 discusses the NPR metric utilized for qualitative evaluation. Section 4 provides experimental results of the proposed work. Section 5 presents conclusions.
Proposed Segmentation Algorithm
The MAPGSEG algorithm, embodied in six modules, is shown in Fig. 1 . The first module ͑M1͒ performs dyadic wavelet decomposition for multiresolution representation of the input image. The second module ͑M2͒ adaptively generates thresholds employed in distinct stages of region processing at varied resolution levels of the input image pyramid. The third module ͑M3͒ carries out a progressively thresholded region-growth procedure involving distributed dynamic seed addition. The fourth module ͑M4͒ identifies transferable regions from one resolution to another by exploiting the interim results as a priori information. Texture modeling is implemented in the fifth module ͑M5͒. The proposed algorithm culminates in a region-merging module ͑M6͒ to yield interim segmentations at low resolutions and the final segmentation output at the highest resolution. The following sections elucidate each of these modules in detail.
Dyadic Wavelet Decomposition
The first module ͑M1͒ performs a dyadic ͑powers of 2͒ wavelet decomposition scheme, 8 utilizing the Daubechies 9 / 7 analysis coefficients employed in the JPEG2000 compression methodology 41 to obtain high-quality approximations of the input RGB image at different resolution levels. These levels are designated as L =0,1,2, ... ,k, while their corresponding image approximations are labeled as I RGB0 , I RGB1 , ... ,I RGBk , for a k-level decomposition as described in Fig. 2͑a͒ . Thus, the input RGB image at its original resolution ͑L =0͒ is referred to as I RGB0 ͑of dimensions d M0 by d N0 ͒, and its approximation at the smallest/coarsest resolution ͑L = k͒ is referred to as
The number of decomposition levels k is dynamically determined for a randomly selected image based on a useror application-defined parameter called "desired dimension" ͑d des ͒ using the procedure portrayed in Fig. 2͑b͒ . This parameter is defined as the smallest workable dimension desired by a user or constrained by an application. Since applications are often restricted by the smallest size of an image that they can handle, the MAPGSEG is designed with the flexibility to allow the application or user the option to set the smallest workable dimension for segmentation. Once d des is initialized ͑arbitrarily set at 128͒ and the maximum dimension d max of I RGB0 is found, the dimension ratio d r of d max to d des is computed. In the general case where d des is chosen such that d des Ͻ ͕d M0 , d N0 ͖, the dimension ratio will be greater than 1. To this effect, the value of d max is reduced by a factor of 2, and d r is recomputed. The procedure is repeated until d r is in the vicinity of 1 ͑that is, 1 Ϯ, where Ӷ1͒. Consequently, the number of iterations k indicates the number of dyadic decomposition levels that will result in d max being in the vicinity of d des ͑since d des may or may not be a dyadic scale of d max ͒. Furthermore, the smaller of the two image dimensions is automatically mapped such that the aspect ratio of the image at every scale is the same.
When the value of k is obtained as illustrated above, the color components of I RGB0 are independently decomposed to the smallest resolution ͑I RGBk ͒ and the corresponding channel information is simultaneously fused at all k levels to form an "image archive" ͑I RGB0 , I RGB1 , ...I RGBk ͒, as depicted in Fig. 1 . Hence, the decomposition protocol is performed only once in our work without requiring repetition prior to execution at every resolution level.
Color Space Conversion and Gradient
Computation In 1976, the Commission Internationale de l'Eclairage ͑CIE͒ proposed two device-independent and approximately uniform color spaces, L * a * b * and L * u * v * for different industrial applications, with the aim to model the human perception of color. These color spaces were able to achieve one important objective with reasonable consistency: Given two colors, the magnitude difference of the numerical values between them was proportional to the perceived difference as seen by the human eye. 42 Consequently, the second module ͑M2͒ in our proposed segmentation algorithm is initiated by a color conversion of the original input ͑I RGB0 ͒ from RGB to CIE L * a * b * ͑see Fig. 1͒ for improved color differentiation. This improvement results from the L * a * b * space's better modeling of human perception compared to the RGB space. Color conversion to the CIE L * a * b * color space also enabled distinct differentiation between luminance and chrominance information, which resulted in the proposed segmentation algorithm being robust to illumination disparities ͑discussed extensively in Sec. 4͒.
The obtained color-converted image I Lab0 is 8-bit encoded to values ranging from 0 to 255 for convenient color interpretation and overcoming viewing/display limitations. Following this, the magnitude of the gradient ͑G Lab0 ͒ of I Lab0 is computed using the algorithm described in Ref. 43 . The resultant gradient information is employed in an adaptive threshold generation scheme to obtain a set of segmentation thresholds ͑described in Sec. 2.3͒.
The MAPGSEG algorithm is designed such that it is iterative and dynamic over the gamut of gradient values of the input image. Consequently, apart from generating a set of suitable segmentation thresholds, the aforementioned color conversion scheme was also incorporated to reduce computational requirements, since gradient values computed in the CIE L * a * b * color space were confined to a significantly smaller range than their RGB equivalents. This is due to the fact that the range of 8-bit L * , a * , and b * luminance/chrominance estimates were significantly lower than their corresponding red, green, and blue intensity values, resulting in lower gradient magnitudes. An illustration of this phenomenon is shown in Figs. 3͑a͒ and 3͑b͒ , which compare the histogram plots of the gradient information computed in the aforementioned color spaces of two natural scene images. These plots show that the gradient computed in the L * a * b * color space spans a significantly smaller range than the RGB color space. Thus, the color conversion scheme was found to have a computational advantage in the design of the proposed segmentation algorithm. Furthermore, since gradient content in an image gradually increases from coarse to fine resolutions with nearly similar density distributions ͓as depicted in Figs. 3͑c͒ and 3͑d͔͒, the aforementioned segmentation thresholds computed with G Lab0 were employed unaltered for processing at all resolution levels.
Adaptive Threshold Generation Scheme
Region processing in the proposed algorithm is carried out in three distinct phases ͑1͒ initial clustering, which instigates region formation by identifying potential homogeneous sites where seeds ͑pixel clusters that are assigned labels corresponding to various image regions͒ are placed; ͑2͒ progressive region growth by distributed dynamic seed addition, which is required for the growth of existent seeds to their maximum extent, accompanied by the addition of new seeds in regions that remain unsegmented at specific stages of processing; and ͑3͒ multiresolution seed transfer, which identifies seeds that are transferable between resolu- tions. The three phases are carried out by iteratively thresholding the histogram of the gradient map, commencing in low-gradient areas called "color homogeneous regions," and culminating in strong gradient areas called "regions of color transitions." The primary objective of the adaptive threshold generation scheme is to provide suitable thresholds to delineate the instants at which seed addition should be performed during region growth, as well as demarcate various gradient quantization levels that are utilized in the seed transfer procedure at different resolution levels ͑in a procedure described later͒.
A threshold value T n constraining an arbitrary n'th stage of region growth and simultaneously administering the addition of new seeds in unprocessed image regions, is evaluated as a function of the cumulative areas of the gradient histogram above or below the limiting threshold T n−1 value of its corresponding previous stage ͑n −1͒'th, as illustrated in Fig. 4 . This is done to ͑1͒ make certain that regions of significant size are always added to the segmentation map; ͑2͒ ensure that all thresholds lie within the span of the histogram, thus avoiding the possibility of wasted computational efficiency; and ͑3͒ account for the exponential decay of the gradient map histograms of natural scene images ͑as shown in Fig. 3͒ . If G Lab0 has G distinct gradient levels, and N g is the total number of pixels that possess a gradient value g ͑ranging from 0 to G −1͒, then the threshold value T n that drives seed addition at the end of an n'th stage of region growth is determined by
The first summation in Eq. ͑1͒ represents the cumulative image area less than the gradient threshold T n−1 that is processed in the ͑n −1͒'th stage of region growth, while the second summation represents the cumulative unprocessed image area greater than T n−1 ͑see Fig. 4͒ . The quantity n⌬g, defined as the growth factor, determines the incremental percentage of image area of higher gradient densities to be processed in the n'th stage. The entire quantity beyond the "ϩ" sign is known as a region growth interval ͑RGI͒, which represents the range of gradient values from T n−1 to T n ͑lower and upper limits of the n'th RGI͒, as depicted in Fig. 4 . By using Eq. ͑1͒ and the initialization threshold T 0 employed in the initial clustering phase, which will be discussed in Sec. 2.4, we can compute the segmentation thresholds T 1 to T n to differentiate n RGIs, which are utilized for the previously mentioned functionalities.
Initial Clustering
Region formation is initiated ͑see Fig. 5͒ by identifying potential homogeneous seed sites using an initialization threshold T 0 in extremely low-gradient ranges ͑e.g., T 0 =5͒. All the pixels in the gradient map that fall below T 0 undergo connected component labeling 44 to generate a map comprised of initial seeds or parent seeds ͑PSs͒, as shown in Fig. 5͑d͒ . The generation of PSs concludes the initial clustering phase, which is performed only at the lowest resolution level ͑L = k͒.
To prevent the generation of multiple clusters within homogeneous and connected regions, PSs are constrained to clusters of pixels that are of a certain minimum spatial extent ͓see Fig. 5͑e͔͒ . Spatial constraints ͑of seed extent͒ required during various stages of region formation are chosen proportional to a minimum seed size ͑MSS͒ criterion that defines the minimum desired size of an independent seed. The MSS criterion for region processing at an arbitrary L'th decomposition level ͑MSS L ͒ is chosen such that it is:
1. very small in comparison to the corresponding L'th level image area ͑that is, MSS L Ӷ ͕d Mk d Nk ͖͒ to ensure that fine details are captured in the segmentation process; and 2. a function of the down sampling rate 2 L employed during decomposition to warrant processing seeds of "meaningful" sizes compared to the corresponding L'th-scale image area. Consequently, based on the aforementioned requirements, the MSS L criterion is computed as
where ␣ is a small percentage ͑typically 0.01%͒ of L'th-scale image area. Hence, for the initial clustering phase performed only at the lowest resolution L = k level, we employ a MSS criterion proportional to
Moreover, the size criterion to add new seeds at subsequent higher-gradient densities is gradually reduced for proper region formation.
Progressive Region Growth by Distributed Dynamic Seed Addition
The efficiency and quality of most feature-based and image domain-based image segmentation techniques, such as clustering, split and merge, region growing, etc., are heavily dependent on the initial assignment of the number of clusters. However, due to the radical content variation in natural scene images, we propose a unique hybrid image domain-based, multiresolution region growing methodology. This method does not depend exclusively on the initial assignment of clusters to arrive at the final segmentation. A flow chart of the region growth module ͑M3͒ within the MAPGSEG framework is shown in Fig. 6 . As mentioned previously, the initial clustering phase that initiates region formation yields a PS map ͓shown in Fig.  7͑a͔͒ . To ensure an efficient growth procedure that channelizes computational costs to segment meaningful regions, all PSs are subjected to a seed "saturation" procedure ͑de-picted in Fig. 6͒ wherein small/isolated and unsegmented regions enclosed within PSs are directly assigned the labels of their corresponding parents, as illustrated in Figs. 7͑b͒ and 7͑c͒. Consequently, the resultant saturated seed map ͓see Fig. 7͑d͔͒ facilitates the growth of seeds to occur in the outward direction or toward large, unsegmented image areas, rather than in small, unsegmented seed interiors that will not have any visual impact on the final segmentation result. Following the seed saturation process, an iterative growth procedure is performed over all RGIs, as displayed in Fig. 6 .
In an indiscriminate RGI spanning from T n−1 to T n , where 1 ഛ n ഛ N for N stages of growth ͑e.g., n = 1 in Fig.  7͒ , the proposed algorithm proceeds with a sequential ͑single-gradient level͒ threshold increment from T n−1 to T n−1 +1 ͑as labeled in Fig. 4͒ . All the pixels in the gradient map whose value lies in between T n−1 and T n−1 + 1 undergo connected component labeling 44 to detect new areas with higher gradient densities, referred to as child seeds ͑CSs͒, as shown in Fig. 7͑e͒ . However, at this point only the CSs that are adjacent to existent PSs are administered. Adjacent CSs ͓Fig. 7͑g͔͒ are those that share pixels with the boundaries of PSs ͓depicted in Fig. 7͑f͔͒ . The binary map PS boundaries is extracted morphologically by subtracting PSs from their corresponding dilated counterparts, which is mathematically represented as
where ͑i , j͒ is a random pixel coordinate, and PSs represents the dilation of the PSs map with a 3 by 3 square structuring element = 1 at every location. In general, a structuring element is a small mask or template that is positioned at every pixel location of an image to perform a specific morphological operation based on the local image neighborhood beneath the mask. To facilitate minimal computational expense during region growth, the MSS criterion is utilized to differentiate between CSs that can be merged directly with corresponding parents and those that must be subjected to further processing. 
͑5͒
The combination of the CIE L * a * b * color space and the Euclidean distance metric was employed because ͑1͒ it assures the comparison of colors is similar to the differentiation of colors by the human eye, and ͑2͒ the increased complexity of a different distance metric like the Mahalanobis distance does not improve the results, due to the small variance of the regions being compared caused by their spatial proximity. To obtain the optimal segmentation results, we chose empirically the maximum color distance to allow the integration of a CS to its parent as 60. This number was determined by extensively testing the proposed algorithm on 300 natural scene images made publicly available by the University of California at Berkeley. 45 The adjacent CSs whose mean L * a * b * values are found comparable to corresponding parents are merged with them while the rest are discarded, as portrayed in Fig. 6 . The aforementioned procedure continues sequentially from T n−1 , T n−1 +1,T n−1 +2, ... ,T n −2,T n − 1 until the gradient threshold T n is reached ͑as shown in Fig. 4͒ , which signals the addition of new seeds to the existing seed map ͓see Fig. 7͑h͔͒ in a procedure termed dynamic seed addition.
The dynamic seed addition procedure adds new seeds in unsegmented image areas that are not adjacent to the existing seeds in the same interval ͑T n−1 to T n ͒ that was previ- ously utilized for region growth. All pixels in the gradient map whose values belong to the interval from T n−1 to T n that are not adjacent to existing seeds and are larger than the MSS criterion ͓as shown in Fig. 7͑i͔͒ are added to the current seed map. The resulting ensemble of seeds becomes the PS map for the succeeding RGI ͓see Fig. 7͑j͔͒ . In general, we found that seeds whose L * a * b * values greatly differed from all existing regions remained as independent entities throughout the region growth and dynamic seed addition phase.
In natural scene images where the gradient content varies dramatically, it can be computationally intensive to accomplish region growth in the aforementioned iterative procedure over the entire gamut of gradient values present in these images. To this effect, we restricted the growth procedure in the proposed algorithm to a finite number of RGIs that spanned only a portion of the total gamut of gradient values in an image but sufficient to segment a large portion of it. This limit on the number of RGIs was chosen based on the average percentage of the total segmented image area at different resolution levels using 300 images of the previously mentioned Berkeley segmentation dataset. 45 We found that with the growth factor n⌬g ͑defined in Sec. 2.3͒ varying from 10% to 50%, which was obtained using 1 ഛ n ഛ 5 and ⌬g = 10%, on average more than 85% of an image area was segmented. Hence, the growth phase was constrained to a maximum of five RGIs ͑N =5͒, as shown in Fig. 8͑a͒ . This constraint on the number of RGIs leaves a small portion of the image, comprised mostly of regions of color transitions in the periphery of existing seeds, unsegmented at the conclusion of the growth procedure, as shown in Fig. 8͑b͒ . These unsegmented regions are assigned labels in a procedure known as residual region growth, which involves local neighborhood-based mode filtering and morphological dilation operations. Mode filtering is a technique in which unlabeled pixel locations ͑i , j͒ that are surrounded by existing seeds in their respective local 3 by 3 neighborhood ͑␤͒ are assigned the most frequently occurring label from amongst the nonzero elements of that neighborhood ͑␤ nz ͒. This label is obtained with a nonlinear spatial mode filter m f defined as
In locations where the ␤ nz mode is not unique ͑multimo-dal͒, a random label assignment from the acquired multiple mode values is performed, as represented in Eq. ͑6͒. At this stage the pixels that remain unsegmented are the ones whose corresponding local neighborhoods do not constitute any of the existing seeds ͓see Fig. 8͑c͔͒ . To this effect, an iterative morphological label assignment is employed wherein all existing seeds are repeatedly dilated using the 3 by 3 structuring element defined previously until there exists no unassigned pixels. This yields the final region growth map, as displayed in Fig. 8͑d͒ . At an intermediate resolution level, the acquired region growth map is integrated with an entropy-based texture descriptor ͑M5 module͒ using a statistical region merging ͑M6 module͒ method to obtain an interim segmentation output, as shown in Fig. 9͑a͒ . Furthermore, this interim result is exploited by the seed transfer module ͑M4͒ to derive seeds that conform well to the semantic distribution of gradient information of the succeeding dyadic scale image, which facilitates its segmentation with minimal computational costs. Consequently, at higher resolution levels the availability of these presegmented regions, known as high confidence seeds ͓HCSs; see Fig. 9͑b͔͒ , derived from lower-level interim segmentations, renders the growth process required to segment the remaining regions ͑low confidence seeds, LCSs͒ unwarranted in every RGI.
Therefore, the exclusive one-to-one relationship between region growth and seed addition in the arbitrary RGI Fig. 7 ͑a͒ PSs map. ͑b͒ Small/isolated unsegmented regions enclosed within PSs. ͑c͒ Direct label assignment of these isolated regions. ͑d͒ PSs map after seed saturation. ͑e͒ CSs map. ͑f͒ Boundaries of saturated PSs map. ͑g͒ Adjacent CSs. ͑h͒ Seed map at end of first RGI. ͑i͒ New seeds generated during dynamic seed addition. ͑j͒ PS map for second RGI.
described previously is maintained only at the lowest resolution ͑L = k͒. At higher resolution levels, all RGIs are segregated into two intervals: those that can be used directly for seed addition without region growth, or those in which region growth is indispensible before any seed addition can be performed. Thus, if G Labj , G Labj-HCSs , and G Labj-LCSs represent the gradient content of I Labj , HCSs, and LCSs, respectively, at a j'th dyadic scale in a k-level decomposition, where 0 ഛ j Ͻ k as shown Fig. 9͑c͒ with j = k −1=1, k =2, then the decision threshold to perform the aforementioned segregation of various RGIs is the gradient value g that satisfies 
͑8͒
Here, N g ͑G Labj-HCSs ͒ and N g ͑G Labj-LCSs ͒ denote the cumulative number of HCSs and LCSs, respectively, with a gradient value g. The range of g values for which the result of Eq. ͑8͒ is positive ͓see region 1 in Fig. 9͑c͔͒ signifies a gradient range in which the distribution of HCSs is larger than LCSs. Since most pixels have preassigned labels, region growth in this range yields little contribution toward the final segmentation result. Thus, RGIs in this gradient range are used directly for seed addition without region growth. Conversely, the range of g values for which the result of Eq. ͑8͒ is negative ͓region 2 in Fig. 9͑c͔͒ signifies a gradient range largely comprised of unsegmented regions; therefore, RGIs in this gradient range are first engaged in region growth followed by the addition of new seeds. To this effect, region growth at different levels of the input image pyramid "progresses" toward gradient ranges that require significant processing, facilitated by seed addition done in a dynamic and distributed framework. Hence, we designate this procedure "progressive region growth by distributed dynamic seed addition."
Multiresolution Seed Transfer
The multiresolution seed transfer module ͑M4͒ acquires HCSs from a j'th-level interim segmentation result at the resolution of ͑j −1͒'th dyadic scale in a k-level decomposition, where 0 ഛ j ഛ k, as shown Fig. 10͑a͒ , with j = k =2. Consequently, this module can be deemed as an interface for information transfer from one resolution to another in the MAPGSEG algorithm. An overview of the seed transfer procedure is shown in Fig. 10͑a͒ .
At an indiscriminate j'th level, the acquired interim segmentation result is subjected to a seed map upconversion process to compute an estimate of it at the resolution of its subsequent dyadic scale to facilitate information transfer, as shown in Fig. 10͑a͒ . The interim result ͓Fig. 10͑b͔͒ is first upscaled by a factor of 2 ͑dyadic scales͒ by inserting a zero between every pixel, as shown in Fig. 10͑c͒ , followed by the local neighborhood-based mode filtering discussed in Sec. 2.5. The resulting seed map ͓see Fig. 10͑d͔͒ , considered an estimate of the j'th-level segmentation at the subsequent dyadic scale, is used to determine seeds that conform well to the semantic distribution of gradient information in the ͑j −1͒'th scale by exploiting a typical characteristic of gradient behavior at different resolutions.
When an image is subjected to wavelet decomposition, regions with a uniform or slowly varying gradient can be segmented relatively easily even at coarse resolutions, since not much image information is lost due to the decomposition protocol. Conversely, regions with abrupt gradient changes at coarse resolution levels undergo significant losses in image information and cannot be segmented with the same ease as with full-resolution images. Interresolution information transfer in the MAPGSEG algorithm exploits this fundamental principle by retaining the pixel labels in image areas of uniformly varying gradient at coarse resolutions, and those in areas of abruptly varying gradient at fine resolutions, as HCSs. To facilitate this procedure, the entire gradient gamut is quantized at an arbitrary resolution by using the initialization threshold T 0 and segmentation thresholds T 1 to T 5 to yield a total of seven quantization intervals, as shown in Fig. 10͑e͒ . Furthermore, the number of gradient quantization intervals to determine the HCSs for a given scale is based on the total number of available resolutions ͑except the smallest resolution, since it has no associated a priori information͒, such that there is an approximately even distribution of the quantization intervals among all scales. As an example, for the two-level decomposition ͑k =2͒ depicted in Fig. 2 , pixel labels in the first two quantization intervals are reinstated as HCSs from L =2 to L =1 ͓as shown in Fig. 10͑f͔͒ . The next two quantization intervals are employed for information transfer from L =1 to L = 0, and region processing at the highest resolution is concentrated only in the final three quantization intervals. Thus, information transfer in the MAPGSEG algorithm proceeds from color-homogeneous ͑slowly varying gradient͒ regions toward regions of color transitions 
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The aforementioned pixel-based confidence process results in numerous small seeds that are isolated as well as mutually adjacent to larger seeds, as shown in Fig. 10͑f͒ . These small regions require high computational requirements to process, which is why they were eliminated from the seed map processed with connected component analysis 44 to yield the HCSs map shown in Fig. 10͑g͒ . All the remaining unlabeled pixel locations become a part of the LCSs map ͓shown in Fig. 10͑g͔͒ , which are assigned labels in a fresh run of the algorithm.
Texture Characterization
In natural scene imagery, the segmentation task is often hampered by the presence of regions/patterns composed of multiple color shades or intensity variations due to surface/ material properties like density, gradient, coarseness, directionality, etc. Such regions/patterns are referred to as "textures" and are broadly classified into structured and stochastic types. Structured textures are often man-made and have regularity in their appearance, such as brick walls and interwoven fibers, while stochastic textures are natural with completely random patterns, such as leopard skin, tree bark, grass, etc. Due to the extensive presence of such patterns in natural scene images, the MAPGSEG algorithm has been equipped with a texture characterization module ͑M5 in Fig. 6͒ that characterizes different textures at various scales in terms of the average information provided by intensity variations present in distinct image regions.
A fundamental principle in information theory is based on the hypothesis that the presence of information can be modeled as a probabilistic process, and that the amount of information contained in a random event is inversely proportional to the probability of the occurrence of that event. Thus, if ͕x 1 , x 2 , ... ,x J ͖ are a set of random gray levels present in an image, and ͕P͑x 1 ͒ , P͑x 2 ͒ , ... , P͑x J ͖͒ are the corresponding probabilities of occurrences of each of these gray levels, an arbitrary gray level ͕x i ͖ from the set is said to contain
binary units or bits of information when the base of the logarithm is 2. Furthermore, for an image comprising k pixels, the law of large numbers states that a gray level ͕x i ͖ exists an average of kP͑x i ͒ times. Consequently, the total information content I in these k pixels, whose intensity values are modeled as a discrete random variable X, is given by
Therefore, the average information content per pixel is given by
Apart from information content, the quantity H͑X͒ also symbolizes the degree of randomness present in the image and is popularly known as entropy. The entropy calculation in Eq. ͑11͒ defined for a single random variable ͑a singlechannel gray image͒ can be extended to multiple random variables X, Y, Z ͑a three-channel color image͒ by computing the joint entropy.
To generate an entropy-based texture descriptor with minimal computational requirements, we exploit the information presented in the L * , a * , and b * channels without computing the joint entropy by first uniformly quantizing these channels into 6 3 or 216 distinct levels ͓shown in Fig.  11͑c͔͒ . The 8-bit encoded L * a * b * data cube is divided into small boxes followed by a mapping of all information that falls within each box to the mean value at the center of that box. Each pixel of an image is subsequently indexed to one of these 216 levels, essentially reducing the probability of the occurrence of each level to a one-dimensional random variable. The advantage of quantizing the L * a * b * cube over the RGB color cube is that, unlike the uniform L * a * b * data, nonuniform RGB data that are uniformly quantized so there is a constant distance between any two quantization levels will produce a large variation in perceptual color difference. 46 Finally, a texture channel ͓see Fig. 11͑d͔͒ is created by local neighborhood-based entropy calculations using Eq. ͑11͒, wherein the entropy in a 9-by-9 local neighborhood around every pixel of the indexed image is computed and the resultant value is assigned to the central pixel location of the corresponding neighborhood.
Region Merging
The progressive region growth procedure involving distributed dynamic seed addition described in Sec. 2.5 is performed primarily based on the similarity of L * a * b * data between image regions. Consequently, the region growth 
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Jan-Mar 2010/Vol. 19 (1) 013001-11 map obtained at the end of this procedure on an arbitrary scale generally comprises oversegmented image regions due to illumination variations, occlusions, texture disparities, etc. However, we employ a region merging module ͑M6 in Fig. 6͒ that fuses color and texture information at different resolution levels, to merge oversegmented regions as deemed necessary. This module yields interim segmentations at low resolutions and the final segmentation output at the highest resolution. To facilitate this task, a multivariate analysis of all independent regions utilizing their corresponding L * , a * , b * , and texture information is carried out based on the procedure 47 described in Sec. 2.8.1. The essence of this method is to investigate the possibility that multiple groups/regions with various features can be associated with a single factor that enables them to be merged together.
Multivariate analysis of variance (MANOVA)
The multivariate analysis of variance ͑MANOVA͒ is a popular statistical method employed in highlighting differences between groups of data. 47 The data are cumulatively structured in the form of a matrix of dimensions n ϫ p, in which n samples are divided into g groups, and each sample is associated with p variables x 1 , x 2 , ... ,x p . The goal of the MANOVA procedure is to find the optimal single direction in the p-dimensional space so as to conveniently view differences between various groups.
In the general case of p variables, any direction in the p-dimensional space can be designated as a linear combination of certain vectors ͑a 1 , a 2 , ... ,a p ͒, which can be used to convert every p-variate sample to a univariate observation y i = a T x i , where a T = ͑a 1 , a 2 , ... ,a p ͒. However, since the n data samples are divided into g groups, the obtained univariate observations are relabeled as y ij denoting the y value for the j'th sample in the i'th group, where i =1...g and j =1...n j . To establish whether the aforementioned univariate observations demonstrate differences between groups, the total sum of squares of y ij is partitioned into the components of its sum-of-squares between ͑SSB͒ groups and sum-of-squares within ͑SSW͒ groups, which are defined as
g n i y i , and the notation ͑a͒ is used to underscore the fact that the SSB and SSW components vary with the choice of a. By using these components, we can obtain a mean square ratio F to highlight group differences:
From Eq. ͑13͒, it can be observed that the larger the value of F, the more variability exists between groups than within groups. Consequently, the optimal choice of the coefficients a T = ͑a 1 , a 2 , ... ,a p ͒ will be the one that yields the largest value for F. However, to ascertain the optimal values of a, multivariate analogues of the SSB and SSW components used in the univariate analysis of the variance are computed, and defined as
where B 0 , the SSB and products matrix, and W 0 , the SSW and products matrix, should be positive definite matrices. Furthermore, the notations x ij , x i , and x are analogous to y ij , y i , and ȳ, respectively. Since y ij = a T x ij , Eqs. ͑12͒ and ͑13͒ can be rewritten as
where B = B 0 / ͑g −1͒ and W = W 0 / ͑n − g͒ are the SSB and SSW covariance matrices, respectively. The choice of coefficients a T = ͑a 1 , a 2 , ... ,a p ͒ that maximizes the value of F in Eq. ͑16͒ signifies the optimal single direction ͑or the best linear combination y = a T x͒ in the p-dimensional space that highlights differences between various groups. This choice can be obtained by differentiating Eq. ͑16͒ with respect to a and assigning the result to zero. To this effect, we have
where a T Ba / a T Wa = l is a constant equal to the maximum value of the mean square ratio F. For Eq. ͑17͒ to be satisfied, it can be inferred that l must be an eigenvalue and a must be an eigenvector of W −1 B. Moreover, since l is a constant value at the maximum of F, a must be an eigenvector associated with the largest eigenvalue of W −1 B that determines the optimal linear combination y = a T x. For a distinct separation of groups ͑greater variability between groups than within groups͒, l will be significantly greater than unity.
When the number of groups g or the dimensionality of the original space p is large, the goal of determining a single direction in the p-dimensional space renders an inefficient solution for viewing disparities between various groups. However, since Eq. ͑17͒ often possesses more than one solution, multiple differentiating directions can be generated whose efficiencies in delineating groups of data depend on the magnitude of the eigenvalue/eigenvector pairs. Thus, if Eq. ͑17͒ possessed s nonzero eigenvalues ͑l 1 , l 2 , ... ,l s ͒ with corresponding eigenvectors ͑a 1 , a 2 , ... ,a s ͒, a set of new variates ͑y 1 , y 2 cal variate space. Following this, Eq. ͑17͒ can be rewritten in matrix terms as BA = WAL, where A is the matrix of all a i 's of dimensions p ϫ s, and L is the matrix of all l i 's of dimensions s ϫ s. Furthermore, in this space the mean of an arbitrary i'th group of individuals can be represented as y i = A T x i . An appropriate measure to quantify the variability between two random groups ͑i'th and j'th͒ of data is the distance between the corresponding group means, given by
where M is a matrix that modifies the influence of each variate in the aforementioned distance computation. Moreover, to exploit the covariances between variables and differential variances, M can be chosen to be the inverse of the SSW dispersion matrix W. The resultant distance measure for this choice of M yields the Mahalanobis distance, defined as
The Euclidean distance between the i'th and the j'th groups in the canonical variate space, after substitution for y i and y j , can be written as
͑20͒
Furthermore, it can be shown that AA T = W −1 , 47 resulting in Eq. ͑20͒ being equal to Eq. ͑19͒. Thus, by generating a canonical variate space in the manner described in this section, the Euclidean distance between the group means in this space is equivalent to the Mahalanobis distance in the original p-dimension space. Moreover, since the Mahalanobis distance metric considers the covariance and differential variance between variables, this distance measure can be used to measure the variability between two multivariate populations.
Region merging using MANOVA
As mentioned previously, the region merging module is integrated with the MANOVA procedure ͑see Fig. 12͒ to analyze the data associated with each group in the region growth map and to produce output segmentations that are spatially and spectrally coherent with the content of the image being segmented. To facilitate the aforementioned MANOVA-based region-merging methodology, at the commencement of processing in this module, the L * , a * , b * , and texture data associated with each group in the region growth map are vectorized and concatenated to a matrix of dimensions equivalent to the total number of pixels in the image and the number of variables ͑L * , a * , b * , texture͒ per pixel. The resulting matrix is employed in the MANOVA procedure involving the Mahalanobis distance ͑or similarity value͒ calculation between all possible group pairs to identify and merge groups with similar characteristics.
The merging process is commenced by identifying the pair of groups with the minimum Mahalanobis distance, which singifies the maximum similarity. However, to reduce the number of iterations of the merging protocol for computational efficiency by avoiding the merging of only a single group pair per iteration, the obtained distance value between the two most similar groups is gradually increased until a larger set of similar groups pairs ͑empirically set at five͒ is obtained, as depicted in Fig. 12 .
The acquired group pairs are merged with each other from the most similar group pair of the set to the least similar group pair, eventually concluding a single iteration of the merging process. Following this iteration the Mahalanobis distance is recomputed for all possible group pairs in the new segmentation map, and the process is repeated until either the desired number of groups is achieved or the smallest distance between groups is larger than a certain threshold between two arbitrary groups, as portrayed in Fig.  12 . These termination criteria ensure that all images display a similar level of segmentation and they were empirically chosen to be 40 and 4, respectively. Furthermore, they could be varied depending on the application for which this algorithm is being used.
Quantitative Evaluation of Segmentation
Methods To objectively measure the quality of our segmentation results, we selected the recently proposed generic technique of evaluating segmentation correctness, referred to as the NPR index. 40 The NPR index was designed such that: ͑1͒ it would not yield cases where the evaluation produced a high value in spite of the automatic segmentation result being in no way similar to any of its corresponding ground truths ͑nondegeneracy͒, ͑2͒ no assumptions were made about label assignments and region sizes, ͑3͒ it penalizes the evaluation score when the automatic segmentation fails to distin- guish between regions that humans can distinctly identify and facilitates a lesser penalty in regions that are visually ambiguous ͑adaptive accommodation of label refinement͒, and ͑4͒ it facilitates comparison among multiple ground truths of the same image as well as those of different images. The following subsections briefly discuss the mathematical preliminaries required to implement the NPR evaluation methodology.
Rand Index
The Rand ͑R͒ index, first instituted by William Rand, facilitates the comparison of two arbitrary segmentations using pair-wise label relationships. 48 It is defined as the ratio of the number of pixel pairs that share the same label relationship in two segmentations, and is represented as
͑21͒
Here, S and SЈ are two segmentations an image comprising N pixels, with corresponding label assignments ͕l i ͖ and ͕l i i ͖, where i =1,2, ... ,N. Furthermore, I is the identity function, represents a logical conjunction ͑"AND" operation͒, and the denominator represents all possible unique pixel pairs in a dataset of N points. The Rand index varies from 0 to 1, where 0 represents complete dissimilarity and 1 means that S and SЈ are identical. One disadvantage of the Rand index is its capability of handling only one ground truth segmentation for evaluation and its inability to accommodate adaptive label refinement.
Probabilistic Rand Index
The probabilistic Rand ͑PR͒ index enables evaluation of segmentation correctness, taking into consideration the statistical nature of the Rand index. 48 The PR index allows comparison of a test segmentation result ͑S test ͒ to a set of multiple ground truths ͑S 1 , S 2 , ...S K ͒ through a soft, nonuniform weighting of pixel pairs as a function of the variability in the ground truth set. 40 The PR index is defined as
where ͕l i S test ͖ and ͕l i S K ͖ represent the label assignments of a pixel i ͑where i =1,2,… . N͒ in S test and the K'th manual segmentation S K , respectively, while l i denotes the set of "true labels" for a pixel x i . In addition,P͑l i = l j ͒ and P͑l i l j ͒ represent the respective probabilities of an identical or distinct label relationship between a pair of pixels x i and x j , defined as
The PR index takes the same range of values as the Rand index, from 0 to 1, where 0 signifies complete dissimilarity and 1 represents a perfect match with ground truths. Although the PR index helps overcome the aforementioned drawback of the Rand index, it suffers from a deficiency of variation in its values over a large set of images due to its small effective range combined with the variation in its maximum value across images. Moreover, the interpretation of the PR index across images is often ambiguous.
Normalized Probabilistic Rand Index
To overcome the aforementioned shortcomings of the PR index, Unnikrishnan et al. proposed the NPR index. 40 The NPR metric, which references the expected value of the PR index, is computed by using the variation and randomness in the set of ground truth images and is defined as
͑24͒
The normalization with respect to the expected value of the PR index results in a much higher range of values, making the NPR index a much more robust evaluation metric. In Eq. ͑24͒, the maximum value of the PR index is chosen to be 1 ͑max͓PR͔ =1͒, and the expected value of the PR index ͑E͓PR͔͒ is obtained by
To make the computation of E͓I͑l i S test = l j S test ͔͒ meaningful, Unnikrishnan et al. also proposed its computation from ground truth segmentations of all images from an arbitrary database for all unordered pixel pairs ͑i , j͒. 40 Therefore, if ⌽ is the number of images in the database and K ⌽ is the number of ground truths per image, then E͓I͑l i S test = l j S test ͔͒ can be computed by 
where
in Eq. ͑24͒ can posses both positive and negative values, where negative values occur when the PR index is lower than its expected value for a given segmentation, signifying a poor result, while positive values that are significantly greater than zero ͑with a maximum value of 1͒ are considered useful segmentations.
Experimental Results and Discussions
The results of the proposed algorithm were benchmarked qualitatively and quantitatively using the NPR index on a test bed of 1633 ground truth segmentations. The segmentations were obtained from a database of 300 images ͑with dimensions 321 by 481 or vice versa͒ made publicly available by the University of California at Berkeley. 45 Furthermore, our results were compared against those from a spectrum of published/popular segmentation algorithms such as the GRF-based segmentation procedure developed by Saber et al., 5 the JSEG technique instituted by Deng et al., 14 and the efficient graph-based segmentation ͑EGS͒ method introduced by Felzenszwalb et al. 23 A computational time analysis was performed to furnish a fair indication of the overall performance of the MAPGSEG algorithm. In addition, to facilitate a fair comparison, all of the aforementioned algorithms were employed on the same Pentium ® 4 CPU with 3.2 GHz and 3 GB of RAM. The GRF and MAPGSEG algorithms were run from an executable file and MATLAB code provided by the Rochester Institute of Technology. The JSEG algorithm was run from an executable file provided by the University of California at Santa Barbara, while the EGS algorithm was run from an open-source Cϩϩ implementation provided by Felzenszwalb et al. The proposed method was implemented entirely in MATLAB R2008a.
The results of the MAPGSEG algorithm for a two-level decomposition at different stages of processing are presented in Figs. 13͑a͒-13͑f͒ . The approximations of the input RGB image at different dyadic scales and their corresponding color-converted counterparts are shown in Figs. 13͑a͒ and 13͑b͒, respectively. Figure 13͑c͒ displays the outcomes of the vector color gradient computation at various resolutions. The seed maps at the end of the progressive region growth and distributed dynamic seed addition procedure are displayed in Fig. 13͑d͒ . The obtained region growth maps are oversegmented due to reasons specified in Sec. 2.8; the extent of oversegmentation decreases with increased scale such that at the highest resolution ͑L =0͒, the region growth map is a close representation of the eventual segmentation. This behavior signifies that a large portion of region processing and partitioning occurs at relatively coarse resolutions, resulting in low computational expenses. Figure 13͑e͒ depicts the texture channels generated using local neighborhood-based entropy calculations. Figure 13͑f͒ shows the interim segmentations at levels L =2,1 and final segmentation map at level L = 0 after the conclusion of the region-merging process at each scale.
The results acquired from the MAPGSEG algorithm are compared to the results obtained from the previously mentioned segmentation methods in Figs. 14-18. Figure 14 shows the results of a skydiver image ͓Fig. 14͑a͔͒, which consists of distinct foreground and background regions in gradually varying illumination conditions and slight texture disparities, signifying an image with relatively low complexity. Figures 14͑b͒-14͑d͒ show that GRF, JSEG, and EGS algorithms oversegment the sky regions in the same image, largely due to illumination variations. However, the MAPGSEG algorithm that performs region processing in the L * a * b * color space, which constitutes the informationrich luminance L * component, helps to overcome the aforementioned illumination problem to produce a result with a well-segmented sky region, as shown in Fig. 14͑g͒ . Figure 15 displays the results of a reasonably complex image of a church ͓Fig. 15͑a͔͒, which consists of stark illumination variations and a considerable number of structural details. In Figs. 15͑b͒-15͑d͒ , the GRF, JSEG, and EGS algorithms oversegment this image in the sky and dome regions due to illumination disparities. In addition, the presence of numerous structural details causes these algorithms to oversegment the façade of the church. However, the segmentation map displayed in Fig. 15͑d͒ demonstrates the efficiency of the proposed algorithm in handling this illumination problem for the reasons specified previously. Furthermore, the MAPGSEG algorithm, equipped with a region growth strategy that proceeds from color homogeneous regions to regions of color transitions and a unique region-merging procedure that merges similar colortexture regions independent of their spatial locations, results in the church image being appropriately segmented. Figure 16 depicts the results of a highly complex image ͓Fig. 16͑a͔͒ that consists of extreme illumination variations and diverse textures. As before, the GRF, JSEG, and EGS, algorithms fail to handle the variation in illumination conditions and consequently oversegment the sky and water regions, as shown in Figs. 16͑b͒-16͑d͒ , respectively. These conditions are efficiently dealt with by the proposed algo- rithm, as shown in Fig. 16͑g͒ . Moreover, since the GRF, JSEG, and EGS algorithms do not employ a distinct texture descriptor, the textured regions associated with the sea shore, water surface, components of the boat, and other structures in the coastline are subjected to significant oversegmentation. However, the MAPGSEG algorithm, which employs an entropic texture descriptor, is successful in separating regions of disparate texture, as shown in Fig.  16͑g͒ .
Segmenting textured areas becomes extremely challenging when regions with dissimilar textures have great color similarity. In such a scenario, an effective texture descriptor is indispensible for performing the segmentation task. The image of a cheetah in Fig. 17͑a͒ has a skin tone that complements the color of the background, making it an exceptionally difficult image to segment. The GRF, JSEG, and EGS results shown in Figs. 17͑b͒-17͑d͒ illustrate the effect of an indistinct texture descriptor, while by comparison the proposed algorithm achieved good segmentation due to its distinct texture descriptor, as shown in Fig. 17͑g͒ . This result emphasizes the importance of the texture characterization module in the MAPGSEG framework for segmentation.
Another demanding situation often confronted in segmenting natural scene images is the occlusion of image content by foreground objects, as shown in the race cars image depicted in Fig. 18͑a͒ . In this image, the motorway is partially occluded by the race cars, resulting in all prior art ͓Figs. 18͑b͒-18͑d͔͒ segmenting the motorway on either side of the vehicles as two different regions. However, the MAPGSEG algorithm, which employs the MANOVAbased region-merging procedure, is capable of merging spatially independent but alike color-texture regions and therefore assigns the motorway on either side of the cars to a single region ͑or label͒ in the segmentation output. Thus, the MAPGSEG algorithm's efficiency in handling the occlusion problem is demonstrated. Figure 18͑g͒ shows that the word "Castrol" has been segmented at multiple locations near perfectly by the MAPGSEG algorithm, unlike any of the other segmentation methods, which underscores the proposed technique's ability to segment fine details such as text with great competence. For all of the images displayed so far in this section, the interim segmentation results of the MAPGSEG algorithm at levels L = 2 and L = 1 have been displayed. The closeness of these interim results to their corresponding final segmentations at level L = 0, as shown in most cases, signifies the algorithm's robustness to scalability.
As mentioned previously, the NPR metric was used to evaluate the segmentation correctness of the obtained results. To facilitate our use of the NPR metric, we computed the expected value of the PR index ͑E͓PR͔͒ with Eq. ͑26͒ Implementation environment C C C MATLAB for all available manual segmentations. The value we obtained was 0.6064. A distributional comparison of our evaluation of the segmentation results for 300 images in the Berkeley database, obtained from the GRF, JSEG, EGS, and MAPGSEG algorithms, is displayed in Fig. 19 . Figure  19͑a͒ shows that the distribution for the GRF method is weighted toward the lower half of the distribution with a minimal NPR value as low as-0.9. The JSEG and EGS methods ͓Figs. 19͑b͒ and 19͑c͔͒ show improvements over the GRF algorithm with values that are weighted toward the higher end of the NPR score distribution. Morefavorable NPR scores can be observed with the MAPGSEG results in Fig. 19͑d͒ . In general, scores that are considerably greater than 0 are considered to be useful, while negative scores imply poor segmentations. 40 The actual improvement can best be seen by aligning all distributions adjacent to each other ͑see Fig. 20͒ and observing the number of segmentation scores that fall within the range of very good segmentation results.͓0.7Ͻ NPRϽ 1͔ These numbers for the GRF, JSEG, EGS, and MAPGSEG algorithms were computed as 38, 65, 68, and 85, respectively, as shown in Table 1 . These results indicate that approximately one-third of the images segmented using our algorithm match closely to the segmentations performed by humans.
Our evaluation of the segmentation results obtained from the four methods is summarized in Table 1 , which shows that the proposed algorithm has the highest average NPR score and the narrowest deviation in the scores. These results signify that the MAPGSEG algorithm is the most consistent in achieving the best segmentations from a qualitative standpoint. In addition, the average run time per image of the MAPGSEG algorithm, is comparable to the EGS algorithm, which has the lowest average execution time, considering the different environments ͑C and MATLAB͒ in which these two algorithms were developed.
Additional results of the MAPGSEG technique compared to prior art under various image scenarios are shown in Figs. 21-24 . These results show clear performance advantages of the algorithm proposed in this paper, furnishing a fair indication of the algorithm's robustness.
Conclusions
This work presents a computationally efficient method for fast, unsupervised segmentation of color images with varied complexities in a multiresolution framework. The proposed MAPGSEG algorithm constitutes adaptive threshold generation, progressive region growth involving distributed dynamic seed addition and multiresolution seed transfer that culminates in a unique MANOVA-based regionmerging procedure. The algorithm has been tested on several hundred images from the publicly available image database provided by the University of California Berkeley, and the results show that our algorithm is robust to various image scenarios at different scales. Furthermore, the MAPGSEG results were found to be superior to the results obtained for the same images when segmented by other methods.
