Abstract. In this paper we consider a certain class of geodetic linear inverse problems F = G in a reproducing kernel Hilbert space setting to obtain a bounded generalized inverse operator y . For a numerical realization we assume G to be given at a nite number of discrete points to which we employ a spherical spline interpolation method adapted to the Hilbert spaces. By applying y to the obtained spline interpolant we get an approximation of the solution F. Finally our main task is to show some properties of the approximated solution and to prove convergence results if the data set increases.
Introduction
Until the fties the essential part of gravitational potential determination was obtained by terrestrial observations. In 1957 the situation changed completely with the rst satellite mission. Since that time the mathematical techniques of gravitational potential determination had to be adapted to the new situation. The arising problem was to determine the potential on and outside the surface of the earth from discretely given measurements at satellite altitude which, in addition, could be of di erent type depending on the mission (e.g. satellite-to-satellite tracking (SST) or gradiometry, cf. Rummel(1979) and Rummel(1986) ). This so called downward continuation process is formulated as an inverse problem in terms of an integral operator equation which is severely ill conditioned. Therefore several approaches of regularization methods are in discussion. Thalhammer(1995) proposes a discretization of the (linear) operator using projection methods for regularization and the minimization of a Tikhonov functional, while Schreiner(1994) considers a locally supported spline approximation of the given data and a regularization by a truncated series expansion of the generalized operator. Stochastic methods are discussed e.g. in Rummel(1979) and a boundary value approach is given in Keller and Hirsch(1994) . Our 1 solution is situated in a reproducing kernel Hilbert space setting (see Nashed and Wahba(1974) and Wahba(1973) ) using a spherical spline interpolation method (see Freeden(1990) ), where the regularization of the inverse problem is done by re nement of the topologies. In the rst part of our work we assume spherical shape for all surfaces but the main results of this paper can be found in Section 6, where the attention is directed to the fact that the satellite orbit as well as the earth's surface do not underly severe geometrical restrictions. In what follows, we summarize brie y the outline of this paper.
In Section 2 we give an overview of the notation, de nitions and mathematical structures we need. Section 3 deals with the formulation of the type of inverse problems (in a spherical context) we discuss. Moreover, the connection to certain satellite missions is demonstrated. After that we deal with regularization which leads to the introduction of the reproducing kernel Hilbert spaces adapted to the inverse problem in Section 4. Then we proceed with the de nition of spherical spline interpolation in Section 5. Here we assume the data to be error free and develop some minimal properties of the solution and convergence statements. After that we consider error a ected data and formulate a combined interpolation and smoothing method. Finally, in Section 6 we generalize the whole problem to non-spherical structures in the following sense. The satellite orbit is no longer assumed to be spherical as well as the surface of the earth. Then we calculate an approximation of the gravitational potential on the surface of the earth from given data on the satellite orbit. At last we show again some minimal properties of the approximation and a convergence result if the measurements at the orbit increase.
Preliminaries
For any x = (x 1 ; x 2 ; x 3 ) T 2 I R 3 di erent from the origin we may write x = r , where jxj = r and 2 1 = fx 2 I R 3 j jxj = 1g (unit sphere). To be consistent we de ne R = fx 2 I R 3 j jxj = Rg to be the sphere with radius R > 0 (centered at the origin). The canonical basis of I R 3 is denoted by f" 1 ; " 2 ; " 3 g. As usual, denotes the Beltrami operator. It is well known that the only eigenfunctions of are the spherical harmonics Y n;j : 1 ! I R; Y n;j = ?n(n + 1)Y n;j ; n = 0; 1; : : :; j = 1; : : :; 2n + 1, where 2n + 1 is the number of linearly independent elements of order n. The Legendre polynomials P n : ?1; 1] ! I R are the only everywhere on ?1; 1] in nitely often di erentiable eigenfunctions of the Legendre operator (1?t 2 ) d dt 2 ?2t d dt which satisfy P n (1) = 1. If we consider P n (" 3 ) : 1 ! I R one can show (cf. M uller(1966) ) that P n (" 3 ) is the only spherical harmonic that is invariant under orthogonal transformations which leave " 3 xed. The connection between P n (" 3 ) and an L 2 ( 1 )-orthonormalized set of spherical harmonics fY n;j g; j = 1; : : :; 2n + 1 (from now on always assumed) is stated in the addition theorem (cf. M uller(1966) and Freeden(1979)) 2n+1 X j=1 Y n;j ( )Y n;j ( ) = 2n + 1 4 P n ( ):
For the following considerations we need some Fourier analysis on L 2 -spaces. Therefore we de ne as usual
The class of functions on R which are k-times continuously di erentiable is denoted by C k ( R ), where C 0 ( R ) = C( R ) and kFk C( R ) = sup y2 R jF(y)j:
As it is well known that fY n;j g; n = 0; 1; : : :; j = 1; : : :; 2n + 1 forms a complete and closed system in L 2 ( 1 ) we can represent any F 2 L 2 ( 1 ) in terms of spherical harmonics 
such that fY R n;j g; n = 0; 1; : : :; j = 1; : : :; 2n + 1 forms a complete and closed system in L 2 ( R ) which is orthonormal in the ( ; ) L 2 ( R ) -sense. Consequently any function F 2 L 2 ( R ) can be As we shall see later the theory of reproducing kernel Hilbert structure in Sobolev spaces is essential for spherical spline interpolation (cf. Freeden(1990) ). For that purpose we want to give a short introduction here which is deepened in Section 4. Let fA n;j g; n = 0; 1; : : :; j = 1; : : :; 2n+1, denote a sequence of real numbers, where fA n g; n = 0; 1; : : : is understood to be equivalent to fA n;j g with A n;j = A n ; j = 1; : : :; 2n + 1. Considering the space
we are able to de ne an inner product
jA n j 2 F R n;j G R n;j ;
F; G 2 E(fA n g) and the associated norm kFk H(fAng; R ) = (F; F) H(fAng; R )
F 2 E(fA n g) on E(fA n g). Then the Sobolev space H(fA n g; R ) is the completion of E(fA n g) under the norm (4 Now we are in a position to turn over to the last part of this section. In order to classify the type of inverse problems we deal with, it is nescessary to introduce spherical pseudodi erential operators (SPDO) (cf. Eskin(1981) , Svensson(1983) ). Following Cui and Freeden(1995) we consider a sequence of real numbers f ^( n)g; n = 0; 1; : : : satisfying lim n!1 j ^( n)j (n + 1 2 ) t = const 6 = 0 for some t 2 I R. Then 
to be the kernel of such that
Some properties of and ^( n) are simply veri ed: ( 0 + 00 )^(n) = ( 0 )^(n) + ( 00 )^(n); ( 0 00 )^(n) = ( 0 )^(n)( 00 )^(n) for all n = 0; 1; : : : and Y R n;j = ^( n)Y R n;j ; n = 0; 1; : : :; j = 1; : : :; 2n + 1. 
is an injective SPDO of order ?1 with symbol f R r n ^( n)g having the kernel
x 2 r ; y 2 R . This operator de nes the class of inverse problems we want to discuss. Given a function G 2 L 2 ( r ) we are interested in solving the inverse problem R r
R r as de ned in (5) with kernel K R r de ned in (6). Inverse problems of type (7) are known as Fredholm integral equations of the rst kind. The generalized inverse of the SPDO R r denoted by y R r is an operator y R r : D( y R r ) L 2 ( r ) ! L 2 ( R ); G 7 ! y R r G = F, where F is uniquely de ned by R r F = P R( R r ) G. D( R r ) de nes the domain of y R r and P R( R r ) G denotes the orthogonal projection of any function G 2 L 2 ( r ) onto the closed range of R r (where we used the same notation as in Louis(1989) ). Due to the fact that in our case R r represents a compact operator on L 2 ( R ) (as K R r 2 C( r R )) with in nitely dimensional range in L 2 ( r ) the generalized inverse operator y R r is not bounded (cf. Nashed and Wahba(1974) ). The kind of ill-posedness is easy to see by calculating the singular system of (7), as R r Y R n;j = n Y r n;j and R r Y r n;j = n Y R n;j with n = R r n ^( n) (i.e. ?1 n = ? r R n ^( n) ?1 and r R > 1), where R r : L 2 ( r ) ! C 1 ( R ) denotes the adjoint operator. With this it follows immediately that the inverse problem (7) is exponentially ill-posed (cf. Louis(1989) ) and the regularization technique we want to apply is presented in Section 4. Finally, we would like to emphasize the importance of equation (7) in many problems of satellite geodesy:
Assuming the spherical shape of the earth and the satellite orbit (what we do no longer require in Section 6), equation (7) enables us to recover the following satellite problems. If we de ne R: radius of the earth, H: satellite altitude, r = R + H and F: gravitational potential on the surface of the earth, we have:
1. The Linearized SST-Problem ^( n) = n+1 r , G negative radial derivative of the gravitational potential at the satellite orbit 2. The Gradiometry Problem
, G 2nd radial derivative of the gravitational potential at the satellite orbit
The Regularization
Following the ideas of Nashed and Wahba(1974) we consider the inverse problem (7) in Hilberttype subspaces of L 2 ( R ) and L 2 ( r ), respectively, in order to obtain a bounded generalized inverse operator which is known as regularization by re nement of the topologies (cf. e.g. Louis(1989) ). Therefore it is necessary to extend the knowledge about the theory of Sobolev spaces already introduced in Section 2.
According to Freeden(1990) we call a sequence fA n g of real numbers summable if 1. A n 6 = 0 ; n = 0; 1; : : : 2.
1. for xedỹ 2 R : K H(fAng; R ) (ỹ; ) is of class H(fA n g; R ) 2. (K H(fAng; R ) (ỹ; ); F) H(fAng; R ) = F(ỹ) for all F 2 H(fA n g; R ).
As we want to work in the inverse problem context we have to choose those sequences such that we obtain a reproducing kernel Hilbert-type subspace of L 2 ( R ) as well as a Hilbert-type subspace of L 2 ( r ) and moreover that the generalized inverse operator is bounded on the latter one. Firstly, we prove Lemma 1 Let f : I R + ! I R + be a function such that the sequence f f( n ) ? r R 2n ? 1 2 g with n = R r n ^( n) is summable. Furthermore, we de ne the sequences fA R n g = f ? f( n ) ?2 n ? 1 2 g; fB r n g = f(f( n )) ? 1 2 g and fÃ n g = f f( n ) ?1 n R r ? 1 2 g. Then fA R n g; fB r n g and fÃ n g are summable.
Proof:
because of the requirements on f and the fact that is a SPDO of order t 0. Thus, fA R n g is summable. The summability of fB r n g and fÃ n g follows immediately as lim n!1 n = 0. 2
Hence, we immedeately obtain Theorem 1 If the corresponding Hilbert spaces are denoted by H R = H(fA R n g; R ); H r = H(fB r n g; r ) and e H = H(fÃ n g; R ) with reproducing kernels K H R( ; ); K H r ( ; ) and K e H ( ; ), respectively, the following statements are valid:
1. ( R r K e H (ỹ; ))(x) = K H r (x; x) ;ỹ 2 R ;x 2 r withỹ = R~ ;x = r~ ;~ 2 1 : 2. R r (H R ) H r and R r ( e H) H r .
An immediate consequence of Lemma 1 is the fact that H R C( R ); e H C( R ) and H r C( r ) (cf. Freeden(1990) 
In order to show the well-posedness of (8) 
Then it is not di cult to see that As V H R we can decompose H R into H R = V V ? (? in the H R -sense). Then we know that H r = R r (V) R r (H R ) H r . Thus, R r (V) = R r (H R ) and V ? is the nullspace of the operator R r in H R which is always f0g for the class of operators under consideration. ad 4) This is trivial by applying 2) and 3).
2
The quality of the well-posedness we obtained through the re nement of the topologies can be quanti ed by calculating the pseudoconditionnumber (cf. Nashed and Wahba(1974) i.e. optimality. Now we have built up the theoretical background for a solution of the inverse problem (8). So in the next section we can proceed with a numerical realization in terms of spherical spline interpolation.
Spherical Spline Interpolation
In this section we turn over to the problem of calculating a solution of the inverse problem (8) from a function G 2 H r given at discrete points x 1 ; : : :; x N 2 r .
De nition 1 Let X r N = fx 1 ; : : :; x N ) r be a set of N distinct points. Any function S 2 H r of the form
a i 2 I R; x 2 r is called a spherical spline in H r relative to X N . The class of all spherical splines is denoted by Spline(fB r n g; X r N ).
The algorithm we want to implement is now as follows:
1. step: Given N values G(x i ) = G i ; i = 1; : : :; N of a function G 2 H r .
Determine S N G 2 Spline(fB r n g; X r N ) from S N G (x i ) = G i ; i = 1; : : :; N.
step:
De ne S N F = y R r ;(H r ;H R ) S N G as an approximation of F = y R r ;(H r ;H R ) G (the desired solution of (8)).
For our further investigations we need some basic results of spherical spline interpolation (cf. Freeden(1990) ).
Uniqueness:
As B r n > 0; n = 0; 1; : : :, the interpolation constraints lead to a system of linear equations with positive de nite matrix. Thus, there exists a unique solution S N G 2 Spline(fB r n g; X r N ) of the interpolation problem in H r (1. step).
Minimum Norm Properties:
Due to the reproducing property of K H r ( ; ); S N G satis es inf
and inf 
for all S 2 Spline(fB r n g; X r N ). (11) shows the minimal norm character also of the approximation S N F , whereas (12) has to be examined more precisely. Let us assume for a moment that F is known on X R N = fy 1 ; : : :; y N g R ; y k = R r x k for k = 
for all S 2 Spline(fB r n g; X r n ). As S N G has the representation The last result shows the main outcome of the considered algorithm:
We need a certain amount of information only at the satellite orbit to obtain an accurate approximation of the potential on the surface of the spherical earth. This approximation can be determined by the solution of a system of linear equations with positive de nite matrix for which powerful solvers are available (e.g. Cholesky decomposition).
So far we considered only inverse problems with error free righthand side. In the following we omit this assumtion and turn over to the solution of inverse problems with noisy input. We consider again the inverse problem (8) but in this case with error a ected righthand side G 2 H r R r F = G ; F 2 H R :
With strict interpolation (following the previous method) we obtain an interpolant S N G of the noisy data on satellite altitude and an approximation S N F of the disturbed solution F . Instead of doing so we turn over to combined interpolation and smoothing (cf. Freeden and Witte(1982) This functional also consists of two parts. Here, the rst part controls the distance between a function of class H R and the disturbed solution of the inverse problem in a ( ; ) H R-inner product sense, while the second part controls again the smoothness of the function. The choice of the parameters i and is the critical point in this approach. It sounds reasonable to adapt them to the standart deviations of the measured values, while in the special case that i = p N we refer to Wahba(1990) , where the methods of ordinary and generalized cross validation are presented to obtain good values for from the given data G i .
Until now we always assumed the spherical shape of the orbit as well as the spherical shape of the surface of the earth. In the next section we turn over to more general geometries. With this we are able to deal with realistic satellite missions.
6 The Generalization to Non-Spherical Structures According to the real world conditions we consider the following geometry, where E denotes the surface of the earth and S a compact surface situated in the exterior of a sphere t , i.e.
t < inf x2 S jxj, where the data is measured. S has the properties that it divides I R 3 into the bounded region int S (containing the origin) and the unbounded region ext S and that any radius starting from the origin intersects S only once. For E we only require that it is a compact surface contained in the exterior of a Bjerhammar sphere R , i.e. R has to satisfy R < inf x2 E jxj < t. Finally, the sphere r is de ned by r = sup x2 S jxj (see Figure 1) .
Firstly, we want to mention that R and r do not denote the spherical earth and the spherical satellite orbit as in the previous sections. Here they denote an inscribing sphere of the earth and a covering sphere of the orbit. Nevertheless we use the same notation as we want to work with the same spaces already introduced in Section 4. represents the solution of the rst boundary value problem of potential theory (exterior Dirichlet problem) with respect to the sphere R (cf. e.g. Kellogg(1967) Proof:
Straightforward using (19).
2
As we are lateron interested in the solution of our problem at the surface of the earth E we de ne the restriction operator P E by P E : H B ! H E ; F 7 ! P E (F) = Fj E = F E which is the restriction of F 2 H B onto the surface E . H E = fF E j F E = P E (F); F 2 H B g C 1 ( E )
denotes the space of all restrictions. In a similar way we equip H E with the inner product ( ; In the same way as before we de ne P S by P S : H A ! H S ; G 7 ! P S (G) = Gj S = G S and H S = fG S j G S = P S (G); G 2 H A g C 1 ( S ) : Hence, H S equipped with the inner product ( ; ) H S de ned by (G 1; S ; G 2; S ) H S = (G 1 ; G 2 ) H A = (G 1 ; G 2 ) H t is a reproducing kernel Hilbert space.
Now we have nished the preparations we need to proceed with the inverse problem (8) with respect to more general geometric settings.
The Generalization of the Inverse Problem
Let us assume for a moment that we are given the following inverse problems
jxj = u for all t < u r with F u 2 H R ; G u 2 H u = H(fC u n g; u ); C u n = f( n ) ? r u 2n ? 1 2 and
i.e. the righthand side is given for any sphere u between R and r . Next we consider an arbitrary but xed u 2 (t; r). For u = r we simply have F r (y) = ( y R r ;(H r ;H R ) G r )(y) : If we de ne G u (x) = G(x)j jxj=u , G 2 H A for all t < u r we consequently have F u = F r for all u 2 (t; r] as all restrictions G u lead to the same function G r . Under these assumptions we consider the inverse problem ( E ; S F E )(x) = G S (x) ; (21) x 2 S ; G S 2 H S and F E 2 H E , where E ; S is de ned by
and F 2 H R given by (18). The operator is well de ned because of the requirements on S .
Due to the isometric isomorphism between H S and H r (via P S and Lemma 4), G S de nes a unique function G r 2 H r and the unique solution of (21) is given by
with F(y) = ( y R r ;(H r ;H R ) G r )(y) :
Finally, Figure 2 shows the di erent steps of the solution of (21)
2.
3.
Ω t Figure 2 6.3 H A -Spline Interpolation
In this section we generalize the spherical spline interpolation of Section 5 with respect to the inverse problem (21). Given a function G 2 H A at discrete points x 1 ; : : :; x N 2 S I R 3 with t < jx i j r for i = 1; : : :; N we look for an approximation of the unique solution F E (z)
given by (22) . In contrast to the ordinary spherical spline interpolation we have to require regularity for the matrix in the linear system of equations due to the interpolation constraints (cf. Freeden(1981) and Freeden(1987) This enables us to de ne a H A -spline.
De nition 3 Let X N be a H A -fundamental system. Then any function S 2 H A of the form
a i 2 I R; t < jxj r is called a H A -spline relative to X N . The class of all H A -splines is denoted by Spline(H A ; X N ).
If X N S we can also de ne a H S -spline. As P S (H A ) = H S and P S (K H A (x i ; )) = K H S (x i ; ) we de ne P S (S) = S S for any S 2 Spline(H A ; X N ) and P S (Spline(H A ; X N )) = Spline(H S ; X N ):
The algorithm we want to implement can now be described as follows: 
Minimum Norm Properties
As in the ordinary spherical spline interpolation case we have inf Thus, inequality (26) Finally, we want to mention that also in this case a combined interpolation and smoothing result similarly to the spherical approach can be obtained.
Explicit Sequences
The critical point in our approach is the choice of the function f such that f( n )
? r R 2n ? 1 2 is summable (see Theorem 1). Candidates may be found among the regularizing lters (cf. e.g. Louis(1989) as is a SPDO of order t < 1. Another admissible choice is f( n ) = s n R r 2n ^( n); 0 < jsj < 1 which leads obviously to a summable sequence f( n ) ? r R 2n ? 1 2 . Moreover, it is possible to represent all occuring reproducing kernels as elementary functions for any permitted ^( n).
Numerical Example
In this section we calculate the solution of ( E ; S F E )(x) = G S (x) for the following input (long measure: 1km):
1. The orbit is assumed to be contained in the surface of the ellipsoid S = fx 2 I R 3 j x 2 1 6574 2 + x 2 2 6574 2 + x 2 3 6555 2 = 1g with t = 6554 and r = 6574 .
2. The earth is assumed to be approximated by E = fx 2 I R 3 j x 2 1 6378 2 + x 2 2 6378 2 + x 2 3 6356 2 = 1g with R = 6355 (i.e. the mean altitude of the orbit is about 200 km).
3. As righthandside G S we take the arti cial function visualized in Figure 3 which is assumed to be given at 2011 points on S .
4. We choose the sequence f( n ) as f( n ) = s n R r 2n ^( n) with s = 0:9 and ^( n) = 1. Finally, Figure 4 shows the approximation S N F E of the solution F E on E and the absolute error jS N F E (x) ? F E (x)j, for x 2 fx 1 ; : : :; x 1740 g E , is illustrated in Figure 5 . 
