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Stability in the Critical Case of Purely Imaginary Roots 
for Neutral Functional ~i~ere~t~al Equations* 
ALAN R. HAUSRA’I’H 
1. INTRODUCTION 
I f  a, 6, c are constants and f(z, y) is a continuous function of x and y, 
neutral functional diierential equations, as defined in Section 2, will include 
the scalar di~e~~ntial~i~er~nc~ equation 
(d/&p(t) + ax(t - l)] =; 6X(L) + cx(t - 1) + f(x(t), 3C(t - 1)). W> 
I f  (p is a continuous function defined on .[-- 1 , 0], a solution of (1 .l) through 9~ 
is a continuous function x defined on some interval [-- 1, A), A > 0, which 
is equal to g, on C- 1, 0] and is such that the functio.n, 
x(t) - ax(t - I), 
is continuously differentiable on (0, A) and satisfies (1.1) on (0, A). 
It is known (see [13]) that if the solution x = 0 of the associated linear 
equation, 
(~~~~)[~~} + ax(t - l)] = b%(t) -j- cxft - I), u*21 
is asymptotically stable, andf and its first derivative vanish at the origin, then 
the trivial solution of (1.1) is asymptotically stable. Further, the zero solution 
of (1.2) is asy~ptotic~ly stable if all roots of the characteristic equation, 
X(1 + ae-n) = 6 + ce-“, 0‘3) 
have real parts < -4 < 0. Conversely, if at least one root of (1.3) has a 
positive real part, then (1.1) is unstable. 
This paper wilI be concerned with an appropriate generalization to n-space 
of (1.1) in the critical case that a finite number of roots of the characteristic 
* The preparation of this work was partially sgpported by the National Aeronautics 
and Space Adrn~s~a~~n (Grant No. NASA-205-9~~~~2~-4~ a6 part of the auf&oC’s 
doctoral thesis written under the direction of Professor jack K. Hale at Brown X&ii- 
versity in 1970.-71. 
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equation lie on the imaginary axis, and none has a positive real part. 1 a / < 1 
is an important hypothesis that ensures against the existence of a sequence 
{&} of roots of (1.3) such that Re hi -+ 0 asj -+ co: This hypothesis and (1.3) 
will be generalized to the n-dimensional case in Section 2. 
The critical cases for ordinary differential equations have been extensively 
studied, primarily by Russian mathematicians. Results are less frequent for 
the critical cases in retarded functional differential equations and, except for 
the work of Hale [l] and this paper, seem to be nonexistent for neutral 
equations. Shimanov [S] and Veber [15] h ave obtained results for retarded 
equations which seem to be included in the author’s, although the proofs are 
more in the spirit of Malkin’s [7], or Zubov’s [6], work in ordinary differential 
equations. 
This paper relies on a result of Hale [l] which can be described briefly, 
as follows. Suppose P is the finite dimensional linear subspace of C, the space 
of continuous functions on [- 1, 01, determined by all solutions of (1.2) of 
the form p(t) ent where p is a polynomial and h is a root of (1.3) with Re h = 0. 
It is known that there exists a function h, mapping P into C such that 
ho(O) = 0 and the image of P under h, is an integral manifold of (1.1). 
Furthermore, there exists an ordinary differential equation defined on h,(P) 
such that the stability properties of this differential equation determine the 
stability properties of (1.1). 
In the present paper, we show that the function ho can be approximated 
by the solution to a certain partial differential equation and that the solution 
exists. This equation has been encountered by other authors [6, 8, 151, but 
the result given here in Theorem 2 of the existence of analytic solutions seems 
to be entirely new. Finally, the approximation of ho is used to deduce sufficient 
conditions for asymptotic stability or instability of (1.1) in the critical case. 
A simple example drawn from transmission line theory is given to illustrate 
the results obtained. 
2. NOTATION AND BACKGROUND 
The vector generalization of (1.1) to be studied in this paper is: 
(44Wt) - W41 =GJ + WG (24 
where x is a continuous n-vector function defined on an interval, D and L are 
continuous linear operators, and G and F are (nonlinear) functions mapping 
C into En--all symbols are defined precisely later. The linear system 
associated with (2.1) is 
(~74 D(Y,) = L(Y,), (2.2) 
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while the appropriate generalization of (1.3) will be defined later [see {2.7)]. 
The construction of the manifold h,(p) is found in Section 6, and the main 
stability result concerning (2.1) is stated in. Section 7’. 
Let En be a real or complex linear space of column vectors with norm 
1 - j, P 2 0 a real number, and C the space of con~uous functions mapping 
f-r, O] into E” with the supremum norm / 4p / = SUP+.~~~~ 1 rp(tl)j for 
g, E C. If x is a continuous function from [o - 7, D + A], A > 0, into 
En, then for each t in [o, a + A], we define xt E C by x,(B) = x(t + 6), 
--Y < 0 < 0. Suppose T(e) is an n x TZ matrix function of bounded variation 
in 8, --Y < @ < 0, {A&j is a sequence of n x n constant matrices with 
CzzX A, absolutely convergent, (w*) is a cormtable sequence of real numbers 
with 0 < mh < r for all iz, A(B) is a Lebesgue integrable matrix function 
defined on T--r, 01, v E C, and ~(8) is an n x n matrix function of bounded 
variation such that 
Then define 
(4 -%JJ = j” w/PI1 9JvJh --r 
(b) Ad = s” l3ml cpm 12.3 
(4 wd = 9ii - g(g?), 
for all 9) in C. The functions D and L are continuous linear operators, Also 
suppose G and F are functions mapping C into P, G has a continuous first 
derivative G’(v), and G(y) depends only on values of ~(~) for 8 < 0; that is, 
for any a E En and any sequence (&j _C C, rp,(O) = a for all n, that converges 
to v uniformly on compact subsets of [-Y, 0), the limit of G(cp,) exists as 
n -+ co and lim,,a G(qA) = G(y). Finally suppose that G(v), G’(q) are 
uniformly continuous on closed, bounded subsets of C and there exist 
continuous scalar functions r(s), Q(S), s >, 0, ~(0) = q{O) = 0, such that 
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In this paper, then, we are concerned with the autonomous neutral 
functional differential equation 
By a solution of (2.1) through a point q E C, we mean a continuous function 
x mapping [--I, A), A > 0, into En such that x,, = y  and D(x,) - G(x,) is 
continuously differentiable and satisfies (2.1) for t E (0, A). It is known (see for 
example [ll, 121) that there exists a unique solution x(y) through v  and 
x(v)(t) is continuous in (t, v). 
We define the linear system associated with (2.3) by 
Wt) WYt) = L(Yt). (2.2) 
It is shown in [2] that if the transformation T(t): C -+ C is defined by 
WV = Y&d,>, (2.5) 
then (T(t), t 3 0} is a strongly continuous semigroup of linear operators 
with the infinitesimal generator A: S&4) + C, Av(B) = e(e), --Y < 0 < 0, 
W) = iv E c: + 65 c, @(O) = g($J) + Jqq)). (2.6) 
The spectrum o(A) of A consists of those X which satisfy the characteristic 
equation 
det d(h) = 0, (2.7) 
Let {To(t), t > 0} be the strongly continuous semigroup of linear trans- 
formations associated with the solution of 
and define 
ao = inf(real a : there is a constant K(a) with 
I ~D(+fJ I < W) eat I P I, t 3 0, v  E c, WP) = 01. 
(2.9) 
Assume that a, < 0 so that there exists no sequence h, of roots of (2.7) 
with Re An -+ 0 as n -+ CO and all roots of (2.7) have nonpositive real parts. 
I f  fl = (X: det d(X) = 0, Re h = 0}, then /l is a finite set (see [9]) and it is 
shown in [2] that C can be decomposed by /I as C = P @ Q, where P and Q 
are subspaces of C invariant under the operators T(t) and A, P is finite 
dimensional and has as a basis the initial values of all solutions of (2.2) which 
are of the form p(t) eAt, where p(t) is a polynomial in t and h E rl. Let X(t) be 
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the n x n matrix function defined for all t E [Q, co), of bounded variation in t 
and continuous in P from the right such that 
(2.12) 
Since X(t) is a solution of (2.2), it is reasonable to let 
x, = T(t) x0 ‘ (2.13) 
Using the same arguments as in 12, 133, it can be shown that the solution of 
(2.1) with initial value pl satisfies 
where the superscript P and Q designate projection onto the subspaces P and 
Q. Everything in (2.14) is well defined except the meaning of Xsp and X,o 
since X0 is not continuous. We will define these terms precisely as soon as we 
have given an explicit way for determining the projections of C onto P and Q+ 
We consider the equation adjoint to (2.2) 
(2.16) 
defined for all a: E C* = the space of continuous functions mapping 10, ~1 
into IF, (x E: En” ifl xT E En), & E C*, cp E C. 
Let @ = (vr ,..., 91~) be the n x Y matrix whose columns consist of the 
initial values of those linearly independent solutions of (2.2) of the form 
p(f) tit, where p is a polynomial and h E A, and Y = col(#, , . . . . 9,) be the 
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Y x 7t matrix whose rows consist of the initial values of those linearly inde- 
pendent solutions of (2.15) of the form p(t) emAt, p a polynomial and h E A. 
It is shown in [2] that the Y x Y matrix (Y, @) = ((& , &, i, j = 1,2 ,..., V) is 
nonsingular and, hence, can be assumed to be the identity. With @ and ?P 
defined as above, we use (2.16) and define 9p, TQ by 
qJ = VP + qJ4 
qJp = @(K P)). 
(2.17) 
It can be shown that (Y, X0) is well defined and (?P, X0) = Y(0). Thus we 
define the quantities in (2.15) by 
x,p = W(O), X,Q = x, - xop. (2.18) 
It is shown in [9] that the assumption aD < 0 implies there are K 3 1, 
01> 0 such that 
I v I3 t>O,qEQZ, 
(2.19) 
1 d,T(t - s) XoQ 1 < Kc-at, t 3 0. 
3. INTEGRAL MANIFOLDS IN CRITICAL CASES 
For the rest of this paper, we will assume that the situation is given by the 
previous section, and in this section we will show the existence of a v- 
dimensional integral manifold of (2.1) in C such that the stability properties 
of the zero solution relative to the manifold determine the stability properties 
of the trivial solution of (2.1). 
The form of Eq. (2.14) suggests the change of variables st = x, - X,G(x,). 
However, zt is not in C, and we must define an appropriate larger space and 
extend the definitions of T(t) and A. Let PC be the space of functions 
9, : [-Y, 0] --+ En which are continuous on [-r, 0), lim,,,- ~(8) exists, and let 
1~ j = 1 q(O)1 + sup-,.<,,,, 1 v(S)l. PC, together with this norm, is then a 
Banach space. Let PC, be the closed set in PC defined by 
PC, = (p’ E PC: ~(0) = y(O-) - X,,G(&. 
Since G(v) does not depend on v(O), the maps 
h: C-+PCG, 44 = 9 - -GGWh 
H:PCG-+C, H(P) = v + XoG(d 
are homeomorphisms and h 0 H = H 0 h is the identity. 
(3.1) 
STABILITY IN THE CRITICAL CASE 335 
In order to define the semigroup T(t) on PC, , we notice that for each 
y E PCG , there is a unique function # E C such that r,u = 4 - X,G(#). But 
T(t) is defined on X0 as in the last section and on C and, thus, is defined on 
PC, . However, q~ E PC, does not imply that T(t) cp E PC, . In the following 
we let / T(t)cp 1 designate sup{/ T(t) 9;1(6)1, -r < 6’ S O> for q~ E PC, . 
We extend the domain of definition of the infinitesimal generator R of the 
semigroup T(t) to PC by defining 9(A) = (9 E PC: r$ E PC> and 
VW) --r<d<O 
Ado) = L($) +qp), 0 = 0. (3.2) 
Note that if F is continuously differentiable on C--r, 0] and A is continuous, 
then AT coincides with the action on y of the infinitesimal generator of the 
semigroup on C generated by (2.2). 
Now we can make the change of variables st = A(%,) in (2.14) and obtain an 
equation for zt in PC, . This change of variables is a well defined trans- 
formation from C to PC, and preserves stability properties in the sense that 
zt = 0 is asymptotically stable (unstable) in PC, if and only if X+ = 0 is 
asymptotically stable (unstable) in C. Stability properties are preserved since 
G(x,) depends only upon the values of ~~(6) for -r < B < 0 and thus 
G(x,) = G(q). Hence, if 
(2.14) becomes 
zt = h(x,) = xt - X,G(x,), 
it = fJ@,) = it + XoG(4, (3.3) 
(4 ztP = T(t) zap + 1: ([-dsT(t - s) XJ G(z,) 
+ T(t - s) xp 0 fqz,) A}, 
(b) x,Q = T(t) z,Q + 1” {[--d,T(t - s) X,Q] G(x,) 
+ T(t - s) &QF 0 H(x,) ds}. 
(3.4) 
If @ and Y are the matrices defined in Section 1 with (Y, @) = 1, then there 
is a v x v matrix E such that T(t)@ = dieEd, t E (--CO, co), and the spectrum 
of E is A. The expression (Y, v) is well defined for each q E PC, and, therefore, 
it is meaningful to set 
Let PCQ(PC,Q) denote the space of all ~JQ such that q~ E PC& E PC,). In any 
fixed neighborhood of 9 = 0, we may assume that the semigroup T(t) 
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satisfies (2.19), and in the remainder of this paper, it assumed that all con- 
sidered neighborhoods of zero are contained in this fixed neighborhood. If 
.ztJ’ = @u(t), it follows from (3.4)(a) that 
@u(t) = @f&(O) + oi 1: {[-dse -W(O)] G(z,) + @-"'T(O)Fo H(x,)ds}. 
In this case, (3.4) is equivalent to the system 
xt = @u(t) + wt , wtcPCGQ, 
(@t)P) = -f-W) + F&(t), wt), (3.6) 
wt = T(t) wo + ,: t- W’Yt - 4 xoQl Go(+), 4 
where 
F,(u,v) = Y'(O)&h + Y) + Ey(O) G(@u + Y), 
Go@, P> = GPu + ~1, 
F&u, y) = pC'(rpu + v), 
P=F~IY, UEEV, FEPC,Q. 
(3.7) 
Foranyp>O,let~,,=((zr,~)~PXPCQ:O~~~~<~,O<~~~~p 
and let Fle, Foe, Go” be functions defined on Q,, which coincide with Fl 
F,, Go, respectively, on {(u, p’) E P x PCQ: 0 < 1 u / < p, 0 < 193 / < p> am 
p < 1 u 1 < CO. It is shown in [14] that there is a nondecreasing continuou 
function k(p), p > 0, k(0) = 0, such that 
F/(0, 0) = 0, IFAu, VI G %h 
IF& v> - F,Y~, $>I G %)(I g - v I + I v - # I), j=O,l, 
Goe(O, 0) = 0, I Go% dl < &h 
(3.9 
I Go”@, P) - Go’@, #>I < %J)(I * - v I + I v - ~4 I>, 
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The first step in discussing the local properties of (3.6) near zt = 0, it to 
quote a result from [l] about the system 
THBOREM 1. There is a p. > 0 and a Lipschit% continuous function 
h~:~4PC~s~chth tf a ~a~yO<f,(po,(~,h0(~))~52,,0,<I~/<~ 
and the set MP = ((u, ‘p) E Q0 : q~ = h,(a), 0 < / u / < CXI> is an integral 
manifold of (3.10). Furthermore, if the solution u = 0 of 
is una~ownly asymptotically stable (unstable), then the solution u = 0, wt = 0 
of (3.10) [and, therefore, the s&tion x = 0 of (2.111 is ~n~~rrn~ u~ym~totic~y 
stable (~~tab~). 
4. MULTI INDICES 
In Section 6, we will be using the operator &+.+o”v/&~ *** &@ a great 
deal, SO we introduce a more compact notation for it. If u EEY and 01 = 
c% T”‘f Oly),OIjanonnegativeinteger,j=f,...,y,wedefi~eeIaj=or,+.*.+~, 
Us = up .. - ~a,“v, and 
Further, let e, denote the particular index es = (& ,..., S;,,) where 6, is the 
Kronecker delta and the symbol e will denote the column vector consisting 
only of ones and of such a length to be compatible with the expression iri 
which it is written. Finally, xrl=m. will be shorthand for CMM&l=k and 
a! zzz a,! *-a a: I Ye- 
5. HYPOTHESES 
Suppose that D, L, G, F are as above and that aD < 0. Also assume that 
x = 0 is the only equilibrium point of (2.1) in some open ball about the 
origin. We make the following hypotheses. 
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(Hl) I f  9(y) is an analytic function of the v  vector y  in some neighbor- 
hood of y  = 0, then F(v(y)) and G(v(y)) are analytic functions of y  in the 
same neighborhood of y  = 0. 
(H2) The power series expansions of F(&u) and G(@u) begin with terms 
of order m > 2. 
If  a(y) is an analytic function of y  in some closed ball 1 y  1 < 8, 
let the symbol 11 .I/ be defined by 
Then, if 
II v II = f l9J” I W’. 
IL%l=Tn 
and 
G(@u + d = f  g=(d u”, 
loll=?% 
we make the assumption that 
Ii?%4 - Pw)l G Ndll 01 I %I II 9 - # IL 
where /Iv jl, /I #I/ < u, C;“,,=, l/a, < M < co, K(0) = 0, and K(a) is con- 
tinuous. 
(H4) The roots of the characteristic equation (2.7) either lie on the 
imaginary axis or have negative real parts. The roots with zero real parts have 
simple elementary divisors, and if fl denotes the set of roots with zero real 
parts, Ll = {ih, )..., A,). Some of the hi may be zero and if Xj # 0, iXj and 
-ihj are both in /l. 
A basis CD for P can be chosen to consist of periodic functions, and the 
matrix E can be written 
ih, 0 
0 iA, O 
E= 
l-1 
. 
O -iA Y 
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6. CONSTRUCTION OF AN APPROXIMATION TO THE FUNCTION iz,&) 
In this section, we will show that the partial differential equation, 
has a solution to any preassigned order, and approximates the function ?z,,(q$) 
to at least the 2m - 1 order in u. Before beginning this task, we digress to 
give a heuristic justification for (6.1). 
As we have seen in Section 3, the stability properties of (2.1) are, loosely 
speaking, equivalent to the stability properties of (3.11). 
However, in general, the study of (3.11) is quite hard since Fze(u, h,,(u)) is 
known only if h,-,(z) is known, and the determination of h,(z~) involves a 
complicated iterative process. But we do have some qualitative knowledge of 
h,(u). Recall that (2.1) is equivalent to the system (3.6). We will show that if 
then h,(u) = O(\ u I”). 
Thus, if we can find a change of variables such that the new F,,(M, 0) and 
G,(w, 0) are higher order in u than F,(u, 0), then h,(u) will be higher order 
than F,(u, 0). In this case 
where the symbol s means “is equal to a certain order.” Under such circum- 
stances, we can at least attempt to study (3.11). 
In order to discover such a change of variables, consider again.Eqs. (3.6). 
Suppose for heuristic purposes that the second equation of (3.6) can be 
differentiated to obtain a pair of differential equations. Then (3.6) would 
become 
1 = Eu + F,(u, tot), 
ti, = Aw, + G& w,), 
(6.2) 
where 
We will study the ordinary differential equation analog of (6.2) and assume 
that all functions are analytic in a neighborhood of (u, x) = (0, 0): 
ti = Eu +F,(u, x), 
t = Ax + G%(u, z). 
(6.3) 
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Suppose that all the characteristic values of E lie on the imaginary axis and that 
all the eigenvalues of A (A is a square matrix now) have negative real parts. 
Make a change of variables, 
in (6.3). The first of (6.3) becomes 
ti = Eu + F,(u, w), 
where 
FAu, w) = F&J, w + du)>- 
The second of (6.3) becomes 
ti = Aw + G&, w) + Ay - (+/h)Eu - (+/&) F2(u, w), 
where 
G&J, 4 = G&, w + ~(4). 
I f  it is possible to determine an analytic function q(u) such that 
(+/Wu - 4~ = G&J, v), 
then (6.3) is equivalent to 
ti = Eu + F&J, w), 
ti = Aw + G&J, =J) - (&+)F,(u, w) - G&, P(U)). 
The purpose of all this was to increase the order in u of 
G&G 0) - Il$W/W F&> 0) - W, d4>, 
so that it is greater than that of F,(u, 0). 
Have we succeeded ? Notice that 
(6.4) 
(6.5) 
and, hence, our task is to compare F2(u, 0) with [aq(u)/&] F2(u, 0). I f  we 
assume that Fl(u, 0) and Gr(u, 0) are 0( j u 1”) as 1 u I-+ 0, then v(u) = 0( [ u I”), 
i+/& = O(l u jm-l) as I z1 1 ---f 0. Hence, 
[+~(~)/~~lF,(u, 0) = @(I u P’9, F&u, 0) = o’(I u I”), 
and if m > 2, we have accomplished our goal. 
The solution of (6.1) involves the use of a right inverse for the operator 
&I - A where w is a real number so in order to solve (6. l), we first prove the 
following lemma. 
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LEMMA 1. Suppose M is any given real number and 
.R1\,1= w : w = & + *** + CC& ; 01~ ,. ,., 01, nonnegative integers 
such that i aj < M 
j=l 
Then there exists a constant k, such that,for any w E GM , the operator iwf - A 
has a bounded right inverse 
(ho - A)-l: PCQ + C n Q n 9(A), 
and the bound is less than or equal to k, . If there exists a (T such that Xj = rp , 
rj rational, j = l,..., v, then the same conclusion holds for Q2, . 
Proof. I f  $I E PCQ, then there exists a ‘p E PCQ such that 
if and only if 
(A - iwf)rp = #, 
de) - G@) = W, --r<e<o, 
‘p E Q n C, and Q(O) = g(&/&) + L(rp) - iw~(O). Therefore, take 
s 
e 
~(0) = eiwea + e~~(“-%j(s) ds, -r<:s<O, 
0 
where a is a constant to be determined. Since z,4 E PC, v  E C. 
Our next step is to determine the vector a in such a way that v  E 9(A), 
that is such that 
or 
W9 = NdW + -QJ) - iwdo) 
= g(# + iw9) + L (eiw.a + 1: eiW(*-S)Js(s) 2s) - iwa 
= g(+) + iwg(eiW’I)a + iwg (jb eiw(*-s)$(s) ds) 
+ L(eiw’f)a + L (jb eiw(‘-“)$(s) ds) - iwa, 
Ll(iw)a = -(eio’I, i/f). 
I f  0 # A3 for all j = 1, 2,..., V, then the matrix A(&) has a nonzero deter- 
minant. Thus the vector a is uniquely determined and a is a continuous 
linear functional on Z/J. 
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To see that QJ EQ in this case, let q~ = @b + q~* with v* EQ. Then 
AT* E PCQ, AQ, = @E, and thus, 
0 = (‘iv, #) = (Y, @)(E - iwl)b = (E - iwl)b. 
This implies b = 0 and that q EQ. 
If w = Xj for some j, then # E PCQ is equivalent to (?P, $) = 0 and the 
expression (eim.1, $) is orthogonal to all vectors b such that bA(iw) = 0. 
Consequently, one can solve the equation using a bounded right inverse for 
A(+). In this case also, one can choose a as a continuous linear functional 
in zj in such a way that v E PCQ. Since Sz, is a finite set, one obtains the uni- 
form bound desired. 
If Aj = rju, rj rational for j = 1,2,..., v, then the same arguments as in the 
proof of Hale and Meyer [2, IV, Lemma 21 imply that 1 det O(k)1 >CX > 0 
for w E Q,\{A, ,..., A,}. But these exceptional values are taken care of as in the 
previous argument. This completes the proof of the lemma. 
LEMMA 2. Suppose y E 9(A) f~ C and q = y(u) is analytic for / u 1 < 6. 
Then 
D” [$ Eu - A~J] = (i i ol,hk - A) DE9 at u = 0. (6.6) 
k=l 
Proof. Notice that since the Aj have simple elementary divisors, 
2 Eu = i i heuk $ 
k=l k 
and use induction on 1 01 II 
LEMMA 3. Suppose &’ 3 1 and 
is an n vector function of u. Then the equation 
(++h) Eu - A9 = XoQNe(u), v(O) = 0, (6.7) 
has a unique solution & of the form 
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where fief C n Q n %(A). In addition, if I(iwI - A)-l 1 G kM for w E 9,) 
then there exists a constant KM such that 
Proof q Consider 
(&$3u) Eu - AT = X,,QiV&). w3) 
Apply the operator Da to both sides of (6.8) and evaluate at u = 0 to obtain 
D*[(~~/ih) Eu - Ag?I(O) = X,Q[D%V&)](O). 
By Lemma 2 
D%p(O) = X0%! noI. 
Using Lemma 1, this equation has a solution in C n Q n B(A), since XOQn%! 
is certainly in PCQ. Set 
-’ X,,Qol! na. 
Now we claim that /It = Cloll=fpOiua is the desired solution of (6.43, and 
the rest of the proof follows easily. 
For the statement of the next lemma and of Theorem 2, let dgs be the class 
of functions v E PC such that v = q(u) is analytic in u for 1 z1 1 < 6, ~(0) = 0, 
11 q I] < 0, and CJI begins with terms of order m. 
LEMMIA 4. There exist positive 8, and u3 such that the relation, 
# = p7 + -GQG(@u + pl), (6.9) 
defines a one-to-one transformation from Ja2& into &z. Furthermdre, ij 
I,!J E B(A) n Q, then q~ E B(A) n Q. Fzkally, ifv$ satisfies (6.9) for a given t,b, thm 
(4 II W, - v$,, II G WI II A - A II and 
w Ii 93 11 G (312) II 16 II + (312) II 4~ II II w411. 
(6.10; 
Proof. Let \j X,Q Ij be the obvious norm induced by 11 * II. That is 
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Recall hypothesis (H3) and ,let ur be so small that Ij X,,Q 11 ME(a) < l/3 for 
u < a1 . Let 6, < 1 be sufficiently small that I/ X,Q 1) 11 G(aju)lj < o,/3. Finally 
let aa = or/3 and 6, = 6, and consider the map 
TV = # - X,,QG(@u + 9) 
where # E &2 and p E JJ~ = &&. It is easy to show that for fixed # E &$, 
T is a contraction map from &z to itself. Since ~22 is a closed subset of a 
Banach space, T has a unique fixed point and thus there exists a unique 
v# such that 
The estimates (6.10) follow directly from the definition of T. 
We have finally developed enough machinery to show that in a special case, 
at least, (6.1) has a solution. 
THEOREM 2. Let the situation be as in Section 5. If  there is a constant k, 
such that (iwl- A)-l: PCQ + C n Q satisfies I(iwI - A)-l / < k, for all 
w E Sz, , then (6.1) has a solution 9 = /3(u) E 9(A) analytic in u in some 
neighborhood of u = 0. The power series expansion of j?(u) begins with terms of 
order m or higher in u. 
Proof. First we make the change of variables (6.9) in (6.1) to obtain 
(a/W, + X,,QG(@u + v)P - 4~ + G@ + dl = XoQ[p + (Wa+l 
where P and G are evaluated @u + rp. Thus 
(a~/au)Eu - A+ = X,,Q[&h + y$) + (aG(@u + ~Jau)Eu] (6.11) 
is equivalent to (6.1) and has essentially the same form as (6.8). If we can find 
a solution to (6.1 l), we can use Lemma 4 and assert the existence of a solution 
for (6.1). 
Let 
(&+)Eu - A# = 3’$, 
and define N(u, #) by 
Then (6.11) can be rewritten 
L&J = X~QN(U, #). (6.12) 
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It follows from Lemma 3 that for all f E dOa , the problem, 
=% = XoQw4f), 
has a solution $J E C n Q n %,A), 9 analytic with lowest order terms of at 
least order m. That is, it makes sense to write 
* = LPlX,QN(u,f). 
Further, we know from Lemma 3 that if /(icJ - A)-” j < k, for all w G 52, , 
then j/ 2-l j/ < k, . 
Thus, if we define 
T+ = 9’-‘X,QN(u, #), $ E &$, (6.13) 
we would like to find a fixed point of T. In order to do this, we will choose 
(T and 6 sufficiently small that 
and T is a contraction. Since &,,” is a closed subset of a Banach space, Twill 
have a unique fixed point 4 which will be the solution of (6,ll). In Lemma 4, 
we showed the existence of a solution v6 of (6.9), which is the desired solution 
of (6.1). The estimates showing that T is a contraction are straightforward 
but tedious and will be omitted. 
In the case when (&I - A)-l is uniformly bounded, we have shown the 
existence of an exact solution of (6.1). What can we say in the case when 
(iwl - A)-1 is not uniformly bounded ? 
THEOREM 3. Let the situation be as in Section 5. For any $xed positive 
integer N, there is a function rp = p(u) E 9(A) n Q analytic for / zc j < 8, such 
that the function 
(~/3/~u)Eu - A/3 - AX,,QG(@u + ,8) - X,,Q&Du + /3) = O(\ u 1 N”“) 
(6.14) 
as 1 u j + 0. 
Proof. After the use of the change of variables (6.9) on (6.1) to obtain 
(6.11), the proof is a straightforward exercise in the method of power series. 
THEOREM 4. Suppose the situation is as in Sect&m 2, Section 5, dnd 
Theorem 2. Let /3(u) denote the soZution of (6.1) whose existence is guaranteed for 
3 u / < 6, by Theorem 2. Let 
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Then, if Xt = Mt)) + vt > vt EQ, the initial value problem for (3.1) in a 
neighborhood of go = 0 is equivalent to the pair of equations 
40 = -wt) +F&(t), 4, 
vt = T(t) v. + 1’ T(t - s) Fo(u(s), us) ds 
0 
(6.15) 
+ 1: -[G’V - 4 XoQl Go(4s>,vJ, 
where 
Proof. The proof is long and computational and is similar to the proof of 
Theorem 4.1 of [l], so we omit the details. The main idea is to make the 
change of variables, 
wt = vt + B(u), 
in Eqs. (3.7). The first of (6.15) is immediate and the second is obtained after 
manipulation of the integrals, keeping in mind the definition of P(U) and 
(6.16). 
Next we show that (6.16) satisfy the same sort of estimates as G(@u + v), 
E(@u + v) and that there exists a function h, = O(l u 1”“) such that, in a 
small neighborhood of the origin, (6.15) is asymptotically stable (unstable) if 
ti = Eu + Fle(u, h,(u)) (6.17) 
is asymptotically stable (unstable). 
There is one possible pathological case we would like to rule out. There is 
no immediately apparent reason why the power series expansion of F,(u, 0) 
should not begin with terms of higher order than the power series expansions 
of F(@u), G(h). Corollary 1 shows this cannot happen. 
COROLLARY 1. Let F,(u) = ET(O) G(O) + Y(O)P(o). I f  the power series 
expansion of F2(@u) has at least one term of order m nonzero, then F,(u, 0) = 
F2(@u + /3) has at least one term of order m nonxero. 
Proof. The proof follows from a contradiction argument. 
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COROLLARV 2. IjFl ,.&, , and G, aregiven in (612) am@‘&, 0) = @(I ZI I”) 
as 1 u 1 --j. 0, then F&u, 0), G,(u, 0) = @(I u 12m-1) as 1 u j -+ 0. 
Pruo$ The proof follows immediately from the definitions (6.12) I 
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Also, if F,(u, 0) = O(l u I”), F,(u, 0) = @(I u lzm-l), and G,(u, 0) = 
co( 1 24 12-y then hl(u) = fq 1 u p-1) as 1 u 1 -+ 0. 
Proof. Corollary 3 gives the necessary estimates on Fre, Foe, Gee in order 
to guarantee the existence of an h, using Theorem 1. Use induction and the 
fact that Iz, is constructed as the limit of successive approximations (see [l]) 
ho = 0, 
hj+l(u,) = - f ,  [d,T(-s) X08] G,“(zd(s), hj(d(s))) 
+ s” T(-s)FOe(uj(s), h+&(s))) ds, 
-Lx 
tij = Euj + F,@j(t), hj(uj(t))), 
d(O) = 24, , 
to prove that AI(u) = O(l u 1*+-l) as 1 u I--+ 0. 
Now we study the case that p is a solution of (6.14). 
(6.18) 
THEOREM 5. Suppose that the situation is as in Section 2, Section 5, and 
Theorem 3. Let j?(u) be the solution of 
(i+@u)Eu - Ag, - AXoQG(@u + rp) + XoQi+Du + v) = S(l u j2@), 
whose existence is guaranteed for I u 1 < 6, by Theorem 3. Let 
Then, ;f  zt = y[u(t)l + vt , vt EQ, the initial value problem for (3.1) in a 
neigborhhood of y  = 0 is equivalent to the pair of equations 
ti = Eu +F,(u, vt), 
(6.19) 
vt = T(t) v. + It T(t - s)F,,(u, vs) ds + 1; {-[d,T(t - s) XoQGo(u, v,)), 
0 
where 
F&, d = EW) G[rW + ~1 + y1(0) R44 + VI> 
Go& 9’) = G[Y@> + PI - GLYWI, (6.20) 
Fob4 p’> = XOWTYW + VI - 4Y@m - (wwFl(u> v,> + @(I u 12m-1)Y 
xt = it + X,+4, Xt =@u+P(u>+vt,P,vt~Q. 
Proof. The proof of Theorem 5 proceeds almost exactly as the proof of 
Theorem 4. 
COROLLARY 5. Corollaries l-4 are true for Fl , F, , Go dejked by (6.20). 
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Proof. The proofs for Corollaries 1, 2, and 4 hold in present case. The 
only possible trouble in Corollary 3 arises from consideration of the U( 1 u Iz+-i) 
term. To show the required estimates, we need more detailed information 
about this term. In fact, it is 
&Q[fl(~ + P) - ~2m-z(@u + RI 
+ AXoQIG(@u + P) - Gm-,(@u + PI1 = W. 
Since R(u) does not depend on y, it is only necessary to make the estimates 
for U. Clearly R(0) = 0 and since R(U) = O(\ u j2m-1), there exists a function 
K with K(O) = 0, k(s) continuous, such that 
when 1 u j, / ZI / < p. Thus, Corollary 3 is true in the present situation, and 
Corollary 5 is proved. 
To recapitulate, we have studied (6.1) and found either an exact solution 
or an approximate one. In both cases we have shown that the solution /3(g) 
differs from the function h,(u) only in terms of 2m - 1 order or higher, 
In the next section, we will use this approximation of h,(zl) to deduce the 
stability properties of (2.1). 
7. THE STABILITYPROPERTIES OF 
We assume that the situation is the same as in the preceeding sections and 
that 1 u / is restricted to be sufficiently small that a solution j?(u) exists for at 
least one of (6.1) or (6.14) with N = 2m - 2, and F,“(zJ, y) =F,(u, 9). 
Assume further that n = {-&i ,..., -J$Q , O,..., O> and there is no relation 
of the form xix1 mjpj = 0 with the m, positive or negative integers and 
& 1 mj / < 2m + 1. As always, the characteristic roots have simple 
elementary divisors, and the coordinate system in Ev is chosen so that 
0 
0 
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Recall that it was proved in Theorem 1 that (7.1) asymptotically stable 
(unstable) implies (2.1) asymptotically stable (unstable). Finally, we note that 
because the original system was real, 4 = u?+~, j = 1,2,..., 5. 
I f  F,(u, 0) = C~,,J%~, then (7.1) can be rewritten 
c = Eu + F&j + F&4 (7.2) 
where F,(U) = CyyZif a~” and Fh(u) = Fr(u, Al(u)) -F,(u). Since h,(u) = 
4 @ P1), F&4 0) = @(I u h and m >, 2, F&(U) = O( 1 u 1”“); that is, the 
first m terms of the power series of Fr(zc, 0) andF,(u, h,(u)) are the same. 
The first step in the analysis is to notice that we must decompose (7.2) into 
two separate equations: 
(a) zir = Eh +Fzl(u) +Fhl(u), 
(7.3) 
(b) Co = F,O(u) +Fh”(u), 
where u1 consists of the first 25 components of U, the ones corresponding to 
pure imaginary roots and u” consists of the rest. That is 
and 
--PC 
For simplicity of argument, we will assume that (7.3)(b) vanishes; that is, 
1 hj 1 > 0. However, the stability for the entire system (7.3) can be determined 
in the same manner, as follows: 
(1) First perform the reductions of this section on (7.3)(a). 
(2) At the point where (7.3)(a) has been reduced to the equation 
1’ = Q(Y, u”), Q a homogeneous form in r, reintroduce equation (b) to obtain 
(7.4) 
STABILITY IN THE CRITICAL CASE 351 
(3) It is easy to shaw that if (7.4) is asymptotically stable, then (7.3) 
is asymptotically stable, and if there is a homogeneous polynomial A(r, u*) 
which is positive on some set and 
is negative definite, then the zero solution of (7*3) is unstable. 
However, for the present, we study (7.3) with the assumptions that 
E = El, u = u’, F, = Fzl, and Fh =Fhl. 
If we make a change of variables to polar coordinates, using the fact that 
iij = U&r: , j = 1,2 )...) 5, 
u. = r.eguisi 3 3 3 uj+c = rjeviujef, j = 1, 2,.,., 5, 
we obtain 
fj = Re{e-“‘jej[Fzi(u) + F&U)], 
4, = 1 + Im{e-i”~OJIPti(zl) + F&u)]}, 
j = l,..., 5, or, equivalently 
e denotes the column vector of length 4 consisting entirely of l’s, and we 
assume that 0 is holomorphic in r. We note that if (7.5) is asymptoticaliy 
stable (unstable), then (7.1) is asymptotically stable (unstable). 
Define an average value for R(r, 0) that will be important in the study of 
R,(r) = $+li -$ J”’ R(r, 6 + te) dt. 
0 
By direct computation 
Now the question arises, is there a function v(p, B), small in some sense, 
such that the change of variables r = p f ~(p, e) transforms the first of (7.5) 
into 6 = J?,,(p) + U( 1 p 1”“) ? The answer to this question is given by Lemma 5. 
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LEMMA 5. There exists a function v(r, e), a polynomial in r, sllch that 
-(h/aO)e - (&1/&9)@(r + v, 0) + R(r + V, 0) = &(Y) + @(I Y I”“). (7.8) 
Proof. The proof is standard in the study of ordinary differential equations 
and will be omitted (see [6]). 
Let V(Y, 0) be the solution of (7.8) w h ose existence is guaranteed by Lemma 
5, and consider the change of variables in (7.5) given by r = p + v(p, e), to 
obtain 
p + (wwip = R(P + a, 0) + &(P + V, 0) - (WW - (wwp + V, 4 
= Rh) + 00 P 12m>. 
Restrict 1 p / to be small enough that [I + (%/8p)] has an inverse; that is, 
so small that the change of variables from r to p is one-to-one. Then (7.5) 
becomes 
P = R,(P) + a~, a 
19 = e + O(p + V, e), 
(7.9) 
where R,(p) is given by (7.7) and Rs(f, 8) = O(( p 12112) as 1 p [ -+O. Since the 
change of variables was well defined, (7.9) asymptotically stable (unstable) 
implies (7.5) asymptotically stable. 
Assume R,(r) is nonzero and let Q(Y) denote the aggregate of its lowest order 
terms. 
LEMMA 6. If  
t = Q(r) (7.10) 
is asymptotically stable, then (7.9) is asymptotically stable. If  there is a homo- 
geneous polynomial A(r) which is positive on some set and 
B(r) = -(aA/ar)Q(r) 
is negative definite, then the zero solution of (7.9) is unstable. 
Proof. The proof is similar to the proof of Theorem 42 in [l] and is 
omitted. 
To sum up, Section 7 has proved the following theorem. 
THEOREM 6. In the previous notation, if 
1’ = Q(r) (7.10) 
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is asymptotically stable, then 
is asymptotically stable. If  there is a homogeneous polynomial A(r) which is 
positive on some set and 
B(r) = -(aA/&)&) 
is negative de$nite, then (2.1) is unstable. 
We now have a method for studying the stability properties of (2.1) in the 
critical case that the eigenvalues of the characteristic equation lie on the 
imaginary axis. 
Step 1: Solve (6.1) or (6.14) to obtain p(u). 
Step 2: Compute the first m terms of 
F&, 0) = IF(O) G(@zA + P) + yr(O)p(@u + P) 
to obtain $~~~f?~. 
Step 3: Let 
and let Q(Y) be the sum of its lowest order terms. 
Step 4: Study the stability properties of (7.9, a well known problem. 
8. STABILITYPROPERTIES OF THE EQUATION 
(d/dt){x(t) - O”ox(t - l)] = +x(t) - a,,yx(t - 1) +f(~(t), x(t - 1)) (8.1 
Equations similar to (8.1) were encountered by Brayton in the study o 
transmission lines [5], and we shall use it to illustrate the theory developer 
in the previous sections. We will assume that f(~, v) = R(u” + v3) + highe 
order terms and satisfies (H3). 
It is apparent from direct examination of (8.1) that 
354 HAUSRATH 
and the characteristic equation is 
X(1 - %e-“) + /3 + oloye-” = 0. (8.2) 
Brayton has proved in [S, Lemma 11, that for y > p > 0 there exists an infinite 
set of real pairs (01~ , w,,) with wa > 0, 01~~ < 1, such that -J+J~ are simple 
roots of (8.2) an d w,, and c+, are related by the formulas 
sin w = Wo y +’ 1 wo2 - YP 
0 
f&J wo2 + Y2 ’ 
cos coo = - 
ol, q12 + Y2 - 
Let us assume that (ol, , wo) is such a pair, and compute the decomposition 
C = P @ Q according to A = (iwo , --iwo}. The bilinear form for (8.1) is 
074 94 = VW) Y(O) - ol,3L(O) d--l) 
- a0 1" $(0 + 1)&q f&l - %# 1" w + l>v(qde. (8.3) 
-1 -1 
The linear system associated with (8.1) is 
(Wf)[#) - w(t - Ul = -iw) - w$ - 11, w 
and if,pl = &oe, q2 = e-id’, Q, = (qr , v2) is a basis for its generalized eigen- 
space. Since we are assuming that the eigenvalues are simple, 
A@=@E where 0 E=e ] 
--iUJ, 
The equation adjoint to (8.4) is 
(W~)[Y(~) - aoY(t + I>1 = PYW + wY(t + 11, (8.5) 
and our first task will be to construct a basis Y of the generalized eigenspace 
of (4.11) associated with A, such that (!P, @) = I. Consider first the basis 
where h*(d) = eiwoe, 4,*(e) = emiWOe. 
Using (8.3), we can calculate (&*, vi) i, i = I,2 and obtain that 
(A"> v-3) = (#2*>9)2) and Q/k*, vJ2> = M2*, d. 
If we let 
Y = (Y*, q-Y*, then (Y, @) = I. 
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In order to make the decomposition according to /I, we need Y(0) = 
(Y*, @)“&. Another tedious calculation yields 
Y(0) = p-J*, q-1 Y*(o) = f  (f), 
where 
c = 1 + e-a’wo 
i 1 
_ 2% 2 +Z] +ey--p~]/” 
- (1 - aoesiwo( 1 - iw, + r)l(l - wiwOtl + iw, + r>>, 
a = e-i-% 
i 
b = a7 
Noting that X,Q = X0 - @Y(O) allows us to say that (8.1) is equivalent 
to the pair 
zi = Eu + Y(O)F(@u + a+), 
.t (W 
wt = T(t) w. + j T(t - s) X,QF(@u + w,) ds, 
0 
where xt = @u + wt , and 
F(@u + wt) -f[@(O) u(t) + w(t), @(-I> f-4 + w(t - l)], 
andf(u, .z) = h(oa -1 9) + higher order terms. 
The first step in solving the stability problem for (4.12) is to solve 
(@/au) Eu -- A/3 = X,QF[c?u + ,3] (8.7) 
to the third order. Since F(h) is third order in u, the first and second order 
terms of p are zero and the third order terms of ,6, /3a , satisfy 
(~/3&) Eu - A& = XoQF,(@u) = XoQk[(@(0)u)3 + (@(-l)@]. (8.8) 
By Theorem 3, (8.8) can be solved. However this isn’t necessary since the 
lowest order terms of Y(0) F(@a + /3J are the same as the lowest order terms 
of 
Y(O)F(@u) = ; (“b) F(@u). 
Let 
Y(O)F(@u) = F&4) = , yw. 
w. 
We are interested in 
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Note that in this case, 5 = 1, v  = 2, and thus we need only one equation to 
determine stability, even though F,(u) is a two vector. By Theorem 6, if 
1’ = ReCfzl), r3 is asymptotically stable, then (8.1) is asymptotically stable. 
If  there exists a function A(r), positive on some set, such that 
B(Y) = -(aA/aY) R(r) 
is negative, (8.1) is unstable. 
Consider the Lyapunov function 
v  = ly2 
V = Re;fsl), r4. 
Thus, if Re(f”r)r < 0, (8.1) is asymptotically stable, and if Re(f21)r > 0, (8.1) 
is unstable. 
It remains only to compute (f21)r 
[; (;)w~], = ; (;) k[u13(1 + e-3imo) + 324,%,(1 + ewiwo) 
+ 3u,~,~(l + eiwO) + z~~~(l + ePO)], 
and, thus, (f”‘)r = (a/c&(1 + e-$&o). Assume k is real to obtain 
k * Re((a/c)( 1 + eeiwo)) < (>) 0, 
that implies (8.1) is asymptotically stable (unstable). I f  we let 
A = -boP) + (%7@4 and B = CL,, - icq,co,, + a,,~, 
then 
k Re{(a/c)(l + e-i”o)] 
zzcz k aOy(l + cos 0Ja) 1 - sm w” 
1 ( 
-,) +zsinw,(l +?)I 
([l + 2 Re(e-i”OA)]2 - [l - 1 B I2 - 2 Re(e-i”OB)]}-l 
zzz k CLOY 1 + $ Wo2 
i ( 
-q1-1 y+P ) 
wJ2 + Y2 
+ r+P 
wo2 + Y2 i 
1+1. y;;2js/ 
uo2 + Y2 
010 wo2 
I[ 
1- wo”-YP -y r+P I2 
q12 + Y2 wo2 + Y2 
- 
C 
1 - ao2(1 + y)” - c&os - 2 zo; ;;f 
-zy %“-YF -&),2 r+t-P 11-l 
wo2 + y2 wo2 + y2 
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If this expression <0 (>O), (8.1) is asymptotically stable (unstable) and 
the example is complete. 
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