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Robust Monotonic Convergent Iterative Learning Control
Tong Duy Son, Goele Pipeleers and Jan Swevers
Abstract—This paper presents an approach to deal with model uncer-
tainty in iterative learning control (ILC). Model uncertainty generally
degrades the performance of conventional learning algorithms. To deal
with this problem, a robust worst-case norm-optimal ILC design is
introduced. The design problem is reformulated as a convex optimization
problem, which can be solved efficiently. The paper also shows that the
proposed robust ILC is equivalent to conventional norm-optimal ILC
with trial-varying parameters; accordingly, the design trade-off between
robustness and convergence speed is analyzed.
I. INTRODUCTION
Iterative learning control (ILC) is widely used in control applica-
tions to improve performance of repetitive processes [1]. The key idea
of ILC is to update the control signal iteratively based on measured
data from previous trials, such that the output converges to the given
reference trajectory. Most ILC update laws use the system model as a
basis for the learning algorithm and the convergence analysis. Since
system models are never perfect in practical applications, accounting
for model uncertainty in the ILC design needs to be addressed.
The robustness of a variety of ILC approaches has been analyzed in
the literature for inverse model-based ILC [2], norm-optimal ILC [3],
[4], two dimensional learning systems [5], and gradient-based ILC
[6]. In general, these papers derive robust convergence conditions.
Some papers present ILC designs that explicitly account for model
uncertainty to improve robust convergence and performance. In [7],
the authors consider higher order ILC, while [8] investigates the use
of time-varying filtering and [9] develops an averaging technique over
uncertain models for a robustly converging algorithm. [10] designs
a robust ILC that account for interval uncertainty on each impulse
response parameter of the lifted system representation, which results
in a large implementation effort. Since H∞ approach based design
techniques are a common robust feedback control design, they have
also been exploited to design robust ILCs [11], [12].
In this paper, we propose a robust norm-optimal ILC design
that takes into account model uncertainty. In order to derive the
uncertainty description in the lifted system representation, we first
consider the nominal plant, uncertainty weight and unstructured
uncertainty models in the frequency domain representation [13].
Then these models are converted into lifted models. The robust ILC
design is formulated as a min-max problem in which the worst-
case value of a quadratic cost function under model uncertainty is
minimized. Accordingly, the robust ILC problem is reformulated as
a convex optimization problem such that a globally optimal solution
is guaranteed. This work is different from [14] and [15], which have
established robust worst-case ILC algorithms: the former considers
parametric uncertainty, while the latter is based on H∞ control
theory.
As an additional contribution of the paper, the equivalence between
the solution of the proposed robust ILC design and conventional
norm-optimal ILC with trial-varying weight matrices is discussed.
Even though some works highlight the importance of weight matrices
in the convergence speed and converged performance of norm-
optimal ILC [15], [16], they only consider fixed gains for all trials.
Here, we demonstrate the change of weights trial-by-trial in order to
achieve robustness, which also provides more insight into the effects
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of the weight matrices on robustness and convergence speed of norm-
optimal ILC.
The remainder of this paper is organized as follows. Section II
provides the background on norm-optimal ILC and presents the robust
ILC problem. Section III formulates the developed robust ILC design
approach, and Section IV shows the equivalence between the robust
ILC and classical norm-optimal ILC. Simulation results are given in
Section V, and Section VI concludes this paper.
II. PROBLEM FORMULATION
A. System representation
The ILC design is considered in discrete time, where the discrete
time instants are labeled by k = 0, 1, . . . and q denotes the
forward time shift operator. The trials are labeled by the subscript
j = 0, 1, . . . Each trial comprises N time samples and prior to
each trial the plant is returned to the same initial conditions. The
robust ILC design considers linear time-invariant (LTI), single-input
single-output (SISO) systems that are subject to unstructured additive
uncertainty. That is, the method accounts for a set of systems P∆(q)
of the following form:
P∆(q) = Pˆ (q) + ∆(q)W (q) , ∆(q) ∈ B∆ , (1a)
with
B∆ = {∆(q) = stable, causal LTI system : ‖∆(q)‖∞ ≤ 1} , (1b)
where ‖.‖∞ is the H∞ norm. Pˆ (q) is the nominal plant model
and the weight W (q) determines the size of the uncertainty. Pˆ (q),
W (q), and ∆(q) are stable transfer functions. Without loss of
generality, Pˆ (q) and W (q) are assumed to have relative degree
1, and ∆(q) has relative degree 0. Let pˆ(k), δ(k) and w(k) de-
note the impulse responses of Pˆ (q), ∆(q) and W (q), respectively,
leading to Pˆ (q) =
∑N
k=1 pˆ(k)q
−k, ∆(q) =
∑N−1
k=0 δ(k)q
−k, and
W (q) =
∑N
k=1 w(k)q
−k. The system input in trial j is denoted by
uj(k), and yj(k) is the system output.
The ILC design is formulated in the trial domain, relying on the
lifted system representation [1]. The input and output samples during
the trial are grouped into large vectors
uj =
[
uj(0) uj(1) · · · uj(N − 1)
]T
,
yj =
[
yj(1) yj(2) · · · yj(N)
]T
,
and the plant dynamics are reformulated between uj and yj :
yj = P∆ uj . (2)
Let T be the Toeplitz operator:
T (x1, x2, . . . , xN ) :=

x1 0 · · · 0
x2 x1
. . .
...
...
. . .
. . . 0
xN · · · x2 x1
 , (3)
then P∆ is given by P∆ = Pˆ + ∆W, where
Pˆ = T (pˆ(1), pˆ(2), . . . , pˆ(N)),
W = T (w(1), w(2), . . . , w(N)),
∆ = T (δ(0), δ(1), . . . , δ(N − 1)).
In the lifted form, the set B∆ translates into the following set B∆
for the matrices ∆:
B∆ = {∆ = T (δ(0), . . . , δ(N − 1)) : ∆(q) =
∞∑
k=0
δ(k)q−k
= stable, causal LTI system with ‖∆(q)‖∞ ≤ 1} .
B. Classical norm-optimal ILC
In norm-optimal ILC, the control signal is computed by minimizing
the following cost function with respect to uj+1 [16], [18]:
J(uj+1,∆) = ‖ej+1‖2Q + ‖uj+1 − uj‖2R + ‖uj+1‖2S, (4)
where Q, R,S are symmetric positive definite matrices. We define
‖x‖2 = xTx and ‖x‖2M = xTMx. In the cost function, ej+1 is the
(j+1)-th trial’s tracking error, ej+1 = yd−P∆uj+1 with reference
signal yd, then
ej+1 = ej − (Pˆ + ∆W)(uj+1 − uj)
= eˆj+1 −∆W(uj+1 − uj) (5)
where eˆj+1 = ej − Pˆ(uj+1 − uj).
In classical norm-optimal ILC, the error ej+1 is replaced by the
nominal estimated error eˆj+1, assuming ∆ = 0. This leads to the
following ILC update law:
uj+1 =Quj +Lej , (6a)
where
Q = (PˆTQPˆ + S + R)−1(PˆTQPˆ + R), (6b)
L = (PˆTQPˆ + S + R)−1PˆTQ. (6c)
1) Nominal monotonic convergence: The ILC algorithm (6) is
nominal monotonic convergent if ‖Q−LPˆ‖ < 1 [1], yielding
‖(PˆTQPˆ + S + R)−1R‖ < 1. (7)
2) Robust monotonic convergence: The ILC algorithm (6) is robust
monotonic convergent if ‖Q − LP∆‖ < 1 for all ∆ ∈ B∆ [15],
[16], yielding
‖(PˆTQPˆ + S + R)−1(R− PˆTQ∆W)‖ < 1, ∀∆ ∈ B∆. (8)
Some attempts to remove ∆ for deriving a robust monotonic
convergence condition usually results in conservative results [3],
[8], [16]. Satisfying the nominal monotonic convergence (7) does
not necessarily imply robust monotonic convergence. A common
approach to satisfy (8) is to increase S but this then reduces the
converged performance [18]. This compromise motivates our robust
ILC design approach such that both monotonic convergence and high
performance are achieved.
C. Robust norm-optimal ILC
In this work, we minimize the cost function (4) without the
assumption ∆ = 0. Instead, we propose a robust norm-optimal ILC
design by considering the following worst-case optimization problem:
minimize
uj+1
sup
∆∈B∆
{J (uj+1,∆)} (9a)
where substituting (5) in (4) yields
J (uj+1,∆) = ‖eˆj+1 −∆W(uj+1 − uj)‖2Q
+ ‖uj+1 − uj‖2R + ‖uj+1‖2S. (9b)
III. ROBUST ILC DESIGN
This section presents the proposed robust ILC algorithm, and
consequently, analyzes its convergence. First, to obtain a tractable
reformulation of the robust ILC design, the set B∆ is replaced by an
outer approximation:
Bo∆ =
{
∆ ∈ RN×N : ‖∆‖ < 1
}
, (10)
where ‖.‖ is the induced matrix 2-norm. Hence, we replace
‖∆(q)‖∞ ≤ 1 by ‖∆‖ < 1, and extend the set of lower triangular
Toeplitz matrices to RN×N . With the first replacement, we also extent
the set B∆ since for stable, causal, LTI systems ∆(q), it holds that
‖∆‖ ≤ ‖∆(q)‖∞ [8], [17]. In addition, equality holds for N →∞.
This replacement yields the following robust optimization problem:
minimize
uj+1
sup
∆∈Bo
∆
{J (uj+1,∆)} . (11)
As B∆ ⊂ Bo∆, a solution of (11) is feasible to (9), although generally
not optimal.
A. Robust ILC Algorithm
The following theorem presents the solution of the proposed robust
ILC problem (11), which is the main contribution of this work.
Theorem 3.1: The robust ILC problem (11) is equivalent to the
following optimization problem,
minimize
uj+1,λj+1
Jdual(uj+1, λj+1)
subject to λj+1I−Q  0
Qeˆj+1 ∈ R (Q− λj+1I) ,
(12a)
where Jdual(uj+1, λj+1) denotes the dual cost function,
Jdual(uj+1, λj+1) = eˆ
T
j+1
(
Q−1 − λ−1j+1I
)†
eˆj+1
+ λj+1‖W(uj+1 − uj)‖2 + ‖uj+1 − uj‖2R + ‖uj+1‖2S, (12b)
and λj+1 is a scalar variable. R(A) is the range of A and A† is the
pseudo-inverse of A.
Proof: See Appendix A. Furthermore, (12) can be transformed
into a convex optimization problem, as shown in Remark 3.2.
Remark 3.1: Since Q is a positive definite matrix and λj+1I−Q 
0, the optimal solution of λj+1 is guaranteed to be strictly positive.
Remark 3.2: Using the Schur complement with a slack variable
t ∈ R and αj+1 = λ−1j+1, the robust ILC problem (12) can be found
equivalent to the following convex semidefinite program (SDP) [19]:
minimize
t,uj+1,αj+1
J˜dual(uj+1, αj+1, t)
subject to
[
Q−1 − αj+1I eˆj+1
eˆTj+1 t
]
 0,
(13a)
where
J˜dual(uj+1, αj+1, t) = t+ α
−1
j+1‖W(uj+1 − uj)‖2
+ ‖uj+1 − uj‖2R + ‖uj+1‖2S. (13b)
Note that α−1j+1‖W(uj+1 − uj)‖2 is a quadratic over linear function,
which is convex [19].
Remark 3.3: Input constraints such as ‖uj+1‖∞ ≤ u and
‖δuj+1‖∞ ≤ δu, where δuj+1(k) = uj+1(k) − uj+1(k − 1), can
be added in the proposed robust ILC design (12) and (13) without
destroying the convexity of the problem. Notice that when the input
constraints are imposed, the weight S on input energy in the cost
function may be put equal to zero.
Corollary 3.1: Consider the special case of weight matrix: Q =
q¯I. The robust problem is then simplified since the worst-case cost
function Jwc(uj+1) with respective to model uncertainty ∆ in (10),
Jwc(uj+1) = sup
‖∆‖≤1
J(uj+1,∆), can now be computed explicitly
as a consequence of triangle inequality, i.e.
Jwc(uj+1) = q¯ (‖eˆj+1‖+ ‖W(uj+1 − uj)‖)2
+ ‖uj+1 − uj‖2R + ‖uj+1‖2S. (14)
Consequently, the robust problem (11) is now a second order cone
program (SOCP),
minimize
uj+1
Jwc(uj+1). (15)
This can be solved effectively using convex programming [19]. The
cost function Jwc(uj+1) shows that the convergence speed depends
not only on R but also on the uncertainty weight W. The speed
decreases as W increases. Optimization problem (15) can also be
retrieved from (12). Partial minimization of Jdual with respect to
λj+1 yields
λj+1 = q¯
(
1 +
‖eˆj+1‖
‖W(uj+1 − uj)‖
)
, (16)
if W(uj+1 − uj) 6= 0, and λj+1 = +∞ otherwise. The solution
satisfies the constraint λj+1 > q¯ in (12). Plugging in this solution in
Jdual(uj+1, λj+1) in (12b) yields Jwc(uj+1).
B. Convergence
This subsection analyzes the convergence of the robust ILC design.
Theorem 3.2: The robust ILC design (12) guarantees the monotonic
convergence of the worst-case cost function as
‖ej+1‖2Q + ‖uj+1‖2S ≤ Jwc (uj+1) ≤ ‖ej‖2Q + ‖uj‖2S, (17)
and the inequalities are strict unless uj+1 = uj .
Proof: Only the case Q = q¯I is considered here. The proof for
a general symmetric matrix Q is similar and presented in Appendix
B. Define u∗j+1 as the (j + 1)-th optimal input, then Jwc(u
∗
j+1) ≤
Jwc(uj+1)|uj+1=uj . Hence, replacing uj+1 by uj in (14) yields
Jwc(u
∗
j+1) ≤ ‖ej‖2Q + ‖uj‖2S. (18)
Equality only happens when uj+1 = uj since (13b) is a strictly
convex function with respect to uj+1 [19]. Moreover, for ∆ ∈ Bo∆,
we have
‖ej+1‖2Q + ‖uj+1‖2S ≤ J(uj+1,∆) ≤ Jwc(u∗j+1). (19)
Since the left inequality follows from subtracting the term ‖uj+1 −
uj‖2R in (4), it is strict unless uj+1 = uj . As a result, we obtain the
inequalities (17).
Remark 3.4: The relationship (17) shows that when S = 0 or there
are no constraints on the input signal, the ILC controller can achieve
monotonic convergence of the tracking error, i.e. ‖ej+1‖ ≤ ‖ej‖.
IV. INTERPRETATION OF THE RESULTS AS AN ADAPTIVE ILC
This section discusses the equivalence between the developed
robust ILC approach and the classical norm-optimal ILC formulation.
Furthermore, this relationship is used to analyze convergence speed
of the robust algorithm with respect to model uncertainty.
Theorem 4.1: The robust ILC problem (12) is equivalent to the
following ILC algorithm,
uj+1 =Qj+1(λj+1)uj +Lj+1(λj+1)ej , (20)
where
Qj+1(λj+1) = (PˆTQj+1Pˆ + Rj+1 + S)−1(PˆTQj+1Pˆ + Rj+1)
Lj+1(λj+1) =
(
PˆTQj+1Pˆ + Rj+1 + S
)−1
PˆTQj+1,
where Qj+1 and Rj+1 are the weight matrices at the (j+1)-th trial,
dependent on λj+1, and are given by
Qj+1(λj+1) =
(
Q−1 − λ−1j+1I
)†
, (21a)
Rj+1(λj+1) = R + λj+1W
TW. (21b)
Moreover, the solution of λj+1 is obtained from the following
nonlinear optimization problem:
minimize
λj+1
Jdual (uj+1(λj+1), λj+1)
subject to λj+1I−Q  0
Qeˆj+1 ∈ R (Q− λj+1I) .
(22)
Proof: We first rewrite the optimization problem (12) as follows
minimize
λj+1
minimize
uj+1
Jdual (uj+1, λj+1)
subject to λj+1I−Q  0,
Qeˆj+1 ∈ R (Q− λj+1I) .
(23)
The minimization problem min
uj+1
Jdual is a convex problem with
respect to uj+1, hence the optimal input is achieved by differentiating
the cost function with respect to uj+1, yielding (20). The optimal
λj+1 is found from the optimization problem (22). Once λj+1 is
calculated, the learning gains in the ILC law (20) are obtained.
Remark 4.1: By comparing of the robust worst-case ILC design
described by (20)-(22) with classical ILC (6), the formula is the
same except that the learning matrices are updated trial-by-trial.
Particularly, the robust design depends on trial-varying Qj+1 and
Rj+1, while S remains trial-invariant.
Remark 4.2: As an effect of the convergence of the robust ILC, i.e.
uj+1 → uj as j →∞, the solution of λj+1 shows that λj+1 → +∞
as j → ∞. Thus Qj+1 converges to Q, while ‖Rj+1‖ increases
eventually to a very large value in the trial domain. The learning
speed is decreased as the number of trial increases.
Remark 4.3: From (16) and (21), the adaptive ILC interpretation
provides additional analyses for the robust ILC algorithm:
• When the amount of uncertainty is very small, i.e. ‖W‖ ≈ 0,
the updated weights are approximately equal to the given Q and
R which means that the robust ILC design is now analogous to
classical ILC.
• As discussed in Section III.D, the larger is W, the larger is
λj+1, resulting in larger ‖Rj+1‖ while ‖Qj+1‖ is smaller
and closer to ‖Q‖. Thus, the convergence speed is slower and
the system performance is decreased. This demonstrates the
compromise between robustness and convergence speed in the
proposed robust ILC design.
Remark 4.4: When S = 0, i.e. there are no constraints on the input
signal, then Qj+1 = I. As a result of Theorem 3.2, the robust ILC
performance achieves perfect asymptotic tracking error, i.e. e∞ = 0.
V. NUMERICAL ILLUSTRATION
Consider the uncertain plant: P∆(s) = Pˆ (s) + ∆(s)W (s), where
the nominal model:
Pˆ (s) =
5
s+ 1
, (24)
and the additive uncertainty weight transfer function:
W (s) =
10s
(s+ 1)(s+ 6)
. (25)
10−2 10−1 100 101 102
−20
0
20
Frequency (rad/sec)
M
ag
ni
tu
de
(d
B
)
nominal plant Pˆ (s) uncertain plants P∆(s)
0 2 4 6 8 10
a
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Fig. 2: Reference output
In order to simulate the ILC algorithms with model uncertainty, one
set of uncertain models is considered:
∆(s) = −s− a
s+ a
; a = 0, . . . , 10. (26)
Fig. 1 shows the Bode plots of the nominal model Pˆ (s) and the
selected uncertain plants P∆(s) that account for the considered ∆(s)
(26). Next, the nominal model, uncertainty weight and unstructured
uncertainty model are discretized with sampling time T = 0.002s,
then lifted with N = 500 samples, obtaining the lifted models Pˆ, W,
and ∆, respectively. Note that ‖∆(z)‖∞ = 1 for the uncertainties
(26), while the lifted uncertainty models have their 2-norm ‖∆‖ / 1.
The reference is a smoothed step function, shown in Fig. 2.
The validation of our robust ILC design comprises three main parts.
First, we compare the difference in nominal and worst-case perfor-
mance after one trial. This analysis over one trial allows comparing
our robust ILC approach and classical norm-optimal ILC for the
whole considered uncertainty class, not only the particular instances
considered in (26). In addition, it provides valuable information with
respect to a complete trial domain analysis. Second, complete trial
domain analyses are performed. Finally, the performance of the robust
and classical ILC approaches are compared when robust monotonic
convergence conditions are imposed upon both.
A. One trial analysis
This part analyzes the effects of the proposed robust ILC and clas-
sical norm-optimal ILC on the cost functions after one trial. Without
loss of generality, the first trial’s input is zero. The learning gains are
selected as scaled identity matrices, (Q,R,S) = (1, 0.4, 0.0001)I
for both designs. Note that with this selection, the nominal monotonic
convergence condition (7) is satisfied. The second trial’s input and
error are computed using both approaches.
TABLE I: Second trial’s cost
Robust ILC Classical ILC
Jˆ 247.56 · 10−3 243.59 · 10−3
Jwc 1110.57 · 10−3 1121.22 · 10−3
0 0.5 1 1.5 2 2.5 3
0
2
4
6
β
J
w
c
Fig. 3: Worst-case cost with scaling W of robust ILC (solid) and
classical norm-optimal ILC (dashed)
First, the second trial’s nominal cost and worst-case cost for all
∆ ∈ Bo∆, denoted by Jˆ and Jwc respectively, are compared (Table
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0
1
2
3
β
J
∆
0 2 4 6 8 10
a
Fig. 4: Robust ILC costs with the uncertain plants P∆(s) (dashed)
and the worst-case cost (solid) with scaling W
I). The worst-case cost values are calculated using Eq. (14). The table
shows that the robust ILC achieves smaller worst-case cost than the
classical norm-optimal ILC. We further evaluate the wost-case cost
with the set ∆ ∈ Bo∆ for different uncertainty weights, obtaining by
scaling the uncertainty weight as βW, where β = 0, 0.1, . . . , 3.0,
shown in Fig. 3. The figure shows that the robust ILC has smaller
worst-case values than the classical ILC with all scaled β, and the
difference is larger as β increases. From β = 2.2, the robust ILC’s
worst-case cost remains at almost constant values and the updated
input is approximately zero, which mean that the robust learning is
very slow or even turned off to avoid an excessive cost. In contrast,
the classical ILC’s worst-case cost keeps increasing.
To gain insight in the conservatism introduced by extending B∆
to Bo∆, Fig. 4 shows the worst-case second trial’s cost Jwc of the
robust ILC approach together with the cost obtained for the particular
uncertainty instances of the form (26). Even in this limited set of
feasible uncertainties, the worst-case cost Jwc is approached quite
closely. This suggests that for the problem at hand, the conservatism
introduced in our approach is modest.
B. Trial domain analysis
This part compares the proposed robust ILC and classical norm-
optimal ILC performances in the trial domain. The uncertainty weight
W and ILC gains (Q,R,S) are selected the same as in the previous
subsection. The simulations are conducted using the nominal model
Pˆ and the model uncertainties given by (26). The tracking errors
achieved using the classical ILC and robust ILC are shown in Fig. 5
and Fig. 6, respectively.
From the simulation results in Fig. 5, it can be seen that the
classical norm-optimal ILC shows divergence of the tracking error
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Fig. 5: Performance of classical norm-optimal ILC with nominal plant
(solid line) and uncertain plants (dashed lines)
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Fig. 6: Performance of robust norm-optimal ILC with nominal plant
(solid) and uncertain plants (dashed)
with most uncertain plants even though monotonic convergence for
the nominal model is satisfied. In contrast, the proposed robust ILC
yields monotonic convergence of the tracking error for the whole
uncertainty set (26), shown in Fig. 6. This demonstrates the main
advantage of the robust ILC design over the classical ILC: the robust
ILC achieves monotonic convergence for all uncertainties ∆. This
also confirms that the nominal monotonic convergence condition is
not sufficient to obtain convergence for uncertain plants.
Next, we select one uncertain model in (26) with a = 10:
∆¯(s) = −s− 10
s+ 10
, (27)
with the corresponding lifted model denoted as ∆¯. Then the worst-
case cost Jwc (uj+1) is calculated for each trial and compared to
‖ej‖2Q +‖uj‖2S with respect to the uncertain model case ∆¯ in order
to confirm the inequalities (17) and the convergence of the robust
ILC algorithm. This comparison is shown in Fig. 7.
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Fig. 7: Convergence of cost function
C. Trial-varying learning gains
In the next simulations, we examine the equivalence between the
proposed robust ILC design and norm-optimal ILC with trial-varying
gains. We use the same uncertain model ∆¯ (27), uncertainty weight
W, and learning gains (Q,R,S) as in the previous paragraphs.
Applying the equivalent adaptive ILC algorithm (20), yields the trial
domain variation of Qj and Rj as shown in Fig. 8 (solid lines).
‖Qj‖ increases in the second trial and then converges to ‖Q‖, while
‖Rj‖ increases over the trials and then remains at almost constant
high values after 6 trials, as discussed in Section IV. Besides, Fig.
7 demonstrates a similar convergence of cost function, that is, the
values of the cost hardly change after 6 trials. The updated Qj and
Rj result in a slower convergence than the classical ILC, which can
be explained by the fact that the convergence speed is decreased in
order to increase the robustness.
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Fig. 8: Trial-varying gains with different uncertainty weights
Fig. 8 also demonstrates the trial-dependency of Qj and Rj for
other uncertainty weights: W = 0 and 2.5W. When W = 0, the
figure shows that ‖Qj‖ and ‖Rj‖ remain constant equal to ‖Q‖
and ‖R‖, respectively. Clearly, when there is no uncertainty in the
plant, it is enough to just apply classical norm-optimal ILC. When the
weight is 2.5W, ‖Qj‖ jump slightly (not visible) before converging
to ‖Q‖ while ‖Rj‖ increases to a very large value immediately in
the second trial, which means that the learning is almost turned off.
This analysis confirms the results in Section VI.A, where the robust
cost function does not change when the uncertainty weight is larger
than 2.2W.
D. Comparison: Robust ILC vs Classical norm-optimal ILC with
robust convergence condition
The final simulations analyze more in detail the performance of
both approaches, especially when the learning gains of the classical
ILC are tuned such that the robust monotonic convergence condition
is satisfied. But first, the simulations are performed with uncertainty
weight 0.5W and learning gains: (Q,R,S) = (1, 10−5, 0)I, which
are different from the previous parts. The uncertain model is again
given by ∆¯ (27).
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Fig. 9: Comparison: robust ILC (solid) and classical ILC (dashed)
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Fig. 10: Comparison: robust ILC (solid) and classical norm-optimal
ILC with robust convergence condition (dashed)
Fig. 9 shows the tracking errors of the robust ILC and classical
norm-optimal ILC. It is seen that both approaches give very good
performances during the first 100 trials. After that, the classical
ILC error diverges, whereas the robust ILC still obtains monotonic
convergence towards smaller tracking errors. The results again verify
that the classical ILC can diverges as the number of trial increases.
Then, we increase S for the classical ILC in order to satisfy
the robust monotonic convergence condition (8) and hence achieve
monotonic convergence. After some tuning, the following gains are
achieved: (Q,R,S) = (1, 10−5, 10−3)I. Accordingly, we imple-
ment the classical ILC algorithm with the updated gains. The results
are then also compared to the robust design, which has the gains
(Q,R,S) = (1, 10−5, 0)I, shown in Fig. 10. The figure shows that
the classical ILC accounting for the robust convergence condition
can obtain monotonic convergence. However, the performance of the
robust ILC design is significantly better. This can be explained by
the fact that S = 0 in the robust ILC, while S 6= 0 in the classical
norm-optimal ILC.
VI. CONCLUSION
The main contribution of this paper is a robust ILC design that can
guarantee monotonic convergence in the presence of additive model
uncertainty. The proposed robust ILC design approach corresponds
to a convex optimization problem that can be solved efficiently. In
addition, linear input constraints can be imposed. An interpretation of
the robust ILC approach as an adaptive norm-optimal ILC with trial-
varying learning gains is given. Detailed analyses and comparisons
between the proposed robust ILC and classical norm-optimal ILC are
presented together with illustrative simulations. These results show
the benefits of the robust ILC approach in monotonic convergence
and better performance.
APPENDIX
A. Proof of Theorem 3.1
Consider the following equivalent problem of (11):
minimize
uj+1
γ + ‖uj+1 − uj‖2R + ‖uj+1‖2S
subject to ‖eˆj+1 −∆W(uj+1 − uj)‖2Q ≤ γ, ∀∆ : ‖∆‖ < 1.
The constraint is rewritten as
‖fj+1 − L∆vj+1‖2 ≤ 1, ∀∆ : ‖∆‖ < 1, (28)
where Q = LTL, fj+1 = γ−0.5Leˆj+1, vj+1 = γ−0.5W(uj+1 −
uj). Then we denote Fj+1 =
[
fj+1 0N×1 · · · 0N×1
]
and
Vj+1 =
[
vj+1 0N×1 · · · 0N×1
]
, where 0N×1 is a zero
column vector and Fj+1,Vj+1 ∈ RN×N . Consequently, (28) is
given by
σ¯(Fj+1 − L∆Vj+1) ≤ 1, ∀∆ : σ¯(∆) < 1, (29)
where σ¯(.) is the largest singular value.
Next, we apply the results from the structured singular value theory,
namely µ-synthesis [20]. Consider the following linear fractional
transformations (LFTs):
F(Mj+1,∆) = Fj+1 − L∆Vj+1, with Mj+1 =
[
Fj+1 −L
Vj+1 0
]
,
(30)
and define a new structure ∆ˆ by
∆ˆ =
{[
∆p 0
0 ∆
]
: ∆ ∈ Bo∆,∆p ∈ Bo∆
}
. (31)
Denote the structured singular value with respect to ∆ˆ as µ∆ˆ. The
main loop theorem (see Theorem 10.6 in [20]) shows that
sup
∆∈Bo
∆
σ¯(F(Mj+1,∆)) ≤ 1⇐⇒ µ∆ˆ(Mj+1) ≤ 1. (32)
Note that µ∆p(.) = σ¯(.) for unstructured ∆p. On the other
hand, µ∆ˆ(Mj+1) = inf
Dj+1
σ¯(Dj+1Mj+1D
−1
j+1), where Dj+1 is
any nonsingular matrix such that Dj+1∆ˆ = ∆ˆDj+1 [20]. Set
Dj+1 = diag(I, dj+1I), dj+1 > 0, then
µ∆ˆ(Mj+1) ≤ 1⇔∃Dj+1  0 : σ¯(Dj+1Mj+1D−1j+1) ≤ 1 (33)
⇔∃Dj+1  0 : MTj+1D2j+1Mj+1 −D2j+1  0.
(34)
The last inequality is equivalent to the existence of a scalar dj+1 ≥ 0
subject to[
I− (FTj+1Fj+1 + d2j+1VTj+1Vj+1) FTj+1L
LTFj+1 d
2
j+1I− LTL
]
 0. (35)
Using the Schur complement [19], (35) is equivalent to
d2j+1I− LTL  0; LTFj+1 ∈ R
(
d2j+1I− LTL
)
I− (FTj+1Fj+1 + d2j+1VTj+1Vj+1)
−FTj+1L(d2j+1I− LTL)†LTFj+1  0
⇔
{
d2j+1I−Q  0; Qeˆj+1 ∈ R
(
d2j+1I−Q
)
d2j+1‖W(uj+1 − uj)‖2 + eˆTj+1
(
Q−1 − d−2j+1I
)†
eˆj+1 ≤ γ,
where the notation B ∈ R(A) means that all columns of B are in
the range of A. Moreover, the last inequality is obtained from the
following equalities: Q + Q(d2j+1I−Q)†Q = (d2j+1I−Q)†d2j+1Q
and d2j+1I−Q = (d2j+1Q)
(
Q−1 − d−2j+1I
)
. As a result, by denoting
λj+1 = d
2
j+1, this yields Theorem 3.1.
B. Convergence proof with symmetric matrix Q
Consider the problem (12), if uj+1 = uj then the solution of
λj+1 is given by λ¯j+1 = +∞ or λ¯−1j+1 = 0. Moreover, we have
Jdual(uj+1, λj+1) ≤ Jdual(uj , λ¯j+1), yielding
Jdual(uj+1, λj+1) ≤ eTj
(
Q−1 − λ¯−1j+1I
)†
ej + ‖uj‖2S (36)
≤ ‖ej‖2Q + ‖uj‖2S. (37)
The equality happens only when uj+1 = uj since the objective
function in (13b) is a strictly convex function [19]. In addition, λj+1
is the solution of the dual problem of the worst-case problem thus
‖ej+1‖2Q + ‖uj+1‖2S ≤ J(uj+1,∆) ≤ Jdual(uj+1, λj+1). (38)
Consequently, the following relationship is obtained
‖ej+1‖2Q + ‖uk+1‖2S ≤ Jdual(uj+1, λj+1) ≤ ‖ej‖2Q + ‖uj‖2S,
and the inequalities are strict unless uj+1 = uj .
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