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INTRODUCCION
El interôs del autor por la Mateinâtica de la Informâtica 
explica que loa origenes rcales de este trabajo deban situarsc en - 
la Teorî.a de Algoritmos y en la Lôgica de Umbral. En este tipo de - 
lôgica, una funciôn do umbra1 es una funciôn
f : |o , ij"---> 0^ , l] definida por
n
f ( (Xj, x^, ...» x^) )
X] a X s (1)
\0 si ^  a^x^ < 3 (2)
para a^, a^, ..., a^, s numéros real es dados, y donde suele deno-
niinarse a s el umbral de f « En ciertas aplicacioncs y en particular 
a lo largo de esta tesis estos parâmetros son simplemente enteros - 
positives. (HuC 19653 y Muroga [19713 son referencias estândar en 
Lôgica do Umbral).
Por otro lado, a la luz de la Teorla do Algoritmos son pc> 
sibles très puntos do vista para caracterizar un problema como "pro^  
blema rosuelto" :
a) Si se ha probado un tcoi-ema de exist encia de una so lu 
ciân del problema .
b) Si se conoce un método capaz de construir una soluciôn,
c) Si dicho mStodo converge en tiempo util (por cjeraplo 
en un tiempo que no superc a la duraciôn estiraada do - 
la vida huniana.
si las dos primeras caracterizaciones lian dividido a los
vi«
matemfiticos respectivamente en no construct!vistas y constructivis— 
tas, originândose a veces âsperas controversias entre ambas escue- 
las, razones hay para suponer que la tercera, mucho mâs reclente —  
que las otras dos origine disensiones adn mSs profundas. Pero nuas­
tro propôsito no es polômico; ûnicamente deseamos hacer notar que — 
la Altima caracterizaciôn mencionada motiva los estudios recientes- 
sobre la complejidad (o de su inverso, la eficiencia), de los algo- 
ribmos,
El punto de partida del présenté trabajo fue el intenter 
caracterizar la complejidad computacional de la determinaciôn de - 
subconjuntos Ido|l, 2, n] de cardinalidad minimal con ros
pecto a (l) es decir, taies que [(x^ = 1) f==— > i c i ]  ===)
==) [ f ( x^, x^, ..., x^) = 1 ] y V J c I ,  [(x^=l) <■==> i e j]
==) [ f ( x^, x^, x^) = o] . A lo largo del estudio de esta —
cucstiôn fuimos encontrando multiples prohlemas que comprenden rela^  
clones semejantes a las de la definiciôn (l), (2). Asl por ejemplo, 
on Teorla de Grafos, ChvStal y Hammer (1973) introduccn los llamados 
grafos de umbral, cnncepto desarrollado posteriormente por Benzaken 
y Hammer (1977); en Investigaciôn Operativa, el principio de decisiôn 
de la mayorla,en problemas de decisiôn colectiva, permlte tambiôn uti 
lizar modelos del tipo (1), (2); y asl en una larga lista que no ca- 
brla citar aqui, y cuya amplitud nos sugiriô tratar el problema ini- 
cial Independientemente del contexte de las aplicaciones.
Esta tesls consta de 4 capitules desarrollados bodos bajo
la ôptioa de la Complejidad Computacional.
En el Capitule 0, presentamos una breve introducciôn histô
V j.l •
rica de este Area, asl como algunas deCiiiiciones y convenciones co— 
munmento accptadas. Nuestro objetivo no ha sido en este capltulo el 
do Introducir una serie de conceptos mediantc el formalisme matemâ— 
tico que les es propio, distinto del utilizado en los capitules si- 
gui entes, sino mâs bien el de proveer al lector de una base minima, 
pero suficiente para comprender los desarrollos subsiguientes. Las 
referencias que se citan aportan dicho formalismo al lector intere- 
sado y, en su mayor parte, constituyen fuentes de gran utilidad pa­
ra el investigador.
Nuestro estudio personal comienza con el Capltulo I, en - 
el cual désarroilames très algoritmos para determinar un conjunto I 
para el problema definido anteriorraente en esta introducciôn que —  
ademâs tenga cardinalidad absoluta minima,
El primero de estos algoritmos es intuitive, el scgundo - 
necesita ordenar totalmente y en forma previa a •••»
de mayor a menor. El an&lisis del terccro de los algoritmos propues 
Los révéla que, para ciertos valores de n puede no ser neccsario ojr 
dcnar totalmente  ^a^, a^, ••», a^ j , dependiendo esta posibilidad
del orden inicial de presentaciôn de dichos cleinentos. Si bien no — 
probamos que este algoritme sea optimal, su complejidad es en todo 
easo muy aceptable.
El Capitule II cmpieza con una gcneralizaciôn del proble­
ma anterior: la determinaciôn de todos los conjuntos I minimales —  
pot’ inclusiôn. Estudiamos la complejidad intrinseca de este proble­
ma, y probamos que es NP-completo, por lo <iue résulta inverosîmil - 
quo admita algoritmos eficicntes, Tras adaptar un algoritme existen 
te para un problema similar de inecuaciones pseudo-booleanas, desa—
vili.
rrollamos una modificaciôn que permite aprovechar con ventaja la po^  
s.ible cxistencia de elemntos igualcs en | a^, a^, •••> a j •
Los resultados del capltulo II nos hicleron ver cl interns 
de caracterizar la complejidad media del problema estudiado. La difi 
cultad y el nscaso desarrollo hasta la fecha de este tipo de estudio, 
nos llevaron en el Capltulo III a estudiar hcrramientas de la Esta­
dlstica que pucdan sor de utilidad para este Fin. En particular, en- 
contramos que, dada una poblaciôn de tamado n, el problema de deter­
minar la proporclôn do muestra de tamano k , con k 4 n , cuya media 
sea superior o igual a la media de una muestra dada sugiere un enfo- 
que para resolver el problema del Capltulo II. En este dltimo capltu 
lo, no es menor el interês que présenta cl intente de sistematizar - 
el estudio de la complejidad de diversos problemas estadlsticos clS- 
sicos,
En nuestra opiniôn, el trabajo que hemos realizado abre d^ 
versas llneas de investigaciôn, entre las que destacaremos el estu­
dio de la caracterizaciôn de la complejidad de los problemas introdu 
cidos si se permit;; el côlculo en paraielo, y el anâlisis de la com­
plejidad de môtodos numêricos en problemas estadlsticos, especialmen 
te en problemas de estimaciôn.
Tambiên es de interês el invcstigar la posibilidad de con- 
ciliar con las ideas aqul dosarrolladas otros puntos de vista, como 
por ejemplo los presentados por Fine (1973) sobre la complejidad del 
reconocimiento de secuencias aleatorias o por Valdés y Azorln (198O) - 
sobre la complejidad do algunos problemas de Inferencia Secuencial.
Flnalmente, creemos que la Lôgica de Umbral sigue siendo - 
f dente de obros protilcmas cuj'a complejidad es interesante estudiar.




El anSlisis de algoritmos es un ôrea de investigaciôn que 
adquiero importancia durante las ôltiraas dos dôcadas, como una de — 
las consecuencias de la concepciôn y desarrollo de los ordenadores 
digitales. Como precursor puede citarse a C.L. Dodgson (1883) mâs - 
conocido como Lewis Carroll, por su estudio sobre ordenaciôn do n — 
elomentos, aplicado a torneos de tenis.
Tras el intente de formalizaciôn de la nociôn intuitiva - 
de algeritmo por Turing (1936) (mediantc el concepto de funciôn e- 
fectivamente calculable), Kleene (1936) (mediante el concepto de - 
funciôn recursiva), y tras la famosa tesis de Church (1936) que —  
afirma que toda funciôn intuitivamento calculable es efectivamente 
calculable, trabajos posteriores demostraron la equivalencia entre 
las nociones de calculabilidad efectiva y recursividad, asl como de 
otras diverses formalizaciones amplias del concepto de algeritmo,
Surgiô entonces en forma natural el problema de encontrar 
medidns del tiempo neccsario para calculer una funciôn dada (tiempo 
necesario para que un algeritmo dado resuelva un problema dado) y - 
del espacio de cfilculo que se necesita. llopcroft y Ullman (1979), - 
Dlum (1967), Dorodin (1972), entre otros, dieron grandes pasos en e^ 
te sentido estudiando un concepto abstracto de complejidad. Parale- 
lamente empiezan a estudiarse algoritmos prâcticos para problemas — 
concretes. Con frecuencia, diversos algoritmos distintos pcrmiten - 
resolver un problema o clase de problemas y sôlo tras el an&lisis - 
cuidadoso del algoritmo, del problema y de la utilizaciôn del pro—  
blema se podrô elegir el "mejor" algoritmo. El objeto del anôlisis 
de algoritmos consiste entonces en conocer los mêritos relativos de
3 •
los algoritmos para poder elegir. Estos an&lisis puedcn conducir - 
tambiên al desarrollo do nuevos algoritmos aun mSs cficientes. 
En esta llnea, uno do los descubrimientos m&s importantes ha sido 
el de la clase de problemas NP-completos, para los que no solo no 
se conocen algoritmos eficientes sino que cualquier algoritmo efi- 
ciente para algdn problema de la clase permitirâ construir automâ- 
ticamente algoritmos eficientes para el resto de los problemas de 
la clase,
0.2 Nociôn de algoritmo
Para todos los efectos nos bastarâ la siguiente défini—  
ciôn informai de algoritmo.
Defiuiciôn (Krons.-jo C19793):
Un algoritmo es un procedimiento que consiste en un con- 
junto finite de reglas no ambiguas que especifican una sucesiôn fi 
nita de operaciones cuyo rcsultado es la soluciôn de un problema.
Esta definiciôn llova impllcita los siguientes aspectos 
esenciales :
a) Ucterminismo.—
Las réglas deben indicar sin ambigüedad lo que hay que - 
hacer en cada paso.
b) Finitud.-
E1 algoritmo debe conducir a la soluciôn del problema en 
dh nômoro finite do pasos.
4.
c) Entrada y salida»-
La entrada es el conJunto de datos que definen el probl^ 
ma a resolver y la salida su soluciôn, ambas codificadas en la for 
ma que resuite conveniente.
0*3 Eficiencia y complejidad
La nociôn de algoritmo eficiente comunmente aceptada co­
rresponde al criterio propuesto originalmente por Edmonds (1965) — 
que considéra como taies a los algoritmos que trabajan en tiempo - 
limitado superiormente por un polinomio en el tamano del problema 
(es decir, en el nômero de dates que definen al problema). En con- 
traposiciôn, los algoritmos "malos" tienen necesidad de un tiempo 
cxponenclal al menos para un caso del problema. Por abuso del len- 
guaje se habla respectIvamente de algoritmos de complejidad poliim 
mial y no pollnomlal, o simplementc de algoritmos polinomiales y - 
no polinomiales. La nociôn de complejidad corresponde por tanto al 
roclproco de la eficiencia. La idea esoncial que Justifica esta con 
venciôn es que permite diferenciar claramente el tamado m&ximo do - 
los problemas que pucden resolverse en tiempo ôtil, lo que es de - 
gran interês dado que en la mayor parte de los casos de interês —  
pr&ctico se trabaja con problemas de tamano relativamente grande.
Esta convenciôn ticne sin embargo un inconveniente teôri 
co y otro pr&ctico. El primero se refiere a la dudosa eonvenieneia 
de califiear do eficiente a un algoritmo cuya complejidad sea del - 
orden de n^^^^ , por ejemplo. Felizmente en, los problemas de interês 
prôotlco que pueden resolverse mediante algoritmos polinomiales, el 
orden del polinomio suele ser inferior a 5. El inconveniente pr&cti
5.
C O  C3 que un algoritmo no polinoinial puede toner un comportamiento 
eficiente en todos menos un conjunto reducido do casos del proble­
ma que Intenta resolver. Probablemente el ejemplo m&s conocido al 
respecte es el del algoritmo Simplex de Programaciôn Lineal. Este 
algoritmo realiza on la pr&ctica del ordcn de 1,5m cambios de base, 
donde m es el nûmero de restricciones del problema. Sin embargo —  
Klee y Minty (1972) desarrollaron un ejemplo "de laboratorio" para 
el cual el algoritmo Simplex ya no os eficiente. Por otro lado, —  
Khachiyan (1979) obtiene un algoritmo. polinomial pero no lineal p£ 
ra este problema, por lo que no se compara f avorablcmente con el - 
Simplex (Lov&sz [I980]). En vista de esta dificultad, conviene uti 
lizar con cautela el criterio de Edmonds, e intentar, cuando sea - 
posible, determinar la complejidad media del algoritmo; la dificul^ 
tad teôrica de este ultimo cnfoquo estriba en que no siempre es f^ 
cil conocer la distribuciôn de lois distintos casos de un problema 
dado *
En forma an&loga se puede estudiar tambiên una nociôn de 
la complejidad segûn el espacio (papcl, memoria de ordenador, etc.) 
utilizado por un algoritmo. Obras b&sicas que dcsarrollan estos —  
eonceptos son las de Aho et al. (1974), Savage (1976) y Kronsjb —
(1979).
(.) • 4 Problemas NP-completos 
Definiciôn 0.4.1.-
Informalmente, un problema es NP-completo si
a) est& en NP
b) su pertenencia a la clase P implicarîa que P = NP
6.
donde P =» clase de problemas que pueden sor rcsueltos mediante al­
goritmos polinomiales y NP = clase de problemas que pueden ser re- 
suelton mediante algoritmos no deterministas polinomiales  ^^ \  Para 
una formal!zaciôn de estos conceptos ver Cook (1971) y Karp (1972). 
Se considéra en la pr&ctica como problemas intratablcs computacional 
mente a los problemas NP-completos.
La iraportancia de esta clase de problemas dériva
a) del gran nômero de problemas clâsicos que contiene (una lista 
bastante compléta de estos problemas es la dada por Garcy y - 
Johnson [1979]),
b) de que no ha sido posible hasta la fncha encontrar algoritmos
polinomiales para ninfnino de cllos,
c) de que tampoco ha sido posible probar la inexistoncia de taies
algoritmos,
d) de que todos estos problemas son reducibles entre si por medio
de una transformaciôn de complejidad polinomial, por lo que el
desarrollo de un algoritmo polinomial para cualquiera de ellos 
implicarîa automâticamentc que todos estos problemas est&n en P,
La cucstiôn P = NP estâ abierta. La conjetura es que 
P / NP , pero se estima que se necesitan têcnicas matcmSticas m m  
vas para probarla.
0.5 Nuevas vîas do investigaciôn
Si a la nociôn de algoritmo introducida en 0,2 le agre— 
gamos la posibilidad de decidir aleatoriamente entre varias accio- 
nes posibles en cada paso, se obtiene el concepto nuevo de algorit
mo probabillstico (ver por cjemplo Rabin [1976]), que ha resulta- 
<lo ûtil para algunos problemas (Rabin [ I980] ) y que constituye un 
Area de investigaciôn activa* El problema teôrico m&s interesante- 
que se suscita es el de averiguar si estos algoritmos son, en algûn 
sentido, m&s potentcs que los cl&sicos, Con este fin. Gill (1977) y 
Adelinan y Manders (1977) proponen divcrsas definicionos plausibles 
para algoritmos probabilîsticos polinomiales, lo que permite a su - 
vez définir la clase de problemas RP • Intuitivamente, un problema 
estâ en RP si puede ser rcsuelto mediante algôn algoritmo probabi—  
lîstico do complejidad polinomial» Si bien a priori esta clase po—  
drîa parecer m&s amplia que la clase P, el averiguar si RP = F es - 
una cuestiôn abierta. M&s aun (Rackoff [1982]) algunos resultados - 
de la Teorla de la NP-completitud hacen pensar que, tal como succde 
con el problema P NP, sor&n necesarias hcrramientas matem&ticas 
nuevas para obtener una respuesta concreta.
8.
NOTAS A PIE DE PAGINA DEL CAPITULO 0
(1) Un algoritmo no determinista puede conslderarse como aquêl que 
en cada paso puede elegir entre un conjunto de acciones posl—  
bles.
C A P I T U L O  I
DETERMINACION DE UN SUBCONJUNTO DE NUMEROS 
ENTEROS CON CIERTAS PROPIEDADES.
I.1 Introducciôn
Sea A una sucesiôn finita de enteros positivos, (no necesa- 
riamente distintos)
3 € IN
S = ( B : B Ç A y %% x » s i ( 1.1 )
xcB
Considoromos el problema de determinar una subsucesiôn I de 
S minimal y de cardinalidad minima.
Ejemplo;
A = ! 3, 5, 1, 8, 3^  ; s •= 11
Las soluciones de este problema son los conjuntos 
|3.8) y js.Si
El ndmero de soluciones del problema estari coraprendido en­
tre 0 (si ^  x ^ s ) y  I AI (si para todo x en A : x>s). 
xeA
En lo que sigue, nos limitaremos al caso en que exista (al -
menos) una soluciôn. (Basta comparar x con s para resolver -
xgA
el problema de existencia).
Examinaremos très algoritmos para resolver este problema, y 
analizaromos sus complejidades. Parece natural que la medida de corn 
plejidad escoglda sea el nûmero total de comparaciones y sumas bin^
10.
rias realizadas:
c^g(n) = nûmero do comparaciones blnarlas +
+ nûmero de sumas blnarlas realizadas por el 
algoritmo donde n «= |Al •
1.2 Un algoritmo intuitive
El algoritmo m&s intuitive que se pueda imaginar consiste 
en recorrer S en el sentido determinado por la relaciûn de inclu- 
siûn.
Algoritmo ASj :
En la etapa i-êsima: se consideran una a una las sucesio-
nes D 2 A do cardinalidad ij si 7*** x >s
xeD
entonces I = D y FIN.
si para todo D, x z. s, continuar a la 
xeB
etapa i+1.
Es évidente que I, encontrada de esta manera, es una solu- 
ciûn del problema.
Estudicmos ahora la complejidad del algoritmo AS^
Proposiciûn 1.2.1
La complejidad del algoritmo a s  ^ es de 0(z")
11.
Prueba:
El nûmero de comparaciones binaries est& acotado por 
n
E  (q) = 2" - 1 (2.1)
j=l ^
En cuanto al nûmero de sumas binarias, êste ser& a lo sumo 
n
y (.) ™ 2 - (n+1) (2.2)
j=2 ^
En consecuencla c. (n) é: 2^  ^ - (n+2) (2.3)
1
c.q.d.
1,3 Utilizaciûn de una relaciûn de orden
Es posible obtener un resultado sensiblemente mejor si se — 
ordenan previamente en forma decroclente los elcmentos de A.
Algoritmo AS^:
Preparaciûn: Ordenar totalmente A mediante la relaciûn " ^ .
(Si k elementos x , x % £. A son Igualea, -
^1 2 ^k
se ordenar&n arbitrariamente).
Sea A^ el resultado obtenldo,
i
En la etapa i-ûslma: Si 2__ x s entonces I *= [x y FIN
j = l  ^ j = l




La complejldad del algoritmo AS^ esLâ acotada superiormente — 
per 0 (n log^ n).
Prueba;
(1)
El mêtodo m&s eflclente conocldo para ordenar totalmente una - 
sucesiôn de n elementos es el de ’'fusi6n-inserci6n” (merge—insertion) 
debido a Ford y Johnson [19593 , que précisa, a lo sumo, de
y~ p.og^ ^-l comparaciones binaries (lladian [19693 )• Por lo tanto
i—1
no son necesarias mSs de ^2 [^^62 1 " comparaciones binaries
i=l
para determinar I« Por otro lado, el mlmero mAximo de sumas binarias 
a realizar es solo de n-1.
En consecucncia: 
n
c (n) ■=■ 0 2n — l)
“ 2 i-i
0 log ^  + 2n)
i=l 4
0 logg i + n (logg ^  +2))
= 0 (log n! +eX.n), con c< = log. —  + 2 
2 ^ 4





(n) = 0 (n logg ~ 5 logg (^ffn) + *4 n)
= 0 (n logg n) (3.1)
c.q.d.
1,4 Desarrollo de un algoritmo computaclonalmcnte eficiente
iPuede optimizarse el algoritmo anterior si A se ordena so­
lo parcialmente?. Intentaremos dar respuesta a esta cuestiôn en es­
ta secciôn y en la siguiente.
Con este fin, consideremos vin terccr algoritmo, definido por!
Algoritmo AS :
- J
Etapa i-êsima: determinan el i-êsimo elemento, x^, de A 
(scg&n la relaci6n >)•
i
Si X . ^  s entonces I =* |x. )  ^ y FIN.
j = l  ^ ^ 3=4
En caso contrario, continuar a la etapa siguiente.
Podrla pensarse en utilizer un algoritmo de selecciAn en ca 
da etapa. Ahora bien, si observamos que el i-êsimo elemento de A —  
(segdn ^ ) solo es util si los i—1 elementos que le preceden resul, 
tan insuficientes, serâ mSs interesanto recurrir a un algoritmo que 
respete la estructura de orden parcial obtenida. Nos proponemos aqui 
utilizer las ideas de "fusiôn—inserciên" para ordenar parcialmente- 
A, y analizar en detalle la complejidad de AS^ •
14.
Definlciên 1.4.1
Llamaremos (n) al ndmero de comparaciones binarias nece 
sarias para determinar el i-êsimo elemento (segûn ^ ) de una suce— 
siên de n, tras haber determinado los i—1 elementos precedentes, — 
mediante el algoritmo de fusi6n-inserci6n#
Como en cada etapa de AS^ se realiza una comparaciên suple 
mentaria (con s) y puesto que a partir do la segunda etapa se reali
za una suma de dos elementos, la complejidad de AS^ estarâ acotada
por;
n
Cas (n) ^ 2— (") + 2n - 1
Para facilitar la comprensiên del câlculo de (n), expli
carenios a qui, breveraente, el algoritmo de fusiôn-inscrciên.
Algoritmo de fusiên-inserciên (Ford y Johnson [l959l ).
Sea A la sucesiên x^, x^, •«., x^.
1) Comparar dos a elementos de A, dejando de lado un elemen
to si n es impar. (Fig. l).
2) Ordenar do mayor a mcnor los ^ j elementos mayores, mediante e^ 
te mismo algoritmo.
Se obtiene asl una subsucesiên A* do A, totalmente ordenada, —  
que llamaremos cadena principal. (Fig. 2).




Fig» 1 Por conveneiên, los elementos que figuren en el extreme su­
perior de un segmente ser&n los elementos mayores obtenidos en el -
paso Es decir, x x , x > x  , , x »ÿ.x .
1 J 4 n—z n—1
Este csquema corresponde al caso n impar. Si n
to queda aisiado.
»
es par, ningûn elenen
n-2
n—1
Fig. 2 En este esquema, el segmente horizontal une los elemea-
tos ordenados decrecientcmcnte on el paso 2 , y numerados de modo -
que Xj ^  x^ > 
n« principal.
n—2 n—1 Estos elementos forman la cads-
En lo que concierne al paso 3j del algoritmo de fusi6n-in 
serclên se observa que:
Teorema 1*4.1.- (Ford y Johnson)
La inserclên de un elemento en la cadena principal se reali 




Consideremos una cadena de n elementos, y sea x un elemento 
que se desea insertar en ella. Para ello bastan j^ log^  nj + 1 comp^ 
raciones (en efecto, tras comparar x con el elemento -êsimo de
la cadena, x debe insertarse en una cadena que tcnga como mSximoj^^j
elementos)•
Ahora bien, si establecemos la particiên de en clases —
en las que la funciên f(n) = [log^ nj es constante:
2^"^ + 1, ..., 2*^  - l) ; k> 1,
résulta que la cadena mês larga en la que puedc insertarse un ele­




Esta idea, utilizada iterativamente, da lugar al mêtodo de 
inserciên dicotêmica para ordenar una sucesiên segûn " ^ ” (ver -
por ejemplo Louit [l97l] ), cuya comple jidad es igual a ^  flog ij
i = l  ^
El resultado anterior nos permite directamente determinar — 
la manera êptima de insertar elementos en la cadena principal:
Corolario 1.4.1.-
E1 orden êptimo de inserciên de elementos en la cadena prin
oipal es (ver Fig. 3): x^, x», x^, x^, xj^, xj^, ...
17.
Si llamamos H a la clase de elementos que precisan exacte­
ment e de k comparaciones para insertarse en la cadena principal —  
tendremos:
I =
2 «= H * *2'
3 =
4 = 1*11’ x 'q , ...
*
•







donde t, =    ........ , k^O (4*1)
convenciôn.
La notaciên introducida permite enunciar el siguiente
Corolario 1,4*2*-
Para k> 1, la clase k se inserts en la cadena principal de^ 
puês do haberlo hecho la clase k-1.
18.
11 * 6 * 5  ""4 * 3 ""2 *1
m+1
*11 *6 *5 4 3 2 ^1
. . . (5) . . . (10) (3) (4) (1) (2)
Fig» 3 Los enteros bajo los xj indican el orden de insèreiûn do los 
X* en la cadena principal x^, •••, x^, x^ ,^ x*
Esto compléta la descripciên del algoritmo» En lo que respec 
ta a su complejidad U(n), se tiene, por recurrencia:
U(l) = 0
U(n) « [2j + U ([2j) + G ([2])
(4.2)
donde cada têrmino représenta la contribuciôn de los pasos l], 2l , 
y 3] respectivamente, y
G(m) “ 2- i - j^L-1^  + k (m - t^_^) (4.3)
para t^_^ 6 m 6 t^
llustraremos lo anterior mediante el siguiente
E.i emploi
Sea n=10 y la sucesiên de enteros positives (x.l
‘ i'i=l
Se forman los pares (x^, x^); (x^, x^); ••• Supongamos que tras ha-
19.
ber comparado los dos elementos de cada par entre ellos (paso l] ) 
se obtiene el resultado:
h  f6 *10
*2 *4 *5 *8 . *9
Se forman nuevos pares con los elementos mayores, por ejemplo (x^, x^ ;





las configuraciones obtenidas tras dos nuevas aplicaciones del pa­
so l] «




Estamos ahora en el paso 3J • Ihtroduciendo y x^
en la cadena principal, supongamos que se obtiene:
10
Colocando los elementos restantes, que habiamos omitido por 
claridad, en sus posiciones rcspectivas:
10
*2 *9 4 8 *5
(3) (4) (1) (2)
Finalmente, tras la inserciên de x^, Xg, x^ y x^ (en este -
orden) en la cadena principal, los diez elementos qucdan ordenados 
decrecienteraente*
El ndmero de comparaciones binarias realizadas ser&, a lo - 
sumo, U (10) ■= 22»
Nos enfrentaremos ahora al cûlculo de las funciones Y^(n) - 
de la definiciên I.4*1
Teorema 1.4.2,—
Yj(n) =
para n parlîJ + Ui J>
lij ^ (f^j) + H ([5 ]) para n impar
( 4.4)
21.






Finalizado el paso l] del algoritmo de fusiên-inserciên, se 
habrSn efectuadoj^^J comparaciones binarias y se habrê obtenido la 
estructura:
IIJ
El mayor elemento pertenecerS forzosamonte al conjunto
*2 **** 1* Gomo hasta aqul no se tiene informaciên alguna
l?J
sobre la posiciûn relativa do los elementos de este conjunto, el — 
coste de la obtonciên del mayor de ellos serê Y por lo
tanto Yj(n) = [2j + ^[5]^  *
b) n impar.
Al igual que on el caso anterior, el paso ij del algoritmo de 
fusiên-inserciên implica comparaciones,pero un elemento no ha-





l îJ  [ |J  ■*'2
El mayor elemento se encuentra en el conjunto (x , x^, x^, .«, x ^ ]
LU
En cl paso 2] del algoritmo se ordena cl conjunto [x^, x^j .«, x ^ ] ,  
obteniêndoso, tras U (f^j) comparaciones la estructura;
A n , *i.
a
n-1
Lîl l ï i
El conjunto de elementos entre los que se encuentra el mayor se ha 
reducido asl a | x , x. |« Ahora, si x pertenece a la cia
se le, su inserciûn en la cadena principal solo tcndrfi lugar tras la 
inserciûn do las k-1 clases precedentes (Corolario 1.4.2.), para -
W
lo cual son neccsarias /_ i (t. — t. )^ + k comparaciones adi—
cionales. De esta manera, en total se habrûn realizado
n n 1
L^ J ^ ^ (f^j) + i (t^ ” '^i + k comparaciones binarias.
El lector habrS obserAado que la expresiôn anterior no esté
23.
definlda para n = 1 puesto que su clase îc tampoco lo esté» Como 
dicho caso es trivial podrlamos conformâmes con una formula de - 
Yj(n) para n>l» Pero la dificultad es solo aparente: podemos — 
considerar que en este caso el elemento solitario pertenece ya a - 
la cadena principal (y constituye su ônico elemento). Todo esto se 
resume difiniendo
k-1
H(m) ” 2— i (t. - t. ) + krr i 1-1i=l
si
y H(l) = 0
con lo cual:
■ L?J + " <fîl>
c.q.d.
Observaciones;
1.- Intuitivamente, H(m) représenta el nûmero de comparaciones 
necesarias para encontrar el mayor elemento en sucesiones parcial. 
monte ordenadas en la forma:
m—1
m—1
con 1 6 t, , ^ m 6 t, k-1 k
2.- Se vorifica trivialmcnte que
H(m) = G(m) - k (m - t , - 1) ; t,  ^Z. m 6 t,
K—1 K-1 k




Desarrollaremos ahora uiia cxpresiûn para (n) que no sépa­
ré los casos n par y n impar.
Con este fin, observamos que en el proceso de obtenciên del 
mayor elemento de A hay una primera parte en la que se establece - 
una particiûn do A en parojas de elementos -salvo un elemento ais— 
lado, eventualmcnte-, se comparan entre si los elementos de cada p_a 
reja y se repite todo con los elementos mayores, continuando asl —  
hasta que sea imposible la formaciên de nuevas parejas. EsquemStic^ 
mente, podemos visualizar esto por medio de una "torre invertida”, 
que llamaremos "torre de comparaciones” (Fig. 4) en la que cada 
tice représenta un elemento, las aristas representan una relacx6n - 
do orden sobre parejas de elementos (siendo el elemento superior el 
mayor) y las filas eorresponden a etapas sucesivas del proceso. Es 
claro que tras la ûltima etapa, el ndmero de comparaciones realiza­
das scrd do:
f !  lïJ <4.8)
con L(n) = flog^ nj
Llamaremos "nivelos” a las filas de la torre de comparaciones y los 






Fig. 4 Torre de comparaciones. La numeracidn de los niveles, indi 
cada a la izquierda entre parêntesis corresponde a las etapas. Al- 
gunos niveles tienon uA piuito aislado, que corresponde a un elemen 
to del nivel superior que no ha podido ser comparado con otro.
Para ser siempre fiel al algoritmo de fusidn—inserciên es 
precise ahora recorrer en sentido inverse los niveles de la torre 
de comparaciones y terminer de ordenar totalmente los elementos — 
de cada uno do ellos, por medio del paso 3 del algoritmo. El proc^ 
so deberâ detenerse en cuanto se determine el primer elemento.
Sea i^ el primer nivel quo contenga un elemento aislado, - 
si dicho nivel existe; en caso contrario, sea i^ •= L(n) + 1. En - 
razên de la estructura de orden que hemos formado, el mayor elemen 
to de este nivel lo serS tambiên de A, El nûmero de comparaciones- 
necesarias para obtener este elemento es, pues, calculable como si 
gue:




E  G (lAJ (4.9)
- obtenciûn del primer elemento del nivel i^ :
H (
L^J (4.10)
Sumando ahora las expresiones (4.8), (4.9) y (4.10) se obtiene el
Teorema 1.4.3.-
L # T j
) +
(4.11)
+ II ( ) , n > 0
Puedc obscrvarso que si n = 2^ , p > 0 entonces las fêrmulas - 
(4.8) y (4.9) son iguales a ccro, y se tiene simplemente
ïj(n) = t  L2"-4J
i=l
p-1
^ 2 ^  , n = 2^, p > 0"
i=0
(4.12)
Solo queda calculer i^ en funciên de n. Esto résulta rauy 
seacillo si se utiliza la representaciên binaria de n : bin (n). Rje •* 
corriendo bin (n) de derecha a izquierda, la posiciên del primer 1
27.
encontrado corresponde precisamente a
Para slmplxficar la notaci6n, introdnciremos la 
Pefiniciên 1*4.2,-
Sea n > 0 ,  j > 0 , L(n) + l ^ p 7 Q
a) e (n, 3, p) = XI G (
i=j
b) h (n, j ) = II ( ) , j ér L(n) + 1
(4.13)
(4.14)
con lo que la expresiên (4.11) se convicrte en
 ^(n) XI I :^| + g (n, 1^ + 1, L(n)) + h (n, ±^, (4.15)
1= 1 L j
para n > 0
Antes de Intentar desarrollar una formula para Y^(n), es - 
conveniente examiner con m&s detalio el "rccorrido” seguide a lo — 
largo de los niveles de la torre do comparaciones, on la determine 
ci6n de Y^(n).
Proposiciên 1.4.1
El algoritmo do fusi6n-inserci6n obtiene el segundo mayor - 
elemento de A en el nivel 1 de la torre de comparaciones.
28.
Prueba:
La obtenciên del segundo mayor elemento de A mediante el a^ 
goritmo de fusiên-inserciên précisa la ordenaciên previa de A en la 
forma
Si n es par, este resultado se obtendrS despuês de haber realizado 
las comparaciones necesarias para ordenar totalmente los niveles — 
1 = 1 ^ ,  ig - 1, ..,, 2 • (Si n es potencia exacta de 2, se empez^ 
rS, evidentemento, en el nivel i^ — 1).
Si n es impar, el caso es aûn m&s sencillo puesto que el mayor el^ 
mento de A se obtiene también en el nivel 1»
c.q.d.
En lo que sigue, las siguientes definiciones ser&n ûtiles* 
Definiciên 1.4.3.-
Llamaremos n^ al menor entero impar de la sucesiên
i L â j l i ï o




Sea k(m) el menor entero k tal que m 6 t^ *
Proposiciên 1*4*2
wPara todo k posltivo! t, 4. 2 Z. t, ,,
k k+1
Prueba:
k ^k ^ ^k+1Dcmostraremos que para todo k 0 : 2 = — ..... ■
En efecto.
^k ^k+1 + (-1)^ + 2*"^  ^+
6
k= 2
Pero, para k > 0 se tiene t^  ^^ ^k+1
En consecuencia 2^ e (t^, t^^^).
c.q.d.
Proposlciên 1.4.3
a) k(1) * 0
b) Para m > 1 :
30.
k(m)
L(m) + 1 si m 6 tL(m)+1
L(m) + 2 en caso contrario
(4.17)
Prueba:
Para todo m > 1 existe k > 1 tal que 2^  ^^  m 2^ ,
Se tiene entonces la siguiente dicotomla:
k—1
o bien 2 m ^ t.
o bien t, ^ m ^ 2 k
Basta por lo tanto comparar m con t
+1
para conocer k(m).




0 si m = 0
1 si m > 0
Definiciên 1*4.6.-
a) H(ra) = G(m) - H(m) , m > 0





Aunque desprovisto de sentido real, ser& ûtil prolongar la 
validez de la definiciên de t^  ^ (ver (4.1)), hasta k = -1 . Résul­
ta asl, t J = 0 , Aceptando adcm&s por convenciôn que k(0) “= -1 , 
puede enunciarse el
Teorema 1.4.4.— 
Sea n > 0
Yg(n) =
h(n, ip) + g(n, 2, i^-l) + h(n, 1)
para n par (4.20)




Tras haber encontrado el mayor elemento de A, el ndmero de 
comparaciones que faitan para terminar do ordenar completamente el 
nivel içj es
-  «< fT l>
= h (n, i^ ) (4.21)
Aslmismo, la contribuciôn dcbida al ordenamiento de los ni 
voles i, 1 < i < i^ es
(n, 2, i^ - I) (4.22)
32.
Ya no faite mSs que la obtenciôn del segundo elemento del 
nivel 1, Obsêrvese la figura 5»
Fig» 5 Nivel 1 de la torre do comparaciones despuês de haber ord^ 
nado completamente los niveles siguientes, (Siendo n par)«
Para conoccr cl segundo elemento es precise insertar b en la ca­
dena principal, lo que requiere II (2) = h (n, l) comparaciones, 
Sumando este têrmino a (4»14) y (4,15) se obtiene el resultado - 
buscado,
b) n impar
En este caso, Y^(n) equivaldrS simplemente al ndmero do 
comparaciones necesarias para la inscrciôn del elemento x en la
lïJ
cadena principal (fig, 6) dcspuês de que se baya determinado el - 
mayor elemento
y y _ y.
LîJ->
l u  ' l U - ‘
Fjg« 6 Nivel 1 do la torre de comparaciones dcspuês de haber ordc— 
nado completamente los niveles siguientes, (Siendo n impar).
33.
Dos sltuaciones pueden presenterse ahorat
o bien
O  b i e n  L s J  ~  ^
En el primer caso el nûmero de comparaciones es ) ° cero, —
ocurriendo esto ûltimo solo si a hubiera resultado ser cl mayor - 
elemento de A puesto que entonces y séria necesariamente el —
segundo elemento# (.2j
En el segundo caso, el elemento x. ya ha sido insertado en la —
l î j
cadena principal durante la determinaciûn del mayor elemento. Todo 
lo cual puede expresarse por:
Yg (n) = k ([5J) • ^ cero, para n impar
c.q.d.
A partir de esto punto, no es diflcil intuir en lineas ge 
nerales el camino a seguir para «determinar Y^(n), i > 2 .
Nûtese que si A no queda totalmente ordenada como conse— 
cuencia de la determinaciûn de siu segundo elemento, todas las corn— 
paraciones restantes tendr&n lugar en el nivel 1 de la torre de —  
comparaciones. En la figura 7 se observa lo que ocurre en dicho ni 
vôl en el proceso de obtenciûn d«el segundo elemento de A, siendo n 
par. (El lector reconstruirû sin dificultad el proceso para n impar).
34.
/ /
Fig. 7 Obtenciûn del segundo elemento do A en el nivel 1 de la to­
rre de comparaciones (n par). Las feclias indican posibles lugares - 
de inserciôn de b. El Indice k corresponde, evidentemente, a k([QJ).
Si b se inserta en el lugar indicado por la flécha de la izquierda, 
el segundo y el tercer elemento se habrân determinado simult&neamen 
te. En caso contrario, el tercer elemento de A se encontrarâ tras — 
la inserciôn de c en la cadena principal* En forma an&loga puede re 
lacionarse la determinaciôn del cuarto elemento de A con la inser- 
ciôn de d en la cadena principal y continuar el proceso hasta la in 
serciôn de , despuês de lo cual A quedarâ completamente or-
dcnado. ^ ^
Las consideraciones realizadas y la definiclôn siguiente 
nos permit en dar una expresiôn matem&tica para Yj^(n), i ^ 3.
Definiciôn 1.4.7.-
a) P 1 q
p - q si p > q
0 si p ^ q
b) par (n)
1 si n es impar
0 si n es par
35.
Teorema 1.4,5.-
rj(n) - k(f:]). ss[(p.r(n) + 2([jJ- 1  j
'“ 'fSV-
para i 3 y n > 0
6 cerô (4.23)
Prueba:
Para todo elemento que, tras la determinaciûn del segun­
do elemento de A, no baya sido afin insertado en la cadena principal 
se cumple
y en consecuencia el nûmero de comparaciones necesarias para su in— 
serciûn es de k( ) .
Supongamos ahora que ya se conocen los elementos IB y 28 — 
de A. Si A no est& aûn totalmente ordenado, puede ocurrir que el - 
conocimiento del tercer elemento resuite inmediatemente de la dete^ 
minaciûn del segundo, y por tanto Y^(n) = 0 (ver Fig. 7)î en caso 
contrario Y^(n) = k(fO'j). En general, el proceso de determinaciûn 








y b > c
d X
36,
En este caso, résulta a^  ^= b y a^ = c ; es decir, el elemento -
i-êsimo ha sido determinado autoraêticamente con el i-1 -êsirao. Asl 





b d Xt +1k-1
En este caso se obtiene a^  ^= c, y serâ necesario insertar d en la 
cadena principal para conocer al elemento i-êsimo, Asl;
Y^(n) = k(|"^ 1) ,
Finalmente, cuando todo s los elementos do la clase se hayan
insertado en la cadena principal* la ordenaciên do A habrê termina— 
do (Corolario I#4«2)« Ahora bien, en el nivel 1 de la torre de com­
paraciones de A esta clase tiene j elementos si n es
par, y en consecuencia la ordenaciên de A se producirS, a lo sumo - 
tras la determinaciên del elemento 2( *'k(|'u'j) -êsimo. (Lo -
que corresponde a la repeticiên de la situaciên a) ). Si n es impar, 
basta evidentcmcntc sumar uno a esta exprosiên.
c.q.d.
Obscrvaciên:
Si n es impar, la expresiên (4.23) tarabiên es vSlida para
37.
1=2, como puede coraprobarse fâcllmenle.
Proposlcién 1,4*4
a) Y1 , (|^2j _ si n es impar (4.24)
b) Y2 “ k(|^ S1) . (|^ 2J _ tj^ j^-n-j -1) si n es par (4.25)
Pnieba:
Presentaremos Anicamente la prueba de a), puesto que la de
b) es an&loga.
Despuês de la determinaci6n del mayor elemento de /. y sien 
do n impar, se necesita insertar adn 2 j - ^k(|‘^ ‘|) i olomentos en
la cadena principal del nivel 1 de la torro de comparaciones para — 
ordenar totalmente A. Por otro lado, si c ^ ^  c«da uno
de estes elementos necesita k(|^ 2 )^ comparaciones para ser inserts^
do en dlcha cadena. Si, por el contrario, ^ entonces








Para n = 1 se verifica trivialmente que Y^(l)=0 para 1^1. 
Tambiên se tiene U ( l ) = 0  (4»2),
Para n = 2 puede comprobarse que Y^(2)= 1 (de(4*4)), Y^(2)=0 
para i^2 (de(4.20) y (4.23)), y U(2) = 1 (de (4.2)).
Para n > 3 !
Desarrollando (4.2) se obtienel
B ( n ) - [ S J  +  U([ÏJ) +  G([ïl) 
" ( ' )  + G(
i = l i = l
r
1=1 isj* G( (4.27)
Por atro lado, de (4.11), (4.20), (4.23) y (4.25), y suponicndo n par:
H  Y (n) = Y (n) + Y (n) + Y-(")
i>l ^ ‘ i>3
G( ) + H( ) +
+ G(








Reagrupando las sumas de G y desarrollando ) medlante la ex
preslôn (4*6):
L(n) L(n)
E  Y,(") - E  [^ J + E  G(
1)1 1=1 '-2 ■* 1=2
Lf t J
) +
+ G([2]) _ k([2]) . ([”] - -1) +
+ k( - (IsJ “ ^k(f|p.l
Tenlenco en cuenta que si n es par , résulta :
IS'E  V,(n) - G(
1)1 ^ 1=1 •-21J 1=1
(4.28)
con lo que el teorema estS probado para n par.
SI n os Impar, de (4.11), (4.20), (4.23) y (4.24), y observando que
40.
i^ =* 1, se obtiene:
Y (n) + Y (n)
i>2
G(
[AI) + ) +
+ «fîl> • (fîl - \(fgp -i>
Desarrollando una vez mSs segAn (4*6) :
lAj
E  V. (n) =  t " ’ [ ^ J  +  G(
i)l 1=1 ‘-2 1=2
“ • ( [ z l  ~ ^
) + G([2]) -
([§1)-1
-1) +
+ • (IsJ -  ^k([u-|)_i)
Flanlmente, por ser n Impar, ~ fsl Y :
E - g'i4] . r
i>l 1=1 L2 J 1=1
(4.29)
quedando el teorema probado tamblén para n Impar
c.q.d.
41.
I» 5 Dos cuestiones reclprocas
Conslderamos ahora las dos cuestlones reclprocas sigtilen­
tes:
1) Para cada n e determinar el menor j tal que
i
U(n) " Y (n) (5.1)
1=1
es declr, tal que la determlnaclAn de los j mayores elementos de A, 
medlante fuslAn—lnsercl6n. Implique la ordenaol6n total de A.
2) Para cada j e 2Z , encontrar los valor es de n, n e 71 , para — 
los que
j j-1
U(n) = Y1 Y (n) > Y (n) (5.2)
1=1 1=1
El Interês de estos problemas estrlba en que su resolucl6n nos per- 
mltirta conocer las cardlnalldades ”buenas" y "malas" desde el pun— 
to de vlsta del comportamlento del algorltmo Sln embargo, de -
los Teoremas 1,4.4 y 1.4.5 se desprende que la solucldn de 1) no 
estâ unlvocamente determlnada, dependlendo del orden de "presenta- 
clAn" o "apariclAn" de los elementos de A. Dlchos problemas deben 
ser entonces replanteados en la forma sigulente:
1) Para cada n e determinar los valores de j (j A n), para los
que la sigulente relacl6n es poslble:
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3 3-1
U(n) = XI Y.(n) > Y.(n) (5.3)
1=1 ^ 1=1
(Para que el problema esté correctamento planteado, para n = 1 
debe exlgirse unlcamente la Igualdad).
*4*
2) Para cada j e 7L , determinar los valores do n para los que - 
(5.3) puede veriflcarse.
Definicl6n 1.5.1.-
Llaraarcmos k' a la clase de elementos de la cadena princi^ 
pal que ostAn directamente unldos a los elementos de la clase k .
Teorema I.5.1»-
Los valores do j que resuelven el problema l) estSn dados
por:
a) Para n e  ( 1 , 2j , j = 1
b) Para n > 2,






b) considcreinos el nivel 1 de la torre do comparaciones, -
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despuês de haber ordenado completamente los niveles slguientes, y — 
de haber insertado en la cadena principal, en forma sucesiva, las - 
clases 1, 2, •*•, *^ ([5]) - 1 • Quedan por insertar solamente los -
elementos de la clase todos los elementos de esta cl_a
(ver figura I.5»1)» entonces sese son menores que y +1
insertarSn a la derecha de dicho elemento que serê el | k' ([^ ]^ ) |
-êslmo mayor elemento de A. En consecuencia, recordando que los - 
elementos de k(^ B"|) se insertan en el orden • • •, 1®
inserciên de x détermina el I k* (F xl )| + 1 -êsimo ele
\(|"01)-1 ‘ I « 2 I










Fig» 1.5 » 1 Los elementos en el rectfingulo de linea interrurapida - 
son los de la clase k ( | ^ ) • En (a) se observa el caso n par y -
en (b) el caso n impar»
Si todos los elementos de oon la excepciôn évidente de —
, son mayores que y entonces se insertarân
;rda y este elemento serS el | ^(|^ ?] )) " 1 + I ?1 ^a su izquxei
mayor elemento de A. Por lo tanto la inserci^n de x




terminar A el I  ^ ^ I k' ( )I —êsimo elemento de A, asi como su
ordcnaciên total»
Finalmcntc, si se consideran los casos intcrmedios, en que 
algunos elementos de k(|SI) son mayores que y, y otros
son menores o iguales, résulta que
k'd % 1)1 + I 6 3 6 (5.5)
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(Obsêrvese quo los elementos Iguales a y pueden Inser-
tarse arbitrariamente a un lado u otro de este elemento);
Ahora, como
“ fil - (5.6)
| k ' ( [ j l ) j  “  1 ^ 4  1 1 *  I  -  P . F ( n )  ( 5 . 7 )
se obtiene
fil - ^k([B-|)_i - + 1 é  d 4  ZCfSl - *^k(f§l)-l) -
(5.8)
C . q . d .
El resultado que se ha obtenido, y cuyos valores numêricos 
se encuentran parcialmente tabulados en la tabla 1.5.1 implica que 
para ciertos valores de n el algorltmo AS^ "puede" ser mSs efi-
ciente que el algorltmo AS^ . Asl, por ejemplo, para n = 22, si una
soluciên del problema propuesto en I.l esté dada por los k mayores 
elementos de A, y si k ^ 7, entonces AS^ encontrarâ esta soluciên -
sin neccsidad de ordenar totalmente Aj si 7 6 k ^ 12, el orden de 
presentaciên de los elementos de A influiré en que AS^ sea preferi-
blo o équivalente a ASjî finalmente, si k ^ 12 ambos algoritmos or- 
denan totalmente A antes de encontrar la soluciên y tienen la misma
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complejldad. Por otro lado, para n 
algorltmo.




































Resultados del teorema 1.5*1 para lé: n — 35
jmln = f? !  “
•’max ^([5! - \(ra])-l ) -
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Complementaremos este resultado con la respuesta a la cue_s 
ti<5n 2) formulada al principio de esta secciên»
Lema 1*5.1 
Prueba !
M[§l)-« I I I
n = (Iï|+ |î* I ) +  ^I I (5.10)
Basta ahora observar que | i j ®= | i*| para 1 = 1 ,  •*., k(j*2])-l
y que
k(Rl)-l
^  “ S ( f ^])-1 (5.11)
para completar la prueba,
c.q.d.
Deflnlcl6n I.5.2.-
a) Llaraaremos "mlnjj conjunto de cardlnalldades para
las cuales A quedaré totalmente ordenado, a lo sumo, con la deterni 
naclên de su j—êslmo mayor elemento.
b) Anélogamente, llamaremos j"n 1 al conjunto de cardl-
nalldades taies que A pueda résulter totalmente ordenado con la de- 
termlnttclên del j-êsimo mayor elemento, pero no antes.
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Los dos teoremas siguientes caracterizan los conjuntos
fn , 1 . y [n 1 . arriba deflnldos*
L minjj ■' L maxjj
Teorema 1.5»2
b) Para todo j > 1




Para n = l  y n==2 la demostraciên es trivial. Para - 
n > 2, las tesis a) y b) adoptan la misma forma. Supongamos que 
A queda totalmente ordenado a lo sumo con la determinaciên de su —  
j-êsimo mayor elemento. Esto implica que
Por el lema anterior.
n = 2t^ + j
para i tal que
Por otro lado.






De (5.14) y (5.17) :
|k([^l)| = f|1 (5.18)
Con lo que la condlciên (5.16) se convierte en
n i  * + 1  - tj, (5.19)
c # d»
Teorema I# 5#3*-
["m,x] 1 - (>' “ l ^ ‘ • ^ » ‘1
b) Para todo j > 1
fn 1 . = { 2(t + j - 1) + par(n) :L «naxj J  ^ i




Trivial para n = 1 y n = 2. Para n > 2, a) y b) coin
ciden. Supongamos que A puede resultar totalmente ordenado con la d^
terminaciên de su j—êsimo elemento, pero no con la determinaciên de 
un elemento anterior. Entonces,
>([jl)| + 1 (5.22)
Por el lema 1*5.1,
n = 2t^ + j - 1 + |k(|'^ ])| (5.23)
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donde i verifica
^ ^i+1 “ ^i
Ahora, como
|k(|^ ]^) = I k' ([^]) I + par(n) (5.25)
sustituyendo dicha igualdad en (5.23) y utilizando (5.22),
n = 2(t^ + j - 1) + par(n) (5.26)
Finalmente, de (5.25), (5.22) y (5.24), i debe ser tal que
j - 1 + par(n) 6  “ ^i (5.27)
c.q.d.
Corelario I.5.1
Los valores de n quo resuelven cl problema 2) estSn dados
por;
a) Para j = 1 ,
n e {l, 2, 2t^ + 1 ; i l) (5.28)
b) Para j > 1 ,
n = 2t^ + j (5.29)
si j - 1 + par(n) > t^^^ “ ^ [fl *
2t + j 6 n 6 2(t. + j - 1) + par(n) „
(5.30)
ai j - 1 + par(n)
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Prueba : inmediata
Como es funciên monêtona creciente de i, para -
tabular los resultados obtenidos en el corolario anterior résulta - 
conveniente conocer expresiones que permitan calculer fécilmente los 
valores mînimos del indice i que satisfacen las Inecuaciones intro- 
ducidas en (5.13) y (5«2l). Las dos proposiciones siguientes dan re^ 
puesta a esta cuestiên»
Proposiciên 1.5.1
Sea i^ (j, par(n)) el menor entero positive para el que 
t^^j -  t^ ^  j -  1 + par(n).
Entonces, para j > 1 ;
f logg 3(j - 1)J- 1 ai n es par y (5.31)
[logg 3(j-l)| ^ 1062(3(3 - 1) - 2)
ij(j» par(n))sl|log2 3(j - 1 ^ + 1  ai n es impar y (5.32)
[logg 3(j- ij = 1062(3(3- 1) + 2) -1
jlog2 3(3 - 1 ) J  en los casos restantes (5.33)
Prueba:
Sea 3 > 1 . De la definiciên de t^ (4.1), ij (3 , par(n)) 
es el menor entero positive para el que
2^ "^  ^ + 2(-l)^^’ »  3(3 - 1) + 3 par(n) (5.34)
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Sea r = Lio62 - l)J '
Se tienc entonces 2“ Z. 3(3 - 1 ) / 2*^’' (5*35)
a) Si se cumplen las condiciones (5.3)), entonces 2** + 2*= 3( j -1 ),
y de (5.34) : i^ (j, par(n)) = r - 1
b) Si se cumplen las condiciones (5.32), entonces 2 - 2 = 3 (j - 1),
y de (5.34) : i^ (j, par(n)) = r + 1  •
c) Supongamos ahora que no se cumplen las condiciones (5.31) y (5.32).
Entonces, 2 + 2;^3(j - 1) y 2 7^ 3(j - 1 ) (5.36)
Si r es un numéro par, entonces
3 I (2*^ + 2) y 3|(2‘'‘*'^ - 2) (5.37)
Ademés,
2^ + 2 ^ 3(j - 1) ^ 2^ ^^  ^ - 2 (5.38)
pues si no fuese asi :
1Q 2“ + 2 ^  3(3 -I) y la primera de las relaclones (5.37)
iiuplican 2 > 3(3 - 1)
■ 2fi 2 - 2 ^ 3(3 - 1) y la segunda de las rolaciones(5.37)
r +1
iraplican 2 ^ 3(3 - 1)
Ainbas conclusioncs conbradicen (5.35).
3® Finalmente la igualdad en (5.38) os imposihle por(5.36)
En consecuencia, (5»38) y ( 5»34) iraplican i^ ( j, par(n)) ■» r .
Por el contrario, si r es un nAmero impar,
entonces . .
. r . r+1 (2)
3|(2 - 2) y 3|(2 2), (5.39)
relaciones que son compatibles con la consecuencia (5*36) de la hi- 
p6tesis c).
Finalmente, de (5»35),
2*' - 2 .C 3(j - 1) + + 2 (5.40)
y ntilizando (5.39) y (5*34) se concluye que i^(j, par(n)) = r
c.q.d.
ProposiciAn 1.5.2
Sea i^( j) el menor entero positive para el que - t '
Entonces, para j > 1 :
[logj s f l l j -  1 si [losj 3fi]|- i o g j C a f i l  -  i)
Iq (j) = ( (5.41)
4iU en caso contrario
Prueba ;
Anéloga a la de la proposiciAn I.5.1
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Con los resultados de las proposiciones anteriores y del - 
Corolario 1.5.1 se puede tabular la soluciAn del problema 2)
(ver tabla 1.5.2).
En esta tabla, a la dérocha de'cada valor del Indice j / 1 
se representan, en la fila superior los elementos del conjunto 
fn . 1 , definidos para i ( j ) 4= i. é. 8 , y en la segunda fila los -
L nu.nj j y
elementos de fn 1 . correspondientes a i (j, par(n)) 4 i <= 8 .
L ni0X J J A
Para j *= 1, se ha utilizado una sola fila pues fn . 1 , = fn 1- ;L mxnj l L maxj 1
sus dos primeros elementos (l y 2) aparecen solos en las primeras -










































































































































































Resultados del Corolario 1.5.1 para 1 * j 15 y 1 ^ i 4 S .
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NOTAS A PIE DE PAGINA.DEL CAPITULQ I
(1) Desde el punto de vista del caso mSs desfavorable*
(2) Estas rolaciones pueden probarse fâcilmente por inducelAn 
sobre r*
^  j/j
C A P I T U L Q  II
DETERMINACION DE LA COMPLEJIDAD DE UNA GENERALIZACION 




En este capitule se estudlaré una generallzaclAn del pro- 
blcma considerado en el capitule précédante#
Sea A una sucesiAn finita en 72^ , s e (N , y
S = | b : B C A  y XI X ) 5} ; evidentemente, S esté erdenado
xeB
parcialmente por la relaciAn de inclusiAn» Nés interesarâ ahora en 
contrar la familia S’ c S de elementos minimales por inclusiAn - 
en S. Asl, en el ojemple de la secciAn 1.1, k  —  [2, 3, 5» 1, 8, 3]î 
s = 11, se tiene S* = | (s * 8] , [5 , 8], |l , 2 , sj , 13 , 3 , 5 j ,
1^ 1, 2, 3 , 5 j j , NAtese que 3 aparece dos veces en A, pero 3^ , 8| 
figura una sola vez en 5' . Es decir considéra renie s S' corne conjun 
te, y no como multiconjunto.
En la secciAn II.1 se formaliza el problema y se introdu­
ce la netaciAn bésica necesaria. A centinuaciAn, en la secciAn II.2 
se estudia la cemplejidad intrlnseca del problema. Finalmente, en - 
la secciAn 11.3 se adapta convenientemente el algorltmo de Hammer y 
Rudeanu [197(3 de resoluciAn de ecuacienos pseudo-beoleanas, y se 
mod ifica para mejorar su eficiencia en funciAii de la multiplicidad 
de los elementos de A.
11,1 FormalizaciAn y notaciAn.
Sea « = [cj, Cg, c^l e 7Z^ ” , n > 0
3 e N , dados.
Problema; determinar la familia ,
T = ]l ; I c (l, 2, ..., n] , XI s ,
iel
(VJ) fj C  I => XI c si
*- ie J
En una secciAn posterior se verfi que el problema asl propuesto es 
muy general, puesto que el caso « e nT puede ser reducido en - 
forma sencilla al caso arriba definido.
Anélogamente puede definirse un problema simêtrico del -
anterior:
encontrar
T' “ [l Î I c {l, 2, .,,, n] , 21 c é S’ ,
iel
(VJ) [l G  J c I 1, 2, ..., nj X] > sjj.
En lo que sigue, se preferiré la notaclAn (e , s) y («, s)
para designer a las familias buscadas en los dos problemas simêtri 
C O S  propuestos, salvo si los argumentes « , s y (o) los slmbolos 
" ) , 6 " estAn implicites en el contexto. Excepcionalmente puede 
resultar tambiên cAmodo trabajar con la notaciAn
(^,(«, s) = C ; C = {c^ l , l e  T^(« , s) , notaciAn que -
6o.
en general représenta a un multiconjunto. El significado de
(« , s), (« , s) y T_(« » 3) es claro en si mismo. Finalmen
te, se designaré por I al complemento do I con respccto a
|l, 2, •*•, nj •
El teorema siguiente relacionarâ entre si a y , 
dando simultAneamente un medio de determinar uno de estas familias 
cuando so conoce la otra.
Teorema II,1 « 1
n
I e (c , s) sii Î e (c , c. -
i=l ^
Prueba :
Para todo I c [l, 2, ,,,, n] se tiene;
X I c. 4 S <'zzn:> - XI c, ) - s
iel ^ iel ^
<— > - ( ZZ c - XI c )
i = i  i d  "*•
C = >  II ) ZI - 3 (2.1)
i d  i=l
Sean I , J tales que l e  (e , s) y J c i 
Entonces, I <= J y




utilizando ahora (2.1}, se tiene
c) H  > H  c - £
4^r 1=1
d) r  < Ê  .
i€j 1=1
En consecuencia, I c T^'(« , ^  - s)
1=1
La prueba del reciproco es anSloga.
c.q.d.
El ejemplo slgulente ilustrarâ el teorema anterior.
Elemplo 1%,1 « 1.-
Sea c = [26, 9, 9, 7, 5» 5, 5, 4, ij ; s = 47
Con lo cual c - s = 73 - 47 = 26 .
1 *
31 se conoce una (cualqulera) de las familias T^(c, 2_ c - s),
1=1
(c , s), la otra puede entonces deterniinarse encontrando el com 
plemento do cada I con respecto a |l, 2, ..., nj (Ver tabla II. 1.1)
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(« i 21 Cj, - s)
U!
(2,3,4,5]












2 , 4 , 6 , 8 , 9 j  
2 , 4 , 7 , 8 , 9|
3 , 4 , 5 , 8 , 9 ^
3 . 4 . 6 . 8 . 9 ]
3 , 4 , 7 , 8 , 9 j  
2 , 5 , 6 , 7 , 8 ( 1  
3 , 5 , 6 , 7 , 8 | ]  [ 9 ,  5,  5,  5 , 4 ]  2g




{2,3,4,5,6,7,8,9) [9,9,7,5,5, 5,4,3]^^ 
|l,6,7,B,9i


































A la dcrccha dc cada conjunto I dc Indice;.; se encucntra, 




El tiempo necesario para obtener (« , s) a partir de
T. (é, 22 - s) (o vice versa), estS acotado superiorraente
i
por 0(n J (c , s) j ) .
Prueba :
Evidente*
11,2 . Comple.iidad intrlnseca del problema
En esta secci6n se dan argumentes que hacen pensar en la 
inverosimilitud de que existan algoritmos convenientes (en cl sen- 
tido de Edmonds - ver Cap, 0 - ) para determinar T^(œ , s).
Consideremos el conjunto T_ (e , s) :
Teorema 11,2#1.-
(1)
El problema de decidir si T_ (c , s) 5^ 0 es NP—complète
Prueba %
Definimos los problèmes siguientes 
p^ î problema de la satisfactibilidad.
Pj : problema de la satisfactibilidad, cuyas clausulas c^ tienen al 
menos très literales»
P3 : problema del nûmero cromfitico (dados un grafo G = (X, U) y
64,
n e 7L^ , determinar si es posible asignar n colores a losvêr_ 
tices de G sin que dos vêrtices adyacentes reciban el mismo - 
color)•
p^ : problemas de la particiôn (dados un conjunto A^ja^, a^ ]
y una familia [ c (A), determinar si existe una sub-fam^
lia I C j j ç que sea una particiôn de A
P3 ; determinar si T _ ( o ; , s ) 0 0 »
El teorema résulta de probar que
Pj ?2 P3 P4 P5




Scan A y B dos conjuntos cualesquiera. Entonccs, bastan 
I A I . I B I compara clones para determinar si A D *= 0 .
Prueba ;
Inmediata, considerando comparaclones elcmento por elemento.
c.q . d.
Observaci6n;
E. Reingold [ 197z] probô que si se autorizan ûnicamente corn 
paraciones de elcmentos de A con elcmentos de B, del tipo " = » 0 ” , 
entonces este algoritmo es optimal. Si, por el centrale, se permite 
sumar elementos asi como comparar entre si elemontos de un mismo con
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junto, entonces bastan O(nlogn) comparaclones, con n ■= max ( |A| , |b |)
Teorema 11>2.3»-
Sl existen algoritmos para determinar (*, a) y (*, s) 
en tiempo polinomial, entonces P = NP,
Prueba %
Si se pueden encontrar T^(«,s), y T^(«,s) en tiempo 
polinomial, lo mismo ocurrirS con T («, s), puesto que
T_ (c,s)= (t , s) ^  T^(* , s). En particular, se habrâ de-
cidido en tiempo polinomial si T_(« , s) 0 0 , De lo que, por el
Teorema 11,2,1 y la Def, 0,4,1 résulta P = NP,
c,q,d.
Este resultado nos permite, como ya es clfislco, realizar - 
la reflexl6n siguiente; dado que:
a) diverses problemas NP-completos de Areas tan distintas como teo- 
rla de grafos, I6gica matemAtica, teorla de lenguajes formates, 
etc,, ban side objeto de amplios estudios por especialistas de - 
dichas Areas, sin quo por olio se haya encontrado un algoritmo - 
polinomial para alguno de esos problemas;
b) si P = NP entonces existirlan algoritmos polinomiales para todos 
los problemas NP-comploto.s,
Podemos entonces concluir del teorema anterior la inverosimilitud 
de que exista un algoritmo polinomial para encontrar T^(œ , s).
Finalmente, el corolario siguiente relaciona las complejid^ 
des intrinsecas de los problemas correspondientes a la determinaciôn
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Corolario II»2»1
Dados los problemas de la determinacl6n de ,
y T , entonces, o bien cxisten algoritmos polinomia
les para cada uno de estos problemas, o bien no los bay para ningu- 
no de ellos*
Prueba :
El corolario es consecuencia de la proposiciôn II*1*1, del 
Teorema 11*2.3 y de las igualdades siguientesx
1) T ( c , s ) =  T ^ ( c , s ) / ^  T^(c,s)
2) (c , s) == (« , s + 1)
3) (« , s) = (<r , s - 1)
Hci-s
4) (« , s) = TL (« > s + i)
1=0
s—1
5) (œ » s) = T («c , s + i)
i=0
l), 2) y 3) son évidentes. La igualdad 4) résulta de
(« , s) = (œ , s) T (c , s)
= T ^ ( œ , s + l ) ^  T (e , s) , por 2)
-s
T_(« , s + i)
fR)
La obtenciôn do 5) os similar.
i
c,q,d«
A la vista do estos resultados, interesarS especialmento 
el desarrollo de algoritmos cuyos comportamientos asint6ticos, den 
tro de la exponencialidad, tengan cotas reducidas (dentro del com­
port ami ento exponencial, es evidentemente preferible un algoritmo
rj
de complejidad 0(2 ) trente a otro de complejidad 0(2 ) )• Tam-
bièn es interesante el estudio de algoritmos heurtsticos que, para 
algAn concepto ”aceptable” de soluci6n aproximada, resuelvan estos 
problemas en tiempo polinomial, Finalmente, una tercera via de in- 
vostigaciën es posible (|y deseablel) : ostudiar la dificultad in­
trlnseca de los problemas de determinar etc», desde el
punto de vista de la complejidad media de los algoritmos que los - 
resuelven, y no, como hemos hecho hasta aqui, desde el punto de vis 
ta del caso mSs desfavorable. La primera de estas llneas serS la - 
que seguiremos en el reste del capitule, a partir de la idea bSsi- 
ca de aprovechar la posible multiplicidnd de los elcmentos de A, La 
segunda via propuesta no scrS contemplada en este trabajo, pero ~  
pensamos que debc ser fructlfera, ya que el uso de heurlsticas se 
ha revelado particulnrmente ûtil para el problema do la raochila —  
(ver Garey y Johnson [19793)• La tcrcera de estas vlas présenta la 
dificultad del dcsconocimiento de la distribuciôn de probabilidad 
de los distintos casos de un problema dc tamano n dado, y abre el
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camino al estudio de algoritmos probabillsticos* La escasez de re 
sultados referente a la complejidad de este tipo de algoritmos es 
la que ha motivado las investigacionos expuestas a partir del ca­
pitule siguiente.
II.3 Un problema équivalente
EstudiareniDs a qui un problema équivalente al nuestro, y 
una modificaciôn de un algoritmo de Hammer y Rudeanu [l97Ô) para 
mejorar su eficiencia.
Definiciôn II.3.1»-
Scan œ e , s g TL»
Llamaremos ecuaciôn pseudo-booleana a
c . 3 i = s  (3.1)
e inecuaciôn pseudo-booleana a
e . zxr ^ s (3.2)
œ .04 >• s (3.3)
donde 04 os un vector de variables boolcanas sobre (o , l] " y ” ^
" ^ " pueden intercambiarse por " é= n y " ^ " respectivamentc.
Se observarS que toda inecuaciôn del tipo (3.3) puede con­
vertira e en una del tipo (3.2) sumando l a s .  Adeniâs, podemos - 
limitâmes al caso en que c e " * En ofccto, si llamamos x. a
la Variable complomento de x^, basta utilizar la identidad
Ov.




c ’ *04 • ^  S*
con c*^
•c^  si c^ < 0
=■1 °
X. si c. < 0v*i
-E
C£<0
AnAlogamente, cl caso en que el vector de inc6gnitas pueda conte- 
ner variables complementadas puede reducirse a ecuaciones o inecua 
clones con coeficientes en
Definiciën II»3«2.-
Sea 04 € (o , ij una soluci6n de ( 3« 2 ) 
I ^  [l, 2, •••, nj
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22 I) = c (o , l] " : V i c l} (3.4)
Diremos que 22 » I) es la familia de soluciones de -
(3.2) generada per ( ot* , I), si V off e 22 t I),^  es solu-
ci6n de (3.2).
Observaci6n; es évidente que no todo (ctf , l) genera una familia de 
soluciones.
Las propiedades siguientes son inmediatas:
1) E  (=»’. I) “ 2" - I:'
2 ) e 22 (^* * I )
3) » I) - I sii I = [l, 2, ..., n] ; en este ca­
so, diremos que la familia cs degenerada.
Definiciôn II.3.3.-
yc* es una soluciôn fundamental de (3.2) si
a) <r. . 34* s
b) Para todo i = l ,  ..., n :
X* = 1 = >  œ »Ot'" < s
donde x^ =
Xj si 3 7^ i
si j = i
Gs claro que las soluciones de la ecuaciôn c ,04 = s tarabiên son 
soluciones fundamentales de (3.2).
Teorema II.3.1
Sea I c [1, 2, ..., nj . Una condiciôn necesaria y sufi- 
ciente para que l e  (« , s) es que , definida por x* = 1




« . X >3 (1 si ici0 en caso
. x'* < s ,
VJ c I
trario
(1 si i e J c I 0 en caso con­
trario
c.q.d.
En consecuencia, el problema de encontrar la familia
(« , s) es équivalente al problema de determinar todas las solu
clones fundamentales de la inecuaciôn pseudo-booleana (3.2).AdemAs, 
una vez conocida (e , s) se obtiene directamente :
Corolario II.3.1.-
Sea (c , s) = (l^, I^, ..., I^j . Entonces, toda solu
ci6n de (3.2) pertenece a una y solo una de las familias
( 3* j , I j ) » 1 ^ j m .
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ComplementOS a la notaci6n ;
( 1 ,  j )Si 34 = Xg, •••* x^l , designaremos por
1 6 i 6 j 6 n, a ]x^, *i+i* •••* *j] • For lo tanto =3®
y = X. . Una notaciôn anâloga se usarA para « • Tambiên
( 1 i )utilizar emos cuando sea convenientc (D * para el caso en que las 
j componentes sean nulas.
II,4 Algoritmos
El algoritmo mSs intuitivo posible para el problema on 
tudio es, tal vez, el siguiente;
Algoritmo A [Cenerar (œ ) y determinar (œ , s)]
1.- [Preparaciôn]
:» <--  (e, s) <—  0
2,- [iteraciones y finalizaci6n]
Micntras c • X  < s : 34 <  ::<t + 1 (suma en base binaria)
si X. = 1 V. : FIN
— “ 1 X
i 4—  1
mi entras i & n :
si x^ = 1 : :*4 <--  :yt - (®, x^, ©)
si c . 31 > s ;   34+1
(suma en base binaria) 
volver al principle 
del paso 2.
i <—  i + 1 
[j : X = ij
/ J  '
(e , s) <  T (« , s) \J (l)
si X. = 1 V. : FIN—— i 1
^  <---  3C + 1 (suma en base binaria)
volver al principio del paso 2.
El algoritmo A no es mAs que un procedimiento "ciego" de 
enumeraciAn que realiza el segundo paso 2 ^ - 1  veces y que no —  
aprovecha la informaciAn ganada cada vez que se obtiene una solu- 
ciAn; en efecto, si oc es una soluciAn fundamental, ya no es nece­
sario examinar las tales que x^ = 1 = )  x| = 1 » Esta es la
clave del algoritmo siguiente, debido a Hammer y Rudeanu [1970)• Di 
cho algoritmo précisa que « esté ordenado en sentido decreciente; - 
trabajaremos, pues, con inecuaciones
e , 3 t > s  J Cj^ ^ Cj para 1 ^ i ^ j ^ n (3»5)
La idea fundamental consiste en considerar, para cada i = 1,2, ,.,n, 
la existencia de soluciones que tengan a c^ como mayor elemento y, 
en caso afirmativo resolver los sub-problemas determinados por las 
inecuaciones
^  s - c ^  ; i + l i é = j é = n  (3.6)




donde c. es la raiz de T. , l ” . son los sub-&rboIes re-
1 i l J / J=z







Determinar (<t , s) recursivamente. Utilize una varia­
ble auxiliar AUX para transmitir a cada sub-problema obtenido los 
elementos de [l, 2, .«., n] que bay que anadir a las soluciones- 
de dicho sub-problema para obtener soluciones del problema inicial. 
Iniciaimente, AUX = 0 .
l«- [Preparaciôn]
(indice que varia de 1 an)
(variable que contione sumas parciales de 
elementos dc «)•
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2,- Obtencl6n de soluciones Inmediatas 
Mientras c > s :--------- p
escribir la soluciAn AUX ^  |pj 
si p “ n : FIN
p <—  p + 1
3.- [suma de elemntos menores que s]
Para i =  p hasta n :
SP <--  SP + c^
4«- [Comparar SP con s y obtener otrâs soluciones inmediatas]
Si SP s % FIN
si do * si SP «= s :
escribir la soluclAn AUX U[p» P + 1, •••» n^
FIN
si no : si p = n - 1 :
escribir la soluciAn AUX ^  n^ - 1, n] 
FIN
si no : SP <—  SP - c
5«- [ResoIuciAn do sub-problemas]
5*1#- [obtenciAn de soluciones que no contienen a c^] 
Si SP > s :
resolver  ^ g)
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si : £i SP = 3
escribir la soluciAn AUX U | p +  1, •••» nj
5.2.- [obtenciAn de soluciones que contienen a
AUX <--  AUX U  |p)
resolver T , s - c )
 ^ P
FIN
Enunciaremos algunos lemas en que se basa la demostraclAn 
de que el algoritmo HR es correcte. Sus pruebas respectives son muy 
simples y no se presentarân aqui (ver por ejemplo Hammer y Rudeanu
[1970] ).
Lema II.4.1.-
Si l e  (œ , s) y A^ = I f) 2, ..., ij




Si l e  T , s) entonces l e  T (« , s) .
Lema II.4.3.-
Si s > 0  y l e  T^(«^*”\ s - c ^ )  entonces,
I U { ^} ® ( « > s )
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Teorema II.4.1»-
Sea (c , s) c x 7Z , con « ordenado en forma
decreciente.
a) SI 8 6 0 entonces T^(«,s)«= ^0]
Si s > 0 î
b) Si g p e 1^, 2, ..., n-1^ tal que c a > cp+1 entonces
1) Yj e [l, 2, ..., pj se tiene |jj c (« , s)
2) El conjunto de soluciones restantes de (œ , s) es
c) Si c^  ^ s entonces (« , s) -■= [|l}> (.zj , |n}j
(e
si % » =
d) Si s > Cj
1) Si E 
.1-1
2) SI E 1-1
3) S i t
1-1





) c. < s entonces 
i-2 ‘
\  («. ’) “ (l ! I ” |l)U I' , VI' C T,
1=2
- /_(2,n)
U  [l î I ** (llU I' , YI» c 9 - c^)j
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En lo que respecta al problema slmêtrico (determinar 
(®» s)), puede enunciarse el siguiente teorema:
Teorema II.4.2.-
Sea (œ , s) e 3^" x Œ  , con c ordenado en forma decr^
ciente.
a) Si s < 0, entonces T ^ ( « , s ) = 0
Si s > 0 :
b) Si c^  ^> s entonces T^(œ,s) — [0)
c) Si a p e ^ l ,  2, ,,,, n-1 j tal que > s ^ *^ p+l °ntonces
T^(e,s) -
Cl) Si E  c:. 4 s entonces (œ, s) = [^l, 2, •••> n]^
i=l ^
t) Si E  c. > s y E  c. 4 s entonces
i=l ^ i=2 ^
V = [|2» 3, n)j IJ {l : I = jl) U i' '
I' c , s - c^ )j
f) Si E! c. > s y El c > s entonces
i - 1  ^ i-2
(« , a) - T_, s) U [l : I - 1) U I' .
VI' e T, , 3 - Cj)j
81,
La prueba de este teorema es anSloga a la del Teorema II.4.1 e im- 
plica la poslbilidad de utilizer para este problema un algoritmo - 
similar al algoritmo HR.
El algoritmo HR es en general mSs eficiente que el algo­
ritmo A, que siempre realiza 0(2”) operaciones elementales (su- 
mas y comparaclones entre dos nûmeros) :
Teorema 11.4.3»-
El nûmero minimo de operaciones elementales necesarias - 
para determinar (« , s) mcdiante ol algoritmo HR es de 0(n).
Prueba :
Esta cota inferior de la complejidad del algoritmo HR se 
alcanza en los siguientes casosî
a) si c _  ^ s
b) si Ë2 s
1=1
c) si c > s > c y 2_ 4 s para algAn p < n ~ 2
** ^ i-p+1
En efecto, en los très casos la soluciôn del problema se détermina 
en la primera iteraciôn del algoritmo, en los pasos 2 ô 4» Los pa- 
sos 2 y 3 consumen, juntos, 0(n) operaciones elementales, y el pa­
so 4 realiza, a lo sumo, 3 comparaclones. Lo cual prueba la comply 
jldad lineal de HR en los casos a), b) y c) * Todos los casos re^ 
tantes necesitan, al menos, resolver adcmôs un sub-problema. Por -
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lo tanto, 0(n) es efectivamente cota inferior estrictade la comply 
jidad de HR*
c.i.d.
Es fScil, por otro lado, encontrar casos en bs que el - 
algoritmo HR tiene complejidad exponencial (como podia preverse de 
los resultados de la secciôn 2 de este capitule). Este es consecuen 
cia directa del siguiente resultado;
Proposiciôn II.4.1.-
max
(c,s) e Z X TL
T ( œ  , s)
Prueba :
La proposiciôn résulta de constatar que
max (” ) ""(pl) pj =pj y si
* ademSs para todo n = n - j^ 2j) , y lel lema si-
guionte:
Lema II.4.4.-
Dado n > 0, la cardinalidad de (c , s) es m&xiraa s ü
fL?J «
para todo I,j c T ^ ( c , s ) ,  11 | = ( J | = <
H j I
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La prueba de este lema se présenta en la ultima secciôn del capitu 
lo.
Teorema 11.4.4»-
Si I T (c , s) =/ 1 entonces el nômero de iteraciones
\L5jj
realizadas por el algoritmo HR es de 0(2”) «
Prueba :
Sea l e  (t,s). Si 1 < | 1 | < n , el algoritmo HR d^
termina I en 0(|l|) iteraciones (consecuencia del Teorema 11.4.1»
d-3) y d-4))« Si, ademAs j T (t , s)I ~l Jentonces para todo
M iJ /
I G (« , s) 11 I — ( ô 111 = I Qj ) y se nccesitarAn
0( jrl )) ~ 0(2") iteraciones para determinar T (<r , s)
c.q.d.
Observaciôn;
Si « no cstuviese totalmcnto ordenado, la complejidad - 
total del proceso aumentarîa en 0(n log^ n) (ver Capltulo 1, sc£ 
ciôn 3), valor que solameute influiria en la cota inferior esta- 
blocida en el Teorema II.4.3*
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II.5 Optimizaciôn del algoritmo HR
Aunque el algoritmo HR acelera la bâsqueda de soluciones, 
recurriendo esencialmente a la evaluaciôn de suma s de ciertos elemen— 
tos de Œ, no tiene cuenta de la posible repeticiôn de elementos. Si
por ejemplo, el problema estS dado por = (2, 2, ..., 2) y un
umbra 1 s tal que n ^ 2t ^  s > 2(t-l) 0, para algun t > 0 , hay
I ” j soluciones idênticas, cada una do las cuales se obtiene separa-
damente. Es, pues, importante que el algoritmo utilizado, pueda a- 
grupar soluciones idênticas, calculando solo una.
Notaciôn; Supondreinos, para fijar ideas, que 
= (Cj, ..., •••* '"(T(k-1) + 1' •••* V(k)^:
con c^ = ...=c^^> = ••• > ®(T(k-l)+l= ®(T(k)
X  (3)
donde , para simplificar la escritura, QT (j) = E  » 1 ^  j 6k. Es
k "
claro que (T (k) — EZ m. == n . Represent or emos el inulticonjunto 
i=l ^
{a, a, ..., aj por [p J a] , y [p J a]U[q î b) corresponderS al multi- 
p-veces
conjunto |a, a, ..., a, b, b, ..., bj 
p-veces q-veces
Dofiniciôn II.5.1.-
Sea ^ c  3 ^ "  . Dados i, j e  |l, 2, ..., n j  , dire­
mos que i E3 j si c^ — c^ . (Es évidente que la relaciôn ti = n
§5.
asl definida es una rclaciôn dc equivalencia). Llamarcmos ^ (i) a 
la clase de equivalencia de i »
Definiciôn II»5.2»-
Sea|o<.^|^^j e ^  ((l, 2, nj) . Diremos que ; o<
es irréductible si i 0 j = )  ^ j para 1 ^ i, j 4 t.
Es inmediato que siempre e ; posible escribir Pj [p. ; ,]
i=l ^
on forma irréductible, puesto que si existepc | P j G Pili-j 
tal que c< s o< para I ^ i,j r , basta roemplazar
'i i
U C P y ^ H ^ ]  por [ E  P,.^ >=-„,]•
Consideremos ahora la extensiôn sigui ente de la relaciôn 
de equivalencia n = n .
Definlcjôn II»5«3«-
lli=l 'l/^ili=l  ^ )
t t
Sean ' f/^i!i=l  ^ 2, nj )y scan
 t
\^ J [ i y PJ [Pj ; /3.] irréductibles. Entonces Pl [p. ; .]
i=l i=l i= l  ^ ^
t
p) [P^  ;/3^] «i P®*'® 1 <: i 'T, t.
Dcfiniciôn II.5.4.-
t
Llamarcmos elcmento canônico de ^  (PJ f p ; o( 1)
1=1  ^ ^
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Pi [Pj » y.] si para 1 ^ i ^ t y para todo /3. c ^({c< ) ) 
i=l ^
se tiene ^ ^
De las definicioncs anteriores y de la notaciôn introdu- 
cida al principio de esta sccciôn se observa que los elementos can^
t *'i
nicos son de la forma \J fPj î 1 *
i=l ^ h=l
En lo que sigue, considerarcmos que todo l e  T^(œ,s) 
estA en forma irréductible. Se tiene entonces:
Proposiciôn 11.5.1.-
I e (œ , s )  < = >  8  (I) c {« , 3)
Prueba :
Trivial.
Puesto que [c.], = [c.f. _ si I, s I , en vez de buscar
i ' i^xcl^ 1 2
(« , s) nos limitaremos a determinar el inulticonjunto (<r. , s)
que résulta de reemplazar cada I de (c , s) por el elemento ca- 
nônico de ^  (l).
Dcfiniciôn 11.5.5.-
Sea l e  T^(œ,s). Llamaremos multiplicidad de la solu­
ciôn I a (I) - I (I) I .
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Proposlclôn II»S«Z.-
Si % = PJ [ P. ; ZZ m 1 , entonces At (l) = ( A
i=l h=l J ^ i=l V *’i j
Prueba :






Sea « = (11, 9, 9, 7, 7, 7, 7, 5, 5, 5, 3, 3) ; = 42
Entonces : I j = [ 1 ; 3] U  [3 ; ?] U  C 2 ; lo] [J [i ; 12] es una so lu
ciôn, y su multiplicidad es yU, (l^) = (“) x ( )^ x (^) x (^ ) = 48 ;
Ig “ [-1 j l] Li ( 2 J 3I U  l 2 ; 7] es otra soluciôn, que -
tiene multiplicidad (I^) — (|) x ( ^  ) x ( ^  ) = 6 .
Para completar cl desarrollo de la idea principal de es­
ta secciôn asociarcinos a («r , s) un conjunto (ît , s) , def^
ni.cndo « por mcdio dc la transformaciôn:
‘" c r d - D  + j  ' ' i j  ^ d ( i )  ’ '  J » 1 ^ i ^ k  ( 5 . 1 )
donde  ^= m^ - j + I ; 14 j 6 m^ , 1 4 i 4  k (5.2)
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Llamaremos a œ vector ponder ado asociado a <t •
De este modo, cada clase de elementos iguales de c se tran^ 
forma en otra que contiene, ordenados en forma decreciente, todas las 
sumas diferentes posibles de elementos de la clase primitiva. En cuan 
to al umbral s, sc raantiene igual*
Nos proponemos resolver el problema original con la ayuda 
del problema asociado que acabamos de définir» Con este fin empeza- 
remos por caracterizar la relaci6n entre T^(c,s) y T^(c,s)
para finalmente enunciar y probar un teoreraa (basado en esta rela- 
ci6n) que estâ en la lînea de les Teorenias II.4.1 y II.4.2,
Proposiciôn II.5» 3«-
“ à  ‘ è  ]
U j - l  U j - l  " t - 1  ,
B -  E  + . L  "h + ^î" •••' E  “h + ’t]
 ^h= 1 h= 1 h= 1
con 1 6 t 6 n , l ^ v ^ é = m ^  , 1 ^  vl^  4r n
Entonces ^  c. = %% c.





(5.1) y (5.2) se obtienc :
/ c. = 7_ w c , . .De esta igualdad y usando
. . 1 rTi u.v. <r(u, )
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E Ci - E
icA
n.q.d.
Esta propiedad perniitc Identificar cada soluci6n de 
T' (« , s) con una y solo una soluci6n de T (2 , s) , Sin cmbar-
go, la rectproca no os ci.erta on general. La proposici6n siguientc 
caracteriza las soluciones de (e , s) que nos interesan. Supon
dremos, sin p&rdida de generalidad, que para todo i, u.^ ^ .
Proposici6n II.5»4*~
Sea l ^ t é n ,  14- , 1 6 <4 n. F.ntonces,
H  • ,1 , - " I
(Î , O
b) Para cada r e  2, ..., t]
1 ) Si V  ^ m r V f^ntonces
«i-1 "2-1 u -1
E % + Vj , E '■j . •
h-1 h— I
• YL + 1,
h=i
"t.-i
ii- "Hi + "t
/ (c , s)
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2) Si V = m entoncesr ur
"i-1
H  , ..., E  + Tr-l' ^  “h
^  h=l h=lh=l
+ Vr+l'
T '  1
...J E  ’^t] ^ (« , s)
Prueba :
Supongamos que para i =  1, 2, ..., t
ifi
para 1 4 r 6 t
t t
i^r
para 1 é r 4 t
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e (œ , s)
U,-l Uj-1 u^-1
\ "f' ]
V ..., E  "'h ■*■ '"t j ^ T^(c, s)
+  V  + 1 • • •
Por otro lado, si v = m para algûn r e [l, 2, t]
r

















Z  »,_ + Vj, ..., X  E
h=l h= l  h= l
u. -1
V n  '"h + ^ t î  /  \
c . q . d .
üasândonos en estos resultados y en las siguientes genera- 
lizaciones de los Lemas II.4*1 y II.4»3  ^ es posible ya determinar
(œ , s), a partir del conocimiento de œ y calculando solo el ele­
ment o canônico de cada clasc de soluciones ^(l) asi como la multipli 
cidad asociada, como se verS en el Teorema II.5.1.
N o t n c i ^ n  :
Sca TTc^l, 2, nj j designaremos por <t ' al vector -
übtcnido eliminando de <r todo c. t al que i c TT ; se obti^
ne represent ando por TT al complemento de TT con respecto a
2, n j »
Lema II.5.1»-
1 — TT e T (
Si l e  T^(«,s) entonces, para todo lTc|^l, 2, ..., nj




:.) E  q
l e  T) («, s) ==>
i s
ici
b) J c  I “ > E  c.
ieJ
Sea rr 2, . De a), se ti<
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Por otro lado, para cualquier II c I - Tf y de b), se tiei




Y utilizando una ver. mSs la definicîAn de T el lema queda probado,
c.q.d.
Lema II.5»2.~
Sea s > 0, j e I 1 i 2, . . . , n] y TL = , 2, . . . , n] - [ j]
Entonces,
=> I U |.i] c (c , s)





a) E  c > s - c
(n) . i c i  J
I e  ^_ Cj) — >
b ) J C  I ==> E  c . < s - c ,
icJ ^
De a) se obtiene directamonte
E c . + c , > s  (5.3)
iel ^
De b), de la hipAtesis E  c. < s y suponiendo j ^ I , résulta
ici ^
E  c. - min (c } + c . < 3 (5.4)
ici ^ iciuld)^ ^ "
desigualdad que implica
E  c. < s para todo Hc lU(jj (5.5)
iell
Finalmente, de (5.3)» (5.5) y de la definiciôn de se concluye




Mediante modificaciones muy simples, los lemas previos si. 
guen siendo vKlldos si so sustituye por .
Estamos ahora en condicioncs do probar el teoroma siguien
to.
Teorema II»5«1»-
Sea (« , s) e " x Z , con c  ordenado en forma de­
creciente, y sea c  el vector ponderado asociado a c.
a) Si s 4 0 entonces (c, s) = j0)
Si s > 0 ;
b) Si existe B c [l, 2, ..., Icj no vacio tal que para todo i c D,
c .. ^ ^  ) s entonces:
dli-li+1
1) Vi e B se tiene w ; E  "k e T' (« , s) , y su mul-
l^*'i h-1 ' ^
tiplicidad es j j , donde r. es el mayor entero de
'ir 
1
[l, 2, .,,, m^] para e.l que c^^ ^  ^ s,
2) El con Junto de soluciones restantes es (#,s), donde cl
so obticne de «• suprimiendo para cada i c B r^ el omen-
tos do la clase ^  ( E  "*, ) « 
h-1
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:) Si s > ^ para 1 ^  i é k, se distinguen cuatro casosi
1) Si E  ^<r(i-l)+l ^ ® entonces Tj (c » s) « 0
k k i
2) Si E  \(i-i)+i = ® entonces T' (e , s) - \J [m ; E  % ]
i=l ’ ' 1-1 ^ h-1
k k
sea t e [l, 2, •••, tal que
%  + ^  \  + ^  V(i-i)+i •
Entonces, para 1 é j 4 t ,
si l e  T'(«^"*^^l'"^,s-c.) y su inultiplicidad es /(. ,
^ ' 3  '




No hay otras soluciones de (®, s) •
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k
para 1 4 j 4 ,
si I e 1» n)  ^ s - c^ ) y su inultiplicidad os yi ,
se tiene ['*ij * ni^ ] U  I e (* , s) y su niultipllcidad
El conjunto de soluciones restantes es ^ s)
os
 ^ " i j
Prueba :
a) Evidente
b-l) Por el Teorema II.4.1, para 1 4 t^  ^4 * i e H se tiene
e (c , s) ♦ En consecuenoia, por la Pro-
1% ■■ • -.1
posiciôn 11.5.4» I »v. ; Y~ m
L tPi "
t; (« , r ) . Fi-
nalmente, la ProposIciAn IT.5.2 da diroctamente la multipli 
cidad.
b-2) Por el Teorema II. 4.1» el subcon junto de 1^  (ï , s) que —  
queda por determinar es (tl , s) , donde <ü se obtienc
do c suprimiendo, para cada i e B, los elementos
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V(i-1)+1 * f(i-l)+2 ' ' "".rCi-D+r^
posiciôn II.5.4 cada soluciôn do (c , s) esta asociada a
una y solo una soluciôn de (œ , s), para determinar con-
pletamente (c , s) solo falta cncontrar (dL, s) •
è - Æ
=-1) 1. V i - 1 )  + 1 ‘ ^  “i V(i) “ 4  q  • St la primera de
estas expresiones es manor que s, tambiôn lo serS la ûltina
y por el Teorema 11.4*1» (c , s) = 0 ,
c-2) Es consecuencia directa de las Proposiciones II.5.4 y II.i.2,
c-3) Consecuencia de los Lemas 11.5*1 y 11.5*2 y de la Proposiciôn
11.5*2*
c-4) Tambiên consecuencia de los dos lema s précédentes y de la Pro^
posiciôn 11.5*2.
c.q.d.
As! como cl algoritmo HR sc fundamenta en el Teorema 31*4*1 
tambiên el teorema precedente sirve do base para desarrollar el algo 
ritmo correspondiento» pero dadas las caracterlsticas construct:vas 
de estos teoremas evitaremos en esta ocasiôn el escribir explic:ta- 
raente dicho algoritmo.
A modo de conclusiôn del capitule» el interês del Teorema 
11*5*1 estriba en dar un mêtodo para determinar (« , s), que se-
rô tanto mâs eficiente que el algoritmo HR cuanto môs elemontos —  
igualos baya en c * Asi» en el EJemplo 11.5*1» la obtenciôn d» 1^ 
es relativamente mâs eficiente que la de I^ . Es évidente sin enbar
go que las cotas encontradas en los Teoremas II.4»3 y II.4.4 siguen 
siendo vâlidas» y que en consecuencia serS necesario utilirar el con 
cepto de comptejidad media para obtener resultados môs significati­
ves.
II.6 Demostraciones têcnicas y cuostiones complementarias
A) Prueba de la cadena de reducciones p,o^ p_ c/ P. P, P-
1 ^ 3 4 5
Pj Pj :
Sea F - /\ C , C \J a con
« i=l 1  ^ j=l
®ij " (x^, ...» Xp, Xj, ...» Xp}
una fôrmula en forma normal conjuntiva para la que se quiere cslu- 
dinr el problema de la satisfactibilidad.
Sea F' la fôrmula obtcnida al sustituir cada clôusula 
de cuatro o mSs literalos por
(aj V a^ V y^) a (a^ v y^ v y^) a (a^ v y^ v y^) A ...
••• '' ' >'.,-3’ ^ '' V - s ’*
donde los literales a^^ se han representado sin su primer sub-ind^ 
ce por comodidad, y las variables y ^ » y^, ... son variables booleji 
nas suplcmentarias.
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3e comprueba ahora con facllidad que F' se satisface sii 
F se satisface.
Sea F = /\ C , C = W  a » con 
1=1 ^ j=l
e •••» *p» •••» Xp ) $ t 4 3«
Sea G = (X , E) un grafo no orientado definido por
X = (xj, ...» x^, Xj» ...» Xpjy(vj» ...» VpjU
U  [cj, ...» C^J
E = ((v^ » V J : i j] (J {(x^ » x^) : 1 6  i 4: p) U
U  > Xj) > » Xj) : 1 0 j] U  {(c^ » Xj) :
• i ±^] U  {("=!' '•
Finalmente» sea k = p + 1
Pucde suponerse sin pérdida de generalidad que p ^ 4» -
pues si no, el problema de sattsfactibilidad propuesto séria decidi- 
ble en tiempo polinomial.
Se tiene entonces :
a) El subgrafo de G engcndrado por los vêrtices ^ » ...» v^j es 
una clique y précisa por lo tanto de p colores.
■
loi.
b) Si i 0 j » los vêrtices v , x. y x. son adyacentes, lo que
i  .1 .1
introduce un p + 1-êsimo color, que designaremos por Q, Con —  
p + 1 colores, o bien y x^ son del mismo color y x^ es
de color Q, o bien y x^ son del mismo color y x^ es de co
lor Q. Es claro entonces que pli colores bastan para los ver­
tices [xj, x^, Xj, ...» x^I «
c) Todo vêrtice c^ es adyacente a 2p - 3 vêrtices, por lo mcnos.
Ahora bien, p ^ 4 =— > 2 p - 3 ^ P + l  • Por lo tanto 3j *
l é  j 4 p, tal que x^ y x^ figuran entre estos 2p - 3 vér
tices. En consecuencia, c^ no puede ser de color Q pero si de
alguno de los otros.
De este modo, para todo i , 1 4 i & n ; hay un literal
a^ e C. tal que el vêrtice a^  no es de color Q . En caso con
trario, todos los c C^ son de color Q, Pero ontonce i c . os
adyacente a p vêrticcs de p colores distintos, asi como por lo 
monos a un vêrtice de color Q, con lo que p + 1 colores no bas-
tarian . Dando el valor 0 a todo vêrticc de color Q y 1 a los
demâs vêrtices, se concluye que F se satisface s ü  p + 1 colo­
res bastan para G,
^3 ^  :
Sea G = (X , e) un grafo no orientado, k c • D(
finimos los siguientes conjuntos s
S = X y  ((u , i) ; u c E , 1 4 i ^ k }
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= |xj | y | ( u , i ) :  u e E  y u incide en xj ,xl
X e X ,  1 4 i 4 k
Supongamos que k colores c^, c^, •••» bastan para G. Sean
x , y e X ,  x ^ y , y  sean c^ , c^ sus colores respectives. Enton­
ces 5 C\ 5 — 0 i (si (x , y)’ ^ E , es évidente; si
xCi yCj
(x , y) e E entonces c^ ^ c^ y el resultado es inraediato), Por otro
lado, es claro que S = S^^ LJ ( R .) .
u,i
<u,i) fs
Reciprocaracnte, supongamos quo existe una subfamilia de 
1 ^ xi^ L J  1 ^ ui^  quo sea una particiôn de S • Entonces, para ca
da X  e X existe un color c. unico tal que x e S , con
1 xc^
1 6 i ^ k . Si k colores no bastan para G, entonces existe 
(x , y ) c E tal que x e y ticnen el mismo color c^ • Pero en este
caso, ((x, y) , J) e S O  S y no puode haber ninguna par
xo. yc.
ticiôn de S entre los 3^^ y « Por lo tanto, la particiôn —
existe sii G adimlte k colores.
Scan S - juj, u^, .... u )
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[Sj, ...» s j  c (s)
y t 1 » dados.
Definimos :
0 si no
“ t. '".ii r '« = (c , ..,, c ) con c ^  i‘ J 1 -J I
Probaremos quo 1 e T (<c , s) sii [^i] jel particiôn
de S,
En e f e c t o ,  s i  l e  T _  (« , s) e n t o n c e s  :
5 ■  5  S  ■ S ( 5 £ . ‘) P “  ■
_  3  -  - G — -  1 +  A  +  . . .  +  p "  ' .
Ô -  1
Pero ^  .. 4, k = ^ - 1  y en consecuencia,
jel
21 5ii ^  ^ ; i - 1, 2, ,,., p .
Jel ^
Por lo tanto, para todo i en | 1, 2, ,,., pj hay un y solo ui
3 G I tal que u^ e S . , De lo que se desprend c que
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es una particiôn de S»
La demostraciôn del rcclproco es similar.
No es diflcil ver que todas las construcciones utilizadas 
en las reducciones se llevan a cabo en tiempo polinomial, Ademâs» — 
la pertenencia de los problemas P^» 1 A i z, 5 a la clase NP es
évidente, lo que complota la demostraciôn,
c,q,d,
D) Prueba del Lema 11,4,4
Toda soluciôn I de puede represontarse por un camino
desde r a un vêrticc terminal de la cstructura de ôrbol definida en 
(3.7)» secciôn 3 de este capitule, Por otro lado, dicha estructura 
es tal que todo sub-Srbol contiene como sub-ârboles a
T. 3» T.,„, .,,» T , En consecuencia si un camino en T. definido x-hl x+2 n 3 J
por r, Cj , Cj » ,.., c j , con < j^^^» représenta una soluciôn
de , entonces, V k > 1 , el camino en T. definido por
'^k
r, c. , c. , c no puede reprcsontar a soluciôn alguna de
^k ^k+1 P
« Dasta entonces encontrar el nûmero môximo de caminos desde r 
a un vêrtice terminal de T que no aparezcan nunca como sub-caminos
de algûn camino, o equivalentcmente, al nûmero môximo de vêrtices — 
T de igual ran
f"LîJ ” fSl
de go P que sc alcanza précisément c para
c,q,d.
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NOTAS A PIE DE PAGINA DEL CAPITULO II
(1) El problema de decldlr si T_ (<c , s) = 0  corresponde en cier-
to modo al ’problema de la mochila O/l” , que en programaciôn 
matem&tica se define en la forma que sigue:
maximizar
r  ^i x^ 4 s 
1=1
s, b , c., G 2Z ^  , 1 4 1 4 ni'
Ci e {o , l)
Nuestro problema équivale al caso en que bi = Ci para
n
1 4 i 4 n . Es évidente que (c , s) 0 0 sii max JZ c. x = s,
i-1
La determinaciôn de T_ («t , s) (o de uno de sus elementos) estâ
muy relacionada tambiên con el problema del estableolmtento de 
particlones, (Ver por ejcmplo E, Horowitz y S. Shani [ 1974]).




’’i "i » "i
“i "  '•i
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n
se obtiene la inecuaciên équivalente œ • ^ s - 2L_ r.
i=l
(3) Henios utilizado esta notaciôn exclusivaraente en los subindices 
por raxones de claridad,
(4) Tambiên es posible generalizar de forma similar el Lema II.4»2, 
pero no es necesario ahora. El enunciado corrcspondiente es :
I G (G^  \  s) ==> I e T^(œ,s) y la prueba es direc-
t & •
(5) Entendcremos por rango P de un vêrtice x de un ârbol,al nû­
mero de vêrtices del camino que une a x con la raiz del ârbol,
c A p I T U L 0 III
COMPLEJIDAD ALCORITMICA Y ESTADISTICA.
108.
III.1 Introducei6n
Es posible analizar algoritmos que resuelven algunos pro­
blèmes estadlsticos utilizando herramientas de complejidad combina­
torial. Los problemas bâsicos de ordenamiento, entre otros, juegan 
un papcl importante on problemas de inforencia no paramêtrica, co- 
rrelaciôn y regresiôn (Shamos, [19763). Pero este enfoque se hace - 
insuFiciente cuando la resoluciôn del problema requiere un proceso 
iterative -por ejemplo, la resoluciôn numêrica de un sistéma de ecuji 
clones diferenciales en estimaciôn paramêtrica— y es précise enton­
ces rccurrir a têcnicas de complejidad analltica (ver secciôn 5). - 
Por otro lado, la afirmaciôn reclproca tambiên es cierta, pues les 
mêtodos estadlsticos son utiles para analizar el comportamiento de 
algoritmos, particularmonto en el estudio de su complejidad media.
En este sentido, con frocuoncia se recurre a la experiencia prêcti- 
ca y a têcnicas de simulaciôn y solo en los ultiraos anos se ban pu- 
blicado los primeros trabajos teôricos de cierta importancia; entre 
elles citarcmos la metodologla general propuesta por Bentley (1981) 
y aplicada en particular al Problema del Viajante, la interesante - 
discusiôn de têcnicas utiles en este tipo de anâlisis que sc encuen 
tra en Luokcr (I98I), y la ya clâsica referenda de Weide (1978), - 
que e stud la la aplicaciôn de alfîunas de estas têcnicas a diverses - 
problemas concretos. En las secciones siguientes desarrollaremos dd^  
versos puntos de este Srea de creciente interês.
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III»2 Medidas de centralidad
Tal voz uno de los aspectos primitivos mSs importantes en 
estadlstica es el estudio de valorem centrales en torno a los cuales 
se encuentran distribuidas un conjunto de observaciones• For esto de 
dibaremos primero nuestra atenciôn, aunque someramente, a estas mcd^ 
das.
El siguiente par de resultados os ampliamente conocido -—  
(Shamos [19753)
-  1
Sea X = - X. Î entonces :
"  i = l
Teorema III.2.1«-
a) El tiempo necesario para calcular x es de 0(n).
b) El espacio necesario para calcular x es constant e.
Prueba *
a) X se calcula mcdiante n - 1 sumas y 1 division




El problema de actualizar una media puede resolverso on 
tiempo lineal y on espacio constante.
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Prueba :
« (x \  ^ y aean i x ' l ^
‘ ^  i = l  ' i = l
Sea x^ la media de .\ s { )} nuevas
observaciones» Entonces la media actualizada x , puede cal-
■'l + "2
cularse mcdiante n^+ 1 sumas, una multiplicaciôn y una divisiôn 
si utilizamos la expresiôn:
lïj + n^
En cuanto al espacio, basta considerar una posiciôn de memoria pa­
ra el numerador y otra para el denominador»
c.q.d»
Corolario III.2.2.-
E1 problema de actualizaciôn continua de la media puede — 
resolverse en tiempo lineal (en el nûmero de observaciones) y en e^ 
pacio constante.
Prueba :
Es este caso, es necesario calcular la sucesiôn (x, >, ,l kJ k 1'
cuyos elementos se dofinen mcdiante la relaciôn de recurrencia :
"'k + *k+i
“  - m —
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Para k = n dado, bastan entonces 2(n- 1) sumas, n- 1 multiplicaclo 
nés y n - 1 dlvlsiones. Por otro lado, para cada k, es suficiente un 
espacio constante (Corolario anterior). La continuaciôn es évidente.
c.q.d.
En lo que respecta a la moda de un conjunto de observacio 
nés, podemos afirmar lo siguiente:
Teorema III.2.2.-»
La (s) moda(s) de  ^ j puedc(n) encontrarse mcdiante
O(nlogn) operaciones element a les (sumas y comparaciones).
Prueba :
Considercmos el algoritmo definido por:
1) Ordenar totalmente (lo mayor a menor
2) Recorrer de mayor a menor y calcular las frecuencias de
los elementos distintos. Sea fxj , f.\. el resultado obtenido.
l i X J X 1
3) Determinar el(los) elcmento(s) de frccuencia mSxima.
El primer paso requiere o(n log n) comparaciones (ver Capltnlo T).
El segundo paso necesita n - 1 comparaciones y, a lo sumo, n- 1 sumas 
(si 0 Xj para 1 0 j). Finalmente bastan n - 1 comparaciones para





Finalmente, en cuanto al cfilculo de la mediana y do per­
centiles, nos limitaresmo a citar los siguiente resultados : Shamos 
(1976) demuestra que la mediana de n observaciones puede encontrar­
se mediante 0(n log n) operaciones elementales, Munro y Paterson — 
(1980) y Dobkin y Munro (I98I) obtienen una cota superior lineal p^ 
ra este problema y prueban que el espacio necesario no puede ser in 
ferior a + 1 • AdemSs llegan al sorprendente resultado de la -
inexistencia de un algoritmo con las anteriores caracterlsticas pa­
ra cl cSlculo de los restantes percentiles,
IJI•3 Distribuejones do permutaciones
Una gran variedad de problemas requieren el conocimiento 
de distribuciones de permutaciones. Consideremos por ejemplo el pro 
bleina siguiente. Dada una poblaciôn de tamaîîo n, determinar la prjo 
porciôn de muestras de tamano k (k 4 n) cuya media sea superior o — 
igual a La media de una muestra dada. Si A = [a^, a^ ..., a^j es
la poblaciôn en cucstiôn, este problema puede ser resuoito encontran 




donde las x. son variables aleatorias binarias taies que ) x.= k
3 j=l J
y taies que cada muestra de tamano k sea Igualmente probable.
2“
Un algoritmo purainente enumorativo requerirîa 0( ) ope
Vu
raciones elementales en el peor de j os casos (que corresponde a 
k = I ô posible encontrar un algoritmo polinomial pa
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ra este problema?» Pagano (I98I) sosticne que un problema rnSs com- 
pllcado que êste es pollnomlal s detorminar la distrlbuciôn de —
n
/ f (a ) X t donde f es alguna funciôn calculable en tiempo po 
.1=1  ^ ^
llnomial, de les elementos de la poblnciAn. En su demostraclAn, —  
propone un algoritmo basado en cl cAlculo de la funciôn caracterl^ 
n
tica de f (a.) x, en puntos equidistantes sobre [o ,2TT] ,
1=1
Este resultado es de import;ineia prSctica en la utiliza- 
ciôn de diverses tests que se basan en estadisticos de la forma —
(3.1).
For otro lado, esta mctodologîa sugicre otro enfoquc para 
tratar el problema definldo on cl Capitule II. Dasta observar que - 
cl problema alll definido es équivalente a n problemas del tipo de 
finido en (3.1) con la restricciôn suplcmcntaria de que para 
k =  1, 2, ..»> n toda submuestra de una muestra de tamano k y de 
media no inferior a s dado, tcnga media inferior a s» Qucda asj. - 
abierta la posibilidad de comparar la complejidad media de un algo­
ritmo basado en esta idea, con la coinplcjidad media del algoritmo - 
basado on el Teorcma II»5. 1.
III.4 Estimaciôn por punto
Dos cuostioncs distintas aparecen involucradas en este te 
ma. For un lado, el problema de obtencr una estimaclAn de un parSme 
tro 9 modiante un estimador T dado . La complejidad computacio- 
lial do este problema dépende del estadistico que define a T (ver
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los ejemploy estudiados en la secci6n 2 de este capitule). Esto su 
giere inmediatamentc anadir una propiedad mSs al conjunto do propi^ 
dades deseables para T . Con este fin, proponemos la siguiente
Definici6n III.4*1»—
Sea T un estimador de 9 que posca una propiedad P, y 
sea 0(f(n)) su complejidad. Diremos que T es un P-estimador de 0 
de complejidad minima si para todo estimador T' que posea la pro­
piedad P y que tenga complejidad 0(g(n)) se tiene 0 ( f(n) ) <1 
4 0 ( g(n) ) .
La dcfinici6n anterior supone conocidas cotas superiores 
cstrictas del tienipo necesario para calcular T y T' , asi como- 
sendos algoritmos capaces de alcanzar dichas cotas. En el caso en - 
que dichas cotas fuesen desconocidas, o bien se desconoccria tarn—  
biôn el P-estimador de complejidad minima, o bien no se sabria iden 
tiFicar un P-«'.timador conocido como do complejidad minima.
Cabo mencionar aqui que si bien on complejidad algoritmi- 
ca sc habla a voces tambi&n de "oficiencia" en el sentido del invejr 
so do la complejidad (Kronsjb [l979]) y do algoritmo "optimal" en el 
sentido do algoritmo do complejidad minima, no es conveniente intro 
ducir dichos tôrminos on la definiciAn anterior por toner un senti— 
do propio en Inferencia Estadxstica.
El scgundo problema quo contemplaremos cn cstin\aci6n par^ 
mêtrica es el do la obtenciôn do una estimaciôn de 6 cuando no se 
conoce una expresiôn analitica para un estimador T , pero si se co- 
no c en ecuaciones obtenidas a partir de alguno de los mfîtodos clâsi-
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cos (m&xlma vcrosimilitud, momcntos, etc.) . Muy poco se conoce so­
bre la dificultad computacional de estos problemas. Considercmos, — 
para fijar ideas, el mêtodo de m&xima vcrosimilitud. Si deseamos e^ 
timar un parSmetro ûnico 0 , este môtodo so reduce a resolver la —  
ecuaci6n
.. ,, (4.0
donde L = L( Xj, x^, ..., x^, 0 ) = f ( x^,0
i=l
f ( X  , 0 ) es la funciôn de densidad de la poblaciôn en estu 
dio y {^ili=l una muestra de la misma poblaci6n.
Salvo cn casos scncillos, en que la ccuaciôn (4.1) ticne soluciôn - 
analitica, debercmos recurrir a m^todos numêricos de resoluciAn de - 
ecuaciones. En general estes mêtodos son iterativos, y el nfimero de 
itcraciones realizadas dépende del orden de convergencia del mStodo 
y de la precision deseada en el resultado. Para evaluar la comple.ji 
dad computacional de estos problemas es necesario tener en cucnta, 
entonccs, los factores sif^uientes
1) Complejidad de eada iteraciAn, medida en funciftn del - 
numéro de evaluaciones de funeioncs, de derivadas de dichas Funcio- 
nes, y el nûmero de operacionos clemcntalcs entre estas funciones.
2) El orden de convergencia,
3) El error mâximo permitido.
Kronsjd (1979) discute y compara diversas medidas de complejidad ba
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sadas en estos factores, desdc un punto de vista general# Masta el 
présenté, no conoccmos ningûn trabajo que desarrolle estas ideas — 
en problemas do estimaci6n, por lo que se abrc aqui una importante 
via de invcstigaciôn. (En cambio, existen estudios de simulaci6n — 
para comparar experimentaimentc la complejidad do diverses m6todos 
para algunos problemas. Mencionaremos, por ejemplo, el trabajo de 
Zanakis (1977) sobre la obtenciôn de estimaciones de m&xima verosj^ 
militud para los trcs parâmetros de la distribuciôn de Weibull).
111.5 AnSlisis de algoritmos para sclecciôn de muestras
Considercmos el problema de obtenciôn de una muestra de- 
tamano m, de una poblaciôn de tamano n distribuida uniforraemente, - 
Una caracterîstica dcseable para esta muestra es que sea insesgada, 
en ci sentido de que cada clemento de la poblaciôn tenga la misma - 
probabilidad de ser seleccionado.
El algoritmo mis intuitive para este problema es, posibl£ 
mente, cl siguiente:
Algoritmo M ^ :
Examina sucesivaniente los elementos de la poblaciôn, y lo; 
acepta con probabilidad •
1.- Para cada i e  [l, ..., n], asociar al elemento i-ôsimo do 
la poblaciôn do variable alcatoria x definida por
*i
f 1 con probabilidad —
n
0 con probabilidad 1 - —n
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2,- Para cada i g
Generar un valor de
Aceptar el elemento i-ésimo si = 1
3.- FIN
Teorcma III,5.1.-
La muestra obtenidn por el algoritmo M ^  es insesgada po 
ro no es de tamaîio fijo
Prueba :
Si llamamos X a la v.a. "riAmero de elementos de la niue^
n_
tra", se tiene triviaImcnt e que E (X) — E ( x .) = m , y
i=l
n
Var (X) = 5Z Var (x. ) = m ( 1 - —  )
i=l "
c • q . d ,
Obsôrvese que la varianza os pequena si m % n pero si 
m z. < n, el tamafio vcrdadero de la muestra obtenida puede diforir 
mueho de n.
Tcorema III.5.2.-
La complejidad del algoritmo es de 0(n),
Prueba :
Trivial, pues se gencran n valores
c, Cl. d ,
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Para eliminar el problema de la gran varianza del algoritmo M  ^ , 
puede utilizarse al algoritmo M  ^  descrito a continuaciôn :
Algoritmo M ^  ;
Genera aleatoriamente elementos de la poblaciôn hasta — 
accptar exactemente m.
Utilize las variables : 
le : numéro de elementos seleccionado s
MUESTRA : vector de elementos selcccionadosj en particular,
MUESTRA (i) serô cl i-6simo elemento seleccionado.
C : vector caracterlstico del conjunto de elementos selcccionados. 
(Supondremos numerados de 1 a n los elementos de la poblaciôn).
1,- [PrcparaciônJ
k <—  0
C (i) <— 0 para todo i e (l, ..., n]
2,- [itcrar ]
Micntras k ^ m :
2.1.- [Generar un elemento ]
Generar un valor de i de una v.a. distribuida unifor- 
mcmentc sobre [l, 2, ..., n)
2.2.— [Aceptar un elementoJ
Si C(i) = 0 entonccs ; k <-- k + 1




Es évidente que la muestra obtenida mediante el algoritmo 
tiene exactamente m elementos y es insesgada. Pero cn cambio,
la complejidad de este algoritmo es superior a la de M  ^ , como se -
verS a continuaciôn.
Sea P|^  la probabilidad de generar un entero i aôn no se 
leccionado cuando ya se han seleccionado k elementos de la pobla
ci6n. Entonces, pj^  = "   ^  ■ , k = 0, 1, ...
Sea X|^  una variable alcatoria que représenta cl nômero
'





X tiene una d i : ; t ribu c i ô n geométrica de media —  , y 
: -




La proposiciôn anterior pcrmite estudiar la complejidad 
del algoritmo M ^  basSndose en el numéro medio de cnteros gcnera- 
do s :
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Teorema III.5« 3 #-
El nûmero medio do enteros generados para obtener una mues 
tra dc tamaîio m mediante el algoritmo M  ^  estS acotado superior—
monte por 0 (n logn ) e infcriorraentc por 0 (m) .
Prueba :
Sea t el nûmero total de enteros generados por el algo—
m—1
ritrao M . Es claro que t = x. #
k=0
En consecuencia,
TU-1 m-1 m-1 . n ,
(t) - r  °  ^  ° " " L n 5 . - D  ’
= " ' “o -
donde H cs el n—Ssimo nûmero arinûnico. Esta expresiôn es vSlida n
para m =  1, 2, .. ., n-1 . (Para m = 0 y m = n se obtienen —  
muestras "triviales" para las que c] algoritmo no es aplica—
blo)f y es évidente que es monûtona crecicnte cn m . Por lo tanto — 
basta analizar los casos en que m == 0(n) , y en que m < < n .
a) m = 0(n) .
En este caso, E (t) = 0 ( n ) (5.2)
n
121.
V = r  1 __ _
n ^  kj
Es claro que ^ , y quo estas desigualdades son
trictas para n > 2 .
Por otro lado, podemos escribir
U = 1 + .£• + rn 2 n
donde p = [log^ nj , q = [ log^ (" + 1 ) j j
n - 2^ n t 1 - 2^
gP+l n n
observesc que 0 4 r^ < i y 0 4 s^ 4 1
Por lo tanto :
[lo g ^ n j < 11^  < I log^ (n + 1) j
y = 0 ( log^ n ) , lo que nos permite
reescribir (5»1) en la forma :
E (t) = 0 ( n log^ n )
b) m < < n




Kennedy y Gentle (198O) analizan un inêtodo no secuencial parf este 
problema y estudian tambiên cl caso en que se desconoce el tauado — 
de la poblaciôn*
III•6 Otros problemas
Los problemas estudiados on las seccioncs anteriore no — 
son en modo alguno los unicos que ban empczado a estudiarsc dtsde — 
cl punto do vista dc su complejidad computacional. Asi por cjtmplo, 
Kunth yYao (1976) y Goodman y Iledetncmi (1977) analizan mélodos 
para generar nûmeros aleatorios y Sharaos (1976) estudia la coiplejj^ 
dad de algunos algoritmos para divcrsos tipos do rcgresiôn. Sin em­
bargo el nûmero de trabajos publicados en esta Srea hasta la ^ccha 
cs pequono. Pensâmes quo, debido al auge que ha exporimentado ûlti- 
raamcnte el cstudio dc tocnicas de anSlisis do algoritmos, y a la n^ 
ce.iidad dc disponcr dc métodos estadisticos computacionalment; efi- 
ciontco, la situaciûn cambiarS drastic ament e en los prôximos mos.
/Ci
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