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Eliminating higher-multiplicity intersections in the metastable
dimension range ∗
Arkadiy Skopenkov †
Abstract
The r-fold analogues of Whitney trick were ‘in the air’ since 1960s. However, only in this
century they were stated, proved and applied to obtain interesting results, most notably by
Mabillard and Wagner. Here we prove and apply a version of the r-fold Whitney trick when
general position r-tuple intersections have positive dimension.
Theorem. Assume that D = D1 ⊔ . . . ⊔ Dr is disjoint union of k-dimensional disks,
rd ≥ (r+1)k+3, and f : D → Bd a proper PL (smooth) map such that f∂D1∩. . .∩f∂Dr = ∅.
If the map
f r : ∂(D1 × . . .×Dr)→ (B
d)r − {(x, x, . . . , x) ∈ (Bd)r | x ∈ Bd}
extends to D1 × . . . × Dr, then there is a proper PL (smooth) map f : D → Bd such that
f = f on ∂D and fD1 ∩ . . . ∩ fDr = ∅.
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1 Introduction and main results
The r-fold analogues of Whitney trick were ‘in the air’ since 1960s. However, only in this century
they were stated, proved and applied to obtain interesting results, most notably by Mabillard
and Wagner [Me, proof of Theorem 1.1 in p. 7], [MW14, MW, AMSW, MW’, MW16], [Sk16,
§3.2]. Here we prove and apply a version of the r-fold Whitney trick when general position r-
tuple intersections have positive dimension (‘metastable’ version). See Remark 1.6 for relations
to the above papers and to immersions without r-tuple points.
We omit ‘continuous’ for maps. Denote CAT = DIFF or PL. For CAT = PL let Bd := [0, 1]d
denote the standard PL ball. For CAT = DIFF let Bd := {x ∈ Rd : x21 + . . . + x
2
d ≤ 1}
denote the standard DIFF ball. We need to speak about balls of different dimensions and we
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will use the word ‘disk’ for lower-dimensional objects and ‘ball’ for higher-dimensional ones in
order to clarify the distinction (even though, formally, the disk Dd is the same as the ball Bd).
Denote by ∂M , respectively M˚ , the boundary, respectively the interior, of a manifold M . Let
Sd−1 = ∂Bd be the standard sphere. A map f : M → Bd from a manifold with boundary to
a ball is called proper, if f−1Sd−1 = ∂M . A PL map of a smooth manifold is a PL map of
certain triangulation of this smooth manifold.
A CAT (n1, . . . , nr)-Whitney map is a proper CAT map f : N → B
d of disjoint union
N = N1 ⊔ . . . ⊔ Nr of r smooth compact manifolds, possibly with boundary,
1 of dimensions
n1, . . . , nr such that
(∗) rd ≥ (n1 + n2 + . . .+ nr) + ni + 3 for each i.
Denote
w := n1 + n2 + . . . + nr − (r − 1)d.
This is the dimension of general position r-tuple intersection fN1 ∩ . . . ∩ fNr. The inequality
(*) is equivalent to d ≥ ni + w + 3 (which is more convenient to use for Theorem 1.1).
Let Bd×r := (Bd)r and Rd×r := (Rd)r. Denote
δr := {(x, x, . . . , x) ∈ R
d×r | x ∈ Rd}.
For a CAT Whitney map f : N → Bd set
N× := N1 × . . . ×Nr
and define a map
f r : N× → Bd×r by f r(x1, . . . , xr) := (fx1, . . . , fxr).
Theorem 1.1 (Metastable Local Disjunction). Let f : N → Bd be a CAT (n1, . . . , nr)-Whitney
map of disjoint union of (w+1)-connected stably parallelizable manifolds such that f∂N1∩ . . .∩
f∂Nr = ∅. There exists a CAT map f : N → B
d such that
f = f on ∂N and fN1 ∩ . . . ∩ fNr = ∅
if and only if the map f r : ∂N× → Bd×r − δr extends to N
×.
We have f r∂N× ∩ δr = ∅ because f∂N1 ∩ . . . ∩ f∂Nr = ∅ and f is proper.
The ‘only if’ part of Theorem 1.1 is clear because f
r
is defined over N× and is homotopic
to f r on ∂N×, so by Borsuk Homotopy Extension Theorem2 f r extends over N×.
Note that the ‘if’ part of Theorem 1.1 is trivial when ∂Ni = ∅ for some i or when w < 0.
Theorem 1.2 (Metastable Local Realization). Let f : N → Bd be a CAT (n1, . . . , nr)-Whitney
map of stably parallelizable manifold such that fN1 ∩ . . . ∩ fNr = ∅, and z ∈ pin(B
d×r − δr),
where n = n1 + n2 + . . . + nr. Then there is a CAT map f : N → B
d such that
f = f on ∂N, fN1 ∩ . . . ∩ fNr = ∅ and [f
r
] = z#[f r] ∈ [N×;Bd×r − δr].
We have f rN× ∩ δr = ∅ because fN1 ∩ . . . ∩ fNr = ∅, and analogously f
r
N× ∩ δr = ∅.
Note that Theorem 1.2 is trivial when n < (r − 1)d− 1.
A map f : K → Rd of a finite simplicial complex is an almost r-embedding if fσ1 ∩ . . . ∩
fσr = ∅ whenever σ1, . . . , σr are pairwise disjoint simplices of K.
1The most important particular case sufficient for Theorem 1.3 below is when each Ni is a disk. For the
inductive proof of this particular case we need the above more general notion.
2This theorem states that if (K,L) is a polyhedral pair, F : L× I → Sm is a homotopy and g : K → Sm is a
map such that g|L = F |L×0, then F extends to a homotopy G : K × I → S
m such that g = G|K×0.
2
Figure 1: The sets E0 and E1 for r = 2.
Theorem 1.3 (Metastable Mabillard-Wagner Theorem). Assume that rd ≥ (r+1)k+3 and K
is a finite k-dimensional simplicial complex. There exists an almost r-embedding f : K → Rd if
and only if there exists a Σr-equivariant map
K×r∆ :=
⋃
{σ1 × · · · × σr : σi a simplex of K, σi ∩ σj = ∅ for every i 6= j} → R
d×r − δr.
Theorem 1.3 implies the existence of a polynomial algorithm for checking almost embed-
dability (for fixed k, d, r such that rd ≥ (r + 1)k + 3) [MW, Corollary 5]. Theorem 1.3 also
reduces improvement of counterexamples to the topological Tverberg conjecture to an algebraic
problem, cf. [Sk16, paragraph after Thaorem 1.2]
The ‘only if’ part of Theorem 1.3 is clear. The ‘if’ part is implied by the following result
(for E0 = ∅ and E1 = K
×r
∆ ). That result generalizes Theorems 1.1, 1.2 and 1.3. Its relative
version allows classification of almost embeddings up to homotopy through almost embeddings,
classification of ornaments, cf. [AMSW, §1.4], and polyhedral versions of Theorems 1.1 and 1.2,
cf. [AMSW, Theorem 1.19].
Theorem 1.4. Assume that rd ≥ (r + 1)k + 3,
• K is a finite k-dimensional simplicial complex,
• E0 ⊂ E1 ⊂ K
×r
∆ are Σr-equivariant cell subcomplexes of the cell complex K
r,
• Φ : E1 → R
d×r − δr is a Σr-equivariant map,
• f0 : K → R
d is a general position PL map such that f r0E0 ∩ δr = ∅ and the restriction
f r0 : E0 → R
d×r − δr is homotopic to Φ|E0 .
Then there is a general position PL homotopy ft : K → R
d such that
• f rt E0 ∩ δr = ∅ for each t and f
r
1E1 ∩ δr = ∅,
• the ‘composition’ Φ|E0 ≃ f
r
0
frt
≃ f r1 of Σr-equivariant homotopies E0×I → R
d×r−δr extends
to a Σr-equivariant homotopy E1 × I → R
d×r − δr from Φ to f
r
1 .
Remark 1.5. Denote by Sd(r−1)−1 = S
d(r−1)−1
Σr
the set of real d× r-matrices such that the sum
in each line is zero, and the sum of squares of the matrix elements is 1. This set is homeomorphic
to the sphere of dimension d(r − 1)− 1.
For x1, . . . , xr ∈ R
d which are not all equal define
S := x1 + . . .+ xr, ρ
′ :=
(
x1 −
S
r
, . . . , xr −
S
r
)
and ρ :=
ρ′
|ρ′|
.
This defines a map ρ = ρr : R
d×r − δr → S
d(r−1)−1
Σr
. Recall that this map is a Σr-equivariant
homotopy equivalence. Analogously Bd×r − δr ∼Σr S
d(r−1)−1
Σr
.
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Remark 1.6. (a) Proofs in this paper
• generalize proofs from [Me, proof of Theorem 1.1 in p. 7], [AMSW, §2.1], [Sk16, §3.5] for
r = 3;
• do not generalize those proofs for r ≥ 4, and do not generalize the proof from [MW] for
any r (but still are closely related to all those proofs).
Passage from the case (r−1)d = n of those papers to the case rd ≥ n+ni+3 considered here
is non-trivial because here general position r-tuple intersections are no longer isolated points.
This makes surgery of intersection more complicated, cf. (b). More importantly, this brings in
‘extendability of f r’ obstruction, which is harder to work with than the ‘sum of the signs of the
global r-fold points’ integer obstruction. Cf. [AMSW, Remark 1.6.c].
(b) Theorems 1.1 and 1.2 generalize a relaxed version of [MW’, Lemma 10], cf. (c). Theorem
1.3 is [MW’, Theorem 2]. The proof of [MW’, MW16] is incomplete [Sk17] (in the sense described
in [Sk17]).3 In spite of this criticism I call Theorem 1.3 Metastable Mabillard-Wagner Theorem.
This would hopefully allow to concentrate on mathematics (and on discussion of level of accuracy
required to recognize a proof as complete), not on priority question.
Proofs in this paper and in [MW’, MW16] are similar because they use and extend known
methods. Among these methods are
• for Theorems 1.1 and 1.2 — Surgery of Intersection Lemma 2.2;4
• for Theorem 1.4 — ‘engulfing to a ball’ together with ‘reduction to Local Disjunction and
Realization Theorems’ [We, §5].5
The new parts of our proofs are essential and different, except that I use ‘engulfing to a ball’
[MW’, Lemma 8] in a corrected form.6 In this paper the proofs of Theorems 1.1 and 1.2 are
shorter because they are deduced by CAT approximation from their analogues for smooth framed
immersions, see Propositions 2.1 and 3.1 below. This allows to use vector bundles (instead of
block bundles [MW’]) and Pontryagin-Thom correspondence (deleted products good, deleted
joins better, Pontryagin-Thom correspondence best). I also avoid ‘desuspension’ part of the
argument because the inductive step is, roughly speaking, passing from fN1, . . . , fNr in B
d to
fN1, . . . , fNr−2, fNr−1∩fNr in B
d (not to fN1∩fNr, . . . , fNr−1∩fNr in fNr). The reduction
of Theorem 1.3 to the ‘engulfing to a ball’ is shorter than [MW’, §3] because I state Theorem
1.4 as a simple way to organize the induction, cf. [Sk02, the Disjunction Theorem 3.1].
(c) Our proof can perhaps be modified to show that in Theorems 1.1, 1.2 (and in Propositions
2.1, 3.1) when d − ni ≥ 3 and
7 f |Ni is an embedding for each i, we may obtain additionally
that f |Ni is an embedding isotopic to f |Ni , relative to the boundary, for each i, cf. [MW,
Theorem 10]. For Propositions 2.1 and 3.1 this is presumably a standard application of the
corresponding ‘injective’ version of the Surgery of Intersection Lemma 2.2, together with the
Haefliger-Zeeman Unknotting Theorems, cf. [We, §4, proof of Proposition 2 presented before
Proposition 2], [Sk08, §8.4, a generalization of the Whitney trick] (the corresponding details
should be present in [MW’, §4.2, proof of Proposition 30] but they are not).
3Yet another problem appears in [MW’, §4.5, Proof of Lemma 10, First Part]. The intersection σi ∩ σr is a
manifold not a ball, so ∂(σi ∩σr) is not a strong deformation retract of σi ∩σr − N˚ . Thus the argument from the
proof of Lemma 12 is not applicable for ‘retracting from Bd to the ball N ’. (Also ‘proof of Theorem 2’ is hard to
find in the paper, and when a reader finds it in §3, he/she sees there no ‘equation 4’. Presumably equation 4 ‘in
the proof of Lemma 12’ not ‘in the proof of Theorem 2’ is meant.)
4In [MW’, MW16] this method was used without the references presented in the proof of Lemma 2.2 but with
a reference to the ‘predecessor’ paper [Mi]; an interesting but not complete [Sk17] attempt to prove a PL analogue
was made.
5For generalizations in other directions see [Sk00, Proposition 2.3], [Sk02, the Disjunction Theorem 3.1]; for a
survey exposition see [Sk08, §8.4].
6The statement [MW’, Lemma 8, (3)] meaning β ∩ fK = β ∩ f(σ1 ⊔ . . . ⊔ σr) is wrong. It should be replaced
by β ∩ fK = β ∩ f st(σ1 ⊔ . . . ⊔ σr) as in §4 below and as in [Sk08, p. 327, (d)].
7The codimension 3 assumption is automatic for Theorem 1.1 but not for Theorem 1.2: take d = 2r−1 = ni+2.
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(d) The connectedness and the stable parallelizability assumptions in Theorems 1.1 and 1.2
can presumably be omitted (and the PL case is presumably true even for polyhedra not manifolds
Ni). Such a more general version could presumably be proved using Theorem 1.4 (whose proof
uses Theorems 1.1 and 1.2).
(e) The results of [Me, Theorem 7.1], [MW14, MW, AMSW, MW’, MW16] and of this paper
should be compared to studies of immersions without r-tuple points. E.g.
• a closed 2-manifold K admits an immersion to R3 without triple points if and only if χ(K)
is even (folklore);
• any 3-manifold admits an immersion to R4 with a quadruple point [Fr].
(f) Any k(r − 1)-manifolds admits an almost embedding to Rkr [MW].
Is it true that any contractible (or collapsible) k(r− 1)-complex admit an almost embedding
to Rkr?
2 Proof of the Metastable Local Disjunction Theorem 1.1
A frimmersion is a proper smooth framed immersion N1 ⊔ . . . ⊔Nr → B
d of disjoint union of
smooth manifolds whose restrictions to the components are transverse to each other (but maybe
not self-transverse). For a map g : X → Bd denote (the self-intersection set of g)
Σ(g) := {x ∈ X : |g−1gx| > 1}.
Proposition 2.1. Let f : N → Bd be an (n1, . . . , nr)-Whitney frimmersion such that
(2.1.1) f∂N1 ∩ . . . ∩ f∂Nr = ∅,
(2.1.2) the map f r : ∂N× → Bd×r − δr extends to N
×, and
(2.1.3) if r ≥ 3, then every Ni is (w + 1)-connected,
(2.1.4) f |Ni is self-transverse for each i = 1, . . . , r − 1 and Σ(f |Nr) is the image of a self-
transverse immersion of disjoint union of manifolds of dimensions at most nr − w − 3.
Then there exists a frimmersion f : N → Bd such that
f = f on Nr ∪ ∂N and fN1 ∩ . . . ∩ fNr = ∅.
Proof of the ‘if ’ part of Theorem 1.1 assuming Proposition 2.1. By the Hirsch-Smale-Gromov den-
sity principle [Gr, Proposition 1.2.2] and since every Ni is smooth stably parallelizable, there is
a small CAT homotopy F : N × I → Bd × I from F0 := f to a smooth framed self-transverse
immersion F1 : N → B
d. Since the homotopy is small, we have F rt (∂N) ∩ δr = ∅ for each
t. Since F r0 = f
r : ∂N× → Bd×r − δr extends to N
×, by the Borsuk Homotopy Extension
Theorem (see footnote 2) it follows that F r1 extends to N
×. By transversality, Σ(F1|Nr) is
the image of a self-transverse immersion of disjoint union of manifolds of dimensions at most
2nr − d ≤ nr −w− 3, which inequality follows from d ≥ nr +w+3. Then applying Proposition
2.1 to F1 we obtain a map F1 : N → B
d. Recall that Bd ∼= Sd−1 × I ∪Bd. Then ‘the union’ of
F |∂N×I : ∂N × I → S
d−1 × I and F1 is the required extension f .
Denote by prX the projection of a Cartesian product to the factor X. For a map f : P ⊔Q→
Bd denote (a ‘resolution’ of fP ∩ fQ)
M(f) := {(x, y) ∈ P ×Q : fx = fy}.
Lemma 2.2 (Surgery of Intersection). Let P and Q be k-connected smooth p- and q-manifolds,
possibly with boundary. Assume that f : P ⊔Q→ Bd is a frimmersion,
• f |P is self-transverse and Σ(f |Q) is the image of a self-transverse immersion of disjoint
union of manifolds of dimensions at most q − k − 2, and
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• k ≤ min{d− p− 2, (p + q − d− 2)/2}.
Then there is a frimmersion f1 : P ⊔Q→ B
d such that
• f1|P is self-transverse and Σ(f1|Q) is the image of a self-transverse immersion of disjoint
union of manifolds of dimensions at most q − k − 2,
• f1 = f on ∂P ⊔Q, and
• M(f1) is a smooth k-connected (p + q − d)-manifold.
Proof. By self-transversality of f |P , Σ(f |P ) is the image of an immersion of a manifold of
dimension 2p − d. This and the hypothesis on Σ(f |Q) imply that Σ(f prQ : Mf → B
d) is the
image of a self-transverse immersion of disjoint union of manifolds of dimensions at most
max{2p + q − 2d, q − k − 2 + p− d} ≤ p+ q − d− k − 1,
where the latter inequality follows from k ≤ d−p−1. This and 2k < p+q−d by general position8
imply that for each j ≤ k each map Sj →Mf is homotopic to an embedding u : S
j →Mf whose
composition with f prQ is an embedding into B
d. Then the compositions prP u and prQ u are
also embeddings. Since
k + 1 + (2p− d) < p, k + 1 + (q − k − 2) < q and 2k + 2 ≤ p+ q − d ≤ p, q,
by general position we may assume that these compositions extend to embeddings uP : D
j+1 →
P and uQ : D
j+1 → Q whose compositions with f are embeddings into Bd. So the lemma is
proved analogously to [HK, Theorem 4.5 and appendix A], [CRS, Theorem 4.7 and appendix],
cf. [Ha], [Me, proof of Theorem 1.1 in p. 7] [AMSW, The Ambient Surgery Lemma 2.1]; for
detailed descriptions of the above references see [AMSW, Remark 1.16.a].9
Proof of Proposition 2.1: organization. We may assume that w ≥ 0, otherwise the Proposi-
tion 2.1 holds by general position. (A reader may first read the proof for r = 3 and w = 0.)
The proof is by induction on r. We have d ≥ ni + w + 3 ≥ ni + 3. So the base r = 2 is a
relative link map version of [Ha, We] which is proved analogously (for a PL version see [Sk00,
Theorem 1.3]).10 Let us prove the inductive step. Assume the hypothesis of Proposition 2.1 and
that Proposition 2.1 is true for r replaced by r − 1 ≥ 2.
Proof of Proposition 2.1: surgery. We have
2w + 3 = (w + nr−2 + 3) + (w − nr−2) ≤ d+ nr + nr−1 + (r − 3)d− (r − 1)d = nr + nr−1 − d,
where the inequality holds because ni < d, and so is strict for r ≥ 4. Hence we can apply the
Surgery of Intersection Lemma 2.2 to P = Nr−1, Q = Nr, k = w + 1 for r = 4 and k = w for
r = 3. We obtain a map f1 : N → B
d satisfying to the hypothesis of the proposition, for which
f = f1 on N − N˚r−1, and M(f1|Nr−1⊔Nr) is (w + 1)-connected for r ≥ 4 and is w-connected for
r = 3.
Take a homotopy ft between f = f0 and f1. Then f
r
t is a homotopy between maps f
r, f r1 :
∂N× → Bd×r − δr. So by the Borsuk Homotopy Extension Theorem (see footnote 2) the map
f r1 : ∂N
× → Bd×r − δr extends to N
×.
8I.e. by the following result: if M is an n-manifold, u : Sj → M a map, 2j < n and X ⊂ M is the image
of a self-transverse immersion of disjoint union of manifolds of dimensions at most n− j − 1, then u homotopic
to an embedding Sj → M whose image misses X. Other general position results are used below without explicit
statement.
9One needs the restriction p+ q− d ≥ 2k+2 not p+ q− d ≥ 2k+1 to use surgery below the middle dimension
in the sense of [Mi]; the corresponding changes should be done in [HK], [CRS].
10In fact we do not need codimension 3 assumption for this result, cf. [Sk02, 2nd paragraph in p. 3].
Alternatively (and perhaps shorter) the case r = 2 can be proved by induction on d, the inductive step reducing
the statement for (n1, n2, d) to the statement for (n1, n2 − 1, d− 1), cf. [RS, §5].
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Thus we can rename f := f1 and assume additionally that M := M(f |Nr−1⊔Nr) is (w + 1)-
connected for r ≥ 4 and is w-connected for r = 3.
Proof of Proposition 2.1: inductive step. Denote
N− := N1 ⊔ . . . ⊔Nr−2.
Define g : N− ⊔M → B
d to be f on N− and to be f prNr on M . If M = ∅, then the inductive
step is clear. So assume that M 6= ∅.
Let us check that g is a frimmersion. Clearly, g|M is proper, so g is proper. Since the
restrictions of f to the components are framed immersions transverse to each other, we obtain
thatM is a compact manifold, possibly with boundary, and g|M is a framed immersion transverse
to f |N−. Thus the restrictions of g to the components are transverse to each other.
Let us check that g is an (n1, . . . , nr)-Whitney frimmersion. By transversality dimM =
nr+nr−1−d. Hence n1+. . .+nr−2+dimM−(r−2)d = w. We have d ≥ nr+w+3 ≥ dimM+w+3.
The property (2.1.1) for g holds because ∂M ⊂ ∂Nr−1 × ∂Nr.
The property (2.1.3) for g holds because M is (w + 1)-connected for r ≥ 4.
Let us check the property (2.1.4) for g. The self-transversality of f |Nr−1 , the transversality of
f |Nr−1 to f |Nr , and the hypothesis on Σ(f |Nr) imply that Σ(g|M ) is the image of a self-transverse
immersion of disjoint union of manifolds of dimensions at most
max{2nr−1 + nr − 2d, nr − w − 3 + nr−1 − d} = (nr + nr−1 − d)− w − 3,
where the latter equality follows from d ≥ nr + w + 3.
Checking the property (2.1.2) for g. We need to prove that for
N×− := N1 × . . .×Nr−2 ×M
there is a map
Ψ : N×− → B
d×(r−1) − δr−1 extending g
r−1 : ∂N×− → B
d×(r−1) − δr−1.
By (2.1.2) (for f) there is a general position homotopy
Φ : N× × I → Bd×r rel ∂N× such that Φ0 = f
r and imΦ1 ∩ δr = ∅.
Identify Bd×(r−1) with the subset of Bd×r consisting of r-tuples of vectors from Bd for which
the (r − 1)-th and r-th vectors are the same. Then as a submanifold δr−1 is identified with δr,
but we use different notation for them as framed submanifolds. The natural normal framing
of δr in B
d×r is an extension of the natural normal framing of δr−1 in B
d×(r−1) by the natural
normal framing of Bd×(r−1) in Bd×r.
Then N×− contains a framed submanifold (f
r)−1δr of N
×, which is the framed boundary of
a framed submanifold Φ−1δr of N
×. The framed submanifold (gr−1)−1δr−1 of N
×
− is obtained
from ∂Φ−1δr = (f
r)−1δr by forgetting the part of its framing formed by normal framing of N
×
− in
N×. The Pontryagin-Thom construction [Pr, §18.5] shows that for the existence of Ψ it suffices
to prove that
(gr−1)−1δr−1 is the framed boundary of certain framed submanifold of N
×
− × I.
Since Nr−1, Nr are (w + 1)-connected and M is w-connected, the following exact sequence
of the pair (N×, N×− ) shows that (N
×, N×− ) is (w + 1)-connected:
piw+1(N
×
− )
// piw+1(N
×) // piw+1(N
×, N×− )
// piw(N
×
− )
// piw(N
×)
piw+1(X) ⊕ piw+1(M)
id⊕0
// piw+1(X) piw(X)
id
// piw(X)
.
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Here X := N1 × . . .×Nr−2. Hence (N
× × I,N×− × I) is (w + 1)-connected.
By general position dimΦ−1δr = w + 1. Thus the inclusion Φ
−1δr → N
× × I is homotopic,
relative to the boundary, to a map whose image is in N×− × I. Since r ≥ 3, we have
d(2r − 3) ≥ dr > (r − 1)d+ w + 1, so 2w + 2 < (r − 2)d + w + 1 = dim(N×− × I).
Thus Φ−1δr is isotopic, and hence framed cobordant, relative to the boundary, to a framed
submanifold of N×− × I. So we may assume that Φ
−1δr ⊂ N
×
− × I.
Recall that (gr−1)−1δr−1 = (f
r)−1δr = ∂Φ
−1δr as non-framed preimages. Since w + 1 <
(r−2)d, the kernel of the inclusion-induced map pij(SO(r−2)d)→ pij(SO(r−1)d) is trivial for each
j < w+1. Hence the framing in N×− of the framed submanifold (g
r−1)−1δr−1 extends by skeleta
to a normal framing in N×− × I of the non-framed submanifold Φ
−1δr ⊂ N
×
− × I, as required.
Proof of Proposition 2.1: completion. Thus g satisfies the hypothesis of Proposition 2.1 for r
replaced by r−1. Applying the inductive hypothesis to g we obtain a frimmersion g : N−⊔M →
Bd such that
g = g on ∂N− ∪M and gN1 ∩ . . . ∩ gNr−2 ∩ gM = ∅.
Define f : N → Bd to be g on N− and to be f on Nr−1 ⊔ Nr. Then f is as required for the
inductive step.
3 Proof of the Metastable Local Realization Theorem 1.2
Proposition 3.1. Let z ∈ pin(S
d(r−1)−1) and f : N → Bd be an (n1, . . . , nr)-Whitney frim-
mersion such that fN1 ∩ . . . ∩ fNr = ∅. Then there exists a frimmersion f : N → B
d such
that
f = f on Nr ∪ ∂N, fN1 ∩ . . . ∩ fNr = ∅ and [ρf
r
] = z#[ρf r] ∈ [N×;Sd(r−1)−1].
Theorem 1.2 follows from Proposition 3.1 by Remark 1.5 and analogously to the proof of
Theorem 1.1 assuming Proposition 2.1.
Proof of Proposition 3.1. We may assume that n ≥ (r−1)d−1, otherwise Proposition 3.1 holds
by general position. Then d = rd− (r − 1)d ≥ n+ ni + 3− n− 1 = ni + 2.
Analogously to the proof of Proposition 2.1 in §2 we may also assume the hypothesis of
Proposition 3.1 and that Proposition 3.1 is true for r replaced by r − 1 ≥ 2. Define N− and
g : N− ⊔M → B
d as in that proof. Analogously to that proof we show that g satisfies the
hypothesis of Proposition 3.1 for r replaced by r − 1.11
We have
d(2r − 3) ≥ dr > n+ 3 ⇒ 2d(r − 2)− 3 ≥ n− d.
Then the suspension Σd : pin−d(S
d(r−2)−1) → pin(S
d(r−1)−1) is an epimorphism. So by the
Freudenthal Suspension Theorem there is u ∈ pin−d(S
d(r−2)−1) such that Σdu = z.
In this proof we distinguish ρr and ρr−1. Apply the inductive hypothesis to g, u. We obtain
a map g : N− ⊔M such that
g = g on ∂N− ∪M, gN1 ∩ . . . ∩ gNr−2 ∩ gM = ∅ and [ρr−1g
r−1] = u#[ρr−1g
r−1].
Define f : N → Bd to be g on N− and to be f on Nr−1 ⊔ Nr. It remains to prove that
[ρrf
r
] = z#[ρrf
r].
11We do not have to check the properties (2.1.1)-(2.1.4), so we do not have the ‘surgery’ part of that proof and
do not use Surgery of Intersection Lemma 2.2.
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Proof that [ρrf
r
] = z#[ρrf
r]. For each manifold X and integer m identify [X;Sm] with the
set of codimension m framed submanifold of X by the Pontryagin-Thom 1–1 correspondence
[Pr, §18.5]. In this proof we consider framed preimages and denote by [·] framed bordism classes
(as well as homotopy classes). Denote
λd = (λ, 0, . . . , 0) ∈ R
d and αr := (1d, 0d, . . . , 0d︸ ︷︷ ︸
r−1
) + δr ⊂ R
d×r.
We may assume that points ρrαr ∈ S
d(r−1)−1 and ρr−1αr−1 ∈ S
d(r−2)−1 are regular values of
ρrf
r, ρrf
r
, and of ρr−1g
r−1, ρr−1g
r−1, respectively. Take any framing of these point in Sd(r−1)−1
and in Sd(r−2)−1. Identify Bd×(r−1) with the subset of Bd×r consisting of r-tuples of vectors
from Bd for which the (r− 1)-th and r-th vectors are the same. Then as a submanifold αr−1 is
identified with αr, but we use different notation for them as framed submanifolds. The natural
normal framing of αr in B
d×r is an extension of the natural normal framing of αr−1 in B
d×(r−1)
by the natural normal framing of Bd×(r−1) in Bd×r.
We have
[ρrf
r] = [(f r)−1αr] ∈ [N
×;Sd(r−1)−1].
Analogously
[ρr−1g
r−1] = [(gr−1)−1αr−1] ∈ [N
×
− ;S
d(r−2)−1], where N×− := N1 × . . .×Nr−2 ×M.
Analogous assertions hold for f replaced by f or g by g. Thus
[(gr−1)−1αr−1] = [ρr−1g
r−1] = u#[ρr−1g
r−1] = [U ] + [(gr−1)−1αr−1] ∈ [N
×
− ;S
d(r−2)−1]
for some framed submanifold U of N×− contained in an (n − d)-ball in N
×
− . We have
[(f r)−1αr] = Σ[(g
r−1)−1αr−1] ∈ [N
×;Sd(r−1)−1],
where Σ denotes adding to the framed submanifold of N×− the normal framing of N
×
− in N
×.
Analogous assertion holds for f, g replaced by f, g. Then
[ρrf
r
] = [(f
r
)−1αr] = Σ[(g
r−1)−1αr−1] = Σ[U ] + Σ[(g
r−1)−1αr−1] =
= Σ[U ] + [(f r)−1αr] = Σ
du#[ρrf
r] = z#[ρrf
r] ∈ [N×;Sd(r−1)−1].
4 Proof of Theorem 1.4
Preliminaries and localization. It suffices to prove the theorem for E1 − E0 being the union
of cells obtained by all permutations from the cell σ× := σ1 × . . . × σr. We assume this in
the proof. Then ∂σ× ⊂ E0. Abbreviate f0 to f and ‘Σr-equivariant homotopy’ to ‘homotopy’.
Denote ni := dimσi and n = n1 + . . . + nr.
There is a PL d-ball β ⊂ Rd such that
• Dni ∼= Ni := σi ∩ f
−1β ⊂ σ˚i and f |Ni is proper;
• fσ1 ∩ . . . ∩ fσr ⊂ β˚;
• β ∩ fK = β ∩ f st(σ1 ⊔ . . . ⊔ σr).
Construction of β is analogous to [We, §5], [MW’, Lemmas 8] and references of footnote 5.
Local disjunction. Denote
N := N1 ⊔ . . . ⊔Nr, N
× := N1 × . . .×Nr and A := σ
× − N˚×.
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Then f r(A)∩∆r = ∅. By the PL Annulus Theorem ∂σi is a strong deformation retract of σi−N˚i.
Hence ∂σ× is a strong deformation retract of A. Then the restriction f r : E0∪A→ R
d×r− δr is
homotopic to Φ|E0∪A. So by the Equivariant Borsuk Homotopy Extension Theorem (cf. footnote
2) there is a homotopy E1×I → R
d×r−δr from Φ to a map whose restriction to E0∪A coincides
with f r. By the Equivariant Borsuk Homotopy Extension Theorem for the purpose of proving
Theorem 1.4 we may assume that Φ = f r on E0 ∪A.
Then the map f r : ∂N× → Rd×r − δr extends over N
× (to the map Φ|N×). This and
rd ≥ (r + 1)k + 3 imply that we can apply the Local Disjunction Theorem 1.1 (we need PL
version for disks Ni) to B
d = β. We obtain an extension f : N → β of f |∂N such that
fN1 ∩ . . . ∩ fNr = ∅.
Local realization. Join f |N and f by a homotopy ft, t ∈ [0, 1/2], fixed on ∂N . Define a map
H0 : (N
×× [0, 1/2]) → Rd×r− δr by H0|N××0 = Φ, H0|N××1/2 = f
r
1/2 and H0|∂N××t = f
r
t .
Figure 2: The map H0 for r = 2.
Denote by z ∈ pin(R
d×r−δr) minus the homotopy class ofH0. Apply the PL Local Realization
Theorem 1.2 (we need PL version for disks Ni) to B
d = β and f = f1/2. We obtain a map
f1 := f (not to be confused with the previous f which is f1/2). Take any homotopy ft, t ∈ [1/2, 1],
between f1/2 and f1. Define H01 analogously to H0 but replacing 1/2 by 1 everywhere. Define
a map
H1 : ∂(N
× × [1/2, 1]) → Rd×r − δr by H1(x, t) := f
r
t (x).
Then
[H01] = [H0] + [H1] = −z + z = 0 ∈ pin(R
d×r − δr).
Hence the homotopy f rt from Φ|∂N = f
r
0 |∂N to f
r
1 |∂N extends to a homotopy N × I → R
d×r− δr
from Φ|N to f
r
1 |N .
Completion of the proof. Take a regular neighborhood U in f−1β ⊂ st(σ1⊔. . .⊔σr) of N relative
to ∂N . Extend the homotopy ft arbitrarily to a homotopy U × I → β. Extend the obtained
homotopy identically to K − U . The obtained extension is as required.
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