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 The goal of my research is to understand how proteins selectively bind 
biopolymers. This problem is closely examined by quantitative modeling of the readout 
mechanism of protein binding to DNA, determining the specific DNA sequences recognized by 
transmembrane receptors and resolving the effect of enzymes on polysaccharides. I have 
developed both computational and experimental tools that identify various factors governing the 
protein- biopolymer interactions. Below, I list the major projects that I worked on during the 
course of my PhD.   
Promoter engineering aims at defining gene expression patterns, which in turn define 
the behavior of the cells. To date, promoter engineering has been done by trail and error methods 
experimentally, which is labor intensive and makes it difficult to identify the controlling 
parameters. Hence it is important to resort to more robust computational methods to make the 
process less probabilistic. In the past, several computational models have tried to characterize the 
promoter functionality and strength based on the sequence of the core binding regions (-10, -35, 
extended -10, discriminator region), but have not been successful. This leads us to believe that 
various other factors are involved in characterizing the promoter activity.  In this work, we try to 
uncover the importance of shape features and flanking regions in differentiating the functionality 
of the promoter regions. We used the experimentally determined promoters regions of  σ70  and  
σ 38 holoenzyme as our database. This work has important applications for promoter design in 
bacterial genome engineering. Chapters 1-4 talk about the work done on this project.  
Algal bioenergy systems are the future of the bio fuel industry. They promise several 
advantages over terrestrial biomass – faster growth rates, no land issues, avoid freshwater usage 
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etc. However, the major obstacle in using macro-algae as an everyday fuel lies in the limited 
knowledge regarding the enzymatic degradation of its major sugars – Alginate and Laminarin by 
alginate lyases and laminarinases respectively. My work focuses on overcoming this limitation 
by characterizing several alginate lyases and laminarinases from 3 different bacteria (Vibrio 
splendidus 12B01, Vibrio splendidus 13B01 and Vibrio breoganii IC10) to develop a concoction 
of lyases by determining their general working conditions, effectiveness of working, mode of 
action and hence understanding the specific roles of each lyase in the breakdown pipeline of the 
sugars. Work done on this project is written in Chapters 5-9. 
Chemotaxis is a primitive behavioral system by which bacteria travel towards better 
environments. It is a well-studied mechanism in the model organism Bacillus subtilis (B.subtilis) 
that can perform chemotaxis towards 20 L-amino acids normally found in proteins. Recently in 
our lab, we found concrete evidence that B.subtilis also undergoes DNA taxis, i.e, movement in 
response to DNA gradient. We determined the receptor McpC to be responsible for this 
phenomenon. SELEX experiments are carried out to determine the McpC binding motif in 
B.subtilis. However, the major challenge lies in processing the millions of reads produced by 
SELEX, resolving the low quality reads and data integration of the filtered high quality reads. 
My work focuses on developing computational models to overcome this challenge and hence 
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CHAPTER 1: BACKGROUND AND SIGNIFICANCE 
1.1 Introduction 
Bacterial genomes contain several thousand genes. The cell uses various mechanisms to 
regulate the expression of the genes to increase the organism’s versatility and adaptability 
(Browning & Busby, 2004). Gene regulation is essential for the production of the needed 
products at the right time and in correct amounts. Active research is taking place on determining 
when and how genes are turned on or off. In the conversion of gene into its active gene product, 
gene regulation occurs at three possible broadly classified stages – transcriptional regulation, 
translational regulation and post-transcriptional or post-translational regulation (Kumar, Garg, & 
Garg, 2014). Transcription is the initial stage in gene expression and involves conversion of 
DNA into its RNA copy. When and how the gene gets transcribed influences the final amount of 
active gene product. With few exceptions, all the genes that encode protein then undergo 
translation. The process of converting the mRNA into unique proteins by reading the genetic 
code in triplets is called translation. The amount of active gene product that is made also depends 
on how often the mRNA is translated. Finally, gene products can be regulated after synthesis 
either by post-transcriptional or post-translational regulation. Of all these stages, transcriptional 
regulation of gene is believed to be the main regulatory control of gene expression and have 
received most attention to date (Davidson, Eric H. The regulatory genome: gene regulatory 
networks in development and evolution. Academic press, 2010). 
The key enzyme of transcription is the DNA-dependent RNA polymerase (RNAP), which 
associates with the sigma factor (σ) to form the RNAP holoenzyme. This holoenzyme further 
binds to certain regions in DNA, called the promoter regions to initiate transcription of the genes 
(Lee, Minchin, & Busby, 2012) (Feklistov, 2013) (Borukhov & Nudler, 2003). Rate of RNA 
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synthesis directly depends on the characteristics of the promoter region and is termed as the 
promoter strength (Brunner & Bujard, 1987).  Strength of Promoters varying from strong to 
weak can result in 1000-fold dynamic range in transcript initiation frequencies (Hook-Barnard & 
Hinton, 2007). RNAP holoenzyme locates target promoter regions in an overwhelming excess of 
non-target DNA with extreme accuracy and impressive speed. Determination of the promoters 
by RNAP holoenzyme is the most intriguing step in transcription initiation. After decades of 
research scientists still struggle to provide a satisfactory explanation as to the precise mechanism 
of promoter recognition by RNAP holoenzyme and the characteristics that differentiate strong 
and weak promoters.  
1.1.1 RNA polymerase (RNAP) 
The crab-claw like structured RNA polymerase (RNAP) has a molecular mass of 400 kDa 
and a subunit composition α2ββ/ω (Murakami & Darst, 2003). RNAP is capable of DNA 
dependent RNA synthesis but it cannot locate nor specifically bind to the promoter region on its 
own. Hence RNAP associates with the σ factor to form the RNAP holoenzyme, which can then 
bind to the promoter region. The dissociation constant of the RNAP holoenzyme with the σ 
factor is 10-9 M, making the interaction very stable.  All the σ domains and linkers have 
interactions with various regions in core RNAP (Gill, Weitzel, & von Hippel, 1991).  
σ factor contains all the major determinants to bind to the promoter region. C- terminal 
domains of the two RNAP α subunits (αCTDs) provide the rest of the interactions with the 
promoter regions (Figure 1). αCTDs are thought of as antennae for RNAP (Lee et al., 2012). 
1.1.2 Sigma (σ) factor 
The kidney shaped sigma factor has three main functions: confer binding specificity to 
RNAP holoenzyme, position RNAP on the promoter region, facilitate unwinding of DNA duplex 
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for initiating transcription (Campbell et al., 2002) (Browning & Busby, 2004). With the 
exception of few, bacteria in general contain multiple sigma factors, which are active in different 
conditions and recognize different sets of promoters. It is believed that the larger the σ factors, 
the more the organism is adaptable to change. E.coli has 7 σ factors, whereas B. subtilis has 17 
(Lee et al., 2012).  
σ factors in E.coli are labelled according to their molecular weight (σ19, σ24, σ28, σ32, σ38, 
σ54 and σ70) (Landini, Egli, Wolf, & Lacour, 2014). The principal σ factor in E.coli is the σ70, 
which is also called the housekeeping σ factor. It is responsible for bulk of transcription in 
E.coli. The six other σ factors are called the alternative σ factors. They activate under various 
stress conditions (e.g. σ32, also denoted as σH, gets activated due to heat shock in the cytoplasm). 
Once activated, they compete for the RNA polymerase with the housekeeping σ factor. 
Alternative σ factors initiate transcription by binding to a subset of the promoter regions carrying 
certain specific characteristics (Browning & Busby, 2004). Competition between σ factors for 
binding to a promoter region is also observed (Cho, Kim, Knight, Zengler, & Palsson, 2014).    
Many σ factors have structural similarities with the E.coli σ70 and hence belong to the σ70 
family. Other σ factors which are structurally distinct from the σ70 family are said to belong to 
the σ54 family (Borukhov & Nudler, 2003). σ70 family is further divided into 4 groups based on 
gene structure and function. Group 1 consist of the primary or housekeeping σ factors, e.g, σ70 in 
E.coli. Group 2 consists of σ factors closely related to primary σ factors but are dispensable 
during the growth of bacteria. Group 3 σ factors are distantly related to primary σ factors and 
generally become active under specific signals. Group 4 σ factors belong to extracytoplasmic 
Function (ECF) subfamily and respond to signals arising from the extracytoplasmic environment 
(Paget & Helmann, 2003) . Determinants of the conserved sub regions in the σ70 family bind to 
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different regions of the promoter DNA and help in transcription initiation functions (Murakami 
& Darst, 2003) (Figure 1). Table 1 expands on the major functions of various bacterial σ sub 
units.   
1.1.3 Promoter region 
Binding of the RNAP holoenzyme to the promoter DNA is an important step in 
transcription initiation. Promoter motifs are not strictly conserved and are dependent on the σ 
factor that recognizes them. Generally, the promoter DNA shows sequence conservation across 
two hexamers centered 10 and 35 bp upstream of the transcription start site (TSS), called the -10 
and -35 regions, separated by a variable spacer between 15-21 bp. The well-known consensus 
sequence of the -10 and -35 regions of the housekeeping σ70 are TATAAT and TTGACA 
respectively (Shultzaberger, Chen, Lewis, & Schneider, 2007). The -10 region binds to the 
domain 2 of the σ factor whereas the -35 region binds to the domain 4 (Figure 1). Additional 
conservation in the promoter region can be found in the extended -10 region and the 
discriminator region (4 to 6 bp upstream of the TSS) (Lee et al., 2012). Hence these regions tend 
to be the points of contact between the RNAP holoenzyme and the promoter DNA, which in turn 
determines the binding energy and the promoter strength.  
The UP element, an AT rich region located upstream of the -35 region, also plays an 
important role in determining promoter strength. This is the only region to be contacted by the 
RNAP through the αCTDs and not the σ factor in the RNAP holoenzyme. Changes in this region 
demonstrated ability to increase the promoter strength more than 300 fold (Estrem, Gaal, Ross, 
& Gourse, 1998). Contribution of each element differs from one promoter region to another. The 
primary purpose of these elements is to dock the RNAP holoenzyme. -10 region is believed to be 
the first point of contact between the RNAP holoenzyme and the promoter region. Other 
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promoter regions stabilize the RNAP holoenzyme. Hence, with the exception of the -10 region, 
other promoter regions may or may not be present (Browning & Busby, 2004) (Lee et al., 2012) 
(Feklistov, 2013).  
 
1.2 Motivation and Aims 
Although transcriptional regulation of gene expression at bacterial promoters has been 
studied for nearly 40 years, we still do not completely understand this process. Transcription 
regulation depends on various other factors besides RNAP holoenzyme binding to the promoter 
region. In vitro binding specificities and subsequent gene expression patterns also rely on 
transcription factor (TF) binding to the enhancer regions upstream of the TSS. Additionally, 
cofactors, cooperatively and chromatin accessibility play a major role in in vivo binding (Zhou et 
al., 2015). Hence, the first and fundamental step is to develop an in-depth understanding of the 
mechanism of RNAP holoenzyme binding to the naked DNA. 
Currently, a big area of weakness is the lack of computational promoter prediction models 
that can precisely determine the promoter regions from the bulk of non-promoter DNA, and also 
give us further insight into the readout mechanisms and expression patterns of the genes. 
Computational promoter prediction faces a number of challenges. Many promoters have poorly 
conserved motifs separated by variable spacer length makes it difficult to predict them 
accurately. This coupled with the fact that active promoters often reside in regions containing 
multiple overlapping promoter like regions creates an additional hurdle (Feklistov, 2013). 
Traditionally, position weight matrix (PWM) has been used to computationally determine the 
promoter regions. PWMs assume that the base pairs of a binding site (typically the -10 and the -
35 hexamer regions) contribute independently to the binding energies or the gene expression 
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profiles (Stormo, 2000). However, results from PWM are plagued with false positives since there 
are lots of non-promoter regions that score better than the active promoter region in the PWM. 
Advancements in structural biology have also made it clear that DNA can no longer be 
thought of as uniform linear macromolecule. Computational models also need to take into 
account the three-dimensional shape of the DNA. Proteins recognize and bind to DNA by a 
combination of ‘base readout’ (reading the DNA nucleotide sequence) and ‘shape readout’ 
(interpreting the DNA shape) mechanisms. These interactions can also be termed as direct 
readout and indirect readout respectively. When proteins establish contacts (e.g, hydrogen bonds) 
with the bases of the DNA binding region it is called base readout. However, these contacts are 
not enough to explain specificity. Sequence based shape features enable us to get a better 
understanding of the specificity in the protein-DNA interactions (Rohs et al., 2010). 
 Recent years saw a tremendous development of a number of deep sequencing techniques, 
which aimed at creating large and accurate depositories of TSSs, promoters and regulatory 
regions (Cho et al., 2009) (Gama-Castro et al., 2016) (Carrera et al., 2014) (Kim et al., 2012) 
(Mendoza-Vargas et al., 2009) (Hershberg, Bejerano, Santos-Zavaleta, & Margalit, 2001).With 
the evolution of machine learning techniques like support vector machines (SVMs), Random 
Forests (RFs), artificial neural networks (ANNs) (Abbas, Mohie-Eldin, & El-Manzalawy, 2015) 
(Lloréns-Rico, Lluch-Senar, & Serrano, 2015) (Larrañaga et al., 2006) (Rhodius & Mutalik, 
2010) (Gordon, Towsey, Hogan, Mathews, & Timms, 2006)we are much closer than before in 
analysing these huge databases and furthering our understanding of the transcriptional regulation 
of gene expression. Developments in structural biology have also enabled us to develop better 
models of protein binding to DNA. In my thesis, we try to use these advancements in the field of 
genomics and structural biology on model bacteria E. coli, and accomplish the following aims: 
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Aim 1: Developing classifier models to differentiate the promoter region from the bulk of the 
DNA (Chapter 3) 
Aim 2: Characterize the determining features of the DNA, which causes differential binding 
between σ factors and with the bulk of the DNA (Chapter 4) 
Aim 3: Quantitative modelling of gene expression profiles from the sequences of the promoter 
regions, i.e., sequence to expression modelling (Chapter 4) 
In addition, we also demonstrate the importance of negative datasets for the accuracy of 
the model (Chapter 3) developed similar to the way done in (Abbas et al., 2015). This works is a 
step closer in understanding transcriptional regulation of gene expression. The work can be used 
as a basic framework to further explore the effects of TF binding, cofactors, cooperatively and 

























1.3 Figures and Tables 
 
Figure 1. Interactions between the σ and promoter region. σ4.2 binds to the -35 region, σ2.4 
binds to the -10 region and σ3 binds to the extended -10 region. Interactions between αCTDs and 












σ sub units Property 
σ1.1 
• Auto-inhibits promoter recognition by free σ factor 
• Accelerates formation of open complex in some 
promoters 
σ2.3 
• Essential for DNA melting  
• Binds to non template strand of -10 element 
σ2.4 • Recognizes the -10 element of the promoter region  
σ3 • Recognizes the extended -10 element of the promoter region 
σ4.2 • Recognizes the -35 element of the promoter region 
 
Table 1. Major functions of various bacterial σ sub units. Region 2 and region 4 is well 
conserved among all the groups of σ factors. Region 1 however is mostly present only in group 1 
and group 2 of the σ family. Region 3 is absent in group 4 of the σ family (Paget & Helmann, 













CHAPTER 2: DATABASE DEVELOPMENT 
2.1 Introduction 
The development of computational methods for understanding gene regulation and gaining 
further insights into this process is heavily dependent on the availability of accurate experimental 
databases. Determining the precise location of TSSs and the 5’ untranslated region (UTR) by 
experimental techniques has been made possible by deep sequencing (Cho et al., 2009) (Gama-
Castro et al., 2016) (Carrera et al., 2014) (Kim et al., 2012) (Mendoza-Vargas et al., 2009) 
(Hershberg et al., 2001). Next generation sequencing assays allows for the characterization of 
TSSs on a genome wide with single nucleotide precision. A huge chunk of these recent papers 
followed the newly modified 5’- Rapid amplification of cDNA ends (5’-RACE) using a unique 
RNA adapter and massive scale sequencing (Cho et al., 2009) (Kim et al., 2012). Mapping the 
reads obtained by this technique, with or without pre-processing, allows for the determination of 
new TSS and promoter regions. 
E.coli is the most extensively studied prokaryotic. TSS datasets of E.coli contain the most 
comprehensive and extensive details of the functional elements of the promoter regions and its 
surrounding downstream and upstream regions. This makes E.coli our choice organism to 
develop computational models to understand promoter binding and the subsequent gene 
expression patters. In this work I use the datasets developed in the following publications - (Cho 
et al., 2009) (Kim et al., 2012) (Gama-Castro et al., 2016) (Carrera et al., 2014).  
 
2.2 Pre-processing of the datasets 
 E.coli TSS data can be divided into 3 groups – data collected from Low throughput 
experiments  (e.g, curated databases like RegulonDB), data collected from High throughput 
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experiments and data collected from High throughput experiments with enrichment for primary 
transcripts (Borukhov & Nudler, 2003) . For this work, we started with datasets from each of the 
above-mentioned categories (Gama-Castro et al., 2016) (Cho et al., 2009) (Kim et al., 2012) and 
named them RDB, CDB  and KDB respectively. The pre-processing of the datasets comprise of 
the following stages – re-aligning of the datasets across a standard genome, removing repeats 
among the datasets and finding correlations across the datasets.  
2.2.1 Re-aligning of the datasets across the E.coli genome 
Promoter regions are extracted from each of the datasets. RDB, CDB and KDB have 8602, 
4724 and 3724 promoter regions respectively. However, the characteristics of these sequences 
are not uniform across the datasets. RDB contains the TSS-60: TSS+20 sequence of the promoter 
regions. However, KDB and CDB contain the TSS-50: TSS sequence of the promoters. To carry 
further analysis it is important to standardize these regions. Hence we need to re-align these 
regions across the E.coli genome and extract the promoter sequences of needed characteristics. 
Re-alignment is done on the Escherichia coli str. K-12 substr. MG1655 (NC_000913.3). There is 
data loss due to re-alignment and the final datasets of RDB, CDB and KDB contain 8507, 4723 
and 3724 promoter sequences respectively. Lack of information is the main reason for sequence 
loss due to re-alignment. In many cases the strand in which the DNA is present is not mentioned 
in the database leading to filtering out during re-alignment. Table 2 gives an overview of these 
datasets. From now on, promoter sequence refers to TSS-60: TSS+20 region. 
2.2.2 Removing repeats among Datasets 
Datasets can show repeats in the sequences.  Repeats are mainly due to experimental errors 
and need to be removed in order to reduce noise in the data. For e.g. in RDB, sequences of the 
promoter identifiers – ECK120009960 and ECK125137782 are the same. One of them shows 
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strong sequence evidence and the other shows weak sequence evidence. Hence, to reduce the 
noise in the data it is important to remove these repeats. RDB, CDB and KDB have 72, 1 and 1 
repeats respectively. Details are shown in Table 2. 
2.2.3 Correlation across the Datasets 
The current datasets have three different experimental origins – Low throughput 
experiments (RDB), High throughput experiments (CDB) and High throughput experiments with 
enrichment (KDB). One of the aims of my work is to implement computational classifier models 
to determine the promoter regions from the bulk of the non-promoter regions in the genome. For 
this we need datasets developed under different conditions for training and testing purposes in 
building the classifier models. The current datasets are ideal as they satisfy the above condition. 
To this end we also looked at the sequence overlap of the promoter regions among the datasets.  
Table 3 gives a quantitative correlation of the promoter region sequence overlap among RDB, 
CDB and KDB. The low overlap can be partially explained by the fact that no dataset can have 
all the promoter regions. Different conditions of determining the promoter regions might also 
have contributed to this low overlap. We used RDB, CDB and KDB datasets to create the 
positive and negative databases for computational models. 
 
2.3 Positive database  
Earlier works combined all the promoter regions in E.coli of various σ factors as the 
positive database (Borukhov & Nudler, 2003) (Li & Zhang, 2014) (Bland, Newsome, & 
Markovets, 2010) (Kanhere & Bansal, 2005) .  However, lot of work has been done to show that 
not all σ factors are the same nor their associated promoter region characteristics (Paget & 
Helmann, 2003) (Campbell et al., 2002). Hence, we created separate databases of promoter 
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regions for each σ factor. However, KDB does not contain information on promoter regions 
associated with various σ factors. So we use σ specific promoter regions of RDB as our positive 
training database and σ specific promoter regions of CDB as our negative training database. 
CDB carries information of promoter regions associated with various σ factors and under 
multiple growth conditions (log-phase, stationary phase, heat shock and a different nitrogen 
source (that is glutamine)). Also, the promoter regions differ in the number of TSS reads which 
is a measure of the confidence of reading the region correctly. Higher reads imply higher 
confidence. In CDB, promoter regions determined during stationary phase, with reads greater 
than or equal to 100 are taken as the positive testing database. In RDB, we used only those 
regions which have their corresponding evidence as strong or confirmed.  
Table 4 contains information on the number of promoter regions associated with each σ 
factor in the positive training and testing databases.  Details of the CDB promoter regions under 
different σ factors and multiple conditions over different TSS read cut-offs are found in Table 5. 
Overlap among various σ specific and condition specific promoter regions are observed.  
 
2.4 Negative database  
It is a general tendency to assume the bulk of the genome besides the promoter regions to 
be the negative database (Abbas et al., 2015) (Lloréns-Rico et al., 2015) (Gordon et al., 2006). 
However, besides the coding regions there are three classes of intergenic regions (Rogozin, 
2002) – unidirectional, convergent and divergent (Figure 2). These regions differ in the type of 
regulatory sites they contain. Convergent intragenic region contains only the terminators of the 
genes and divergent intergenic regions contains exclusively the promoter regions and the other 
upstream transcriptional signals. Unidirectional positive and unidirectional negative contain the 
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terminators, promoters and other upstream transcriptional signals. However, they can be further 
divided into unidirectional positive and unidirectional negative based on the strand they are 
present (Figure 2). Hence, we have five different classes – coding, unidirectional positive, 
unidirectional negative, convergent and divergent. It is important to see the performance of the 
computational models on each of these regions. This work is similar to the work done in (Abbas 
et al., 2015).  
After extracting these five classes, sequences of length 81bp are selected from them. 
Regions from these classes which have length greater than 110 bps are used to extract the 81bp 
sequences. The number of sequences extracted from these classes is given as follows:                
                             (1) 
Where N - number of sequences extracted and L- length of the region. Here 3 is the 
additional sequences to be extracted in the above equation. Adding 3 to the above equation is 
needed to get enough sequences (essentially greater than the sum of positive train and positive 
test databases) without having a lot of overlap among sequence. The final number of the 
sequences extracted from coding, unidirectional positive, unidirectional negative, convergent and 
divergent is 62225, 4266, 4060, 1808 and 5928 respectively. The minimum of the number of 
sequences extracted from each class is taken as the length of the negative database; in this case it 
is 1808 - the length of the convergent database. Hence 1808 sequences are chosen at random 
from the rest of the classes to form their negative datasets. Half of these sequences form the 
negative train and the other half form the negative test datasets. 
We also developed another dataset where the sequences are randomly generated. Their 
DNA composition is the same as that of the Escherichia coli str. K-12 substr. MG1655 






random. Datasets- mixed1 and mixed2 datasets are also developed. Mixed1 contains equal 
number of sequences from coding, unidirectional positive, unidirectional negative, convergent, 
divergent and random dataset. Mixed2 contains sequences from each of the five classes in the 
ratio of base percentages present in these classes (coding - 82.34%, unidirectional positive - 
4.76%, unidirectional negative – 4.58%, convergent – 2.12% and divergent – 6.2%). The final 
lengths of the coding, unidirectional positive, unidirectional negative, convergent, divergent, 
random, mixed1 and mixed2 datasets are 1808, 1808, 1808, 1808, 1808, 1808, 1800 and 1806 
respectively. As mentioned above, they are split equally between negative train and negative test 
datasets.  
Unlike previous works done in this field, where the negative database is further filtered 
either to remove sequence similarities with positive database or to extract sequences only from 
certain regions of the genome, we do not carry any further filtering on it. The idea behind this is 
to develop a robust model that works well even on noise. Hence we use the raw negative 













2.5 Figures and Tables 
 
Figure 2. Intergenic regions in the E.coli genome. Intergenic regions are of 4 types – 
Unidirectional positive, Divergent, Unidirectional negative and Convergent. These regions along 










 RDB KDB CDB 
Total initial 8602 3724 4724 
Sequence loss during re-alignment 95 0 1 
Sequences having repeats 72 1 1 
Final sequences 8435 3723 4722 
Final sequences in the positive strand 4074 1737 2275 
Final sequences in the negative strand 4361 2008 2447 
 
Table 2. Overview of the number of sequences in RDB, KDB and CDB at each stage of the 















 RDB KDB CDB 
RDB 8435 288 773 
KDB  288 3723 787 
CDB 773 787 4722 
 
Table 3. Quantitative correlation of the promoter region sequence overlap among RDB, 
CDB and KDB. KDB and CDB overlap around 3.4% and 9.2% of the RDB dataset. Whereas, 
CDB overlaps 21.1% of the KDB. Thought the overlap value is still small it is much higher than 
the overlap values with RDB. This could be because of larger similarities between the conditions 
of high throughput experiments and high throughput with enrichment experiments, than between 
















 Positive training 
database 
Positive testing database 
σ19  1 - 
σ24 68 43 
σ28 10 32 
σ32 62 227 
σ38 126 577 
σ54 19 103 
σ70 812 802 
 
Table 4. Promoter regions associated with each σ factor in the positive training and test 
database. Positive testing database contains all count of promoter region with any number of 
TSS reads. Breakdown based on TSS reads is done in Table 5. Positive training database contain 



































Transcripts greater or equal to 100 
σ24 36 47 43 36 
σ28 26 32 32 24 
σ32 178 223 227 183 
σ38 480 576 577 493 
σ54 87 106 103 82 
σ70 710 819 802 668 
Transcripts greater or equal to 200 
σ24 26 34 37 29 
σ28 18 23 23 18 
σ32 137 153 159 129 
σ38 362 413 405 350 
σ54 67 77 76 65 
σ70 507 574 556 465 
Transcripts greater or equal to 500 
σ24 16 25 26 21 
σ28 11 14 13 10 
σ32 75 92 85 73 
σ38 202 235 230 208 
σ54 38 47 42 36 
σ70 272 316 301 271 
Transcripts greater or equal to 1000 
σ24 13 18 19 17 
σ28 5 9 9 8 
σ32 47 56 53 47 
σ38 130 148 142 133 
σ54 22 28 26 23 
σ70 165 191 181 169 
 
Table 5. Details of the CDB promoter regions under different σ factors and multiple 
conditions over different TSS read cut-offs. Different σ factors are σ24, σ28, σ32, σ38, σ54 and 
σ70. CDB does not have information on σ19.  Different conditions are log-phase, stationary phase, 
heat shock and a different nitrogen source (that is glutamine). TSS read cut-offs values are 100, 
200, 500 and 100 
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CHAPTER 3: DEVELOPMENT OF MODEL TO DIFFERENTIATE PROMOTER 
REGION FROM BULK OF THE DNA 
 
3.1 Introduction 
Given the negative and positive datasets as developed in Chapter 2, we now use various 
machine learning algorithms to quantitatively model the properties of σ factor binding to the 
promoter region. For this purpose, the two widely used machine learning classification 
algorithms a) Support Vector Machines (SVM) and b) Random Forest (RF) are used.  The 81 bp 
DNA sequence of interest needs to be converted into a vector that can be fed into these 
classifiers. Based on the DNA properties (or features) taken into consideration, the 81 bp region 
can be converted into different vectors. In the following paragraphs we expand further on these 
concepts. 
3.1.1 Classification algorithms 
The two widely used machine learning classification algorithms are a) Support Vector 
Machines (SVM) and b) Random Forest (RF). The underlying concepts of both the algorithms 
are very different from each other. The root idea of RF is bagging of decision trees but with 
substantial modification. RF aims at building on a large collection of de-correlated trees unlike in 
bagging. Decision trees suffer from high variance or over fitting, especially trees that are not 
pruned. Bootstrap aggregation or bagging is general procedure to reduce the variance of this 
statistical method. In works on the fact that averaging a set of observations reduces variance. 
Hence, the input training sample is split at random into B subsamples with replacement and 
decision trees are built on each on these B samples. The trees are grown deep and not pruned. 
Hence each decision tree has high variance (over fitting) and low bias (under fitting). Averaging 
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these trees, theoretically, should reduce the variance. However, the disadvantage of bagging is 
the possibility of having highly correlated individual decision trees. This is because at each split 
of the decision tree the predictor with maximum Residual Standard Error (RSE) is considered for 
the split. Hence, if certain predictors have high RSE compared to the rest, the first few splits 
occur only on these predictors making the trees highly correlated.  Averaging large number of 
correlated trees does not reduce the variance (Gareth, Witten, Hastie, & Tibshirani, 2013). 
RF can successfully deal with this disadvantage by a small tweak that de-correlates the 
trees. RF, similar to bagging, builds a number of decision trees on bootstrapped samples. 
However at each split of the decision tree instead of taking all the predictors of the input vector, 
a random sample of m predictors are chosen as split candidates (Gareth et al., 2013) (Ogutu, 
Piepho, & Schulz-Streeck, 2011). The split can take place only on these m candidates. The next 
split again occurs on a fresh sample of another m predictor candidates. Typically, m is chosen to 
be the square root of the number of predictors. Hence, even if we have certain predictors with 
high RSE, a large number of de-correlated trees can be developed by this technique. Averaging 
on de-correlated trees reduce the variance.   
SVM, on the other hand is an extension of maximal margin classifier that can also 
accommodate non-linear boundaries. Maximal margin classifier creates a maximal margin 
hyperplane that is the separating the training and the testing datasets, and has the largest margin 
from the training dataset. It works well in separable cases but fails in non-separable cases. 
Support vector classifier generalizes maximal margin classifier to non-separable cases by 
introducing a new parameter called C. C account for the number of data points that cross the 
margin in non-separable cases. However, the boundary is still linear. In certain cases, we need to 
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create radial or polynomial boundaries to separate the classes. SVM are required to classify such 
cases.  They do so by creating kernels (Gareth et al., 2013) (Ogutu et al., 2011).  
We implemented both the classifiers in our work. Training and testing databases for these 
classifiers are developed in Chapter 2. The classifiers are optimized by 10-fold cross validation. 
The parameters optimized for RF during cross validation are the number of decision trees 
(ntree). We tested on ntree values -32, 64, 128, 256, 512 and 1024 and choose the best parameter 
value during cross validation. SVM are implemented with radial kernel and linear kernel. 
Parameters optimized are C and gamma for radial kernel and C for linear kernel during cross 
validation. The values tested for C are 0.01, 1 and 100 and the values tested for gamma are 0.1, 1 
and 10. 
3.1.2 Development of features 
 σ factors bind to promoters at two core-binding regions: -10 and -35 regions (sometimes 
substituted by the extended -10 region). However, PWMs developed on these regions alone were 
not good enough to find the promoter regions in the bulk of the genome. One of the reasons 
could be the that these models neglect the flanking regions of the core binding sites. Recently, 
Michal et al. demonstrated in their work the importance of the surrounding regions in binding 
(Yakhini & Technologies, 2015). 
Another major reason could be because these models completely ignore the shape of the 
DNA. Work done in recent times show that proteins recognize DNA in two ways – base readout 
and shape readout, which are not mutually exclusive (Rohs et al., 2010) (Slattery et al., 2014). 
Base readout, also called as direct readout, refers to proteins directly forming contacts to the 
DNA bases. This kind of readout leads to the formation of hydrogen bonds with between the 
amino acids in the proteins and the bases in the DNA. Hydrophilic contacts also take place. 
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Shape readout, on the other hand is called as indirect readout. These readouts depend on the 
deviation of the DNA from its ideal B-DNA confirmation. Shape readouts are further subdivided 
into global shape readout, where most of the DNA binding site is in a non-ideal B-DNA 
confirmation or deformed, and local shape readout, where there are deviations from ideal B-
DNA in a localized manner. Bendability and curvature of the DNA talk about the global shape 
readout. Local shape readout can be understood by determining Minor groove width (MGW), 
propeller twist (ProT), Helical turn (HelT) and roll. Base readout is much stronger than shape 
readout.  
In our models, we incorporate features related to both sequence and shape of the core and 
the flanking DNA regions. Sequence features can be broadly of two types. The first kind gives a 
count of the occurrence of each kmer (e.g, 1mer, 2mer, 3mer..). The disadvantage of these 
features is that the order information is lost. In the second kind of sequence features the order 
information is not lost (e.g, Nucleotide identity (NN) and dinucleotide identity (DNID)). NN 
feature essentially treat produce a 4-valued vector for a single nucleotide. A, T, G, C will 
respectively produce [1,0,0,0], [0,1,0,0,], [0,0,1,0] and [0,0,0,1]. Then they are combined 
together to form the final vector based on their sequence order. Hence an 81bp region will give a 
vector having 324 values. Similarly, DNID gives a 16-valued vector for every dinucleotide. 
Therefore an 81 bp region will give a vector having 1280 values. This is similar to the sequence 
feature extraction done in (Abbas et al., 2015) 
For shape features, we evaluated the global shape readout feature - bendability (Brukner, 
Sánchez, Suck, & Pongor, 1995) and local shape readout features - MGW, ProT , HelT and roll 
(Zhou et al., 2013). We also evaluated the DNA duplex stability using the nearest-neighbour 
interactions (Breslauer, Frank, Blocker, & Marky, 1986). Figure 4 illustrates the development of 
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predictors for each feature on which the SVM and RF classification algorithms are implemented. 
From now on, classifier models built on NN, 1mer, 2mer, 3mer, bendability, stability, HelT, 
MGW, ProT, Roll, 4mer, 5mer and DNID and will be notated as Model 1-13 respectively. Table 
6 expands on further details of each model. 
3.1.3 Classifier performance evaluation 
Confusion matrix is the basic entity for evaluating the performance of a classifier. It 
essentially gives the count of True positives (TP: promoter sequences which are classified as 
promoters), True negatives (TN: non promoter regions which are classified as not promoters), 
False positives (FP: non promoter regions which are classified as promoters) and False negatives 
(FN: promoter regions classified as non promoters). These values are used to determine the 
accuracy, precision and recall/sensitivity as shown in the below equations:  
              Accuracy = TP +TN
TP +TN +FP +FN
                                                 (2)                                           
                                                                                                  (3)                       
                                                                                                             (4) 
                        
However accuracy, precision and recall fall short when the classifiers suffer from class 
imbalance. Hence the best metric for evaluating classifier performance is the AUC value, which 
is the area under the curve plotted between the true positive rate and false positive rate, also 
called the Receiver Operating Characteristic (ROC) curve (Bradley, 1997). Henceforth we will 
be using AUC values as the performance metric for the classifiers. AUC values of 0.5 imply that 
the classifier is as good as a random predictor.  Good classifiers with AUC score between 0.8-0.9 
Precision = TP
TP +FP




and excellent classifiers have AUC scores above 0.9. Robust classifiers show similar AUC 
values on the testing and training dataset. 
 
3.2 Results 
In section 3.2.1-3.2.3 the positive dataset used is of σ70. In section 3.2.4 we look at the σ38 
positive dataset. 
3.2.1 Classifier performance depends on the negative dataset  
Performance of a classifier depends on the negative dataset. Training and testing AUC of 
the RF classifier on various models 1-13 is shown in Table 7 along with the optimized ntree 
values from cross validation. Coding and Random Datasets perform the best followed by 
Converge Dataset. Copos and Coneg have pretty similar performances while Diverge has the 
worst performance. This can be explained due to the fact that each of these regions contains 
different regulatory sites. Diverge dataset contains the promoter regions, hence it has higher 
overlap with the positive dataset resulting in poor performance compared to the rest. On the other 
hand, Converge or Coding datasets do not contain the promoter regions in them resulting in good 
AUC scores with the classifer models. Copos and Coneg contain promoter regions among their 
sequences, however they do not overlap as much as the Diverge dataset. This results in their 
moderate performances compared to the rest. Mixed1 shows the average of the performance of 
Coding, Coneg, Copos, Converge and Diverge. Mixed2, which has higher content of the Coding 
datasets compared to Mixed1, shows higher AUC scores than Mixed1. Hence negative dataset 
plays a very important role in determining the classifier performance. Figure 3A and 3B gives a 
bar-plot representation of the varying training AUC values of the RF classifier on all the datasets 
for Model1, and Model13.  
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From now on, we will be comparing models using Mixed1 (which is an average of the 
Coding, Coneg, Copos, Converge and Diverge Datasets) and Mixed2 (which replicates the base 
% of Coding, Coneg, Copos, Converge and Diverge Datasets as in the E.coli genome) AUC 
scores.  
3.2.2 Kmer features do not produce robust models 
Figure 4 shows the spread of training AUC values for mixed1 and mixed 2 dataset over 
the models 1-13 in a RF classifier. As can be seen in Figure 4A, kmer based models do not 
perform as well as shape based, energy based or sequence with order based models. However in 
Figure 4B, they perform at par with the shape based models. Besides their low performance, the 
error_value of kmer models is also extremely high. Error_value is defined as shown below : 
                                         
                                      
(5)  
A classifier is considered robust if it shows similar train AUC and test AUC, i.e., low 
error_value. However the majority of error_value of kmer’s lie in the range 10-20% while for the 
rest of the models the values are less than 10%.  Table 8 shows the error_values for models1-13 
on mixed1 and mixed2 datasets in an RF classifier.  
3.2.3 RF classifiers perform better than SVM 
SVM classifiers with radial and linear kernels are also implemented on Model 1-13. 
Values of C and gamma for radial kernel and values of C for linear kernel are optimized using 
10-fold cross validation. Table 9 and Table 10 give the training and testing AUC on mixed1 and 
mixed2 datasets for SVM classifiers with linear and radial kernel respectively. Optimized 
parameter values from cross validation are also shown.  
Figure 5A and Figure 5B shows the AUC value comparison between RF, SVM (radial) 
and SVM (linear) on mixed1 and mixed2 datasets respectively.  As a general trend RF performs 





better than SVM (linear) and SVM (radial) on shape based features and Energy based features in 
both the datasets. On kmer features, SVM (radial) shows the best performance in both the 
datasets. In sequence with order features –NN and DNID, both SVM (radial) and RF showed 
similar performances. They are more than SVM (linear) in both the datasets. The reason for this 
difference could be due to the fact that RF does not overfit unlike SVM (Gareth et al., 2013). 
Since we are looking at the AUC values of the training dataset, an overfit model will give a 
better AUC result. So we did a similar analysis on the AUC values on test dataset, where we can 
clearly see that RF outperforms SVM (linear) and SVM (radial) in all the features. This clearly 
shows that there is overfitting in the SVM models on kmer features leading to higher test AUC 
compared to RF. Figure 6A and Figure 6B shows the AUC value comparison between RF, 
SVM (radial) and SVM (linear) on mixed1 and mixed2 datasets respectively. 
Hence, we will be using RF classifier henceforth since it gives better performance than 
SVM (linear) and SVM (radial) and does not overfit. 
3.2.4 Extending model to σ38  
In section 3.2.1-3.2.3 we used positive train and test dataset of σ70. Models are built on the 
training datasets and evaluated on the testing datasets. Positive training dataset of σ70 contains 
812 sequences and the negative database for mixed1 and mixed2 datasets contains 900 and 903 
sequences respectively. Hence the sequence ratio of positive to negative is approximately 1 
making it an ideal system to use the RF and SVM classifiers. However, the positive training 
database of σ38 is 126, while the negative dataset is the same as that for σ70. The negative dataset 
is approximately 7 times higher in number than the positive dataset. Therefore the classifier 
models face the classic problem of Data imbalance leading to bad performance (Longadge, 
Dongre, & Malik, 2013) . Data imbalance is an issue because conventional classifiers like RF, 
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SVM are biased towards the majority class. In worst case, they treat the minority class as the 
outliers of the majority class and ignore it. Hence the learning problem generates a trivial 
classifier, which classifies every example as the majority class leading to disastrous results.  
Ways to deal with case imbalance are a) Collect more data, b) Resample the data by 
oversampling or undersampling c) Create synthetic samples for the minority class, d) Use 
penalized algorithms and e) Use different models (Longadge et al., 2013).  
Resampling of the data and generating synthetic samples are the most practical ways to 
deal with imbalance for our situation. Resampling of data is done in two ways – oversampling 
and undersampling. Oversampling randomly replicates minority instances to increase their 
population. Undersampling, downsamples the majority class. Replicating data come with its own 
pros. In oversampling, since we are creating duplicates, it makes variables to have lower 
variance than they actually do. On the other hand, undersampling can make variables have higher 
variance than they do. Also, undersampling results in data loss, ie, knowledge loos of the 
majority data set. Synthetic samples are generated by various methods, the most famous being 
Synthetic Minority Over-sampling Technique (SMOTE). Here the minority class is over-
sampled by taking each minority class sample and introducing synthetic examples along the line 
segments joining any or all of the k minority class nearest neighbors (Chawla, Bowyer, Hall, & 
Kegelmeyer, 2002). However, the disadvantages are that synthetic samples cannot really reflect 
the distribution of the original samples. The classifier cannot obtain information on real model 
data hence leading to bigger generalization errors (Zheng, Cai, & Li, 2015).  
For our work, we run the classifiers on actual sample, resampling data with oversampling 
and generating synthetic models with SMOTE. We use the Caret package (Kuhn, Wing, Weston, 
& Williams, 2007) in R for this purpose. Results are shown in Table 11 for mixed1 and mixed2 
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datasets. The classifiers with various measures for imbalance are implemented on Mono feature 
models (sans kmers) – Model1, Model 5-10, Model13. It can be clearly seen that upsampled 
SigmaS dataset performs better than the rest. The results are best visualized as box plots in 
Figure 7. With oversampled SigmaS dataset, the test AUC and train AUC saw an increase 
compared to the other two models. At the same time, the disparity between the test AUC and 
train AUC reduced making the model more robust. Hence we will use this dataset for future 
purpose. 
 
3.3 Conclusion  
It is a general tendency to assume the bulk of the genome besides the promoter regions to 
be the negative database (Abbas et al., 2015) (Lloréns-Rico et al., 2015). Here we clearly show 
that the performance of the classifier depends on the region we choose to be the negative dataset 
(Coding, Coneg, Copos, Converge, Diverge, Mixed1, Mixed2, Random). We also showed that 
certain features like kmer show inconsistent results. They are not good features to build 
classifiers on. In this chapter we also show that RFs are more robust in their performance than 
SVMs. Finally we showed that data imbalance is a major hurdle to build models on other σ 
factors. We implemented oversampling and synthetic sample generation using SMOTE. 











Figure 3. AUC values of training datasets of Model2 (3A) and Model13 (3B) for the 
optimized ntree values during Cross Validation (CV) on various negative datasets. 
Generally, high AUC values are observed for Coding and Random are the least are observed for 









Figure 4. Training AUC values of various features on mixed1 and mixed2 datasets in an RF 
classifier. The best performance on both datasets is shown by sequence with order features- 











Figure 5. AUC value comparison between RF, SVM (radial) and SVM (linear) on mixed1 
(5A) and mixed2 (5B) datasets. The datasets correspond to training data. As a general trend RF 
performs better than SVM (linear) and SVM (radial) on shape based features and Energy based 
features in both the datasets. On kmer features, SVM (radial) shows the best performance in both 
the datasets. In sequence with order features –NN and DNID, both SVM (radial) and RF showed 








Figure 6. AUC value comparison between RF, SVM (radial) and SVM (linear) on mixed1 
(6A) and mixed2 (6B) datasets. Here the AUC values correspond to the test datasets. RF  










Figure 7. Box plot of AUC value spread between train and test data with SigmaS as positive 
database with various measures for database imbalance. Analysis is done both on mixed1 
(9A) and mixed2 (9B) datasets. Classification is implemented on Model1 (NN), Model5 
(Bendability), Model6 (Stability), Model7 (HelT), Model8 (MGW), Model9 (ProT), Model10 
(Roll) and Model13 (DNID). Optimized ntree during cross validation is also shown. Caret refers 






Model Feature No. of predictors 
Model 1 NN 324 
Model 2 1mer 4 
Model 3 2mer 16 
Model 4 3mer 64 
Model 5 Bendability 79 
Model 6 Stability 80 
Model 7 HelT 79 
Model 8 MGW 77 
Model 9 ProT 77 
Model 10 Roll 79 
Model 11 4mer 256 
Model 12 5mer 1024 
Model 13 DNID 1280 
 
Table 6. Feature and number of predictor information of Models 1-13. Model 1 and Model 
13 have sequence features, which contain order information. Model 2-4 and Model 10-11 have 
sequence features where these is no order information. Model 6 have energy related features. 
Model 5, 7-10 has shape features, where Model 5 has a global shape feature and Model 7-10 


























512 1024 512 512 1024 1024 1024 1024 
Train 
AUC 
0.94 0.84 0.88 0.83 0.82 0.93 0.87 0.91 
Test 
AUC 




64 32 32 64 64 32 32 32 
Train 
AUC 
0.86 0.58 0.68 0.58 0.51 0.84 0.64 0.79 
Test 
AUC 




32 256 64 512 64 128 128 256 
Train 
AUC 
0.9 0.64 0.8 0.66 0.6 0.91 0.72 0.85 
Test 
AUC 




64 512 256 1024 128 128 128 256 
Train 
AUC 
0.92 0.68 0.84 0.71 0.63 0.93 0.73 0.87 
Test 
AUC 




512 1024 1024 512 256 1024 256 512 
Train 
AUC 
0.88 0.79 0.82 0.78 0.77 0.91 0.8 0.85 
Test 
AUC 




128 256 512 512 512 512 512 128 
Table 7. AUC values of training and testing datasets of various Models along with the 






0.93 0.83 0.88 0.83 0.82 0.91 0.86 0.9 
Test 
AUC 




1024 512 512 512 256 512 256 512 
Train 
AUC 
0.86 0.72 0.79 0.73 0.72 0.87 0.77 0.81 
Test 
AUC 
0.8 0.75 0.77 0.78 0.77 0.82 0.72 0.77 




512 256 256 512 1024 128 256 256 
Train 
AUC 
0.86 0.77 0.8 0.76 0.76 0.84 0.78 0.83 
Test 
AUC 




128 1024 256 512 256 256 256 256 
Train 
AUC 
0.89 0.76 0.82 0.76 0.75 0.92 0.79 0.85 
Test 
AUC 




128 256 256 512 1024 512 256 128 
Train 
AUC 
0.91 0.8 0.84 0.79 0.78 0.9 0.82 0.88 
Test 
AUC 




256 512 256 512 512 128 512 128 
Train 
AUC 
0.93 0.73 0.88 0.73 0.65 0.93 0.74 0.86 
Test 
AUC 








512 256 256 1024 512 128 512 256 
Train 
AUC 
0.93 0.73 0.91 0.76 0.68 0.92 0.74 0.86 
Test 
AUC 




512 1024 256 256 256 256 256 256 
Train 
AUC 
0.95 0.87 0.9 0.86 0.85 0.94 0.88 0.92 
Test 
AUC 





































Model 1 NN 3.45 4.40 
Model 2 1mer 7.81 12.66 
Model 3 2mer 13.89 12.94 
Model 4 3mer 16.44 12.64 
Model 5 Bendability 5 4.71 
Model 6 Stability 5.81 5.56 
Model 7 HelT 6.50 4.94 
Model 8 MGW 1.28 2.41 
Model 9 ProT 8.86 7.06 
Model 10 Roll 1.22 1.14 
Model 11 4mer 16.22 11.63 
Model 12 5mer 14.86 10.47 
Model 13 DNID 4.54 4.35 
 
Table 8. Error_values for various Models on mixed1 and mixed2 datasets in an RF 

























 Mixed1 Dataset Mixed2 Dataset 
 C (CV) Train 
AUC 
Test AUC C (CV) Train 
AUC 
Test AUC 
Model 1 0.01 0.83 0.77 0.01 0.89 0.83 
Model 2 0.01 0.7 0.52 0.01 0.83 0.71 
Model 3 0.01 0.7 0.52 1 0.85 0.72 
Model 4 0.1 0.71 0.53 0.1 0.86 0.74 
Model 5 0.01 0.69 0.7 0.01 0.7 0.71 
Model 6 0.01 0.81 0.71 0.01 0.87 0.79 
Model 7 0.01 0.68 0.61 0.01 0.73 0.66 
Model 8 0.01 0.72 0.74 0.1 0.76 0.76 
Model 9 0.01 0.73 0.61 0.01 0.82 0.71 
Model 10 1 0.72 0.8 0.1 0.75 0.84 
Model 11 0.1 0.72 0.55 0.1 0.86 0.74 
Model 12 0.1 0.73 0.57 0.01 0.86 0.74 
Model 13 0.01 0.86 0.81 0.01 0.91 0.86 
 
Table 9. Training and testing AUC on mixed1 and mixed2 datasets for SVM classifiers with 
linear kernel. Classifiers are implemented on Model1-13. 10 fold cross validation is done to find 















 Mixed1 Dataset Mixed2 Dataset 
 gamma 
(CV) 












Model 1 0.1 0.01 0.86 0.79 0.1 0.01 0.91 0.85 
Model 2 10 0.01 0.72 0.56 0.1 0.01 0.83 0.71 
Model 3 10 0.01 0.72 0.57 1 0.1 0.85 0.72 
Model 4 1 1 0.74 0.58 1 0.1 0.86 0.74 
Model 5 0.1 0.01 0.72 0.68 0.1 0.01 0.77 0.71 
Model 6 0.1 1 0.81 0.75 0.1 0.1 0.87 0.78 
Model 7 1 0.01 0.7 0.65 0.1 0.01 0.73 0.67 
Model 8 1 1 0.75 0.72 1 1 0.82 0.76 
Model 9 1 10 0.76 0.7 0.1 1 0.83 0.72 
Model 10 1 10 0.78 0.74 1 0.01 0.86 0.81 
Model 11 1 1 0.75 0.62 1 1 0.87 0.76 
Model 12 1 0.01 0.74 0.59 0.1 1 0.87 0.76 
Model 13 0.1 0.01 0.88 0.82 0.1 0.01 0.92 0.87 
 
Table 10. Training and testing AUC on mixed1 and mixed2 datasets for SVM classifiers 
with radial kernel. Classifiers are implemented on Model1-13. 10 fold cross validation is done 


























Model1 Oversampled 256 0.81 0.79 512 0.88 0.84 
SMOTE 
analysis 
256 0.8 0.77 256 0.87 0.83 
Original 
dataset 
1024 0.8 0.79 256 0.87 0.83 
Model5 Oversampled 512 0.78 0.74 512 0.82 0.78 
SMOTE 
analysis 512 0.75 0.73 64 0.77 0.71 
Original 
dataset 256 0.77 0.68 256 0.82 0.76 
Model6 Oversampled 512 0.8 0.78 256 0.86 0.84 
SMOTE 
analysis 256 0.77 0.73 512 0.84 0.8 
Original 
dataset 128 0.76 0.78 256 0.83 0.85 
Model7 Oversampled 512 0.68 0.66 1024 0.74 0.73 
SMOTE 
analysis 128 0.63 0.65 64 0.66 0.64 
Original 
dataset 128 0.66 0.61 512 0.71 0.64 
Model8 Oversampled 256 0.71 0.74 1024 0.77 0.78 
SMOTE 
analysis 256 0.69 0.73 1024 0.75 0.77 
Original 
dataset 128 0.72 0.67 64 0.78 0.77 
Model9 Oversampled 256 0.73 0.67 64 0.78 0.71 
SMOTE 
analysis 256 0.74 0.68 64 0.77 0.73 
Original 
dataset 128 0.7 0.62 512 0.77 0.71 
Model10 Oversampled 512 0.77 0.75 256 0.84 0.81 
SMOTE 
analysis 256 0.71 0.74 1024 0.8 0.79 
Original 
dataset 512 0.73 0.69 512 0.8 0.8 
Table 11. Train and test AUC values on SigmaS database using various measures for 





Model13 Oversampled 64 0.82 0.78 1024 0.88 0.87 
SMOTE 
analysis 1024 0.81 0.78 256 0.85 0.84 
Original 






































CHAPTER 4: QUANTITATIVE MODELLING OF THE READOUT MECHANISM OF 




So far in Chapter 3, we have seen the importance of negative datasets in classifier 
performance, robustness of shape and sequence with order features compare to kmer features and 
how RF is a better classifier for our particular models. We have also seen the erratic results 
observed due to data imbalance and overcame them by oversampling the datasets. Performance 
of combinatorial feature models were also evaluated and shown that they might or might not be 
better than individual feature models. Finally, we categorize our models into three groups – 
shape based, sequence based and shape_sequence based. In this chapter, we will build up on the 
results obtained in Chapter 3, for quantitative understanding of how the promoter regions can be 
differentiated from the bulk of the DNA. We also extend the approach to analyse the determining 
factors for differential binding among various σ factors.  
SigmaS paradox is a decade old riddle faced by scientists. This stems from the fact that σ70 
and σ38 have very similar sequences in the core binding sites (σ70: -35 region: TTGACA and -10 
region: TATAAT; σ38: -35 region: TTGACA and -10 region: TATACT) (Campbell et al., 2002), 
yet to different promoter regions. A lot of work has been done in this field and people 
determined various reasons for this paradox. However none of the analysis talks beyond the 
sequence of the promoter region. Also, a quantitative understanding of this concept is missing.  
To this extent, we try to explain the decade old riddle of SigmaS paradox with quantitative data 
to support. Finally we aim at building models for which give expression data based on the 
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sequence of the promoter region, i.e., sequence-to-expression models. We make use of the 
classifier scores of different models for this purpose and show that the model that gives the best 
sequence to expression correlation comes from the shape_sequence bracket.  
 
4.2 Results 
4.2.1 Predictor reduce of RF predictors allows in determining shape and sequence based 
parameters for readout mechanism 
Mono feature models contain predictors between 77 (MGW, ProT) and 1280 (DNID). 
However by simple logic we can say that, not all the features help in promoter identification by 
the σ factor. Sequence or shape of certain regions within the accounted 81 bp promoter could 
have played an important role in either docking the sigma factor for binding or the subsequent 
gene expression.  It also is important to have a quantitative understanding of the importance of a 
region because all regions need not be equally important. Literature points out that -10 and -35 
region are important for promoter binding to the σ factor (Feklistov, 2013) (Kumar et al., 2014) 
(Murakami & Darst, 2003) (Landini et al., 2014) (Hook-Barnard & Hinton, 2007). At the same 
time -35 region can be replaced by extended -10 region. This might affect the binding energies or 
expression values, but would not stop the gene expression. However in the absence of the -10 
region, the gene will not be expressed. Hence getting a quantitative understanding of the 
importance of a region is the preliminary step towards promoter engineering.  
RF performs an implicit predictor reduce technique which can be visualized by the gini 
importance (Menze et al., 2009). Gini importance can be used as a general measure of feature 
relevance. Predictors with higher value of gini importance show larger influence in the 
classification. We calculated the gini importance values of the mono feature models – Model1 
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and Model 5-10. We then determined the top 10% of the predictors with high gini values. Plots 
corresponding to these values for SigmaD on mixed1 dataset are shown in Figure 8 and Figure 
9. X values correspond to the number of features, and Y values correspond to the Gini 
importance. Name of the predictor is given as its position in the input vector developed for the 
classifiers. Table 12 shows the regions which the predictors will fall under based on their name 
for features – NN, stability, Bendability, ProT, HelT, Roll and MGW.   Regions are built based 
on and around the famous -10 and -35 consensus regions that are the strong sequence based 
binding sites. The final regions are – upstream of -35, -35 flank 1, -35, -35 flank 2, intermediate, 
-10 flank 1, -10, -10 flank 2 and downstream of -10. Flanks are 3 base pair sequences 
neighboring the consensus regions. 
The top 10% of features of Model1, Model5-10 lies mainly in the -10 region. However 
they also seem to cluster around a few base pairs outside the conventional consensus regions. 
Figure 10 is a heat map representation for the normalized spread of the predictors in the 81 bp 
region. As expected, majority of the predictors are in the -10 region. However, they are also not 
exclusive to this region. Bendability, Stability, Roll and NN based models show a high variable 
importance around TSS. This result directly implies at the shape, sequence and energy based 
properties of the TSS region. Stability is a reflection of the energy needed to break the double 
helix to initiate transcription. Similarly bendability and roll gives us an idea of the shape of the 
DNA at the TSS needed for the RNAP polymerase to slide. There are a lot of regions in the 
genome, which share similar -10 sites as the consensus, however presence of a viable TSS which 
posses above mentioned features makes it the promoter region.  
Also observed, high predictor variable for MGW and HelT at -50 region. This can be due 
to the fact that αCTD’s bind to the UP element region at this point. For the binding to take place 
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they distort the DNA structure by pulling the UP element towards the RNAP. Hence, favourable 
promoter regions must possibly carry certain values of MGW and HelT for this distortion to 
occur. It should also be noted that -35 region is not very important for σ70 binding.  
4.2.2 SigmaS (σ38) paradox explained 
Determining of Gini value is carried on σ38 dataset. . Plots corresponding to these values 
for SigmaS on mixed1 dataset are shown in Figure 11 and Figure 12. X values correspond to the 
number of features, and Y values correspond to the gini importance. Name of the predictor and 
its location in the 81bp promoter region is obtained based on Table 12. Heat maps are plotted to 
represent the normalized spread of the predictors in the 81 bp region in Figure 13. The results 
obtained for σ38 are very different compared to σ70.  
-10 consensus region contains all the major predictor variables for σ70. However this is not 
the case for σ38 (Figure 11 and Figure 12). Though, -10 region is a very important part of σ38 
promoter region, various other regions, especially in the UP element contain predictors carrying 
equal or higher weightage. This could be attributed to the fact that transcription factors which 
play a major role in the binding of σ38 (Landini et al., 2014). Transcription regulators (i.e. CRP), 
global regulators (IHF or Lrp) and nucleoproteins (such as H-NS or Fis), which influence σ38 
selectivity bind to the UP element, hence the importance of this region (Typas, Stella, Johnson, 
& Hengge, 2007). It is also noticed that σ38 shows binding determinants in the ‘between’ region, 
which is not observed in σ70. This could be due to the fact that σ38 is more tolerant towards non- 
optimal location of the extended -10 region. Typically, the extended -10 region is observed 15/14 
bp upstream of the TSS in σ70 promoters. However, in σ38 this region can lie anywhere from 
17/14 bp upstream of the TSS, spilling into the ‘between’ region. NN, Bendability, HelT, MGW, 
ProT and Roll give variable importance to -6 base pair. This is in correlations with the work done 
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by (Landini et al., 2014) where they show the conversation of thymidine at this location in σS 
promoter regions. -6T is believed to direct isomerization of the E σ38/promoter DNA complexes. 
We believe that this region also has a structural role to play since it is a top feature in the shape 
related features too. NN, MGW, stability cluster around -3 and -4 bp of this region. This is 
essentially a part of the discriminator region. σ38 promoter regions are known to have higher 
AT% in the discriminator region. This is also believed to be the reason why σ38 RNAP shows 
decreased ability to open the TSS regions at this positions. Hence, MGW which is directly 
related to the gene negativity (Zhou et al., 2013) or GC% and stability which is directly 
dependent on the AT content of the region point out to this region.  
Hence we were successfully able to validate the existing discriminants between σS and σ70 
promoter regions. Besides these we also found a new region in the ‘between’ region. This is 
showed support by NN, bendability, MGW and Roll. The region is around 26-28 bp upstream of 
the TSS. It could be possible that σ38 has another region of binding here, since σ70 region does 










4.3 Figures and Tables 
 
Figure 8. Top 10% of the predictors for Model1 of SigmaD, built on the feature NN.  Table 




Figure 9. Top 10% of the predictors for SigmaD in Model5-10 represented as A-F. Table 12 
provides corresponding regions that these features fall in.  
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Figure 10. Heat map representation of the normalized spread of the predictors in various 
regions of the 81bp promoter region in SigmaD promoter region. High performing predictors 
are obtained for mixed1 (A) and mixed2 (B) datasets. Majority of the predictors are concentrated 






Figure 11. Top 10% of the predictors for Model1 of SigmaS, built on the feature NN.  Table 




Figure 12. Top 10% of the predictors of SigmaS for Model5-10 represented as A-F. Table 
12 provides corresponding regions that these features fall in.  
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Figure 13. Heat map representation of the normalized spread of the predictors in various 
regions of the 81bp promoter region in SigmaS promoter region. High performing predictors 




Model Features No. of 
features 
R1 R2 R3 R4 R5 R6 R7 R8 R9 































































































































Table 12. The regions which the predictors will fall under based on their name, for the 
features – NN, stability, Bendability, ProT, HelT, Roll and MGW. R1-R9 correspond to - 
upstream of -35, -35 flank 1, -35, -35 flank 2, intermediate, -10 flank 1, -10, -10 flank 2 and 




















CHAPTER 5: ALGINATE AND LAMINARIN DEGRADING ENZYMES FROM VIBRIO 
SPLENDIDUS AND VIBRIO BREOGANII 
5.1 Introduction 
Brown macroalgae or seaweed exhibits many advantages over terrestrial feedstocks like 
corn and sugarcane. Fast growth, higher ethanol productivity estimate, non-recalcitrant carbon 
feedstocks, no ‘food versus fuel’ issue are just few of the many reasons that make brown 
seaweed an attractive target for industrial fermentation (Roesijadi, Jones, & Zhu, 2010) . The 
major components of brown seaweeds are alginate and laminarin, comprising upto 60% of the 
dry weight. In order for brown seaweeds to be used as a viable industrial feedstock we need to be 
able to successfully degrade alginate and laminarin. Many organisms express enzymes that 
cleave the bonds linking the constituent monomers within alginate and laminarin. These enzymes 
are called alginate lyases and laminarinases respectively. The marine bacteria Vibrio splendidus 
12B01, Vibrio splendidus 13B01 and Vibrio breoganii 1C10 contain these lyases.  
5.1.1 Brown Algae  
Brown algae are macroalgae, i.e., they are comprised of multicellular organism as opposed 
to the unicellular organism. They fix carbon using photosynthesis in marine environments. 
Macroalgae are targeted as a carbon source for biofuel production. They do not require arable 
land and hence no ‘food versus fuel’ issue, do not require fertilizers nor fresh water resources 
(Roesijadi et al., 2010) . Besides they are also the fastest growing organisms on the planet 
(Stephens, 2013). Macroalgae also lack crystalline cellulose and lignin, thus alleviating a key 
obstacle to biofuel production (Martone et al., 2009). This combined with the fact that the 
bioethanol productivity estimate is two times higher than sugarcane and five times higher than 
corn make brown macroalgae extremely attractive (Wargacki et al., 2012).  
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There are 3 groups of macroalgae: brown macroalgae, green macroalgae, and red 
macroalgae. Though they have similar advantages as mentioned in the above section, they have 
key different in terms of growth and downstream processing. An ideal macroalgae for biofuel 
production need to have fast growth and easy downstream processing for biofuel fermentation to 
make its usage economically viable.  Red macroalgae are currently cultivated for their cell wall 
polysaccharides, mainly agars and carrageenans. Though currently being cultivated, red 
macroalgae have slower growth rates than other macroalgae (Smith et al., 2005). Additionally, 
the polysaccharides found within red macroalgae are a valuable foodstuff, thus abolishing the 
“food-vs.-fuel” benefit of macroalgae. Green macroalgae, on the other hand have fast growth 
rates (Smith et al., 2005), however their primary cell wall polysaccharide - ulvan is highly 
sulfated (Ogura et al., 2009). This would complicate any downstream bioprocessing, as 
fermentation would result in hydrogen sulfide production. Brown macroalgae possess fast 
growth rates and very amenable downstream processing (Wargacki et al., 2012). This makes 
brownalgae the ideal candidate for production of biofuel. 
60% of the dry weight of macroalgae is comprised of polysaccharides and glucans 
(Dodson, Budarin, Hunt, Shuttleworth, & Clark, 2013). The composition of macroalgae varies 
dramatically between species, and sometimes within the same species based on season and 
geography. Macroalgae laminaria digitata is a potential source of biomass for macroalgae-based 
fermentation. Within this macroalgae, up to 45% of its dry weight is comprised of the 
polysaccharide alginate, up to 18% of its dry weight is the glucan laminarin, a small amount (2-
4% dry weight) is comprised of the polysaccharide fucoidan, and up to 22% of its dry weight is 
mannitol (Dodson et al., 2013)(Matsubara et al., 2000). The compositions of other macroalgae 




Alginate is an abundant polysaccharide found within the cell walls of brown macroalgae.  
It is a copolymer consisting of the 1,4-linked epimers α-L-guluronate (G), and β-D-mannuronate 
(M). Figure 14 shows the β-D-mannuronate (M) and α-L-guluronate (G) units of the alginate. 
They are optical epimers. The M and G monomeric units within alginate can take on one of these 
forms: polyguluronate (polyG), polymannuronate (polyM), and heteropolymeric M/G (polyMG) 
(Wong, Preston, & Schiller, 2000).  
Bacterial alginates contain are different from algae alginates because they contain O-acetyl 
groups on the 2 or 3 carbon positions of β-D-mannuronate (M) (Skjak-brrk & Grasdalen, 1985).  
This acetylation of the β-D-mannuronate (M) protects its conversion to α-L-guluronate (G) via a 
C-5-mannuronate epimerase (Skjak-brrk & Grasdalen, 1985) (Haug & Larsen, 1971). An initial 
investigation of alginate synthesis in Azotobacter vinelandii phage proposed the conversion of 
fructose into mannose-6-phosphate via fuctokinase and phosphoglucose isomerase. Mannose-6-
phosphate is then converted into GDP-mannose, which is finally converted into GDP-
mannuronic acid (Pindar & Bucke, 1975). GDP-mannuronic acid is linked together to form 
polymannuronic acid, which is then converted to alginate via the selective epimerization of 
mannuronic acid residues by C-5- mannuronate epimerase. Acetylation of mannuronate allows 
for partial conversion of polymannuronic acid. In seaweeds, the pathway for the formation of 
GDP-mannuronic acid is pretty similar (Lin, 1966). However, the presence of GDP- guluronic 
acid is also detected explaining the reason for the absence of acetylation. 
5.1.3 Alginate lyases 
Alginate lyases are enzymes that degrade alginate through β-elimination of the glycosidic 
bond. These enzymes can act very specifically on the diads- G-G (EC 4.2.2.11), M-M (EC 
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4.2.2.3), and M-G/G-M. Based on the diads they cleave they are characterized as polyG, polyM, 
polyMG and polyGM. Additionally, alginate lyases can be either endo-cleaving or exo-cleaving. 
Essentially endo-cleaving lyases break down alginate into oligomers by acting within the 
alginate. After the action of endo-cleaving lyases is completed, exo-cleaving lyases act on the 
resulting oligomers to break them further into monomers or dimers by acting from the ends. 
Figure 15 depicts the action of the endo and exo-cleaving lyases. Majority of the alginates have 
endo-cleaving preferences (Wong et al., 2000). 
Alginate lyases act on the glycosidic bond through a β-elimination reaction (Wong et al., 
2000).  Alginate lyases are polysaccharide lyases (PLs), hence their activity is different from the 
action of glycosidic lyases (GHs).  GHs cleave the glycosidic bonds through hydrolysis whereas 
PHs cleave the glycosidic bond without water. Hydrolysis by GHs help in maintaining the 4-OH 
groups on the new non-reducing end, whereas PHs generate double bond on the new non-
reducing end. Hence, the action of an alginate lyase generated Gβ or a Mβ as the reducing group 
and a non-reducing end. The non-reducing end, termed as Δ, contains 4-deoxy-L-erythro-hex-4-
ene pyranosyluronate residue that it is structurally different from both M and G units. Also due 
to the formation of double bond, Δ is not optically active. It is interesting to note that GM or GG 
diad is cleaved by alginate lyase to give the same product (Gβ as the reducing group and Δ as the 
non- reducing unit). Similarly, MG and MM give the same product (Mβ as the reducing group 
and Δ as the non- reducing unit). 
The L-guluronate and D-mannuronate monomers are non- enzymatically converted into 4-
deoxy-L-erythro-hexoseulose uronic acid (DEH), α-keto acid is enzymatically converted into 2-
keto-3-deoxy-D-gluconic acid (KDG) via the NADPH-dependent enzyme DEH reductase 
(Wargacki et al., 2012). KDG is then converted into 2- keto-3-deoxy-6-phosphogluconic acid 
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(KDPG) via the enzyme KDG kinase, which is then converted to pyruvate and glyceraldehyde-3-
phosphate via the enzyme KDG-6-phosphate aldolase. 
In analyzing the known alginate lyases, a number of different lytic motif structures have 
appeared, termed polysaccharide lyase (PL) families. Alginate lyases belong to seven PL 
families (Lombard et al., 2010) : PL5, PL6, PL7, PL14, PL15, PL17, and PL18. PL5 contain an 
(α/α)6 barrel structure. PL6 contains a parallel β-helix forming a long series of β-strands. PL7, 
PL14, and PL18 contain β-jelly roll. PL17 contain many α-helices (Park, Jagtap, & Nair, 2014). 
PLs belonging to the same family are expected to have a similar evolutionary origin. Thus, 
analysis of PLs must take into account the PL families, in order to make an equal comparison. 
Alginate lyases have been characterized from a diverse set of organisms including Pseudomonas 
alginovora, Azotobacter chroococcum, Aplysia kurodai to name a few (Chavagnat et al., 1996; 
Rahman, Inoue, Tanaka, & Ojima, 2010).  
5.1.4 Laminarin 
 Laminarin is a storage glucan present in macroalgae. Laminarin is composed of β-1,3- 
and β-1,6- linked glucose monomers (Constitution, The, & Ross, 1950). Figure 16 shows the β-
1,3- and β-1,6-linkages between glucose monomers in laminarin. Laminarin percentage can vary 
between 3% to 30% of the dry weight of macroalgae (Kadam, Tiwari, & O’Donnell, 2015). 
Table 14 shows the laminarin percentage of the dry weight of the commonly used macroalgae. 
Laminarin percentage also depends on seasonal variations. It is almost absent during periods of 
fast growth in spring, but in autumn and winter the percentage goes up to 35%.  The most 
common Laminaria digitata contain laminarin upto 14% of dry weight (Kadam et al., 2015). 
Depending on the reducing end, laminarin chains can be of two types -M and G. M 
chains end with 1-O-substituted D-mannitol whereas G chains end with glucose as the reducing 
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end. The structure and ratio of the two types depend on the environmental factors (Kadam et al., 
2015). Further work demonstrated that M unit terminated laminarin is more insoluble than G unit 
terminated (Bull, 1966). Since laminarin is primarily a β-1,3-glucan, much analogy can be made 
to other β-1,3-glucans, most importantly to curdlan and barley glucan. Curdlan is a straight chain 
β-1,3-glucan whereas barley contains β-1,4 linkages along with β-1,3. These glucans can serve as 
important points of comparison to the study of laminarin and its degradation  
5.1.5 Laminarinases 
Laminarinases are the enzymes that degrade the β-1, 3 and β-1,6 linkages within laminarin. 
Unlike alginate lyases, laminarinases belong to the glycosidic hydrolase family (GHs) (Davies & 
Henrissat, 1995). GHs catalyse the hydrolysis of glycosidic bonds within glucans. Laminarinases 
are the enzymes that degrade the β-1,3 and β-1,6 glycosidic bonds within laminarin. These 
enzymes can be classified based on whether they are exolytic (EC 3.2.1.58) or endolytic (EC 
3.2.1.39 and EC 3.2.1.6) (Davies & Henrissat, 1995). The endolytic laminarinase hydrolyze the 
β-1,3 bonds between adjacent glucose subunits (EC 3.2.1.39). In addition, some endolytic 
laminarinase can also hydrolyze the β-1,4 bond adjacent to the β-1,3 linked glucose subunit 
present in β-1,3/1,4-glucans (EC 3.2.1.6). Laminarinases hydrolyzing the β-1,6 bonds are 
broadly classified as EC 3.2.1.75. Some laminarinases can also catalyze transglycosylation 
reactions, where the glycosyl residue is transferred from laminarin (donor) to any molecule 
containing a hydroxyl group (acceptor) (Sova, Pesentseva, Zakharenko, Kovalchuk, & 
Zvyagintseva, 2013).  
Laminarinases have been characterized from a diverse set of organisms, including the 
archaeon Pyrococcus furiosus (Gueguen, Voorhorst, van der Oost, & de Vos, 1997), the 
actinobacterium Streptomyces sioyaensis (Hong, Cheng, Huang, & Meng, 2002), the fungus 
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Phanerochaete chrysosporium (Kawai, Igarashi, Yoshida, Kitaoka, & Samejima, 2006) to name 
a few. Only few laminarinases have been characterized from microorganisms that live in the 
natural marine habitat of laminarin (Ramli et al., 2012). 
 
5.2 Motivation and Aims 
In order to build strains capable of utilizing alginate and laminarin as the sole carbon 
source for fermentative processes, a greater understanding of the degradation of macroalgae 
feedstocks is needed. Previous investigations of these enzymes sought to characterize single 
enzymes without context of industrial degradation. Since individual microorganisms might 
contain several alginate lyases or laminarinases, characterization of all the degrading enzymes is 
necessary to increase the space of available enzymes for strain engineering. Additionally, 
alginate- and laminarin-degrading microorganisms frequently exist as part of a consortium that 
forms complex ecosystems. To allow for a wide variety of enzymes to be analyzed, a pipeline for 
the characterization of enzymes has been developed in this work (Figure 17). This procedure 
allows for the methodical analysis of marine bacteria to harness their enzymes for the industrial 
degradation of alginate or laminarin. Using this pipeline we aim to accomplish the following 
aims:  
Aim 1: Determining the conditions of optimal functionality, specificity, degree of degradation 
and endolytic/exolytic activity of the alginate lyases from V.splendidus 12B01 (Chapter 6) 
Aim 2: Revealing unknown enzyme functions by exploiting the variations in alginate lyase 
activity between V. splendidus 12B01 and 13B01 (Chapter 7) 
Aim 3: Developing a comprehensive understanding of the working of multiple laminarinases 
from single marine bacterium - V.breoganii IC10 and demonstrate how multiple laminarinases 
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are needed to degrade large polysaccharides and buffer against fluctuations in ocean environment 
(Chapter 8) 
Aim 4: Analysis of the PL7 family of alginate lyases by characterizing V.breoganii 1C10 
alginate lyases (Chapter 9) 
Nuclear Magnetic Resonance (NMR) and mass spectrometry techniques have been used 
for critical analysis on lyase specificity, degree of degradation and determination of 
endolytic/exolytic activity. These techniques are far superior than standard laboratory techniques 
and produce more accurate results. This work can be used as a basic strategy for enzyme 
characterization and a framework for understanding the synergy of lyases to degrade alginate and 
























5.3 Figures and Tables 
 
Figure 14. Basic structure of alginate. Alginate is composed of stretches of β-D-mannuronate 










β-D-mannuronate (M unit) 




Figure 15. Action of endo and exo cleaving lyases. Endolytic lyases break down alginate into 















Figure 16. Basic structure of laminarin. β-1,3- and β-1,6-linkages are formed between glucose 





















Brown Algae Alginate % Laminarin % Fucoidan % Mannitol % 
Laminaria 
digitata 
16-45 0-18 2-4 4-22 
Saccharina 
latissima 
21-46 0-26 - 6-22 
Laminaria 
hyperborean 
22-35 0-24 2-4 6-18 
Ascophyllum 
nodosum 
15-30 0-10 5-10 5-10 
Fucus 
vesiculoses 
14-17 2-5 - 8-16 
 
Table 13. Compositions of macroalgae. Variable compositions can be due to seasonal or 
































Saccharina latissima 0-33% dry weight 
Laminaria hyperborean 0-32% dry weight 
Laminaria digitata 14% dry weight 
Fucus vesiculoses 84% of total sugars 
Undaria pinnatifida 3% dry weight 
Ascophyllum nodosum 4.5% dry weight 
 
Table 14. Laminarin percentage of the dry weight of the commonly used macroalgae 


















CHAPTER 6: CHARACTERIZATION OF ALGINATE LYASES FROM VIBRIO 
SPLENDIDUS 12B01 1 
6.1 Introduction 
Vibrio splendidus is the dominant Vibrio species in the template oceans (Le Roux et al., 
2009). V.splendidus has been associated with infection and death of commercial oyster stocks 
and can cause death in humans through ingestion of infected mollusks (Gay, Berthe, & Le Roux, 
2004). In this study we investigate the four alginate lyases in Vibrio splendidus 12B01. In one 
notable study, Escherichia coli was engineered to produce ethanol from alginate by expressing 
the requisite metabolic, transporter, and lyase genes from V.splendidus 12B01 (Wargacki et al., 
2012). However, the native alginate lyases from V. splendidus 12B01 were not characterized in 
that study nor were their individual contribution to alginate degradation explored. In this work, 
we clone, purify and characterize the four lyases in V.splendidus 12B01. The optimal activity of 
these lyases is between pH 7.5-8.5 and at 20-25°C, consistent with their use in a marine 
environment. We determined if the lyases attack the GG, GM, MG or MM units in the alginate, 
i.e., their specificity. We also determined that the lyases are endolytic in nature and their degree 
of polymerization/breakdown approximately lie in the range of 4-21 units.  
The significance of this work is that it provides a comprehensive investigation of multiple 
alginate lyases within a single marine bacterium, thus providing a further insight regarding how 
this organism is able to efficiently use alginate as its sole carbon source and potentially 
informing the design of other organisms capable of producing fuels and chemicals from alginate. 
 
1Reproduced from Badur, Ahmet H., et al. "Alginate lyases from alginate degrading Vibrio 
splendidus 12B01 are endolytic." Applied and environmental microbiology 81.5 (2015): 1865-
1873. Expression and purification of alginate lyases, determination of optimal enzyme 





Methods and details on Bacterial strains, media, growth conditions, homology modelling of 
lyases, plasmid construction, protein purification, alginate lyase activity assay are in (Badur et 
al., 2015).   
6.2.1 1H-NMR analysis 
A 3 mL solution of 0.4% alginate solution in phosphate buffer (4.77 mM monosodium 
phosphate, 5.23 mM disodium phosphate, pH 7.6) was mixed with purified enzyme (Grasdalen, 
1983) and incubated at 20°C for 3 hours. The alginate substrate and reaction products were dried 
using a refrigerated speed vacuum, re-suspended in 0.5 mL of deuterium oxide (D2O), and then 
dried again. Samples for 1H NMR were prepared by dissolving the lyophilized samples in 1 mL 
D2O, and then analyzed by high–field 1H NMR spectroscopy using Unity-Inova NMR 400 MHz 
(Varian now Agilent, Santa Clara, CA). Data was collected at a temperature of 80°C. Sample 
spinning, proton spectral width, number of scans, relaxation delay, proton pulse angle, and 
acquisition time were 20 Hz, -6 – 14 ppm, 256, 0 s, 40.99°, and 4.096 s, respectively. 1H NMR 
results were then analyzed using the method developed by Grasdalen (Grasdalen, 1983). 
The G- and M-reducing end residues of alginate and the non-reducing Δ residue produce 
their characteristic chemical shifts of the anomeric proton signal in the 1H NMR spectra 
(Heyraud et al., 1996).Thus, a lyase acting on G-G or G-M diads produces a doublet 
corresponding to the anomeric proton of the G-reducing end residue along with a signal 
associated with the anomeric proton of the non-reducing Δ residue. Similarly, a lyase acting on 
M-M and M-G diads produces a signal corresponding to the anomeric proton of the M-reducing 
end residue along with a signal associated with the anomeric proton of the non-reducing Δ 
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residue. We cannot directly determine which uronic acid is being converted to the non-reducing 
Δ residue, since it will be produced irrespective of the starting uronic acid. However, it can be 
indirectly determined as shown below. The mole fraction of the monomer units (FG, FM), and the 
diads (FGG, FGM, FMG, FMM) were calculated (Scientific & Company, 1979) (Grasdalen, 1983). 
The following relationships are valid for long chains (degree of polymerization, DPn, greater 
than 20) calculated (Scientific & Company, 1979) (Grasdalen, 1983): 
                                                                      FG = FGG + FGM,                                                      (5) 
                                                                           FGM = FMG,                                                                                      (6) 
                                                                      FM = FMM + FMG.                                                                                (7) 
The ratio of M units (the sum of the M units in the chain and the M reducing end residues) to G 
units (the sum of the G in the chain and the G reducing end residues) in the alginate lyase 
degraded alginate was calculated from the analyzed 1H NMR data. Then, this ratio was 
compared to the ratio of the M units to G units of the undegraded alginate sample to determine 
which uronic acid is being converted to the non-reducing Δ residue. The average degree of 
polymerization (DPn) of the lyase-degraded substrate was estimated by the intensity of the each 
signal using the following equation (Ertesvåg, Erlien, Skjåk-bræk, & Bernd, 1998). 
DPn = (IΔG-1 + IΔM-1 + IM-1  + IG-1 + IMred  + IGred ) / [( IΔG-1 + IΔM-1 + IMred  + IGred)/2]        (8) 
6.2.2. Electrospray-ionization mass spectroscopy 
Electrospray-ionization mass spectroscopy (Waters Quattro Ultima) was used to analyze the 
mass/charge ratios of the alginate lyase degraded products. Positive and negative-ionization 
modes were used. A solution containing 0.4% alginate in phosphate buffer, pH 7.6 was mixed 
with purified enzyme and incubated at 20°C for 3 hours. Samples were dried using a refrigerated 
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speed vacuum and 6 mg of the dried sample was dissolved in 1:1 MeOH-H2O (10 pmol/ml) 
(Zhang et al., 2004) and injected into the electrospray. The mass range of the scans was from 100 
to 1100 atomic mass units (amu).  
 
6.3 Results 
6.3.1 Identification of four alginate lyases within V. splendidus 12B01 
V.splendidus 12B01 possesses four putative alginate lyases: AlyA (V12B01_24254), AlyB 
(V12B01_24259), AlyD (V12B01_24274), and AlyE (V12B01_09446) (Table 16). An 
additional alginate lyase within V. splendidus 12B01, AlyC (V12B01_24264), was annotated as 
an alginate lyase but found not to be active on alginate (data not shown). AlyB, AlyD, and AlyE 
contain one polysaccharide lyase family 7 (PL7) alginate lyase domain whereas AlyA contains 
two PL7 domains (30, 31). Catalytic sites were then identified through comparison to other PL7 
domains (Figure 18). AlyB also contains a carbohydrate-binding module family 32 domain 
(CBM32) in addition to the PL7 alginate lyase domain. The role of this CBM32 domain has not 
yet been determined. 
6.3.2 Expression and Purification of alginate lyases  
To determine whether the four putative lyases were expressed during growth on alginate, 
we measured gene expression using quantitative PCR. Briefly, the cells were grown in M9 
minimal salt medium supplemented with either alginate or glucose. The expression of all four 
lyases was strongly induced when grown on alginate as compared to glucose.  
AlyA, AlyB, AlyD, and AlyE were cloned with an N-terminal 6xHis-tag and expressed in 
E. coli from a T7 promoter. The lyases were then purified under denaturing conditions and re-
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folded to yield a functional enzyme.  
6.3.3 Determination of optimal enzymatic conditions and enzyme kinetics 
To determine optimal conditions for each lyase, a universal buffer was formulated that 
allows a wide range of pH concentrations to be tested. The optimal pH, temperature, and NaCl 
concentrations are listed in Table 15 and associated data in Figure 19. The optimal pH for all 
tested enzymes was found to lie within pH 7.5-8.5, while the optimal temperature was found to 
lie between 20 and 25 °C. AlyB, AlyD, and AlyE were found to have optimal activity at 400 mM 
NaCl, while AlyA had optimal activity at 1000 mM NaCl. We next determined the kinetic 
parameters for each enzyme by measuring the initial velocities  
at different substrate concentrations This was accomplished by dosing alginate and measuring 
enzymatic activity at the optimal environmental conditions listed in Table 15 and 1 mM CaCl2. 
All four enzymes exhibited Michaelis-Menten type kinetics. The associated Km, Vmax, and 
turnover number are found in Table 15. AlyB had the highest apparent affinity, with a Km equal 
to 20 µM.  
6.3.4 Determination of substrate specificity  
The substrate specificity was first evaluated by comparing the relative activity on polyG-
enriched and polyM-enriched substrates (Figure 20). AlyB, AlyD, and AlyE were found to have 
greater activity under polyG-enriched substrate than polyM-enriched substrate. AlyA was found 
to have similar activity under both polyG-enriched and polyM-enriched substrates, pointing to 
specificity of polyMG/GM substrate.  
Substrate specificity was next evaluated using 1H NMR (Figure 21). 1H NMR of AlyA 
degraded alginate produced a doublet corresponding to the anomeric proton of the G-reducing 
end residue. Hence, AlyA is expected to be acting on GM or GG dyads. The ratio of M units to 
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G units in the degraded alginate was calculated and compared to the ratio of the M units to G 
units of the un-degraded alginate. A decrease in the ratio was observed. Therefore M units were 
converted to the non-reducing Δ residue. This implies that AlyA is a GM-specific lyase that 
degrades alginate to fragments an average degree of polymerization (DPn) of approximately 11. 
AlyB degraded alginate produced a doublet corresponding to the anomeric proton of the G-
reducing end residue and a lesser intensity signal corresponding to the M-reducing end residue. 
Also, a decrease in ratio was observed. Therefore, M units are being converted to the non-
reducing Δ residue. This implies AlyB is a GM-specific lyase with mild MM-specificity and 
degrades alginate to fragments with an average DPn of approximately 4. AlyD degraded alginate 
produced a doublet corresponding to the anomeric proton of the G-reducing end residue and a 
lesser intensity signal corresponding to the M-reducing end residue. An increase in the ratio was 
observed, implying that it is a GG-specific lyase with mild GM-specificity. The DPn of AlyD 
degraded alginate is approximately 16. The AlyE degraded alginate produced a doublet 
corresponding to the anomeric proton of the G-reducing end residues and an increase in the ratio 
is observed. This suggests AlyE is a GG-dyad specific lyase that degrades alginate to fragments 
with a DPn of approximately 21.  
Further, action of these enzymes on polyG- (Figure 21) and polyM-enriched alginate 
fractions (Figure 21) was also analyzed. AlyE showed very high degradation activity on polyG-
enriched alginate fractions. Degrading activity of AlyD on this fraction also increased 
considerably. However, the activity of AlyA and AlyB decreased on polyG-enriched substrate. 
None of the enzymes showed any noticeable activity on polyM-enriched alginate. Therefore, it 
leads us to conclude that lyase AlyB can be considered to be GM-specific lyase with almost 




6.3.5 ESI-MS analysis  
The ESI-MS spectrogram in the negative-ion mode of AlyA, AlyB, AlyD and AlyE 
degraded alginate showed m/z 369.4, 545.0, 721.0, 902.3 [M—H] corresponding to di-, tri-, 
tetra-, penta- and hexa-saccharide fragments, respectively (Holtan, Zhang, Strand, & Skjåk-
Bræk, 2006) (Figure 22). AlyE degraded alginate showed an additional peak at m/z 1073.1 
corresponding to a septa-saccharide. Larger oligosaccharides could not be detected due to 
weaker signal. Though positive-ion mode was more sensitive, it is much more complex to 
analyze due to higher ion adduction.  
 
6.4 Discussion 
A recent study explored alginate metabolism in V. splendidus 12B01 (Jagtap, Hehemann, 
Polz, Lee, & Zhao, 2014). This study was motivated by the potential of producing fuels from 
alginate. In the present study, we investigated the alginate lyases from V. splendidus 12B01. Four 
enzymes – AlyA, AlyB, AlyD, and AlyE – were purified and their properties characterized. An 
additional gene, alyC, is annotated as a putative alginate lyase; however, we did not detect any 
alginate lyase activity (data not shown). Unlike the other lyases, AlyC contains a PL6 domain 
whereas the other enzymes contain PL7 domains.  
The PL7 domain contained within AlyA, AlyB, AlyD, and AlyE contains three adjacent 
β-strands within a structurally rigid cleft as determined through homology modeling. Through 
comparison to other PL7 family alginate lyases, we identified the catalytic residues within the 
cleft (Figure 18). AlyB also contains a CBM32 domain; this domain has been demonstrated to 
bind galactose, N-acetylglucosamine, and the disaccharide N-acetyl-D-lactosamine (Hu, Jiang, & 
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Hwang, 2006). The presence of this domain within AlyB indicates the possibility of AlyB 
binding other carbohydrates. The CBM32 domain appears in a PL7 alginate lyase from Zobellia 
galactanivorans (Thomas et al., 2013), in addition to a characterized homolog of AlyB found in 
Pseduoalteromonas sp. CY24 (Duan, Han, & Yu, 2009). The role of CBM32 within these 
alginate lyases remains to be determined though we found that it is essential for lyase activity: no 
activity is observed when the CBM32 domain is deleted (results not shown).  
The investigated alginate lyases were found to have an optimal pH for enzymatic activity 
between 7.5 and 8.5, an optimal temperature between 20 and 25 °C, and an optimal NaCl 
concentration of either 400 mM or 1000 mM NaCl (Table 15 and Figure 19); these conditions 
coincide with marine environments. The conditions for optimal enzymatic activity were 
investigated to further understand how V. splendidus 12B01 metabolizes alginate. Previous work 
sought to exploit these lyases (Wargacki et al., 2012), so an understanding of the activity of these 
lyases in different environmental situations is critical for their commercial use. The presence of 
signal peptides in AlyB, AlyD, and AlyE (Figure 18) indicates possible secretion.  
The Km values of other investigated alginate lyases from marine bacteria range from 6.8 
µM to 6.18 mM (Park et al., 2014)  (Jagtap et al., 2014) (Thomas et al., 2013) (Haug & Larsen, 
1971), however, the majority of these enzymes have Km values less than 238 µM, in accordance 
with the 22 to 123 µM affinity of AlyA, AlyB, AlyD, and AlyE. AlyA, AlyB, AlyD, and AlyE 
were found to have turnover numbers less that those reported (Jagtap et al., 2014) (Thomas et al., 
2013) (Haug & Larsen, 1971); the reported turnover numbers ranged from 0.052 to 164 s-1 with 
the majority of lyases having turnover numbers at least two-fold larger than those investigated in 
this study. AlyA, AlyB, AlyD, and AlyE were also found to be acting on either G-M or G-G 
(Table 15 and Figure 21). Alginate lyases from Vibrio sp. and other marine bacteria were found 
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to have polyG, polyM, and polyMG specificity (87, 97-100, 102-104). Since full alginate 
utilization necessitates degradation of both G and M linkages, it is not expected that polyG, 
polyM, or polyMG will be over-represented in the characterized alginate lyases.  
The oligoalginate lyases OalA, OalB, and OalC (lyases which degrade alginate exolytically) of 
V. splendidus 12B01 have been recently characterized (Jagtap et al., 2014).These lyases were 
found to have different substrate specificity than the lyases investigated in this study: OalA and 
OalB were found to have polyM specificity, while OalC was found to have polyMG specificity. 
This lies in contrast with AlyA and AlyB (G-M dyad specificity) and AlyD and AlyE (G-G dyad 
specificity). The enzyme kinetics of OalA, OalB, and OalC were also found to be remarkably 
different than the lyases in this study. The Km values were of similar magnitude, however 
turnover numbers were all greater for OalA, OalB, and OalC, indicating that these lyases process 
alginate at greater rates. Considering the substrate specificity and enzyme kinetics data, we find 
that each group of lyases serves a different purpose, in that each group targets different dyads for 
cleavage. The differing kinetic rates also indicates that exolytic and endolytic activity have 
different rates of degrading alginate in V. splendidus 12B01. This presents a picture of 
metabolism of alginate within V. splendidus 12B01 wherein AlyA, AlyB, AlyD, and AlyE 
slowly degrade alginate into longer chains of oligomers: as indicated by the presence of 4-, 5-, 
and 6-mers in the lyase degraded alginate (Figure 22). The oligoalginate lyases are then 







6.5 Figures and Tables 
 
Figure 18. A) Mechanism for β-elimination of alginate to form α-L-guluronate and Δ. B) 
Domain structure of alginate lyases AlyA, AlyB, AlyD, and AlyE, drawn to scale. The indicated 
amino acid residues are the hypothesized catalytic sites. PL7 is the polysaccharide lyase 7 
domain and CBM32 is the carbohydrate-binding module family 32 domain. Signal peptides are 
indicated with a flag. C) Homology model of AlyD PL7 domain. The depicted amino acid 
residues are the proposed catalytic residues indicated in the PL7 domain structure. D) AlyD PL7 







Figure 19. Determination of conditions for enzymatic activity. A) The optimal pH for enzymatic 
activity was determined in 0.05% alginate, 20 mM APT at indicated pH, and 250 mM NaCl 
incubated at 20 °C. Activity was normalized to the maximal pH. B) The optimal temperature for 
enzymatic activity was determined in 0.05% alginate, 20 mM APT at pH 7.5, and 250 mM NaCl 
incubated at indicated temperatures for 20 min. Activity was normalized to the optimal 
temperature. C) The optimal NaCl concentration for enzymatic activity was determined in 0.05% 
alginate, 20 mM APT at pH 7.5, and indicated NaCl concentration incubated at 20 °C for 20 min. 
Activity was normalized to the optimal NaCl concentration. D) The effect of divalent cations 
was determined in 0.05% alginate, 20 mM APT at pH 7.5, and 250 mM NaCl incubated at 20 °C 
for 20 min. 400 mM NaCl was used for AlyE. Divalent cations and EDTA were added at 1 mM. 




Figure 20. Substrate specificity of AlyA, AlyB, AlyD, and AlyE. 0.05% of alginate, polyG-
enriched, and polyM-enriched was dissolved in 20 mM APT at pH 7.5 with 250 mM NaCl, 













Figure 21. 1H NMR (400-MHz) spectra of alginate and alginate derived substrates 
following degradation with AlyA, AlyB, AlyD, and AlyE. -G, -M denotes signals from internal 
G or M residues; G-beta, M-beta denotes signals from reducing G or M residues; Δ denotes 
signals from 4-deoxy-L-erythro-hex-4-enepyranosyluronate non-reducing end residue. Non-
underlined residues refer to the neighboring residues to those generating each signal. Protons (H) 
are numbered to indicate which particular proton causes the signal. a) Alginate b) polyG-




Figure 22. Negative-ion electrospray ionization mass spectra of alginate lyase degraded alginate. 
DP and the respective integers (1-6) refer to the degree of polymerization. m/z values are listed 








 AlyA AlyB AlyD AlyE 
pH 8.5 7.5 8.0 7.5 
Temperature (°C) 25 20-25 20 25 
NaCl (mM) 1000 400 400 400 
Km (µM alginate) 36 ± 7 22 ± 5 60 ± 2 123 ± 6 
Vmax (µM s-1) 0.13 ± 0.01 0.66 ± 0.06 0.52 ± 0.06 0.83 ± 0.02 
Turnover (s-1) 0.6 ± 0.1 3.7 ± 0.3 4.5 ± 0.5 7.1 ± 0.2 
Specificity G-M G-M G-G G-G 
 
Table 15. Optimal environmental conditions, enzymatic kinetics and substrate specificity of 
































































































































































CHAPTER 7: REVEALING UNKNOWN ENZYME FUNCTIONS BY EXPLOITING 
THE VARIATIONS IN ALGINATE LYASE ACTIVITY BETWEEN VIBRIO 
SPLENDIDUS 12B01 AND 13B01 2 
7.1 Introduction 
A recent study investigated the ability of 55 closely-related marine Vibrionaceae bacteria 
to degrade alginate (Hehemann et al., 2016). These bacteria were able to degrade extracellular 
alginate to varying degrees, with some growing best on short-chain (DP ~3-4) and others 
growing best on long-chain (DP >20) substrates. The behaviours were generally consistent 
among closely related strains except those within the V. splendidus population, where significant 
diversity was observed. In particular, while all of the V. splendidus strains were able to grow 
well on short-chain substrates, only some grew well on long-chain substrates and their growth 
rates and lag phases varied on these long-chain substrates. The ability to rapidly grow on long-
chain substrates was attributed to enzyme secretion – strains that secrete alginate lyases grow 
much better than those that did not. Interestingly, the V. splendidus strains all exhibited similar 
levels of intracellular and membrane-bound alginate lyase activity, suggesting that some strains 
acquired additional lyases with high extracellular activity. These results are in line with a 
previous bioinformatics study revealing very high genotypic microdiversity of extracellular 
CAZymes, even among very closely related microbes (Zimmerman, Martiny, & Allison, 2013). 
In this work, we sought to identify the enzymes responsible for high secreted alginate lyase 
activity within the V. splendidus population. One strain, Vibrio splendidus 13B01, was 
 
 1Reproduced from Badur, Ahmet H., et al. "Exploiting Fine-scale Genetic and Physiological 
Variation of Closely Related Microbes to Reveal Unknown Enzyme Functions." Journal of 
Biological Chemistry(2017): jbc-M117. Expression and purification of alginate lyases, 
determination of optimal enzyme specificity and enzyme kinetics performed by Ahmet Badur. 
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found to have significantly higher activity than the others, even though they are indistinguishable 
by 16S RNA or other single marker gene phylogenies. Using a combination of genomics, 
proteomics, biochemical, and functional screening, we identified a PL7 alginate lyase that is 
critical for rapid extracellular alginate breakdown. Our results demonstrate that differences in the 
enzyme repertoires between closely related strains can be used to rapidly pinpoint key proteins 
with beneficial functions.  
 
7.2 Results 
7.2.1 V. splendidus 13B01 grows faster than V. splendidus 12B01 
The alginate lyases have only been characterized in V. splendidus 12B01, which exhibits 
low extracellular lyase activity (Badur et al., 2015). Therefore, we sought to identify the alginate 
lyases with high extracellular activity.  As a first step, we screened the eight V. splendidus strains 
examined in the Hehemann study (Badur et al., 2015) for their ability to broadcast alginate lyase 
activity. Among the eight strains tested, V. splendidus 13B01 had the highest secreted activity 
whereas the previously characterized V. splendidus 12B01 had the second lowest secreted 
activity (Figure 23). Therefore, we focused on V. splendidus 13B01 due to its high extracellular 
alginate lyase activity. We next compared the growth of V. splendidus 12B01 and 13B01 on 1% 
alginate in liquid culture. V. splendidus 13B01 grew 24% faster on alginate than V. splendidus 
12B01 (0.51 h-1 versus 0.41 h-1). These results confirm that V. splendidus 13B01 is better at 
catabolizing alginate than V. splendidus 12B01.  
7.2.2 V. splendidus 13B01 contains six alginate lyases. 
Sequence comparison to the recently characterized alginate lyases with the genome of V. 
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splendidus 13B01 allowed us to identify six alginate lyases. Sequences of these lyases is shown 
in Table 18. Four of these lyases are homologous to the lyases from 12B01: AlyA, AlyB, AlyD, 
and AlyE. Phylogenic analysis is shown in Figure 24. The remaining two lyases are unique to 
13B01 and are named AlyF and AlyG. AlyB, AlyD, AlyE, and AlyG contain one polysaccharide 
lyase family 7 (PL7) alginate lyase domain, while AlyA contains two PL7 domains (Lombard et 
al., 2010). AlyF contains a polysaccharide lyase family six (PL6) alginate lyase domain (31, 
115). AlyB and AlyG contain a carbohydrate-binding module family 32 domain (CBM32) in 
addition to their PL7 domains.  
7.2.3 Determination of optimal enzymatic conditions and enzyme kinetics 
The technique is similar to that explained in Chapter 6.  The optimal activities over a range 
of pH values varying from 7.5 to 10. The optimal temperatures were between 20°C and 25°C, 
and the optimal NaCl concentrations were between 250 and 1000 mM.  We next determined the 
kinetic parameters for each lyase by measuring the activity at different alginate concentrations 
under optimal salt and pH conditions. All five alginate lyases exhibited Michelis-Menten type 
kinetics. The associated kinetic parameters are provided in Table 17. We observed some 
differences among the lyases common to V. splendidus 12B01 and 13B01. In general, the shared 
lyases are more active in V. splendidus 13B01 as determined by the enzymatic turnover number. 
However, these differences in the enzyme kinetics are not significant enough to explain the 
phenotypic differences (e.g., high secreted activity) between V. splendidus 12B01 and 13B01.  
In the case of the alginate lyases unique to V. splendidus 13B01, we found that AlyG 
exhibits much stronger activity than AlyF. In fact, AlyG exhibits the highest turnover number 
among the six lyases. However, AlyG has a relatively low affinity for alginate, as indicated by 
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its large Km, suggesting that it is adapted to the high substrate concentrations present in marine 
alginate gels. Collectively, these results further suggest that the high extracellular activity of V. 
splendidus 13B01 is due to AlyG. 
7.2.4 Determination of substrate specificity  
The technique is similar to that explained in Chapter 6. 1H NMR of AlyA degraded 
alginate produced a doublet corresponding to the anomeric proton of the G-reducing end residue. 
Hence, AlyA is expected to be acting on GM or GG dyads. The ratio of M units to G units in the 
degraded alginate was calculated and compared to the ratio of the M units to G units of un-
degraded alginate. A decrease in the ratio was observed. Therefore, M units were converted to 
the non-reducing Δ residue. This implies that AlyA is a GM-specific lyase that degrades alginate 
to a degree of polymerization (DPn) of approximately 17. AlyB degraded alginate produced a 
doublet corresponding to the anomeric proton of the G-reducing end residue and a lesser 
intensity signal corresponding to the M-reducing end residue. Also, a decrease in ratio was 
observed. Therefore, M units are being converted to the non-reducing Δ residue. This implies 
AlyB is a GM-specific lyase with mild MM-specificity and degrades alginate to a DPn of 
approximately 3. AlyD degraded alginate produced a singlet corresponding to the anomeric 
proton of the M-reducing end residue and a lesser intensity doublet signal corresponding to the 
G-reducing end residue. A decrease in the ratio was observed, implying a MM-specific lyase 
with mild GM-specificity. The DPn of AlyD degraded alginate is approximately 6. The AlyE 
degraded alginate produced a doublet corresponding to the anomeric proton of the G-reducing 
end residues and a very low intensity signal corresponding to the M-reducing end residues. An 
increase in the ratio was observed. This suggests AlyE is a GG-dyad specific with very low MG-
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dyad specificity. The lyase degrades alginate to a DPn of approximately 6. AlyF degraded 
alginate produced a doublet corresponding to the anomeric proton of the G-reducing end 
residues and a decrease in the ratio is observed which implies that it is a GM-dyad specific lyase 
which degrades alginate to a DPn of approximately 45. AlyG degraded alginate produced a 
singlet corresponding to the M-reducing end residue and a lesser intensity doublet signal 
corresponding to the G-reducing end residue. An increase in the ratio is observed. This suggests 
that it is a MG-dyad specific lyase with DPn approximately 8. Quantitative data is provided in 
Table 19. 
Further, action of these enzymes on polyG- (Figure 25) and polyM-enriched alginate 
fractions (Figure 25) was also analyzed. AlyE showed very high degradation activity on polyG-
enriched alginate fractions. Degrading activity of AlyD on this fraction also increased 
considerably. However, the activity of AlyA and AlyB decreased on polyG-enriched substrate. 
None of the enzymes showed any noticeable activity on polyM-enriched alginate. Therefore, it 
leads us to conclude that lyase AlyB can be considered to be GM-specific lyase with almost 
negligible MM-specificity.  
7.2.5 ESI-MS analysis 
The technique is similar to that explained in Chapter 6. The ESI-MS spectrogram in the 
negative-ion mode of AlyB, AlyD, AlyE, AlyF and AlyG degraded alginate showed m/z 369.4, 
545.0, 721.0, 902.3, and 1073.1 [M—H] corresponding to di-, tri-, tetra-, penta-, hexa, and septa-
saccharide fragments, respectively (109) (Figure 26). AlyA degraded alginate showed peaks at 
m/z 369.4 corresponding to a di-saccharide. Larger oligosaccharides could not be detected due to 
a weaker signal. Though positive-ion mode was more sensitive, it is much more complex to 
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analyze due to higher ion adduction.  
7.2.6 AlyG contributes significantly to the secreted alginate lyase activity  
As AlyG is a unique enzyme to 13B01 and it shows high alginate degradation activity, we 
hypothesized that this enzyme is responsible for the high alginate degradation activity of 13B01. 
To this end, we built a knockout vector for alyG, pAlyG KO, which contains the 1kb regions 
upstream and downstream alyG fused together in the suicide vector pJC4. When conjugated 
from E. coli to V. splendidus 13B01, this vector will singly recombine with either region 
upstream or downstream alyG, resulting in the integrated vector. Following growth on a medium 
without chloramphenicol for selection, we selected for cells that have naturally lost the 
integrated vector through recombination of either duplicate upstream or downstream region. We 
then found a knockout of alyG.  
We then compared the secreted alginate lyase activity of 13B01 and ΔalyG . We found that 
13B01 had more than eight-fold greater secreted alginate lyase activity than ΔalyG.  
 
7.3 Discussion  
Bacteria employ systems of complementary enzymes to degrade polymeric glycans into 
monosaccharides. Differences in the number of enzyme – due to loss, duplication, and transfer – 
in these glycan degrading pathways has been documented even among closely related strains, 
suggesting that these changes reflect metabolic specialization. Indeed, a previous study was able 
to correlate the presence of different enzymes involved in alginate degradation in closely related 
coastal marine Vibrios with their ability to growth on alginate substrates of varying chain length 
(Hehemann et al., 2016). Based on these results, the authors concluded that coastal Vibrios have 
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undergone an adaptive radiation that minimizes competition among closely related strains and 
creates an alginate degradation cascade involving three groups specialized for growth on 
substrates of different chain lengths and solubility (pioneers, harvesters and scavengers).  
 In this work, we sought to identify the specific enzymes enabling this substrate 
specialization within the Vibrio splendidus group. We focused specifically on the high 
extracellular lyases activity exhibited by some strains but not others. Those with high 
extracellular lyase activity are presumably specialized to grow on high molecular weight 
substrates, such as alginate gels, whereas those with low extracellular activity are specialized for 
smaller molecular weight substrates. As a first step, we compared the secreted lyases activity of 
eight related V. splendidus strains (Figure 23). V. splendidus 13B01 exhibited the highest 
secreted lyase activity. Therefore, we sought to identify the specific lyases in V. splendidus 
13B01 that enabled its high-secreted lyase activity. This bacterium has six alginate lyases 
(Figure 24). Four are shared with the previously characterized V. splendidus 12B01 (Badur et 
al., 2015), which exhibits low secreted lyase activity. Based on this difference, V. spendidus 
12B01 was used as a reference point to develop hypotheses regarding the high secreted lyase 
activity of V. splendidus 13B01. 
 One question is whether the shared lyases are the same in these two strains. To address 
this question, we characterized the shared lyases. While they exhibit higher activity in V. 
splendidus 13B01 than in V. splendidus 12B01 (Table 18), the increased activity was 
insufficient to explain differences in the ability to degrade extracellular alginate. We found 
instead that a single lyase AlyG, present in V. splendidus 13B01 but not in V. splendidus 12B01, 
enables the high extracellular activity. Removing AlyG from V. splendidus 13B01 by genetic 
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manipulation created a knockout strain that had the identical alginate lyase secretion phenotype 
as V. splendidus 12B01 when measured on our plate-based alginate lyase secretion assay. This 
result highlights the value of naturally occurring microdiversity to assign unknown functions to 
enzymes and or other genes.  
 An additional question concerns the role of AlyF, the other lyase present in V. spendidus 
13B01 but not in V. splendidus 12B01. This lyase exhibits relatively weak activity as compared 
to the other lyases. It is, however, expressed at a relative high level (Table 18), which could 
presumably compensate for its low activity. In addition, it appears to preferentially degrade large 
molecular weight alginate, unlike the other lyases. In particular, the average degree of 
polymerization (DP) of its products, as determined by NMR, is 50 (Table 19). The other lyases 
yield products with significantly smaller DPs (all are less than 10 except PL7A, whose products 
have an average DP of 20). As AlyF is preferentially localized to the membrane, this would 
suggest that it is used to degrade large alginate molecules, proximal to the cell, into smaller 
fragments accessible by the other membrane-localized enzymes, such as AlyB and AlyE. 
Assuming this hypothesis is correct, then these results would suggest that the acquisition of AlyF 
further enables V. spendidus 13B01 to preferentially grow on high molecular weight alginate 
substrates.  
 In addition to its high extracellular activity, V. splendidus 13B01 also exhibits a higher 
growth rate on alginate that V. splendidus 12B01. While increased growth may be partially 
attributable to AlyG, we suspect that other factors are also involved. For one, V. splendidus 
13B01 also exhibits a higher growth rate on glucose, suggesting that its growth rate is 
intrinsically higher. However, the shared lyases also exhibit higher expression and activity, 
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suggesting that this bacterium is better adapted to grow on alginate. This makes us believe that 
V. splendidus 13B01 is a pioneer strain within the Vibrio group (Hehemann et al., 2016), 
enabling it to initiate the degradation of not yet colonized alginate-rich nutrient patches. 
Although such pioneers have an advantage on not yet colonized alginate gels, they may be 
outcompeted by strains like V. splendidus 12B01 when alginate particles become saturated with 
secreted lyases that solubilize the polymer. Under these conditions the cost of secreting alginate 
lyases may decrease fitness of strains like V. splendidus 13B01, suggesting niche differentiation 
according to the degradation state of alginate gels.    
 In conclusion, our results demonstrate value of exploiting the evolutionary process for 
enzyme identification. In particular, evolution creates an array of closely related microbes, which 
behave like the mutants one constructs in the lab when determining the function of unknown 
proteins. Our study shows that the analysis of closely related microbes in combination with 
suitable activity screens can reveal the function of unknown proteins, with the potential of 
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Figure 23. Comparison of secreted alginate lyase activity among closely related V. 
splendidus strains. A) Phylogenetic comparison of closely related V. splendidus strains. The 
species tree was calculated as previously described with concatenated ribosomal proteins (21), 
the scale bar shows substitutions per site. Notably, all of these strains can catabolize alginate 
(21). B) Alginate lyase secretion assay on agar plates with marine broth medium supplemented 
with 0.25% alginate. The Vibrio strains were grown for 36 h and the resulting colonies were 
imaged. Cetylpyridinium chloride revealed the dark halos indicative of alginate (opaque 
background) that was digested by secreted alginate lyase diffusing beyond the colony 
boundaries. The bars (blue, mean) and error bars (standard deviation) were calculated from the 






Figure 24. Alginate lyases in V. splendidus 12B01 and 13B01. A) Rooted maximum likelihood 
tree of PL7 lyases in V. splendidus 12B01 and 13B01. The PL7 enzyme from Alteromonas sp. 
272 was used as outgroup. The numbers at nodes represent bootstrap values derived from 100 
tree calculations. B) Domain structure of alginate lyases in V. splendidus 13B01. The indicated 
amino acids are the hypothesized catalytic residues. CMB32 is the carbohydrate binding module 
family 32 domain. The small flags indicate signal peptides. The GenBank accession numbers 
are: PL7A (OCH64533.1), PL7B (OCH64532.1), PL7D (OCH64519.1), PL7E (OCH62672.1), 
PL6F(OCH64519.1), and PL7G (OCH63958.1). AlyA, AlyB, AlyD, AlyE, AlyF and AlyG are 




Figure 25. 1H NMR (400-MHz) spectra of alginate and alginate derived substrates 
following degradation with PL7A, PL7B, PL7D, PL7E, PL6F, and PL7G. A) Alginate B) 
polyG-enriched alginate C) polyM-enriched alginate. AlyA, AlyB, AlyD, AlyE, AlyF and AlyG 






Figure 26. Negative-ion electrospray ionization mass spectra of alginate lyase degraded 
alginate. DP and the respective integers (1-6) refer to the degree of polymerization. m/z values 
are listed below the DP values. While the ESI-MS analysis of PL7A only detected monomeric 
and dimeric degradation products, NMR shows that the actual product size has an average degree 
of polymerization (DP) of 17 (data not shown). These longer-chain substrates are not detected by 
ESI-MS due to low signal intensity. The other lyases are clearly endolytic, because ESI-MS 
analysis shows a ladder type range of degradation products that is common for endo-acting 
enzymes degrading gel-forming, algal polysaccharides. AlyA, AlyB, AlyD, AlyE, AlyF and 
AlyG are shown here as PL7A, PL7B, PL7C, PL7D, PL7E, PL6F and PL7G respectively. 
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  12B01 13B01 
PL7A 
pH 8.5 8.5 
Temperature (°C) 25 20 
NaCl (mM) 1000 750 
Km (µM alginate) 36 ± 7 90 ± 30 
Vmax (µM s-1) 0.13 ± 0.01 0.34 ± 0.02 
Turnover (s-1) 0.60 ± 0.02 1.9 ± 0.1 
Specificity G-M G-M 
PL7B 
pH 7.5 10.0 
Temperature (°C) 20-25 25 
NaCl (mM) 400 500 
Km (µM alginate) 22 ± 5 150 ± 30 
Vmax (µM s-1) 0.66 ± 0.06 0.76 ± 0.05 
Turnover (s-1) 3.7 ± 0.3 5.2 ± 0.3 




Temperature (°C) 20 
NaCl (mM) 400 
Km (µM alginate) 60 ± 2 
Vmax (µM s-1) 0.52 ± 0.06 
Turnover (s-1) 4.5 ± 0.5 
Specificity G-G 
PL7E 
pH 7.5 10.0 
Temperature (°C) 25 20 
NaCl (mM) 400 1000 
Km (µM alginate) 123 ± 6 170 ± 30 
Vmax (µM s-1) 0.83 ± 0.02 1.50 ± 0.07 
Turnover (s-1) 7.1 ± 0.2 15.8 ± 0.7 
Specificity G-G G-G 
 
Table 17. Optimal environmental conditions, enzymatic kinetics and substrate specificity of 
studied alginate lyases. AlyA, AlyB, AlyD, AlyE, AlyF and AlyG are shown here as PL7A, 












Temperature (°C) 20 
NaCl (mM) 250 
Km (µM alginate) 40 ± 6 
Vmax (µM s-1) 0.090 ± 0.002 






Temperature (°C) 25 
NaCl (mM) 500 
Km (µM alginate) 300 ± 30 
Vmax (µM s-1) 2.6 ± 0.1 


































































































































































































































































  IM-1 IG-1 IΔM-1+ IΔG-
1+ IMα-1+ 
IGα-1 




PL7A 1.37 1.00 0.24 0.08 ~ 20 
PL7B 1.19 1.00 2.85 1.18 < 10 
PL7D 2.23 1.00 1.12 0.35 < 10 
PL7E 2.84 1.00 1.26 0.47 < 10 
PL6F 1.84 1.00 0.06 0.06 ~ 50 
PL7G 2.20 1.00 0.70 0.41 < 10 
 
12B01 
PL7A 1.08 1.00 0.37 0.09 ~ 10 
PL7B 2.34 1.00 2.28 0.90 < 10 
PL7D 2.02 1.00 0.24 0.19 ~ 20 
PL7E 1.81 1.00 0.19 0.10 ~ 20 
Alginate 1.63 1.00 0.07 0.01 ~ 70 
 
Table 19. Average degree of polymerization of lyase-degraded substrates as determined 
from 1H-NMR. AlyA, AlyB, AlyD, AlyE, AlyF and AlyG are shown here as PL7A, PL7B, 
PL7C, PL7D, PL7E, PL6F and PL7G respectively.Intensity values used to calculate the average 
degree of polymerization (DP) of alginate or alginate-degraded lyases are given in the above 
table. DP is calculated using the following equation, 
DP= !!!!!!!!!!!!!!!! !!!!!! !!"#$!!!"#$! !!!!!! !!!!!! !!"#$!!!"#$
!
 
Here, the parameter I correspond to the peak intensity values, which are equal to the area under 
the peak as determined from the 1H-NMR plots. Peaks were identified and intensities determined 







CHAPTER 8: CHARACTERIZING THE LAMINARINASES OF VIBRIO SPLENDIDUS 
IC10 
8.1 Introduction 
In this study, we investigated the laminarinases from the marine bacterium V. breoganii 
1C10. This bacterium contains four putative laminarinases: LamA, LamB, LamC, and LamD. 
LamA, LamB, and LamC contain a glycoside hydrolase family 16 (GH16) domain, while LamD 
contains a glycoside hydrolase family 17 (GH17) domain. Both GH16 and GH17 enzymes 
employ a retaining mechanism (Lombard, Golaconda Ramulu, Drula, Coutinho, & Henrissat, 
2014). To characterize these laminarinases, we expressed and purified them in Escherichia coli 
and then determined their enzymatic properties. In addition, we also examined their specificity 
and determined whether they exhibit transglycoslyation activity. The results from this work 
provide a comprehensive study of multiple laminarinases from a single marine bacterium. In 




8.2.1 V. breoganii 1C10 contains four putative laminarinases. The marine bacterium V. 
breoganii 1C10 contains four putative laminarinases: LamA, LamB, LamC, and LamD (Figure 
27). Sequnces of these lyases are shown in Table 2. All four enzymes are predicted to possess N-
terminal signal peptides, suggesting that they are secreted. LamA, LamB, and LamC each 
contain a glycoside hydrolase family 16 (GH16) domain, and LamD contains a glycoside  
 
 Expression and purification of laminarinases, determination of optimal enzyme specificity and 
enzyme kinetics performed by Ahmet Badur and Ehab Anmar. 
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family 4 (CBM4) domains and one carbohydrate-binding module family 11 (CBM11) domain, in 
addition to its GH16 domain. Catalytic sites were identified by sequence comparison to known 
GH16 and GH17 domains. GH16 and GH17 family enzymes employ a retaining mechanism to 
cleave glycosidic bonds (Malet, Jiménez-Barbero, Bernabé, Brosa, & Planas, 1993). 
This occurs through the action of glutamic acid and aspartic acid residues or two glutamic acid 
residues. In both cases, one residue acts as an acid catalyst and the other as a nucleophile 
breakdown. Our results demonstrate that differences in the enzyme repertoires between closely 
related strains can be used to rapidly pinpoint key proteins with beneficial functions.  
 
8.2.2 Expression and purification of laminarinases  
In order to determine the effect of laminarin on the expression of the putative 
laminarinases, we measured the mRNA levels of each laminarinase using quantitative PCR. This 
was accomplished by growing V. breoganii 1C10 in minimal medium supplemented with 0.2% 
glucose, 0.1% (wt/v) laminarin, or 1.0% (wt/v) laminarin. As shown in Figure 28, growth of V. 
breoganii 1C10 on laminarin induced the expression of all four laminarinase genes. Of the four, 
lamA was the most tightly regulated, as it was induced 20-fold during growth on laminarin as 
compared to growth on glucose. The other three laminarinases were less tightly regulated, 
exhibiting a more modest 2-5 fold induction during growth on laminarin as compared to growth 
on glucose. No discernable differences in expression were observed when the cells were grown 
on the low (0.1%) or high (1%) laminarin concentrations. These results indicate that the V. 
breoganii 1C10 laminarinases are conditionally expressed. They also suggest that the 
laminarinases are highly expressed at low laminarin concentrations. 
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We next expressed and purified the laminarinases lacking their respective signal peptide 
sequences in E. coli. We initially tried to express and purify the laminarinase using an N-
terminal 6xHis tag. However, we did not observe any expression. We next tried an N-terminal 
glutathione S-transferase (GST) tag. With this tag, we were able to observe expression. 
Following purification, the GST tags were removed.  
8.2.3 Determination of optimal enzymatic conditions 
 We found that all four laminarinase were active against laminarin. We next investigated 
the factors affecting the activity of the laminarinases. We used a modified version of a universal 
buffer [30] that allowed us to test a range of pH’s, temperatures, and NaCl concentrations. By 
varying each of these conditions independently, we could determine the optimal conditions for 
each laminarinase (Figure 29 and Table 20). We found LamB, LamC, and LamD had maximal 
activity at pH between 6 and 8, whereas LamA had maximal activity between pH 7.5 and 8.5. 
All the laminarinases had optimal activity between 20 and 30 °C and were relatively insensitive 
to NaCl concentrations 
8.2.4 Determination of enzyme kinetics 
We determined the kinetic parameters for the four laminarinases using their respective 
optimal conditions (listed in Table 20). The enzymes all exhibited Michaelis-Menten type 
kinetics. The Michaelis constants (Km) were all approximately 0.5 micromolar. The turnover 
numbers ranged from 0.7 to 6 s-1, with LamB exhibiting the slowest turnover number and LamD 
the highest. 
8.2.5 Hydrolysis and transglycosylation activity of lyases  
We tested whether the laminarinases employed an endolytic or exolytic mechanism by 
analyzing the final degradation products using MALDI-TOF mass spectrometry. The data 
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suggests that the laminarinases employ an endolytic mechanism, because they produce a variety 
of oligosaccharides as products (Figure 30). LamA produces oligosaccharides with a degree of 
polymerization (DP) as small as three, and LamB and LamD produce oligosaccharides with a DP 
as small as four. LamC, on the other hand, produces relatively large oligosaccharides with a DP 
of eight or greater.  
Some laminarinases besides hydrolysis are also known to exhibit transglycosylation activity 
where they catalyze glycosyl residue transfer. Retaining laminarinases, when acting on 
laminarin, utilize a double-displacement mechanism to form a covalent glycosyl-enzyme 
intermediate. Attack of water on this intermediate leads to hydrolysis. Instead of water, some 
laminarinases can sustain the attack using a second substrate molecule, leading to 
transglycosylation. To determine if the laminarinases exhibit transglycoslyation activity, we 
incubated the laminariases with laminarin (donor) and various concentrations of glycerol, which 
is a stronger acceptor than water [32]. If the lyase shows transglycosylation activity, we expect to 
see new peaks associated with glycerol ([GlyGlcn+Na]+) in addition to peaks resulting from 
hydrolysis ([Glcn+Na]+). Only LamA was found to exhibit transglycosylation activity (Figure 
30). 
8.2.6 Laminarinase specificity  
Laminarin is a polysaccharide consisting of β-1,3 and β-1,6 glycosidic bonds. Some 
laminarinases specifically cleave the β-1,3 bond whereas others cleave the β-1,6 bond. To 
determine the specificity of the laminarinases, we analyzed their degradation products using 1H-
NMR. As a first step, we analyzed pure laminarin and recorded the chemical shifts of 1H signals 
corresponding to G3 (non-reducing terminal β-D-glucopyranose linked β-1,3), G6 (non-reducing 
terminal β-D-glucopyranose linked β-1,6), 3G3 (3-O- substituted D-glucopyranose linked β-1,3) 
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and 3G6 (3-O- substituted D-glucopyranose linked β-1,6) (Petersen, Krah, Duus, & Thomsen, 
2000). When laminarin was incubated with the laminarinases, we observed a decrease in the 
signal at 3G3 with simultaneous increase in the signals corresponding to 3Gα (3-O-substituted 
alpha glucose), 3Gβ (3-O-substituted beta glucose), Gα (alpha glucose) and Gβ (beta glucose), 
which are formed when laminarin is degraded. This decrease in the signal at 3G3, which is 
observed in all the enzymes (Figure 31), indicates that the four laminarinases cleave the β-1,3 
bond. 
From MALDI-TOF mass spectrometry analysis, we were able to determine the DP range of 
all the oligomers produced by each lyase. However, due to limitations of mass spectrometry 
analysis, we cannot quantitatively determine the oligomers produced in higher amounts. 1H-
NMR analysis enables us to overcome this limitation. LamA and LamD cause high splitting of 
the 3G3 peak, as can be seen in the 1H-NMR spectra of the final product (Figure 31). This is due 
to the relatively higher formation of smaller DP oligosaccharides (DP range ~ 3-5). Therefore, 
LamA and LamD can produce a range of oligomers as determined by MALDI-TOF mass 
spectrometry analysis, but are more biased towards smaller DP oligomers. LamB on the other 
hand, shows higher preference to larger DP oligosaccharides. LamC works similarly, with its DP 
range already determined to be 8 or higher from mass spectrometry analysis. 
Besides cleaving β-1,3 and β-1,6 glycosidic bonds, some laminarinases can also cleave the β-
1,4 bonds in β-1,3-1,4 glucans (EC 3.2.1.6). To test whether the four laminarinases from V. 
breoganii 1C10 cleave β-1,4 binds, we used barley β-1,3-1,4 glucan as the enzymatic substrate. 
Barley β-1,3-1,4 glucan consists mainly of cellobiose and cellotriose subunits joined together by 
β-1,3 bonds, but without any continuous β-1,3 bonds (Pesentseva, Kusaykin, Anastyuk, Sova, & 
Zvyagintseva, 2008). 1H-NMR spectrum of the anomeric region of barley β-1,3-1,4 glucan was 
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analyzed and the shifts corresponding to β-1,4 (4G4: 4-O- substituted D-glucopyranose linked β-
1,4; 3G4: 3-O- substituted D-glucopyranose linked β-1,4) and β-1,3 (4G3: 4-O- substituted D-
glucopyranose linked β-1,3) glycosidic linkages were identified. However, we did not observe 
any degradation of barley β-1,3-1,4 glucan. Therefore, we conclude that the four laminarinases 
act solely on the β-1,3 glycosidic bonds in β-1,3 glucans. Thus, the four laminarinase can be 
classified as EC 3.2.1.39 enzymes. 
 
8.3 Discussion  
We investigated the enzymatic degradation of laminarin, a major polysaccharide found in 
macroalgae, by the marine bacterium Vibrio breoganii 1C10. This bacterium can grow on 
laminarin as its sole carbon source. It has four laminarinases capable of degrading extracellular 
laminarin (Figure 27). We found that the genes encoding these laminarinases are all induced 
during growth on laminarin (Figure 28). This suggests that V. breoganii 1C10 is able to directly 
sense extracellular laminarin or the small oligosaccharides resulting from its degradation. The 
mechanism, however, is currently unknown. In addition, we cloned and expressed the four V. 
breoganii 1C10 laminarinases in E. coli. These recombinant laminarinases were able to degrade 
laminarin (Table 20). We also found that the four laminarinases employ an endolytic mechanism 
(Figure 30), which specifically cleaves the β-1,3 glycosidic bond (Figure 31). These findings 
are in agreement with those previously reported for glycoside hydrolase family 16 and 17 
enzymes (Pesentseva et al., 2008)( Petersen et al., 2000). We also found that LamA exhibits 
transglycolysation activity (Figure 30).  
Laminarin consists of both β-1,3 and β-1,6 linked glucose subunits. To fully degrade the 
laminarin, enzymes capable of cleaving the β-1,6 glycosidic bonds are necessary. β-1,6 
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glucanases generally employ GH5 or GH30 catalytic domains. These β-1,6 glucanases are 
thought to debranch the laminarin, enabling the β-1,3 glucanases to more freely access to the 
laminarin substrate (Screening et al., 2011). The fact that we did not find any laminarinase with 
β-1,6 activity in V. breoganii 1C10 does not necessarily exclude their presence, as the enzymes 
responsible for cleaving the β-1,6 glycosidic bonds in laminarin are generally unknown. One 
possibility is that V. breoganii 1C10 degrades laminarin in its natural surroundings by acting in a 
concert with other bacteria which possess β-1,6 glucanases. Such bacterial consortia have been 
shown to degrade alginate gels and presumably could degrade laminarin as well (Hehemann et 
al., 2016). 
LamC has one carbohydrate binding module (CBM) family 11 domain and two 
carbohyrdrate family 4 domains. CBM11 domains have been shown to bind β-1,4 and β-1,3-1,4 
glucans (Lombard et al., 2014) and CBM4 domains have been shown to bind to β-1,3, β-1,3-1,4, 
and β-1,6 glucans. We hypothesize that the CBMs cause LamC to preferentially bind larger 
molecules of laminarin. Consistent with this hypothesis, we found that LamC produces relatively 
large degradation products (DP 8-9) as compared to the other laminarinases, which exhibit a 
greater range of degradation products.  
The four laminarinase in V. breoganni 1C10 produce a range of degradation products of 
varying size (Figure 30). Analysis of these degradation products by 1H-NMR found that LamA 
and LamD mainly produce smaller DP oligomers (3-4) whereas LamB and LamC mainly 
produce larger DP oligomers (>8). These results provide further insight regarding the 
metabolism of laminarin within Vibrio breoganii 1C10, where LamB and LamC degrade 
laminarin into higher DP oligomers and then LamA and LamD degrade these higher DP 
oligomers into smaller oligomers. This sequential degradation of laminarin partially explains the 
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existence of multiple laminarinases in Vibrio breoganii 1C10. In addition, exolytic 
oligolaminarinase are required to break down laminarin degradation products into laminaritriose 
and laminaribiose, which then would be further degraded into glucose by β-glucosidases 
(Alderkamp, Van Rijssel, & Bolhuis, 2007).  Presumably, these enzymes are located in the 
periplasm or cytoplasm of the cell as opposed the secreted laminarinases, which are extracellular 
or membrane bound. These enzymes have not yet been characterized. Their identification will be 
necessary to fully resolve laminarin metabolism in Vibrio breoganii 1C10 and to translate the 
present work to biotechnological applications. 
LamA exhibits transglycosylation activity (Figure 30). Previous work has shown that the 
transglycosylation reaction enables β-1,3 glucanses to degrade smaller oligomers such as 
laminaritriose and laminaribiose (Kumagai & Ojima, 2009). While we did not observe any 
laminaribiose or monomeric glucose among the degration products of LamA, we did observe 
laminaritriose (Figure 30). Furthermore, LamA was the only enzyme capable of producing this 
degradation product. These results would suggest that the transglycosylation reaction catalyzed 
by LamA is used to produce laminaritriose, which is then degraded by exolytic 
oligolaminarinases. Moreover, as LamA exhibits somewhat lower activity towards laminarin 
than LamD, this would further suggest that LamA is specialized for producing this smaller 









8.4 Figures and Tables 
 
Figure 27. Domain structure of laminarinases LamA, LamB, LamC, and LamD, drawn to 
scale. GH16 is the glycoside hydrolase family 16 domain and GH17 is the glycoside hydrolase 
family 17 domain. 11 indicates the carbohydrate-binding module family 11 domain, while 4 
indicates the carbohydrate binding module family 4 domain. Each signal peptide is indicated 




Figure 28. Expression of lamA, lamB, lamC, and lamD during growth on laminarin or 
glucose. The mRNA levels of lamA, lamB, lamC, and lamD in V. breoganii 1C10 were measured 











Figure 30. MALDI-TOF MS of the products of laminarin hydrolysis and transglycosylation 
by a) LamA b) LamB c) LamC and d) LamD. Transglycosylation peaks are marked by a star. 
The peak heights from MALDI-TOF mass spectrometry analysis are not a representation of the 







Figure 31. 1H-NMR spectra of laminarin and laminarin degraded products by the 
enzymatic activity of LamA, LamB, LamC, and LamD. Gα and Gβ corresponds to the free 
glucose; 3Gα  and 3Gβ corresponds to the 3-O-substituted glucose; 3G3 and 3G6 corresponds to  
H1 of 3-O-substituted D-glucopyranose linked β-1,3 and linked β-1,6, respectively; G3 and G6 







 LamA LamB LamC LamD 
pH 8.0 7.5 7.0 6.5 
Temperature (°C) 30 40 25 30 
NaCl (mM) 50 150 150 50 
Km (µM 
laminarin) 
0.34 ± 0.4 0.60 ± 0.6 0.45 ± 0.6 0.52 ± 0.8 
Vmax (µM s-1) 0.42 ± 0.02 0.15 ± 0.01 0.24 ± 0.02 0.92 ± 0.09 
Turnover (s-1) 2.3 ± 0.1 0.69 ± 0.03 2.3 ± 0.2 6.1 ± 0.6 
 
Table 20. Optimal environmental conditions, enzymatic kinetics and substrate specificity of 

























































































































































































































CHAPTER 9: ANALYSIS OF THE PL7 FAMILY OF ALGINATE LYASES BY 
CHARACTERIZING VIBRIO BREOGANII 1C10 ALGINATE LYASES 
9.1 Introduction 
So far we have investigated the lyases of V.splendidus 12B01 and 13B01 (Chapter 6 & 7). 
We sought to understand why V.splendidus 13B01 have higher alginate lyase activity (Chapter 
7). We also exploited this variation in the alginate lyase activity between V.splendidus 12B01 
and 13B01 to reveal unknown enzyme functions. In this work, we investigate another marine 
bacteria capable of degrading and metabolizing alginate. V.breoganii 1C10 secreted alginate 
lyases at similar levels as 13B01. A preliminary sequence search of its genome has identified 12 
putative alginate lyases. Alignment to the 12B01 and 13B01 alginate lyases identified several 
homologs to previously characterized enzymes. However, the majority of the 1C10 enzymes 
were more distantly related compared to 12B01 and 13B01 lyases. The 1C10 lyases were over-
expressed and purified. Like the 12B01 and 13B01 lyases, the 1C10 lyases were found to be 
optimally active between pH 7 and 10 and 20 °C and 30 °C. We also found that these enzymes 
had similar activities to the 12B01 and 13B01 enzymes, but we found a wider dyad specificity in 
the 1C10 enzymes. This work serves to expand the space of alginate degradation by 
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9.2.1 V. breoganii 1C10 has high alginate lyase activity compared to V.splendidus 12B01 
Initial screening demonstrated that V. breoganii 1C10 is an organism capable of 
degrading and metabolizing alginate (data not shown). To confirm this finding, we spotted V. 
splendidus 12B01 and 13B01 along with 1C10 on a soft agar medium containing 0.25% alginate. 
The secretion of alginate lyases was then determined by staining the plate with cetylpyridinium 
chloride to show areas cleared of alginate. Controlling for colony size, we found V. breoganii 
1C10 to have more than 4-fold higher secreted alginate lyase activity than V. splendidus 12B01. 
1C10 had 70% of the V. splendidus 13B01 secreted alginate lyase activity (Figure 32).  
9.2.2 V. breoganii 1C10 has twelve alginate lyases  
Through a genome search within the V. breoganii 1C10 genome, we identified twelve 
alginate lyases within its genome. Table 23 shows the sequences of these lyases. The lyases 
were also analyzed for their particular domains. Through comparison to other alginate lyase 
domains, we identified ten alginate lyases containing at least one PL7 domain, while the 
remaining two lyases contain a PL6 domain. Through sequence alignment to other PL6 or PL7 
domains, we were able to identify the catalytic sites within the twelve alginate lyases (Figure 
33).  
9.2.3 Determination of optimal enzyme conditions and enzyme kinetics 
The optimal conditions for each lyase was determined by varying the temperature, pH, and 
NaCl concentration in a 20 mM APT reaction condition. The optimal environmental conditions 
for each lyase are listed in Table 22. The 1C10 lyases were found to have optimal enzymatic 
activity between pH 7 and 10, consistent with the 12B01 and 13B01 alginate lyases. The optimal 
temperature was found to be 20 and 30 °C for the 1C10 lyases, again consistent with the 12B01 
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and 13B01 lyases. The optimal salt condition for the 1C10 lyases was found to be between 50 
and 400 mM NaCl. This range is smaller than the optimal NaCl concentration for the 12B01 
lyases (400 to 1000 mM NaCl).  
Knowing the optimal environmental conditions for each lyase, we can determine the 
enzymatic kinetic parameters for each lyase. This was accomplished by dosing alginate under the 
optimal environmental conditions listed in Table 22 and 1 mM CaCl2. We found that each lyase 
exhibits Michaelis-Menten type kinetics. The determined enzymatic parameters are listed Table 
22.  
9.2.4 Substrate specificity of alginate lyases  
 An important characteristic of an alginate lyase is the dyad specificity by which it 
cleavages alginate. This specificity was determined by degrading alginate by each alginate lyase. 
The degraded alginate were then analyzed by NMR to determine which peaks on the spectra are 
enhanced or decreased. As an alginate lyase degrades alginate, the newly liberated DEH and the 
corresponding dyad partner can be determine, which allows for determination of the dyad 
specificity. Comparing ratios of G and M units in alginate to lyase degraded alginate allows us to 
determine the degree of breakdown of these lyases. This analysis was undertaken for the 1C10 
alginate lyases and the determined dyad specificity is found in (Figure 34).  
1H NMR of 309 showed very little degradation activity. The 1H NMR produced a doublet 
corresponding to the anomeric proton of the G-reducing end residue. Hence, 309 is expected to 
be acting on GM or GG diads. The ratio of M units to G units in the degraded alginate was 
calculated and compared to the ratio of the M units to G units of the un-degraded alginate. A 
small increase in the ratio was observed. Therefore G units were converted to the non-reducing Δ 
residue. This implies that 309 is a GG-specific lyase that degrades alginate to a very high degree 
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of polymerization (DPn) of approximately 64, implying very low activity. 310 degraded alginate 
produced a signal corresponding to the M-reducing end residue. Also, an increase in the ratio 
was observed. Therefore, G units are being converted to the non-reducing Δ residue. This implies 
310 is a MG-specific lyase which degrades alginate to a DPn of approximately 47. 311, 312 and 
315 lyases, degraded alginate produced a doublet corresponding to the anomeric proton of the G-
reducing end residue and a lesser intensity signal corresponding to the M-reducing end residue. 
Also, an increase in ratio was observed. Therefore, G units are being converted to the non-
reducing Δ residue. This implies that 311, 312 and 315 are GG-specific lyases with mild MG-
specificity and degrade alginate to a DPn of approximately 17, 14 and 4 respectively. 313 
degraded alginate produced a singlet corresponding to the anomeric proton of the M-reducing 
end residue and a lesser intensity doublet signal corresponding to the G-reducing end residue. 
Increase in the ratio was observed, implying that it is a MG-specific lyase with mild GG-
specificity. The DPn of 313 degraded alginate is approximately 3. The 314 degraded alginate 
produced a singlet corresponding to the anomeric proton of the M-reducing end residue. A 
decrease in the ratio is observed. This suggests that 314 is a MM-diad specific with a DPn of 
approximately 11. 316 degraded alginate produced a doublet corresponding to the anomeric 
proton of the G-reducing end residue and a lesser intensity signal corresponding to the M-
reducing end residue. Also, a decrease in ratio was observed. Therefore, M units are being 
converted to the non-reducing Δ residue. This implies 316 is a GM-specific lyase with mild MM-
specificity and degrades alginate to a DPn of approximately 19. 317 degraded alginate produced 
a doublet corresponding to the anomeric proton of the G-reducing end residue and an increase in 
the ratio. This implies that it is a GG-diad specific lyase which degrades alginate to a DPn of 
approximately 5. 320 degraded alginate produced a singlet corresponding to the M-reducing end 
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residue and an increase in the ratio. This suggests that it is a MG-diad specific lyase with DPn 
approximately 15. 
Further, action of these enzymes on polyG- (Data not shown) and polyM-enriched alginate 
fractions (Data not shown) was also analyzed. 309, 311, 312, 315 and 317 showed very high to 
medium degradation activities on polyG-enriched alginate fractions, hence providing concrete 
evidence that they majorly act on GG diads. Others showed a decrease in activity on polyG-
enriched alginate. 314 alone showed high activity on polyM-enriched alginate. This makes us 
believe that the activity of 316 on MM diads is almost negligible. 
 The 1H NMR of 308, unlike others, produced negligible results when the incubation time is 
3 hours. However when the incubation time is increased to 30 hours, the 1H NMR of 308 
produced a doublet corresponding to the anomeric proton of the G-reducing end residue. Hence, 
308 is expected to be acting on GM and GG diads with a DPn of approximately 28. 
 
9.3 Discussion  
In the analysis of the 1C10 lyases, we sought a broader understanding of the role alginate 
lyases play in the degradation of alginate by marine bacteria. Previously, we have shown that the 
alginate lyases from 12B01 and 13B01 have all had optimal activity under similar conditions. 
From the characterization of the 1C10 lyases, we saw the same range of optimal activity 
conditions for each lyase. This demonstrates that novelty and multiplicity in alginate lyases 
cannot be attributed to the optimal environmental conditions for each lyase.  
An explanation for the enhanced secreted alginate lyase activity found in 1C10 might lie in 
its lyase dyad specificity. 13B01 alginate lyases were demonstrated to have a more diverse dyad 
specificity than 12B01. The addition of AlyG to 13B01 brought M-G dyad specificity to this 
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organism. The action of AlyG on 13B01 was demonstrated to reduce secreted alginate lyase 
activity more than 4-fold. Therefore, the increased dyad specificity in 13B01 is expected to 
influence the large secreted alginate lyase activity in 13B01. In V. breoganii 1C10, we have 
shown lyases with M-M, G-M, G-G, and M-G dyad specificity. Additionally, several enzymes 
were shown to have more promiscuous specificity with two dyad preferences. Like 13B01, we 
expect 1C10 to degrade alginate efficiently due to the wide variety of dyad specificities found in 
its alginate lyases.  
A model can be now be formulated describing the influence alginate lyases have on their 
host organism. V. splendidus 12B01 has been demonstrated to have poor secreted alginate lyase 
activity which influences its slower alginate metabolism. V. splendidus 13B01 has evolved to 
degrade alginate at high levels by expressing its alginate lyases at higher levels than 12B01 and 
incorporation of a novel alginate lyase, AlyG. AlyG was shown to significantly increase the 
secreted alginate lyase activity of 13B01, most probably due to high activity and a novel dyad 
specificity. V. breoganii 1C10 has also evolved to degrade alginate efficiently through secretion, 
but considering the enzymatic activity of its alginate lyases, one would not expect the large 
alginate degradation that we demonstrated. Rather, V. breoganii 1C10 expresses many alginate 
lyases that have modest activity to efficiently degrade alginate. 1C10 and 13B01 both serve as 
solutions to the problem of degrading alginate within a competitive environment. 13B01 evolved 
its alginate degradation by the incorporation of a single enzyme to significantly improve alginate 
degradation. 1C10 evolved its alginate degradation by utilizing many enzymes to degrade 
alginate. Each of those enzymes had enzymatic activity lesser than the 13B01 alginate lyases.  
An updated homology cluster of alginate lyases of V.splendidus 12B01, 13B01 and 
V.breoganii IC10 is shown in Figure 35. As we can see, sequence conserved lyases have similar 
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diad specificities. This work lays the foundation for developing sequence based prediction of 


















9.4 Figures and Tables 
 
Figure 32. Secreted alginate lyase activity. V. splendidus 12B01 and 13B01 and V. breoganii 
1C10. Activities were spotted on the surface of a marine broth plate supplemented with 0.25% 
alginate. Following incubation, the alginate lyase degraded alginate was identified by overlaying 





Figure 33. Domain structure of alginate lyases AlyA, AlyB, AlyD, AlyE, AlyH, AlyI, AlyJ, 
AlyK, AlyL, AlyM, AlyN, and AlyO from V. breoganii 1C10. PL7 is the polysaccharide lyase 
family 7 domains, while PL6 is the polysaccharide lyases family 6 domain. The domain 
indicated by 16 is the carbohydrate-binding module family 16 domain, while CBM32 is the 






Figure 34. 1H NMR (400-MHz) spectra of alginate and alginate derived substrates 
following degradation with AlyA, AlyB, AlyD, AlyE, AlyH, AlyI, AlyJ, AlyK, AlyL, AlyM, 
AlyN and AlyE . -G, -M denotes signals from internal G or M residues; G-beta, M-beta denotes 
signals from reducing G or M residues; Δ denotes signals from 4-deoxy-L-erythro-hex-4-
enepyranosyluronate non-reducing end residue. Non-underlined residues refer to the neighboring 








Figure 35. Homology cluster of alginate lyases of V.splendidus 12B01, 13B01 and 
V.breoganii IC10, along with substrate specificity. It can be clearly seen that closely 






  AlyA AlyB AlyD AlyE 
pH  8.5 9 8 N/D 
Temperature (°C)  25 20 25-30 N/D 
NaCl (mM)  400 50 400 N/D 
Km (µM alginate)  150 ± 20 36 ± 7 21 ± 5  N/D 
Vmax (µM s-1) 0.08 ± 0.01  0.36 ± 0.02 0.24 ± 0.02  N/D 
Turnover (s-1) 0.4 ± 0.05  2.0 ± 0.1 2.0 ± 0.2 N/D  
Specificity M-M G-M G-G G-M/G-G 
      AlyH AlyI AlyJ AlyL 
pH 10 7 7.5  N/D 
Temperature (°C) 25 25 25  N/D 
NaCl (mM) 400 100 100  N/D 
Km (µM alginate) 60 ± 20 68 ± 8 180 ± 60  N/D 
Vmax (µM s-1) 0.34 ± 0.05 0.47 ± 0.02 1.4 ± 0.2  N/D 
Turnover (s-1) 3.2 ± 0.5 4.5 ± 0.2 7 ± 1  N/D 
Specificity M-M G-G G-G G-M/M-M 
      AlyM AlyN AlyO  
pH 7.5 9.5 8   
Temperature (°C) 25 25 25   
NaCl (mM) 250 150 400   
Km (µM alginate) 20 ± 3  50 ± 10 130 ± 30    
Vmax (µM s-1) 0.02 ± 0.01 0.16 ± 0.01  0.09 ± 0.01   
Turnover (s-1) 0.06 ± 0.03  0.89 ± 0.06  0.7 ± 0.08   
Specificity G-M G-G/M-G M-G/M-M   
 
Table 22. Optimal environmental conditions, enzymatic kinetics and substrate specificity of 



























































































































































































































































































































































































































CHAPTER 10: DNATAXIS IN BACILLUS SUBTILIS 
 
10.1 Introduction 
Microorganisms live in a variety of environmental conditions. They are continuously 
exposed to attacks from predatory organism, need nutrients, and subject to various changes in 
temperatures and conditions. To thrive in these adversities, they have developed motility. The 
movement or motility of an organism towards or away from a chemical gradient is called 
chemotaxis (Adler, 2008) (Rao, Glekas, & Ordal, 2008). Chemotaxis is a well-observed 
phenomenon in plants, bacteria and animals and is the needed for basic survival of a species. 
Through chemotaxis, an organism can sense their environment and move towards favorable 
environment. Flagellated bacteria move towards favorable environments by controlling their 
flagella rotation. When these bacteria are rotating in counter clockwise direction, the flagella are 
bundled together causing them to swim. When rotating clockwise this bundle falls apart causing 
the cell to tumble.  Bacteria spend 60% of their time swimming and 40 % of their time tumbling, 
resulting in minimal net movement. This is also called the run and tumble model. However, 
when subject to chemical gradient, the swim time increases, causing an overall net movement or 
migration (Zelano, 2007). 
The chemotaxis strategy of E. coli and other bacteria is based on a biased random walk. 
Cells make temporal comparisons of chemoeffector concentrations during a run and suppress the 
onset of the next tumble if the level of positive stimulation increases. The magnitude of response 
to the gradient depends on the change in attractant concentration experienced by the swimming 
cell during a run before the cell’s memory is reset by the adaptation system, with the typical run 
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time 1 s and the corresponding measurement distance 20 um. McpC is the chemoreceptors that 
binds initially to the ligand, such as an amino acid or sugar initiating chemotaxis. 
Ordal lab discovered a new phenomenon in B.subtilis, where they recorded observations of 
the movement of bacteria towards or away from DNA of other bacteria. This phenomenon is 
called DNA-taxis and is the basis of the current study. They also determined the chemoreceptor 
responsible for this phenomenon in B.subtilis (Figure 36). 
 
10.2 Motivation and Aims 
In order to successfully exploit this phenomenon, we need to find the DNA regions to 
which the chemoreceptor shows positive stimuli. Towards this goal, Systematic Evolution of 
Ligands by EXponential enrichment (SELEX) experiments was carried out (Figure 37). In 
SELEX, the targets whose binding needs to be determined are either proteins or small molecules 
(Djordjevic, 2007; Ishihama, Shimada, & Yamazaki, 2016). The oligonucleotide library consists 
of single stranded RNA or single stranded DNA or double stranded DNA. In a cycle, the targets 
are allowed to bind to the oligoneucleotide library. After every cycle, regions bound to the 
protein are pulled down.  Strong binders are selected after multiple cycles. However, even after 
multiple cycles, SELEX still produces huge quantities of reads, some times in millions, as 
output. This makes downstream bioinformatics data analysis mandatory, to find the actual motifs 
which the chemoreceptor binds to. The aim of this work is to develop a pipeline to carry out the 
downstream data analysis by enriching the quality control and removing the noise to determine 
the needed DNA regions with higher confidence (Chapter 11). To validate our results we also 




10.3 Figures and Tables 
 
Figure 36. Determining the chemoreceptor responsible for DNAtaxis in B.subtilis. Bacteria 




Figure 37. Systematic Evolution of Ligands by Exponential enrichment (SELEX) 




























SELEX experiments are carried under 4 different conditions – McpC, McpB, TlpB and 
TetR as the proteins of interest and finally under no protein, hence acting as a neutral control. 
The proteins are targeted to bind to an oligonucleotide library of randomly generated 152llumine 
Next Generation Sequencing (NGS) reads. Bound reads are pulled down and the cycle is 
repeated till we get strong binders (Djordjevic, 2007). (Figure 38) shows the general outline of 
the reads sent for SELEX. The region between PCR primer 1 and PCR primer 2 is amplified to 
form the oligonucleotide library. Hence the oligonucleotide library contains the 21 base pair 
region of interest (N*21), flanked by the adapter sequence, further flanked by the sequencing 
primers on both sides. Index sequence is attached on one side. Every read in an oligonucleotide 
library has the same index (Del Fabbro, Scalabrin, Morgante, & Giorgi, 2013).  
These reads are then fed into a pipeline comprising various steps of quality control and 
noise reduction. They are finally inputted to motif finders to find the binding motif. TetR has a 
known motif and acts as the positive control for the pipeline. On the other hand, SELEX with no 
protein acts as the neutral control. Three different oligonucleotide libraries with different index 
are created for McpC (McpC_His, McpC_Hisso, McpC_MBP). This is to overcome any 
possibility of protein binding hindrance caused by index sequence. McpB, TlpB are also test 
protein. Therefore we have 7 different SELEX outputs, namely – Control, McpB, McpC_His, 
McpC_Hisso, McpC_MBP , TetR and TlpB containing 8198011, 74664, 1841555, 1642465, 
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126985 and 968348 reads respectively. The challenge is to get DNA motifs for protein binding 
from this large database of reads.  
 
11.2 Bioinformatics data analysis pipeline 
The general pipeline for bioinformatics data analysis contain the following steps  
11.2.1 Trimming the adapter 
The first stage is trimming the adapter. Various trimming tools can be used for this purpose, e.g, 
Cutadapt, FASTX, SOLEXA. Based on the results from this paper (Del Fabbro et al., 2013) we 
decided to use Cutadapt (Martin, 2011) with parameters (error tolerance (e)=0, overlap=12, 
minimum read length (m)=20 and maximum read length (M) =21). The output values after 
trimming are shown in Table 24.  
11.2.2 Quality control 
Quality control is done after adapter trimming. The input read files are of Fastq format. 
Fastq files, besides carrying the information for the sequence of the reads also carry details of the 
ASCII encoded quality number corresponding to a PHRED score (Q) of each nucleotide (Del 
Fabbro et al., 2013). PHRED score (Q) can be directly translated to the probability that the 
corresponding base call is incorrect: 
P =10(−Q 10)                                                             (8) 
 Q values range between 0 – 41, therefore error rate ranges between 1 – 0.000079433. This 
confidence information can be used to remove low quality reads.  
11.2.3 Empty read removal, extracting sequences of length 21bp and removing repeats 
The final stage of the downstream analysis starts with removing the empty reads. This is 
because quality control can reduce regions to zero length. As a part of this, we only use reads 
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whose final length is 21bp after the quality control stage. This is done as a measure to remove 
nosie in the data. Finally the repeats are removed from the database. Repeats are mostly due to 
PCR bias and can lead to false interpretations of data (Aird et al., 2011). Number of final reads 
are shown in Table 25. 
 
11.3 Motif determination 
Discriminative Regular Expression Motif Elicitation (DREME) motif finder (Del Fabbro et 
al., 2013) was used to find motifs in the processed data sets. DREME gives multiple short, non 
redundant, statistically significant motifs of length 4-8 bp. Significance threshold and 2 different 
DNA datasets – positive dataset in which we need the motifs, and the control, are given as the 
input to DREME. Since there is a huge data imbalance in terms of number of reads between the 
control and our positive dataset, we used the shuffle option in DREME to find the motifs. 
Initially, all the seven datasets are run as positive datasets.  
DREME’s outer loop performs a heuristic regular expression (RE) motif search. It 
determines the most significant motif and erases all the occurrences of this motif in the input 
dataset.  Now the outer loop is repeated till no new motif has E-value less than the given 
significance threshold. DREME uses a beam search to find RE motifs (Bailey, 2011). Initializing 
the beam search is done by computing significance of each word of length 3-8 that occurs in 
positive sequence.  Significance is calculated by counting how many times the word occurs in 
positive and negative dataset. The 100 most significant words are passed as seeds to RE. A word 
is called generalization of a RE seed if it has one mismatch with the RE seed. All the 
generalizations are grouped with the RE seed and its new significance is calculated. DREME 
sorts the new Res and repeats the process. Inner loop stops when no seed RE can be generalized. 
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DREME estimates the number of sequences matching the generalized RE and returns them.  
Hence the values that DREME return as motif are essentially generalized RE. ADGS as the 
output of DREME, essentially means that we are looking at these 6 sequences – AAGG, AAGC, 
ATGG, ATGC, AGGG, AGGC. P-value and E-value give an idea of the confidence of the motif. 
E-value is essentially the probability of observing results by chance. Motifs with small e-value 
are unlikely to be random sequences. P-value indicates the probability that a random sequence of 
the same length as the site, have the same match score or higher. Hence, lower the P-value the 
better.  
As already mentioned DREME is implemented on all 7 datasets, taken as positive inputs. 
Significance threshold is given as 0.01. The number of generalized RE sites of Control, McpB, 
McpC_MBP, McpC_His, McpC_Hisso, TetR and TlpB are 10, 0, 1, 10, 10, 5 and 0 respectively. 
Therefore, there are no motifs for TlpB and McpB. Generalized RE sites of Control are of length 
3-4. Hence we looked at generalized RE sites in the range 7-8 from the DREME outputs as 
motifs. McpC_His and McpC_Hisso give very similar results. McpC_MBP however do not give 
any significant results. Output sites of TetR, McpC_His and McpC_Hisso are shown in Table 
26. 
 
11.4 Conclusions  
In this work we deal with the challenge of finding motifs for huge amounts of data which 
come with its own noise and quality variations. To improve quality and remove noise, we 
develop a Bioinformatic data analysis pipeline for the SELEX reads. The pipeline contains 
adapter trimming, quality control, removing zero length reads, standardizing read size to 21bp 
and removing repeats. The final read count of the processed reads of the 7 datasets – Control, 
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McpB, McpC_His, McpC_Hisso, McpC_MBP , TetR and TlpB-  are 76%, 51%, 75%, 74% , 
75% , 74% and 74% of the initial number of reads Table 25. Ordal lab has also experimentally 
verified that McpC is the only chemoreceptor for DNAtaxis (Figure 39). This is in accordance 
with the results obtained by the computational analysis of the SELEX reads. We did not get any 
motif for McpB or TlpB. On the other hand for TetR, a positive control, motifs were determined 
Table 26. Therefore, these results are in excellent coordination with experimental results.  
 McpC_His and McpC_Hisso show very similar performance irrespective of different 
index. However McpC_MBP shows almost zero motifs. One possible explanation can be due to 
maltose binding protein (MBP), a different protein tag that might have interfered with DNA 
binding. It is also important to note that McpB had the index MBP. Therefore it is speculative if 
results for motifs of McpB is biased due to the index.  
 
11.5 Future work 
As mentioned above we are not entirely sure if the index of McpB, i.e, MBP is the reason 
for no motifs in McpB. Hence, selex reads on McpB need to be obtained again, this time with an 
other index again. Ordal lab experimentally determined that B.subtilis prefers its own DNA and 
DNA of its neighbours for DNAtaxis (Figure 40). Hence one way to increase the confidence of 
the reads is to map the processed SELEX reads to the genome of B.subtilis and its neighbours 
and check for peaks. DREME analysis can be run on the reads present in these peaks. It is also 
believed that McpC has two binding sites with a spacer of around 30bp between them. Therefore 
if we can obtain motifs in the B.subtilis genome, which have a distance of 30bp among 
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Figure 39. Bacteria capillary assay for chemoreceptors. The purpose of the assay is to see 
which chemoreceptors are responsible for DNAtaxis. It can be clearly seen that McpC is the only 





































































478,172 28,300 133,602 148,270 9,403 70,688 18,902 
Reads 
final 
7,595,007 45,700 1,682,174 1,470,276 115,745 880,999 214,447 
 
Table 24. Values of the reads after trimming the adapter by Cutadapt. Parameters of 
Cutadapt: error tolerance (e)=0, overlap=12, minimum read length (m)=20 and maximum read 































6,264,349 38,205 1,390,697 1,222,586 95,444 719,201 173,836 
Removin
grepeats 
6,261,878 37,913 1,384,785 1,217,816 95,056 716,918 175,694 
 
Table 25. Values of the reads at each stage of the pipeline.  Quality control values are not 
written here. This is because quality filter acts on individual bases, not on the read. Hence, it can 
trim a read to length =0, still it would continue existing as a read in the file. This is why it is 
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Table 26. Final Motifs obtained for TetR, McpC._His and McpC_Hisso after the 
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