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Nuclear caloric curves have been analyzed using an expanding Fermi gas hypothesis to extract
average nuclear densities. In this approach the observed flattening of the caloric curves reflects
progressively increasing expansion with increasing excitation energy. This expansion results in a
corresponding decrease in the density and Fermi energy of the excited system. For nuclei of medium
to heavy mass apparent densities ∼ 0.4ρ0 are reached at the higher excitation energies.
PACS numbers: 24.10.i,25.70.Gh
In a recent paper measurements of nuclear specific
heats from a large number of experiments were employed
to construct caloric curves for five different regions of nu-
clear mass[1]. Within experimental uncertainties each of
these caloric curves exhibits a plateau region at higher
excitation energy. In reference 1 it was pointed out that
applying the simple Fermi gas relationship between exci-
tation energy, E∗, and temperature, T , for a nucleus of
mass ,A,
E∗ =
A
K
T 2 (1)
whereK is the inverse nuclear level density parameter, to
a large body of caloric curve data leads, at low excitation
energy, to an increase in the apparent value ofK, followed
at higher excitation energies by a rather rapid decrease in
the apparent value of K[1, 2, 3, 4, 5, 6]. These results are
presented in Figure 1. For this figure the data presented
in Figure 5 of reference 1 have been smoothed by making
a running average of three points adjacent in excitation
energy. This reduces the scatter in the points and makes
the trends in the data clearer. Together these data span
a range of fragmenting system masses 30 < A < 240.
Previous work has shown that the initial heating of
the system leads to a small expansion of the nucleus,
the washing out of shell effects and an increase in the
nucleon effective mass[2, 3, 4, 5, 6]. This results in a de-
crease of the nuclear level density, reflected as an increase
in the inverse level density parameter, K[2, 3, 4, 5, 6].
The magnitudes of these effects are mass dependent[4, 5].
These trends are seen very clearly in Figure 1 at excita-
tion energies < 3 MeV/nucleon. However, at excitation
energies ranging from ∼ 3 MeV/nucleon for the heaviest
systems to ∼ 8 MeV/nucleon for the lighter systems, the
inverse level density parameters start to decrease with
increasing excitation energy, reaching low values, near 6
MeV, at the highest excitation. (Exceptions are the three
highest points in the A= 100-140 window. As discussed
in reference 1, these data points may indicate onset of a
qualitatively different feature but this is not verified by
the other data available.)
As can be seen in Figure 1, the general trend of the
decrease of K is similar to that which results from a
temperature which remains constant with increasing ex-
citation energy. This onset of the decrease, reflecting the
onset of a plateau in the caloric curves has been taken
as the signal of a new behavior. Based on comparisons
with calculations[2, 3, 4, 5, 7] we and others have previ-
ously described it as a departure from normal Fermi gas
behavior.
To explore the nature of that departure in greater de-
tail we note that in the simple, non dissipative, uniform
density Fermi gas model[8] the relationship between the
thermal excitation energy per nucleon, ǫth , the temper-
ature, T , and the Fermi energy , ǫF , is just
ǫth =
π2T 2
4ǫF (ρ)
(2)
Using the usual expression for a, the Fermi gas level den-
sity parameter,
a =
A
K(ρ)
=
π2
4ǫF (ρ)
(3)
K(ρ), the inverse level density parameter for an expanded
nucleus of equilibrium density, ρeq, may be written[9]
K(ρeq) =
T 2
ǫth
(
ρeq
ρ0
) 2
3
(
m∗(ρ0)
m∗(ρeq)
)
(4)
where ρ0 is the normal nuclear density and m
∗ is the
ratio of the effective mass of the nucleon to the mass of
the free nucleon. At the temperatures at which we are
interested in using this expression m∗ should be close to
1, indicating that the shell effects and collective effects
leading to increased level density above that predicted by
the Fermi gas model are no longer important[2, 3, 4, 5].
Above the excitation energy wherem∗ goes to 1, the rela-
tive density of a heated uniform Fermi gas at equilibrium
can be extracted from the ratio of the apparent inverse
level density parameter, K(ρeq), to K0, the inverse level
2density parameter for a uniform Fermi gas, with m∗ as-
sumed to be 1, at T = 0.
ρeq
ρ0
=
(
K(ρeq)
K0
) 3
2
(5)
We have used this relationship of equation (5) to derive
the excitation energy dependence of the relative nuclear
density, ρeq/ρ0. We applied this method to the deter-
mination of ρeq/ρ0 points for each mass region only at
excitation energies at and above the entry points into
the caloric curve plateaus. These points have been de-
rived from the caloric curves in reference 1 and shown to
have a mass dependence consistent with that predicted
by calculations which indicate the onset of Coulomb in-
stabilities in the heated nucleus[7, 10, 11]. In evaluating
this expression we have used the Fermi energy determi-
nations of Moniz et al.[12] in equation (3) to determine
the appropriate reference value of K0 for the mass region
being investigated.
To evaluate K(ρeq) and the density it is required that
ǫth be determined. We used an iterative technique to de-
rive of ρeq/ρ0 and ǫth. This technique consisted of first
estimating the relative density as (Kapp/K0)
3/2, employ-
ing this density estimate to evaluate the binding energy
difference associated with expansion and subtracting that
from the total excitation energy E∗ to obtain ǫth. Using
this estimate of ǫth allowed a new estimate of K(ρeq) and
density to be made. The process was repeated until self
consistent values of ǫth and ρeq/ρ0 were obtained. The
binding energies at different densities were calculated us-
ing a liquid drop model mass formula[13] with the bulk
term extracted from the density and relative neutron ex-
cess dependent nuclear matter equation of state of My-
ers and Swiatecki[14]. The surface term was scaled as
the bulk term and the Coulomb term corrected for the
expansion. The binding energy changes evaluated in this
way show a near parabolic dependence on density simi-
lar to that employed in the Expanding Emitting Source
Model of Friedman[15]. However the absolute values are
slightly lower.
The results, derived from the inverse level density data
of Figure 1, are presented in Figure 2 as a plot of rela-
tive density, ρeq/ρ0, versus excitation energy per nucleon.
While the mass dependence seen in Figure 1 continues to
be apparent in Figure 2, the general trend of decreasing
nuclear density is similar in each mass region. In the
present ansatz, the decreasing values of K with excita-
tion energy, seen in figure 1 lead to decreasing nuclear
densities. We see that at the entry into the caloric curve
plateaus, densities near 0.7ρ0 are indicated. Over a span
of a few MeV/nucleon in excitation energy the densities
drop into the range of ∼ 0.4ρ0, a value indicated by the
thin horizontal line on the figure. At higher excitation
the densities extracted in this manner remain near 0.4ρ0.
Modest expansion is a general feature of calculations
focusing on the thermal properties of heated nuclei[5, 7,
10, 16]. For comparison to the present results we have
plotted in Figure 2 calculated average densities derived
from the recent finite temperature Hartree-Fock (FTHF)
calculations of Hasan and Vary for 90Zr[16] and densi-
ties for A = 120 estimated from a model which assumes
a trapezoidal density distribution and phenomenologi-
cal dependencies on temperature derived from previous
works[5, 17]. As seen the two results are quite similar.
The result of the FTHF calculations are limited to en-
ergies below ∼ 4 MeV because the model space takes a
limited number of oscillator shells in to account. Com-
parison of the data with these calculations indicates that
above the Coulomb instability point the density decreases
more rapidly with increasing excitation energy.
While direct measurement of the size or density of
the fragmenting system are difficult to obtain, many
previous theoretical and experimental results have sug-
gested that low densities such as those indicated by
the present analysis are reached in multi-fragmenting
systems[15, 18, 19, 20, 21, 22, 23, 24, 25, 26]. We have
previously reported average densities deduced from co-
alescence measurements for fragmenting medium mass
nuclei[26]. In Figure 3, the average densities obtained
with that coalescence approach are compared with the
present results for the 100 < A < 140 mass region.
The average densities indicated by these two independent
techniques are seen to be in good agreement. Bracken et
al.[27] have extracted sizes and average densities versus
excitation energy by analyzing barriers for ejectiles in
high energy 3He + 197Au collisions. These, also plotted
in figure 3, result in slightly lower densities.
In conclusion, it appears that this simple hypothesis
of expansion of an equilibrated non-dissipative Fermi gas
is sufficiently accurate to allow density information to be
derived from reported caloric curve measurements. The
present experimental results indicate that, as nuclei are
heated, a more rapid rate of expansion with increasing
excitation energy commences at the Coulomb instability
temperature. This was suggested already in the early
work of Bonche, Vautherin and Levit[7, 10]. The mass
dependence of the Coulomb instability temperature is
such that the excitation energy and temperature at which
this occurs increases with decreasing mass. At the higher
excitation energies densities near 0.4ρ0 are reached. For
medium to heavy mass systems, some recent studies have
presented evidence for observation of critical behavior in
the excitation energy range where the present work indi-
cates a rapid decrease in density[28, 29, 30]. The critical
temperatures reported in those studies are close to the
Coulomb instability temperatures. The influence of the
Coulomb energy on observables used to determine the
critical point is not completely clarified at present[31, 32].
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FIG. 1: Apparent inverse level density parameter K versus
excitation energy. Symbols show results for five different mass
regions; The meaning of the various symbols is indicated in
the figure. The thicker lines represent K values calculated
assuming constant temperatures of 6 MeV(solid), 7 MeV(dot-
dashed) and 8 MeV (dashed).
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FIG. 2: Derived average nuclear density versus excitation
energy. Symbols show results for five different mass regions;
The meaning of the various symbols is indicated in the figure.
The thin horizontal line marks ρ = 0.4. The two lines starting
at ρ = 1 represent calculated average densities for 90Zr[16]
(solid) and A=120[5, 17] (dot-dashed)(See text)
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FIG. 3: Average nuclear density versus excitation energy.
Open diamonds show results for 100 < A < 140, derived
in the present work. Solid squares with error bars repre-
sent results of a coalescence model analysis of light particle
emission[26]. Solid circles represent results from reference 27.
The thin horizontal line marks ρ = 0.4. The two lines start-
ing at ρ = 1 represent calculated average densities for 90Zr[16]
(dot-dashed) and A
