This paper proposes a new framework for estimating instrumental variable (IV) quantile models. The first part of our proposal can be cast as a mixed integer linear program (MILP), which allows us to capitalize on recent progress in mixed integer optimization. The computational advantage of the proposed method makes it an attractive alternative to existing estimators in the presence of multiple endogenous regressors. This is a situation that arises naturally when one endogenous variable is interacted with several other variables in a regression equation. In our simulations, the proposed method using MILP with a random starting point can reliably estimate regressions for a sample size of 500 with 20 endogenous variables in 5 seconds. Theoretical results for early termination of MILP are also provided. The second part of our proposal is a k-step correction framework, which is proved to be able to convert any point within a small but fixed neighborhood of the true parameter value into an estimate that is asymptotically equivalent to GMM. Our result does not require the initial estimate to be consistent and only 2 log n iterations are needed. Since the k-step correction does not require any optimization, applying the k-step correction to MILP estimate provides a computationally attractive way of obtaining efficient estimators. When dealing with very large data sets, we can run the MILP algorithm on only a small subsample and our * I would like to thank Stéphane Bonhomme, Victor Chernozhukov, Christian Hansen, David Kaplan, Lawrence Schmidt and Kaspar Wüthrich for their comments and discussions.
alternative to existing estimators in the presence of multiple endogenous regressors. This is a situation that arises naturally when one endogenous variable is interacted with several other variables in a regression equation. In our simulations, the proposed method using MILP with a random starting point can reliably estimate regressions for a sample size of 500 with 20 endogenous variables in 5 seconds. Theoretical results for early termination of MILP are also provided. The second part of our proposal is a k-step correction framework, which is proved to be able to convert any point within a small but fixed neighborhood of the true parameter value into an estimate that is asymptotically equivalent to GMM. Our result does not require the initial estimate to be consistent and only 2 log n iterations are needed. Since the k-step correction does not require any optimization, applying the k-step correction to MILP estimate provides a computationally attractive way of obtaining efficient estimators. When dealing with very large data sets, we can run the MILP algorithm on only a small subsample and our
Introduction
The linear instrumental variables (IV) quantile model formulated by Chernozhukov and Hansen (2005 , 2006 has found wide applications in economics.
The basic moment condition can be written as follows
where τ ∈ (0, 1) is the quantile of interest, Y i ∈ R, X i ∈ R p and Z i ∈ R L are i.i.d observed variables and β * ∈ R p is the unknown model parameter. Assume that p and L are fixed with L ≥ p. The typical setup is that only one (or few) component of X i is endogenous and other components of X i are contained in Z i . In the policy evaluation setting, the variable denoting the status of treatment is usually considered endogenous. If this variable only enters the regression equation as one endogenous regressor, then we can apply the existing methods (e.g., the popular method by Chernozhukov and Hansen (2006) ) for estimating the treatment effect. When multiple endogenous regressors enter the regression equation, it imposes enormous (or even prohibitive) computational challenges to common estimation strategies, which typically involve solving nonconvex and non-smooth optimization problems; see Section 1.1 for more details. However, multiple endogenous regressors arise naturally in many empirical studies even if there is only one endogenous variable. For example, empirical researchers often include the interaction between the treatment variable and other variables to study the heterogeneity of the treatment effects, leading to multiple endogenous variables in the regression equation.
Consider the randomized training experiment conducted under the Job Training Partnership Act (JTPA). JTPA training services are randomly offered to people, who can then choose whether to participate in the program. One key policy question is whether this program has an effect on earnings. Of course, the baseline question is whether the program has a positive effect overall. In addition, one might ask questions such as whether the effect of the program differs by participants' race, education, etc. These questions can be answered in the regression setting by learning the coefficients for interactions between the treatment status and other variables denoting race, education, etc. The goal of this paper is to provide an alternative estimation and inference strategy for IV quantile models with multiple (or even many) endogenous regressors. The first part of the proposed estimator can be cast as a mixed integer linear program (MILP) and thus exploit recent advancement in this area. Although MILP is also a nonconvex problem, it is one of the most well-studied and well-understood nonconvex problems; see Bertsimas and Weismantel (2005) ; Bixby and Rothberg (2007) ; Jünger et al. (2009); Linderoth and Lodi (2010) . As pointed out by Bertsimas et al. (2016) , the speed of finding global solutions for mixed integer optimization improved approximately 450 billion times between 1994 and 2015. Our proposal can handle models with multiple (or even many) endogenous variables. For example, we deliver good estimates for coefficients of 20 endogenous variables within 5 seconds. The high-dimensional version can handle regression equations with 500 endogenous variables within minutes. The second part of our proposal is a k-step correction framework. We provide a theory for the k-step correction for general non-smooth problems. Since we show that the initial estimator does not need to be consistent, the k-step correction is quite robust to imperfect starting points. The initial estimator only needs to be in a small but fixed neighborhood of the true parameter value. Our theoretical results guarantee the asymptotic equivalence to GMM after 2 log n iterations. In addition, we show that the asymptotic equivalence is quite robust to choices of the starting points.
Our methodology also provides a computationally attractive way of handling massive data sets. Since we do not have strong requirements on the consistency of the initial points in the k-step correction, we can run the MILP on a small subsample to obtain a starting point for the k-step algorithm. Since there is no optimization in the k-step iterations, we can handle massive datasets of millions of observations within seconds.
The constructions in our paper are not unique to low-dimensional IV quantile regressions. We outline how MILP can be used for related problems, including high-dimensional IV quantile regressions, censored regressions and censored IV quantile regressions.
Related work
This paper is inspired by the fascinating literature of applying mixed integer programming to statistical learning. Recent progress has drastically improved the speed of mixed integer optimizations, which are now considered a feasible tool for some high-dimensional problems. Most of the advancement concerns high-dimensional linear models; see Bertsimas and Mazumder (2014) ; Liu et al. (2016) ; Bertsimas et al. (2016) ; Mazumder and Radchenko (2017) . The main argument for considering these nonconvex algorithms is that they, compared to convex regularized methods, enjoy more desirable statistical properties. Zubizarreta (2012) proposed using mixed integer programming for matching estimators in causal inference.
Our work contributes to the fast growing literature of IV quantile regression. The IV quantile regression extends the advantage of quantile regression (Koenker and Bassett (1978) ) to the settings with endogenous regressors. The conceptual framework and identification of the IV quantile models has been studied by Abadie et al. (2002) , Chernozhukov and Hansen (2005) and Imbens and Newey (2009) ; see Wüthrich (2014) , Melly and Wüthrich (2017) and Chernozhukov et al. (2017) for more discussions. The GMM estimation approach applies the classical GMM method for the moment condition in (1).
The computational burden of minimizing a nonconvex and non-smooth objective function can be challenging and even prohibiting for larger dimensional models. The quasiBayesian approach of Chernozhukov and Hong (2003) has been suggested, but could be difficult to tune it to sufficiently explore the entire parameter space. In an interesting paper, Chen and Lee (2018) proposed formulating the original GMM problem as a mixed integer quadratic program (MIQP).
1 Smoothing the GMM objective function has also been considered by Sun (2017) and de Castro et al. (2018) . The so-called inverse quantile regression by Hansen (2006, 2008) takes a different route and reduces the dimension of the space over which the optimization is needed. Lee (2007) considers a control function approach but deviates from the model (1).
Our work is also related to the k-step estimator in the econometrics and statistics literature. The classical references include Robinson (1988) and Andrews (2002) . The main difference in assumption is that our results do not assume that the sample version of the moment condition is differentiable. We provide a general theory in this setting, which might be of independent interest. Moreover, we show that a consistent starting point is not necessary.
We will use E n to denote the sample average n −1 n i=1 . The ℓ q -norm of a vector will be denoted by · q for q ≥ 1; · ∞ denotes the maximum absolute value of a vector, i.e., the ℓ ∞ -norm. Hence, · 2 denotes the Euclidean norm. We use · to denote the spectral norm of a matrix. The indicator function is denoted by 1{}. For any positive integer r, we use 1 r to denote the r-dimensional vector of ones. We use λ max (·) and λ min (·) to denote the maximal and the minimal eigenvalues of symmetric matrices. The rest of the paper is organized as follows. Section 2 introduces the proposed IV quantile estimator and discusses its computational formulation; bounds for the estimation error of MILP are provided when we terminate the algorithm before a global solution is found. Section 3 provides a general theory of k-step correction for non-smooth problems and outlines the details of implmentation for IVQR; we also discuss how to leverage the k-step correction to handle massive datasets. Section 4 provides examples of other problems that can be estimated using MILP. Monte Carlo simulations are presented in Section 5. Section 6 considers the JTPA example. The proofs of theoretical results are in the appendix.
IV quantile regression via mixed integer linear programming
In this section, we consider the IV quantile model in (1). Our proposal is a method of moment approach:β
where B ⊆ R p is a convex set. In practice, we can choose B = R p or a bounded subset of R p .
The above estimator is based on the fact that EZ i (1{y i − X ′ i β ≤ 0} − τ ) = 0 for β = β * . Of course we can replace Z i with transformations of Z i . The idea of the estimator is to find a value β to minimize the "magnitude" of the empirical version
The estimator (2) differs from the generalized method of moments (GMM) in that we use the ℓ ∞ -norm, instead of the ℓ 2 -norm. The choice of ℓ ∞ -norm over ℓ 2 -norm is due to computational reasons. As we shall see, the formulation with ℓ ∞ -norm in (2) can be cast as an MILP.
If we use ℓ 2 -norm instead, then the optimization problem would become a mixed integer quadratic program (MIQP), which is the formulation in Chen and Lee (2018) .
2 However, as pointed out in Hemmecke et al. (2010) ; Burer and Saxena (2012) ; Mazumder and Radchenko (2017) , it is quite well known in the integer programming community that current algorithms for MILP problems are a much more mature technology than MIQP. For this reason, we use the formulations in (2).
Formulation as a mixed integer linear program
We now show that the estimator (2) can be cast as an MILP. The key is to introduce n binary variables and use constraints to force them to represent
Notice that this is not a statistical tuning parameter since we can choose any large enough M > 0. The key insight is to realize that imposing the constraint −Mξ i ≤
To see this, consider the following two cases (ignoring the case of
Similarly, in Case (2), ξ i = 0 is the only choice of ξ i in {0, 1} to satisfy the constraint. Hence, we need to consider variables ξ i ∈ {0, 1} and β ∈ R p such that
we introduce an auxiliary variable t ≥ 0 with the
.., L}, where Z i,j is the jth component of Z i . By minimizing t, we equivalently achieve minimizing E n Z i (ξ i − τ ) ∞ . To summarize, the final MILP formulation reads (β,ξ,t) = arg min (β,ξ,t) t (3)
In the case of Y i − X ′ i β = 0, we have the indeterminancy since both ξ i = 0 and
However, for most of the design matrices, {i : Y i − X ′ i β = 0} is empty. If we encounter a lot of zeros for Y i − X ′ i β in the solution, we can simply incorporate a small wedge to solve the determinancy:
where D > 0 is a very small number, such as machine precision tolerance. In our experience, this is not necessary and does not make a difference in the solution.
Bounding the estimation error
We now derive the rate of convergence ofβ. We also discuss how the rate is affected if we terminate MILP before a global solution is reached. A practical guide for early termination is provided and its theoretical validity is also established.
We start with the following simple high-level condition for identification. Let us introduce the following notations. Define
. Throughout the paper, we assume that the data is i.i.d.
Assumption 1 guarantees the identification of β * and can be verified using primitive conditions similar to Assumption 2 in Chernozhukov and Hansen (2006) . In this paper, we do not consider the case with weak identification.
3 We also assume that the empirical process
is globally Glivenko-Cantelli and locally Donsker.
Assumption 2. Suppose that
Assumption 2 is not difficult to verify. For example, straight-forward arguments using Lemmas 2.6.15 and 2.6.18 in van der Vaart and Wellner (1996) imply that under enough moments of Z i 2 , the entropy condition in Theorem 2.14.1 therein holds, which means that
Since we typically terminate the MILP algorithm before a global solution is found, we would like to consider the properties of estimations from early termination.
Theorem 1. Let Assumptions 1 and 2 hold. Letβ
Theorem 1 says that when G n (β) ∞ is small, the rate for
Notice that we observe G n (β) ∞ in the MILP algorithm. Hence, we can terminate it once it reaches certain threshold. A natural threshold is G n (β * ) ∞ . Although we cannot really compute G n (β * ) ∞ in practice, we can provide a finite-sample bound for it using the moderate deviation result for self-normalized sums. Let Z 1,j denote the j-th component of
Then there exists a constant C > 0 depending only on ξ 1 , ξ 2 such that for any n ≥ C and any α ≥ 1/n,
In practice, we can simply take α = 1/n and thus Lemma 1 tells us that for n not too small, we have
where
Notice that Q * can be explicitly computed from the data. Moreover, we know that Q * = O P ( n −1 log n). Therefore, if we stop the MILP algorithm once G n (β) ∞ ≤ Q * , Lemma 1 and Theorem 1 imply that β − β * 2 = O P ( n −1 log n). As we shall see in Section 3, this is more than enough for the k-step correction to yield an estimator that is asymptotically equivalent to GMM.
Monte Carlo results on early termination of MILP
Now we provide simulation results to illustrate this point. We find that the MILP algorithm reaches Q * within seconds. Let p = 20. We generate
, where X i and U i are generated from the uniform distribution on (0, 1). Entries of θ and γ are randomly generated from the uniform distribution on (0, 1). We set τ = 0.7. The starting point of the MILP algorithm is generated from N(0, I p ). In Table 1 , we report the frequency of G n (β) ∞ ≤ Q * based on 1000 simulations.
As we can see from Table 1 , we only need to run the algorithm for 10 seconds to ensure 
1.0000 0.9990 1.0000 n = 500, t = 5 0.9990 0.9970 0.9970 n = 500, t = 10 1.0000 1.0000 0.9980
The following table shows P G n (β) ∞ ≤ Q * , whereβ is obtained by terminating MILP after t seconds and
3 Improvement and inference via k-step correction
For inference, we exploit the key insight of k-step estimator: the rate of convergence and the asymptotic distribution can be improved by iterative Newton-Raphson corrections.
3.1 General theory on k-step estimation for non-smooth problems
L -valued function that is possibly non-smooth in β. The true parameter value is
Suppose that we have an initial estimatorβ (not necessarily √ n-consistent). LetΓ be an estimator for Γ * , which can be computed based onβ. Now consider the following one-step correction estimator. We define the one-step correction operator by
The claim is that β − β * 2 is smaller than β − β * 2 unless β − β * 2 is already small.
Lemma 2 depicts the basic mechanism that underlies the k-step estimator for non-smooth problems. Suppose that
Then Lemma 2 implies that
Hence, the distance between β and β * is shrunk by at least (1 −ρ) β − β * 2 after the one-step correction. Hence, this indicates an exponential decay if we apply the one-step correction iteratively. This is summarized in Algorithm 1.
Algorithm 1 Estimator for non-smooth problems Start with an initial estimatorβ for β * andΓ for Γ * .
1. Setβ (0) =β and k = 0.
Computeβ
, where A(·,Γ) is defined in (4).
Repeat
Step 2 for k = 1, ..., K.
By induction, we can invoke Lemma 2 and obtain the following result on the rates of convergence for Algorithm 1.
Theorem 2. Consider Algorithm 1 with starting pointβ andΓ. Suppose that
Then ρ * < 1 and for any K ≥ 1,
Theorem 2 has two important implications. First, the starting point (β,Γ) does not need to be a consistent estimator for (β * , Γ * ). By Theorem 2 , whenever we start from a small enough neighborhood (i.e., small enough c 1 , c 2 ), β (K) − β * 2 decays exponentially with K until it reaches the parametric rate n −1/2 . The only requirement is that c 5 ≤ c 1 c
3 /2 and n ≥ 16c . Since c 3 , c 4 , c 5 can be assumed to be bounded away from zero and infinity, we allow c 1 and c 2 to be bounded away from zero and only require n to be large enough (instead of tending to infinity).
Second, the parametric rate n −1/2 is guaranteed after O(log(n)) iterations. Notice that ρ * < 1. This means that K ≥ − log(n)/(2 log ρ * ), we have that
This is computationally quite attractive. Even if the starting point is not consistent or its rate of convergence can be arbitrarily slow, we only need a few iterations to obtain a √ n-consistent estimator. Since there is no optimization in each iteration, this can be done extremely fast. In fact, this is the key property we shall exploit when dealing with massive samples. Now we state the result under commonly imposed regularity conditions.
Assumption 3. Suppose that the following conditions hold:
(1) There exist constants
(2) There exists a constant
We have the following finite-sample result.
Corollary 1. Consider Algorithm 1 with starting pointβ andΓ. Let Assumption 3 hold. Then
By Corollary 1, if we have strong identification, bounded Hessian for G(·) and the empirical process is a Donsker class, then after 2 log n iterations, we will obtain a √ n-consistent estimator as long asΓ andβ lie in a fixed small neighborhood of the true parameters with high probability. Once we obtain a √ n-consistent estimator for β * , we can use it to construct a consistent estimator for Γ * . It turns out that the consistency of Γ * is needed to obtain asymptotic normality. We now derive the asymptotic normality for the k-step estimator. We also address an important robustness issue. Obviously, the estimatorβ (K) depends on the number of iterations K and the initial estimatorsβ andΓ. To explicitly express such dependence, we writeβ (K) =β (K) (β,Γ) and address the issue of sensitivity with respect to (K,β,Γ).
for any C > 0. Let ε n be an arbitrary sequence tending to zero. Then
Theorem 3 provides the main tool for inference. It says that as long asβ andΓ are consistent, we have
for some matrix Ω * ∈ R L×L . Hence, we obtain
Moreover, Theorem 3 also provides a robustness guarantee on the asymptotic approximation. Since we are taking a supreme in (5), the approximation ofβ (K) (β, Γ) − β * by
. This means this approximation is robust to choices of (K, β, Γ). For example, one can run Algorithm 1 multiple times and update the starting point. Theorem 3 says that by doing so, one should not expect to change the inference results.
IV quantile regression via k-step estimation
The general theory in Section 3.1 allows us to translate imperfect estimates from the MILP to one that is asymptotically equivalent to the GMM estimator.
Baseline algorithm
We start by discussing estimation of Γ * . Based on any estimate β, we can construct a
e j denotes the j-th column of the p × p identity matrix and t is a tuning parameter satisfying t = o(1) and
under the assumption of smooth G(·) and Donsker property. Hence, whenever β − β * 2 is small, we can expect that Γ (β) − Γ * to be small as well. Alternatively, we can use the fact that
Hence, we can use a kernel method for estimating Γ * once we have an estimate for β * . We shall use this method in the Monte Carlo simulations and the empirical illustration. We use the Gaussian kernel and follow Silverman's rule of thumb in choosing the bandwidth. We now summarize the entire procedure in Algorithm 2.
Algorithm 2 Estimation and inference for IVQR via
, implement the following steps.
1. Run the MILP algorithm to solve (2) and obtainβ. Terminate the algorithm prematurely if needed (based on Section 2.2).
2. ComputeΓ usingβ via numerical derivative or kernel methods.
3. Run Algorithm 1 with K = 1 + ⌈2 log n⌉ starting (β,Γ) and obtainβ.
4. ComputeΓ usingβ via numerical derivative or kernel methods.
5. Run Algorithm 1 with K = 1 + ⌈2 log n⌉ starting (β,Γ) and obtainβ.
Compute the asymptotic varianceV
7. Conduct inference for β * based on
The first two steps in Algorithm 2 provide initial estimates for the k-step correction. Early termination of the MILP algorithm could yield estimates that do not converge at the parametric rate or is not consistent at all. However, as long as the MILP algorithm yields an estimateβ within a small (but fixed) neigborhood of β * and this estimate can be used to constructΓ that also lies in a small (but fixed) neighborhood of Γ * , Corollary 1 guarantees that in Step 3 of Algorithm 2, we will obtain an estimatorβ that converges at the parametric rate. Fortunately, by the discussions in Sections 2.2 and 2.3, one can expect MILP to produce consistent estimators within seconds.
In
Step 4 of Algorithm 2, we simply update the estimator for Γ * to obtain a consistentΓ. This is straight-forward sinceΓ is based onβ, which is known to be √ n-consistent. Notice that we only need consistency inΓ without any requirement on the rate of convergence.
Then Theorem 3 guarantees the asymptotic normality of the output of Step 5 in Algorithm 2.
Step 6 computes the asymptotic variance.
If we know thatβ is consistent, then we can ignore Steps 4 and 5 by usingβ =β. As we discussed in Section 2.3, it takes seconds to achieve β − β * 2 = O P ( n −1 log n).
Handling massive sample sizes
In many empirical applications, the sample size n can be enormous. Notice that in the MILP formulation, the number of integer variables is equal to n. Therefore, for very large sample sizes, implementing the MILP on the entire dataset is not realistic.
However, since we only use MILP to provide a starting value for the k-step correction and Corollary 1 implies that any barely consistent estimator would suffice. Therefore, we can simply run the MILP on a small subset of the data. Of course, doing so would reduce the accuracy of the estimates from the MILP algorithm, but since there is no requirement on the rate of convergence, using only a subset for MILP does not really cause a problem for the final estimator. After all, Corollary 1 guarantees that the k-step correction would turn any point that is not too far from the true parameter values into a √ n-consistent estiamte after only 1 + 2 log n iterations. We now summarize the entire procedure in Algorithm 3.
Notice that in Algorithm 3 the subsample of size m is only for implmenting MILP. We still implement the k-step corrections based on the entire sample in order to obtain theoretical guarantees developed in Section 3.1. Fortunately, the k-step corrections are computationally simple since there is no optimization needed. In simulations, we find that for n = 5 × 10 6 , using m = 500 yields decent performance. Notice that we only use m/n = 0.01% of the data for initial estimation and Algorithm 3 takes less than 15 seconds! This is a massive reduction in computing time because even linear programs can be slow in such massive scale. Hence, Algorithm 3 can be used for quantile regressions by changing Step 1 to linear programs. Of course, in very large data sets for which matrix multiplication is difficult, we can use Algorithm 3 Estimation and inference for IVQR for huge sample sizes Given the sample {(
, we choose m < n and implement the following steps.
Using the subsample {(Y
, run the MILP algorithm to solve (2) and obtain β. Terminate the algorithm prematurely if needed (based on Section 2.2).
Using the entire sample
, run Algorithm 1 with K = 1 + ⌈2 log n⌉ starting (β,Γ) and obtainβ.
Using the entire sample {(Y
Compute the asymptotic varianceV
a distributed algorithm for the k-step corrections. Essentially, we chop the data into many pieces, implement the corrections on each piece and then aggregate. This is simply exploiting the fact that matrix multiplication can be easily done in a distributed manner via parallel computation.
Related problems
In this section, we consider high-dimensional IV quantile regression, censored regression and censored IV quantile regression. We provide MILP formulation for estimation.
High-dimensional IV quantile regression
When p ≫ n and β is a sparse vector, the model (1) becomes a high-dimensional IV quantile model. Therefore, successful estimation relies on proper regularization on β. Similar to the regularization in Dantzig selector for linear models (Candès and Tao (2007) ), we proposê
where λ ≍ n −1 log p is tuning parameter. Similar to the formulation in Section 2, we can cast the above problem as an MILP. To account for the ℓ 1 -norm in the objective function, we decompose each entry of β into the positive and negative part: we write β j = β 
Censored regressions
The censored regression proposed by Powell (1986) readŝ
where ρ τ (x) = x(τ − 1{x ≤ 0}) is the "check" function for a given τ ∈ (0, 1) and
is the observed data. Notice that this is a nonconvex and non-smooth optimization problem.
Computationally it might not be very attractive, especially when the dimensionality is large. The literature has seen alternative estimators that explicitly model the probability of being censored; see e.g., Buchinsky and Hahn (1998); Chernozhukov and Hong (2002) . Recently, there is work in high-dimensional statistics (e.g., Müller and Van de Geer (2016) ) studying the statistical properties of θ = arg min
where λ ≍ n −1 log p is a tuning parameter. However, discussions regarding the computational burden for the above estimator are not common. Here, we case the problem (8) as a MILP. Since problem (7) is a special case of problem (8) with λ = 0, our framework can be used for the computation of both (7) and (8). We introduce variables ζ arg min
Censored IV quantile regressions
Consider the following moment condition:
. Chernozhukov et al. (2015) proposed an estimator strategy that uses a control variable. Here, we consider a direct approach based on the above moment condition:
Now we rewrite (9) as an MILP. Similar to Section 4.2, we shall introduce binary variables for the max function. Then we use additional binary variables for the indicator function.
We start by introducing r 
Again, this constraint would would make q i behave like 1{Y i − C i − r + i ≤ 0}. Therefore, we only need to introduce an extra variable t ≥ 0 to serve as E n Z i (ξ i − τ ) ∞ . The final formulation reads arg min
5 Monte Carlo simulations
Low-dimensional IV quantile regression
We consider the following setting:
, where all the entries in X i ∈ R p and U i are independent random variables with a uniform distribution on (0, 1). We generate the model parameters: θ j = 2 sin(j) and γ j = exp(cos(j)) for 1 ≤ j ≤ p. In this setting, it is not difficult to show that
where β(τ ) = θ + γτ . We set p = 10 and τ = 0.7. Three sets of instruments are considered:
We use Gurobi 8.0 for mixed integer programming and implement it in Matlab version R2015a. We use a random starting point. We first generate the starting point β start for β from N(0, I p ). Then the starting points for ξ i and t are 1{Y i −X
respectively. We terminate the optimization algorithm after 5 seconds although a strict guarantee for global solutions would typically take a few hours. As we have seen in Section 2.3, within 5 seconds, we can safely obtain consistent estimators with a rate of convergence n −1 log n for n = 500.
We now conduct simulations for Algorithm 3 and set m = 500, while we choose n ∈ {500, 5000, 5 × 10 6 }. As discussed above, when we run the MILP on the subsample of size m, we can expect the rate of convergence to be m −1 log m. We estimate Γ * using the kernel method discussed in Section 3.2.1 and set K = 40. We report the coverage probabilities of 95% confidence intervals for β j (τ ) for 1 ≤ j ≤ p. The above table reports the coverage probabilities of 95% confidence intervals using Algorithm 3.
The results provide quite favorable evidence for the proposed estimator. The empirical coverage probability is close to the nominal level of confidence intervals. This is quite impressive for large n. When n = 5×10 6 and m = 500, we only use 0.01% of the data for MILP.
This still yields good performance in terms of coverage probability of confidence intervals.
High-dimensional IV quantile regression
We consider the experiment in Belloni and Chernozhukov (2011) :
We compare the performance of (6) with the Lasso quantile regression in Belloni and Chernozhukov (2011) . Here, EX i X ′ i = Σ X with (Σ X ) i,j = ρ |i−j| and ρ = 0.5. We set
use the oracle tuning parameter:
The tuning parameter for Lasso quantile is from Belloni and Chernozhukov (2011) with c = 2. We set n = 200 and p = 550. We use Gurobi for mixed integer programming and implement it in Matlab. We do not use a good starting point for the optimization. (We use β = 0 as starting point but it is almost always infeasible, i.e., not satisfying the constraint. In these cases, Gurobi has to search for a starting point using a heuristic algorithm.) We stop the algorithm after 10 minutes.
In Table 3 , we report the estimation errors in ℓ 1 and ℓ 2 norms based on 250 Monte Carlo samples. The results are quite encouraging. Both estimators seem qualitatively similar.
Compared to the ℓ 1 -penalized quantile regression, the Dantzig-type IV quantile estimator (6) performs better in the ℓ 2 -norm and worse in the ℓ 1 -norm. The difference seems reasonable since even for linear models, Lasso and Dantzig selector would have similar but different performance. Table 3 : Estimation error for hig-dimensional IV quantile models (6) 3.0186 0.8199 β from Lasso quantile 2.1788 1.0015
6 Empirical Illustration: the returns to training
In Section 1, we mentioned the problem of investigating the effect of JTPA. We now provide more details. The participation satus will be denoted by D i ∈ {0, 1}, where D i = 1 means that individual i participates in the program. The random offers, denoted by S i ∈ {0, 1}, will be used as instruments, where S i = 1 means that individual i has an offer to participate.
Following Chernozhukov and Hansen (2008) , we also consider other 13 exogeneous variables denoted by {W i,j } 13 j=1 . 4 The outcomoe variable Y i is earnings. We consider the following model:
where τ ∈ (0, 1). Under our notation (1), we have
where p = L = 27. We rescale Z i such that E n Z 2 i,j = 1 for j ∈ {1, ..., L}. We are interested in α(τ ), which denotes the overall effect of JTPA, as well as θ j (τ ), which measures the heterogeneity of the effect. Following Chernozhukov and Hansen (2008) , we consider τ ∈ {0.15, 0.25, 0.5, 0.75, 0.85}. Using our proposal in Section 3, we report the 95% confidence intervals in Figure 1 . In the left plot, we can see that the baseline effect α(τ ) is positive for higher quantiles, whereas the effect for τ ∈ {0.15, 0.25} is not statistically significant. The right plot indicates an obvious pattern of heterogeneous treatment effect. We see that there is an additional negative effect on the right tail for those who worked for less than 13 weeks in the past year. This suggests that among high-income individuals, the training effect for those that have been unemployed for almost one year is smaller than for those that have been working. For low-income individuals, the effect does not seem to depend on employment status.
In Figure 2 , we also report the quantile regression estimates. The trend for the baseline effect α(τ ) roughly matches the IV quantile results. However, the trend for the heterogeneous effect with respect to the unemployment status θ 5 (τ ) is different; the quantile regression finds no evidence of the treatment effects depending on unemployment status. Lastly, we also consider the two-stage least square estimates. Of course, we shall drop the quantile τ from α(τ ) and θ 5 (τ ). The estimate for α is 1.6189 × 10 4 with a standard error of 3.296 × 10 3 ; the estimate for θ 5 is −2.0993 × 10 3 with a standard error of 1.8759 × 10 3 . Notice that both quantile regression estimates and two-stage least squared estimates here should not be directly comparable to results reported in Abadie et al. (2002) and Chernozhukov and Hansen (2008) . Since we include interaction terms in (10), the estimates for α(τ ) would be not The two figures plot the 95% confidence bands for α(τ ) (left plot) and θ 5 (τ ) (right plot), where W i,5 represents the indicator of whether the person has worked for less than 13 weeks in the past year. (The yellow and blue lines denote the upper and lower bounds of the confidence intervals, while the red line denotes the estimate.) The estimates and confidence bands are computed using the method proposed in Section 2.
represent the "average" effect if there is heterogeneity in the treatment effect.
Conclusion
In this paper, we propose using MILP for estimation and inference of IV quantile regressions. We demonstrate the performance of the proposed method in problems with multiple or many endogenous regressors. Based on our Monte Carlo experiments, the computational advantage of our work makes it an attractive alternative to existing estimators for IV quantile regressions, especially when one endogenous variable is interacted with several other regressors. Inference theory and procedure are also provided. Moreover, we propose MILP formulations for related problems, including censored regression, censored IV quantile regression and high-dimensional IV quantile regression. Using the JTPA data, we illustrate how our proposal can be applied to study the heterogeneity of treatment effect. The two figures plot the 95% confidence bands for α(τ ) (left plot) and θ 5 (τ ) (right plot), where W i,5 represents the indicator of whether the person has worked for less than 13 weeks in the past year. (The yellow and blue lines denote the upper and lower bounds of the confidence intervals, while the red line denotes the estimate.) The estimates and confidence bands are computed using the quantile regressions.
A Proof of results in Section 2
Proof of Theorem 1. Fix an arbitrary η > 0.
By Assumption 1, we have that β −β 2 ≤ η with probability approaching one; otherwise, we would have that G(β) ∞ > C η with non-vanishing probability, contradicting G(β) ∞ = o P (1). Since η > 0 is arbitrary, we haveβ = β * + o P (1).
Define the event M = { β − β * 2 ≤ min{c 1 , c}}. By Assumption 2 andβ = β * + o P (1), we have P (M) → 1. Now we have that on the event M,
Therefore, on the event M, we have that
The desired result follows by P (M) → 1.
Proof of Lemma 1.
We apply Theorem 7.4 of Peña et al. (2008) with δ = 1. Hence, for
where A is an absolute constant. By the union bound, it follows that for any 0 ≤ x ≤
Now we take x = Φ −1 (1 − α/n) for α ≥ 1/n. Then clearly, x ≤ Φ −1 (1 − n −2 ) ≍ √ log n ≪ n 1/6 . Therefore, for large n (satisfying Φ −1 (1 − n −2 ) ≤ C 2 C −1/3 1 n 1/6 ),
where a n = o(1) only depends on C 1 and C 2 . Since 1{ε i ≤ 0} − τ ∈ {−τ, 1 − τ }, it follows that (1{ε i ≤ 0} − τ ) 2 ≤ max{τ 2 , (1 − τ ) 2 } ≤ 1 and thus
Therefore, we have that
The proof is complete.
B Proof of results in Section 3
Proof of Lemma 2. We observe that
Notice that
Since G(β) − Γ * (β − β * ) 2 ≤ c β − β * 2 2 and H n (β) 2 ≤ sup v∈B 0 H n (v) 2 , the desired result follows. Hence, β (1) − β * 2 ≤ c 1 . By induction, we have that β (k) − β * 2 ≤ c 1 for any k ≥ 1.
We now notice that the same computation as above yields that for any k ≥ 1, lary 1. Since ε = ε n = o(1), we can assume ε ∈ (0, √ κ 3 /8). We now fix K, β and Γ such that K ≥ 1 + 2 log n, β − β * 2 ≤ A and Γ − Γ * ≤ ε.
Let K 0 = K − 1. In the proof of Corollary 1, we have showed that on the event M, Define η 0 = 1 − P (M).
Fix an arbitrary η ∈ (0, 1), we find a constant
This is possible since we assume sup v−β * 2 ≤κ 2 H n (v) 2 = O P (1). Now we define the eventM = sup v−β * 2 ≤κ 2 H n (v) 2 ≤ min{M η , √ nκ 3 /(32κ 1 )} . Notice that P (M) ≥ 1 − max{η 0 , η} andM ⊆ M. Therefore, on the eventM, we have
where C η = κ 2 + 4κ −1/2 3 min{M η , √ nκ 3 /(32κ 1 )}.
Now we recall the basic decomposition (11) from the proof of Lemma 2:
By the proof of Theorem 2, we have that β (K 0 ) (β, Γ) − β * 2 ≤ c 1 , where c 1 = min{ √ κ 3 /(8κ 1 ), κ 2 } (defined in the proof of Corollary 1). Also in the proof of Corollary 1, we have that on the event M, λ min (Γ ′ Γ) ≥ κ 3 (7/8) 2 .
Since I − (Γ ′ Γ) −1 Γ ′ Γ * = (Γ ′ Γ) −1 Γ ′ (Γ − Γ * ) and (Γ ′ Γ) −1 Γ ′ = 1/ λ min (Γ ′ Γ), we have that on the eventM,
