Copies of full items can be used for personal research or study, educational, or not-for-profit purposes without prior permission or charge. Provided that the authors, title and full bibliographic details are credited, a hyperlink and/or URL is given for the original metadata page and the content is not changed in any way. Abstract: This paper proposes an arbitrary view gait recognition method where the gait recognition is performed in 1 3-dimensional (3D) to be robust to variation in speed, inclined plane and clothing, and in the presence of a carried 2 item. 3D parametric gait models in a gait period are reconstructed by an optimized 3D human pose, shape and 3 simulated clothes estimation method using multiview gait silhouettes. The gait estimation involves morphing a new 4 subject with constant semantic constraints using silhouette cost function as observations. Using a clothes-independent 5 3D parametric gait model reconstruction method, gait models of different subjects with various postures in a cycle are 6 obtained and used as galleries to construct 3D gait dictionary. Using a carrying-items posture synthesized model, 7
shown that personal identification could be achieved where the individual and environmental factors are controlled 24 to some extent. In recent years, larger human gait databases, e.g., OU-ISIR LP with more than 4000 people [6] , 25 have been published to evaluate the upper bound accuracy of gait recognition. It is a challenge to explore a 26 personal identification system by gait with large population. However, gait recognition can still play a 27 significant role in identification system, e.g., multiple biometrics could be fused to develop a more reliable 28 personal identification system where gait recognition is used to scale down the search range for criminals 29 from large CCTV or surveillance videos. 30
Gait recognition depends on the effectiveness of the extracted gait features, and the main challenges to 31 successful recognition are covariates such as variation in view and loose clothing, speed in which the gait is 32 performed, occlusions and carried items [7] . To address these challenges, this paper proposed an arbitrary view gaitThe rest of this paper is organized as follows. Section 2 presents the related work. Section 3 presents 75 AVGR-BRPS. Section 4 presents the experimental results and Section 5 concludes the paper. 76
Related work 77
Video sequences captured by multiple cameras have been used to create a 3D human skeleton model in [11] 78
where static parameters and dynamic features are combined to describe gait. Although the model enables 79 robustness to changes in viewpoints and clothing variation, the recognition method uses multiple cameras and the 80 initial subject's pose is extracted manually. The use of recursive Bayesian sampling and pose-viewpoint manifold 81 for view invariant 3-D gait tracking with a high perspective effect is proposed in [12] . However, its invariant 82 monocular 3-D human pose tracking must operate in man-made environments and assumes the subject moves on a 83 known ground plane. The method in [8] uses an articulated human model constructed from 3D volume sequences 84
to address a viewpoint-free framework. The method in [13] uses an image-based visual hull to construct a 3D gait 85 model. The method in [14] uses a multi-view synthesizing method based on 2.5D point cloud registration to 86 generate 3D gait model to achieve view-invariant gait recognition. The accuracy of the above-mentioned 3D 87 models is limited due to the use of 2D images without depth information or point cloud data captured by 88 low-resolution 3D scanner with missing data. arbitrary VTM that accurately matches a pair of gait traits from an arbitrary view. The gait recognition is realized 97 by projecting the 3D gait volume sequences onto the same views of 2D gait silhouette sequences as the target 98 views. Although VTM related multi-view gait recognition methods demonstrate significant advantage over other 99 approaches, they require a larger number of training samples to construct a more generic VTM, and better 100 performance is achieved by learning from more varieties of gait samples. The parameters of the VTM are sensitive 101 to the training multi-view images. 102
By extracting view-normalized or view-invariant gait features, several view-invariant gait recognition methods 103 have been proposed. In [19] , gait silhouette features that can represent gait dynamics and reflect the view variation 104 are extracted, and deterministic learning theory is introduced to achieve view-invariant gait recognition. The 105 method in [20] uses the 2D trajectories of both feet and head extracted from tracked silhouettes as gait features. It 106 uses view normalization based on homography transformation to make the walking appears to have been observed 107 from a fronto-parallel view. However, self-occlusion or significant changes in views significantly affect the 108 extraction of trajectories, thus making the method less practical for realistic scenarios. The method in [21] uses 109 view-invariant gait features derived from pose estimation of the joint positions of walking subjects. In [22] AVGR-BRPS is proposed to address the above-mentioned gait recognition problems with multiple views and 140 robustness for different clothing and various carrying conditions. An accurate and unified I-posture 3D parametric 141 human body model is used to estimate 3D gait model from multi-view 2D gait silhouettes using clothes-independent 142 3D human pose and shape estimation method. Since a gait period comprises several gait frames, it is time consuming 143 to estimate the different posture 3D gait models from the initial standard I-posture. In order to overcome this problem, 144
we also propose an optimized approach for 3D gait model reconstruction based on extended standard gait models in a 145 gait period. The k-means clustering is used to determine the key standard gait postures. Using the 3D parametric gait 146 model reconstruction method, different gait models are obtained and are used as galleries in the training process. To 147 achieve high recognition rate, virtual gait models of postures with different carrying items conditions are synthesized 148
to create an over-complete 3D gait dictionary, and a self-occlusion optimized simultaneous sparse representation 149 model is introduced. 150 3 Proposed method: AVGR-BPRS 151
Overview
A general parametric 3D human model is normally created from 3D scans by combining multi-view body data of 153 a subject with tight clothing walking past multiple scanners, where the scanners are typically expensive and limited 154 for fast estimation of the body shape underneath the clothes. Also, the use of multiple sensors in training or 155 recognition is often not practical. A 2.5D gait voxel model reconstructed by a range sensor like Kinect is used for gait 156 recognition in [14] in order to overcome the high computational cost of 3D gait modelling. However, 2.5D gait model 157
cannot address the problems of the lack of robustness to covariates such as heavy or loose clothing, differences in 158 carried items, etc. In order to overcome these problems, we adopted a unified and clothing-independent parametric 159 3D modelling method for 3D gait recognition. We estimate both the body shape and posture from motion sequences 160 of a clothed subject. The overview of AVGR-BPRS is shown in Fig. 1 
163
We use the statistical model of body pose and shape like SCAPE which has been used to accurately identify a 164 human subject with numerous challenging factors of realistic scenarios [32] to estimate 3D body pose and shape in a 165 gait cycle using gait silhouettes. In our work, the model is re-trained on a dataset of dense full-body 3D scans, 166 obtained from the software Makehuman which incorporates 1170 morphings for effective parametric modelling. The 167 parametric body model in Makehuman is optimized for subdivision surfaces modelling with 15128 vertexes, which is 168 suitable for gait modelling. We synthesized simulated clothes for all the training bodies in order to learn the clothes 169 modelling used in the clothes-independent 3D human body reconstruction process. 170
Following the estimation of the 3D gait model, static shape features such as gender, body height, weight, body fat 171 scale, body fat percentage, percentage of muscle tissue etc., and dynamic motion features like initial pose of the 172 skeleton and joints position are encoded separately. By storing these semantic variables, the 3D gait model can be 173 expressed simply, and by using these estimated high-level semantic variables, body shape morphing can be applied 174 and appropriate body reconstructed as necessary. The motion capture data format of BVH encodes the dynamic 175 motion features, such as the position of the root and orientation of joints. The skeleton structure of BVH is shown in 176 The automatic generation of realistic 3D human body according to several constraints is important in 3D body 184 pose recognition, human tracking or 3D gait recognition. In gait applications, the arbitrary view gait recognition 185 problem has become one of the major issues that must be overcome. 
where i and j are adjacent faces. 
3D parametric statistical models with clothes 230
The scanned human bodies used for training in publicly available 3D datasets are wearing body-fitting clothes 231
to reduce the influence of the clothes. However, in gait recognition or other surveillance applications, the subjects 232 are wearing different clothes, e.g., even heavy or loose clothing. As a result the estimated body shape may be The simulated clothes are predicted for different body shapes parameters S using our proposed clothes 243 model. First, a template clothes T C is synthesized manually from our template body shape using the publicly 244 available software Blender. The template is a parametric model similar to the human body consisting of m points 245
and L faces 1 , ... ,
CT ct ct = . Second, using the clothes model, we synthesized all the clothes i C for each 246 training human body shape using rotation and stretching deformation for each faces 
3D pose and shape estimation underneath clothes 256
We use multi-view 2D or 2.5D gallery sequences for 3D pose and shape estimation based on 3D parametric 257 model of pose and body shape with gait silhouette as constraint. 258 1) Skeleton based posture and shape estimation 259 
266
The silhouette contour at θ view is extracted as a set of markers in 2D or 2.5D galleries as shown in Fig.5 . They 267 are denoted by 268
where X θ is 2D or 2.5D gallery at θ view, and I is the maximum discrete point number. The silhouettes are used 270 to estimate the shape features, motion features ψ and clothes type p using template model by minimizing the 271 
316
The 3D parametric template models in a gait period with k phase are denoted as ( , ) The 3D gait models are encoded using the shape features S based on morphing which is invariant to views and 331 the motion features based posture parameters ψ . The identification of subjects is achieved by comparing S and ψ . .
The skeletons extracted from different carrying conditions are defined as carrying item or non-standard skeletons. 348
2) Embedding Carried Item Skeletons to 3D Gait Models 349
The BVH motion data is skeleton based and it is the representation of the posture parameters. Using the 350 parametric 3D model reconstruction, the carried items are excluded from the body. The carrying-item skeletons 351 extracted from different carrying conditions are then embedded to the 3D gait models that represent normal walking. 352
As a result, the virtual carrying-item gait models are synthesized. Fig. 9 illustrates the process of synthesizing the 353 virtual gait model from the BVH skeleton data of carrying a ball. Using the proposed method, the virtual 354 carrying-item gait models can be synthesized from 3D normal-walking models with different body shape and posture 355 data. 356
The carried items mostly influence the carrying associated part of the skeleton, and the other skeleton data of the 357 gait associated with a subject will not be changed. Therefore, the virtual synthetic skeleton comprising carrying data 358 from carrying-item skeleton and the remaining data from the standard 3D gait skeleton is synthesized first. Since 359 multiple carrying conditions may lead to different carrying associated parts, these parts could include different bones 360 and joint angles of the body skeleton, and they are defined as the ROI of carrying item skeleton. For an example in the 361 ball carrying condition, the ROI may include the bones and joints associated with the upper and lower arm of the two 362 hands as shown in Fig. 9(f) . The ROI from the carrying-item skeleton is denoted as included in the training data set are synthesized using the prior knowledge of carrying items BVH. 374 The multi-view gait data and the corresponding views are the priori knowledge for 3D reconstruction and 385 multi-view gait training. However, in the recognition process, the gait views θ and the mth carrying conditions may 386 be unknown. Thus, the parameters should be detected that correspond to the most similar 3D parametric template 387 models from the template dataset. To estimate the gait view θ and the mth carrying condition, the GEIs at θ view 388 are computed from the template 3D gait models, i.e., , . . . 
The maximum probability information of identity that is selected to achieve carrying condition is 407 classifying the front and back views (i.e., at 0° and 180°, respectively) and views close to them (i.e., at 18° 415 and 162°), as the shape characteristics of a subject remain almost similar in these cases. Also, the degradation 416 in performance for views 72° and 108° is attributed to the similar shape characteristics with the subjects at 417 90° [7] . In order to overcome these problems, the silhouette size gradient score is introduced as an additional 418 constraint for further classification of the estimated gait views. The silhouette size gradient score is defined 419 as representation, a complete dictionary is necessary in which the elements are chosen to achieve sparse linear 437 combination. The dictionary is usually constructed from standard bases (e.g., Fourier and Gabor atoms). However, in 438 face, gait and other image-based recognition, the base elements of an over-complete dictionary are the training 439 samples. 440
Given sufficient i n training samples of the ith object class 
466
According to the theory of sparse representation and compressed sensing, any probe model y can be represented 467
by the linear combination of the atoms in dictionary if given sufficient training samples. In order to obtain sufficient 468 training samples, the different virtual 3D gait models with variant-phase are synthesized in multiple carrying 469
conditions. Together with the normal variant-phase 3D gait models, the over-complete dictionary is constructed. 470
For the parametric gait model, the unified 3D model is fast reconstructed by morphing using the estimated static 471
shape features S and motion features ψ Since a gait period is composed by several gait phases with different postures, it is sufficiently distinct to enable 480 subject identification using a sufficient number of reconstructed 3D gait models in a period. The multi-phase gait 481 models are then collected as input data set denoted by In the training process for AVGR-BRPS, the 3D body can be well reconstructed due to the use of 497 multi-view gait images. For multiple input frames, the body shape is optimized and the skeleton structures 498 are well estimated by overcoming the self-occlusion problems. However, in the recognition step, it is not 499 practical in real applications to use numerous cameras or multi-view images to reconstruct the body. 500
However, single view images provide only one-side surface portion of the human body. Using our 501
clothes-independent 3D body and pose estimation method based on template gait data as prior knowledge, 502 the gait models can be well reconstructed for gait recognition. In order to further improve the robustness of 503 the algorithm, a self-occlusion optimized coefficient Since an over-complete dictionary of 3D gait database is constructed in the proposed workflow, when 517 dealing with a large number of training gait database the search for the minimum reconstructed residual in 518 sparse representation-based classification could be slow and requires large memory. In order to address these 519 problems, the carrying condition of the input probe subject is first determined by the method in Section 3.6. 520
The normal gait database or corresponding virtual synthesized gait database is selected for the next matching 521
process. Second, in order to reduce the large samples, the 3D body shape vector S is used to fast index K 522 (K<M) candidate objects in the selected dictionary that are similar by Euclidean distance. The efficient feature-sign 523 search algorithm [44] is then used to speed up the sparse coding, which enables larger sparse codes to be 524 learned. Given a group of input probe 3D models in a gait period that are denoted by 
Experiments 527
In our proposed gait recognition method, accurate 3D parametric gait model needs to be constructed 528 from multi-view 2D gait silhouettes. Table 1 around the left hand side of the subject were used. In MoBo data capture, six cameras evenly distributed 537 around the subject on the treadmill generated sufficient data for a full 3D reconstruction. These two databases 538 are thus suitable for evaluating the proposed method. 539 
Experiments on CASIA B dataset 541
CASIA Dataset B is a multiview gait dataset comprising 124 subjects, and the gait data was captured from 11 542 views (as illustrated in Fig. 11 In our experiments, the first four normal-walking sequences with 11 views of all subjects are considered as 550 gallery. The first set of walking sequences with carrying conditions of 1-10 subjects is considered as carrying items 551 training gallery. The remaining two normal-walking sequences, two walking sequences wearing a coat and walking 552 sequences with three variations carrying conditions are considered as the probe. 553 1) Estimation of gait views with different methods. 554 Fig. 12 -Fig. 14 show the comparisons of correct view matching rate (CVR) on CASIA B dataset for subjects 555 walking normally, walking with a bag and walking wearing a coat. Our method based on SGEIs with silhouette 556 size gradient score achieves the highest CVR for views 0° and 180°, and views close to them (i.e., 18° and 162°). 557
The CCA [39] method which uses Gaussian process is not suitable for estimating the front and back views (i.e., 0° 558 and 180°) and has low CVR for 90°. The low CVR for views 0° and 180°, as the shape characteristics of a subject 559 remain almost the same in these cases, has been greatly improved compared with VI-MGR proposed in [7] . The 560 silhouette size gradient score as view range constraints for final classification of the estimated gait views is 561 helpful in improving the CVR. In support of this observation, a confusion matrix for CVR of our method 562 corresponding to normal walking cases of probe subjects is presented in Table 2 585 Table 3 shows the rank-1 recognition rate of AVGR-BPRS, method [30] , RLTDA, GEI-SVD and Robust VTM 586 on CASIA B gait dataset with 54°, 90°and 126° views. Among these methods, the known probe gait feature from one 587 view angle is transformed into the most similarity gallery view using a VTM for similarity matching. We removed all 588 the 2D silhouettes at probe view in the 3D reconstructed process. This is because, in VTM based methods, the chosen 589 probe viewing angle must be excluded from the other gallery viewing angles that are used for training in order to 590 evaluate the robustness of view transform model. The multi-view gait silhouettes not at probe view are used for 591 training. 592 
594
AVGR-BPRS outperforms all the existing methods and the most obvious reason is illustrated in Fig. 17 , which 595
shows that AVGR-BPRS is robust and less sensitive to various carrying conditions including wearing a coat and 596 carrying a bag. The parametric 3D model of the human gait is useful for view-invariant gait recognition by using prior 597 knowledge of human body as constraint. The bag not belonging to the body is removed in the 3D morphing process. 598
However, in some cases, the bag could influence the body reconstruction. Fig. 17(g) shows that without using 599 carrying-item posture synthesized model the reconstruction of the left hand is affected by the bag silhouette. Fig. 17(h)  600 shows the correct 3D morphing result using carrying-item posture synthesized model. 601 Fig. 15 shows that the existing methods achieve high gait recognition rates when the views are similar to 0° and 602 180°, and achieve low rates when the views are closer to 90°. This is because the gait silhouettes with a bag at 90° 603 provide the most information of the carrying conditions. By using combined multi-view gait silhouettes for 3D 604 parametric model reconstruction in AVGR-PBRS significantly reduces the influence of the carrying conditions 605 compared with situations just using disturbed gait silhouettes for recognition. 606 Table 3 shows that the existing methods based on VTM or view-independent models have low recognition rates 611 in various carrying conditions. It indicates that the VTM or view-independent models trained by normal gait dataset 612
are not robust to clothing and carrying conditions when the viewing angle is changed. 613
Additional experiments were conducted to show the advantages of our method. Table 4 illustrates the rank-1 614 recognition rate of AVGR-BPRS on CASIA B gait dataset with different size of training views. Note that 615 AVGR-BPRS can realize multi-view gait recognition just using one view gait dataset for training. However a larger 616 number of training samples with various carrying conditions and view angles will contribute to a more accurate 617 reconstructed 3D parametric gait models and an over-complete dictionary of 3D gaits, leading to even better 618 performance in arbitrary view gait recognition under various conditions. Table 4 shows that where the probe views 619 are included in the training gallery views, the recognition rate is higher. This is why better recognition rates are 620 obtained for 90 and 162 degree in condition C than in B. 621 Table 4 C  18°  99  93  92  92  90  90  89  84  84  36°  100  98  90  91  90  88  90  88  81  54°  98  92  86  90  89  85  92  85  80  72°  99  95  91  91  90  86  90  87  82  90°  100  94  95  92  88  91  93  86  90  108°  100  96  92  92  91  88  91  88  81  126°  98  93  88  91  90  84  92  85  80  144°  99  97  90  93  92  86  91  87  83  162°  98  92  93  95  90  90  89  85  86 3  6  9  12  15  18  21 and 2GB RAM. In Table 5 , K is 20% size of I and M is set to three with one normal gait dataset and two 651 virtual synthesized gait datasets, i.e., bag carrying and ball carrying. The running time in our sparse 652 representation based classification might be slower than the 2D based multi-view gait recognition. This is 653 because unlike the GEI or similar method that average silhouettes across a gait cycle to represent gait 654 features, our method reconstructs each 3D model across a gait cycle and search the minimum reconstructeddatasets. However, our method is more robust to achieve higher view-invariant recognition with random number 657 of probe frames and the subjects do not need to walk in a similar trajectory. It shows the potential in real-world 658 applications. 659 Nine experiments were performed with steps as shown in Table 6 for robust test. Since the dataset is not too 666 large, existing methods show high recognition rates when gallery and probe sets are either the same or have small 667 shape variation (train with S and test with S, or train with B and test with B) [48] . In order to evaluate our proposed 668 method for robustness, experiments are chosen with gallery and probe sets under various conditions. Since our virtual 669 model synthesized model needs a template for carrying BVH data extraction, one sequence with ball as illustrated in 670 Fig. 19 is chosen as the gallery and other walk sequences with ball as the probe set. 671 high recognition results when the gait silhouettes have small shape changes (e.g., S vs. F, F vs. S scenarios). However, 679 most approaches are not robust enough to appearance changes (e.g., F vs. B, I vs. B scenarios) due to the shortage of 680 2D gait silhouette based methods. The 2D gait silhouettes could be influenced easily by variant carrying conditions. In 681 contrast, the performance of our 3D gait model based algorithm shows satisfactory classification results across all 682 types of gallery/probe conditions. 683
There are several reasons why our AVGR-BPRS achieves significantly better performance. The first is that our 684 reconstructed 3D models are based on unified parametric body model and multi-view 2D gait silhouettes. It makes 685 our method more efficient dealing with appearance changes and wearing conditions. The second is the use of 686 carrying-items posture synthesized model. The virtual 3D gait models that are not in the training dataset are 687 synthesized using prior BVH data. The last is that 3D parametric model is less sensitive to inclined silhouettes. This is 688
because the 3D models can be manipulated around X-Y-Z axes to fit any changes in hierarchy and initial pose of the 689 body whereas the 2D silhouettes cannot. As the hierarchy and initial pose of the skeleton are included in the motion 690 features ψ , the inclined conditions are considered in 3D pose estimated steps. The above advantages make our 691
proposed method especially suitable for surveillance applications where various wearing and carrying conditions 692 influence the appearance based gait silhouettes. 693 Table 7 Recognition results on Mobo data set using different methods. 
Conclusions 695
In this paper, a novel 3D model-based arbitrary view gait recognition method, AVGR-BPRS, is proposed. 696 AVGR-BPRS is robust to variations in speed, inclined plane, clothing and presence of a carried item, which might be 697 encountered in real scenarios. The experimental results show that AVGR-BPRS is more effective than existing 698 multi-view gait recognition approaches in the case of multiple covariates (e.g., with a coat, carrying a bag, walk with 699 a ball, and walk inclined). 700
