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RATIONAL AND REAL POSITIVE SEMIDEFINITE RANK CAN BE DIFFERENT
JOA˜O GOUVEIA, HAMZA FAWZI, AND RICHARD Z. ROBINSON
Abstract. Given a nonnegative matrix M with rational entries, we consider two quantities: the usual
positive semidefinite (psd) rank, where the matrix is factored through the cone of real symmetric psd
matrices, and the rational-restricted psd rank, where the matrix factors are required to be rational symmetric
psd matrices. It is clear that the rational-restricted psd rank is always an upper bound to the usual psd
rank. We show that this inequality may be strict by exhibiting a matrix with psd rank four whose rational-
restricted psd rank is strictly greater than four.
The positive semidefinite (psd) rank of a matrix was introduced in [GPT13] (see also [FMP+12]). In
this note, we answer a basic structural question about the psd rank: if a nonnegative matrix M has only
rational entries, can the psd rank of M always be achieved by a factorization using only rational matrices?
We answer this question negatively by providing an example of a rational matrix with psd rank four such
that every psd factorization of size four uses irrational numbers. Note that the analogous question for the
nonnegative rank of a matrix was posed by Cohen and Rothblum in [CR93]. It was shown in [CR93] that
all rational matrices with nonnegative rank two admit a rational nonnegative factorization, but the question
for general nonnegative matrices remains open.
Let Sk+ denote the cone of real symmetric k × k psd matrices. The psd rank of a nonnegative matrix is
defined as follows:
Definition 1. Given a nonnegative matrix M ∈ Rp×q+ , a psd factorization of M of size k is a collection
of psd matrices A1, . . . , Ap ∈ Sk+ and B1, . . . , Bq ∈ Sk+ such that Mij = 〈Ai, Bj〉 for all i = 1, . . . , p and
j = 1, . . . , q, where the inner product is the standard trace inner product on symmetric matrices.
The psd rank of M , denoted rankpsdM , is the smallest integer k for which M admits a psd factorization of
size k.
The proof of our example will require a lemma about rational psd matrices of rank one. Any rank one
psd matrix has the form vvT for some vector v. Let φ denote the map taking the vector v to the psd matrix
vvT . Then we have the following.
Lemma 2. If the matrix φ(v) is composed of only rational entries, then v has the form αq where α is a
real scalar and q is a rational vector.
Proof. Suppose that v is a nonzero vector (else the conclusion is immediate). Then, without loss of generality,
we may assume that the first coordinate v1 is nonzero. Since v
2
1 is an entry in the matrix φ(v), it must be
rational. Hence, the matrix 1
v21
φ(v) is also rational. By looking at the first row of this matrix, we see that
the vector
(
1, v2v1 ,
v3
v1
, . . . , vrv1
)
is rational. Now we just scale this rational vector by v1 to finish the proof. 
Our candidate matrix M is the 8 × 6 matrix shown in Figure 1. Readers who are familiar with slack
matrices may be interested to know that M arises as a slack matrix of the polytope with vertices (0, 0, 0),
(1, 0, 0), (0, 1, 0), (1, 2, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1), and (1, 2, 1). Readers who are not familiar with slack
matrices need not worry, as we will refrain from using any results about slack matrices in the proofs.
During our analysis of this example, we will require a few results about psd rank found in the literature.
We summarize these results in the following proposition.
Proposition 3.
(1) [GPT13, Prop. 5] If
√
A is an entry-wise square root of A, then rankpsdA ≤ rank
√
A.
(2) [LT12, Cor. 4.8], [GRT13, Prop. 2.6] If A contains a k×k triangular submatrix T , then rankpsdA ≥
k. Furthermore, in a psd factorization of A of size k, the factor corresponding to the row (or column)
of T with k − 1 zeros must have rank one.
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M =

0 0 2 1 0 1
1 0 0 2 0 1
0 1 2 0 0 1
1 2 0 0 0 1
0 0 2 1 1 0
1 0 0 2 1 0
0 1 2 0 1 0
1 2 0 0 1 0

Figure 1. Our example matrix is a slack matrix of a three dimensional polytope.
Now we begin our analysis of the matrix M .
Lemma 4. We have that rankpsdM = 4 and any psd factorization of M of size four uses only rank one
factors.
Proof. One can verify that the all-nonnegative entry-wise square root of M has usual rank four. Thus
Proposition 3 says that rankpsdM ≤ 4. Consider the submatrix of M indexed by rows 1, 5, 7, and 8 and
columns 1, 2, 5, and 6. This submatrix is triangular so Proposition 3 tells us two things: First, we have
that rankpsdM ≥ 4 and, hence, rankpsdM = 4. Second, the factors corresponding to the first row and first
column in a psd factorization of M of size four must always be rank one. It is easy to verify by inspection
that for every row and column of M we can find a 4× 4 triangular submatrix such that the row or column
in question has three zeros in that submatrix. Thus, repeatedly applying the proposition completes the
proof. 
Remark 5. Note that Lemma 4 is actually a consequence of [GRT13, Prop. 3.2] since our polytope has
minimal psd rank (equal to the ambient dimension plus one) and thus any psd factorization must consist
entirely of rank-one factors.
The next proposition shows that no rational psd factorization of M can have size four.
Proposition 6. We have that rankpsdM = 4, but there does not exist a psd factorization of size four using
only rational matrices.
Proof. Suppose, by way of contradiction, that (A1, . . . , A8, B1, . . . , B6) is a psd factorization of M of size
four that uses only rational matrices. By Lemma 4, each matrix must be rank one. Thus, there exist vectors
a1, . . . ,a8 and b1, . . . ,b6 such that Ai = φ(ai) and Bj = φ(bj). Furthermore, by the properties of the trace,
we must have that Mij = 〈Ai, Bj〉 = 〈ai,bj〉2. Thus, the matrix whose (i, j)th entry is given by 〈ai,bj〉 is
an entry-wise square root of M , which we denote by S. By looking at the submatrix generated by the first
two rows and the fourth and sixth columns, we see that S contains a submatrix S˜ of the form( ±1 ±1
±√2 ±1
)
where there is ambiguity on the sign of each entry.
Now by Lemma 2, each ai and bj must be a rational vector scaled by a nonzero real number. Hence,
there must exist nonzero real numbers α1, α2, β1, β2 such that the matrix resulting from the product(
α1 0
0 α2
)
· S˜ ·
(
β1 0
0 β2
)
=
( ±α1β1 ±α1β2
±√2α2β1 ±α2β2
)
is rational. It is easy to see that if α1β1, α1β2, and α2β2 are rational, then α2β1 must also be rational, which
results in a contradiction. 
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