Sturm oscillation theorem for second order differential equations was generalized to systems and higher order equations with positive leading coefficient by several authors. What we propose here is a Sturm type oscillation theorem for indefinite systems with Dirichlet boundary conditions of the form
Introduction
Sturm oscillation theorem deals with differential equations of the form In this paper, by using the reformulation in terms of calculus of variations as in [3] , we shall study the Dirichlet boundary value problem associated to the linear differential system:
(1.3) where p i is as above. We observe in this respect that the situation we are dealing with is completely different from that of [3] and a new approach is needed, since both sides of equation (1.2) are meaningless. What we propose here is a different definition of both sides of formula (1.2) . In fact, in our case, the Morse index is not well-defined and the natural substitute for the right hand-side will be provided by the spectral flow of a suitable family of Fredholm Hermitian forms. Furthermore, the left hand side will be replaced by a Maslov-type index obtained by specifying a suitable intersection theory in the U -manifold contest. which generalizes that of Edwards. It is worth noticing another completely different generalization of the Sturm oscillation theorem in an indefinite situation recently obtained in [10] . Here the author firstly reduces the even order differential system to a first order Hamiltonian system and successively proves the equality between the spectral flow of a path of unbounded self-adjoint Fredholm operator and the Maslov index of a suitable path of Lagrangian subspaces. 
Linear preliminaries
Assuming that the path A has invertible endpoints and denoting by µ rel the relative Morse index , then the spectral flow of the path A is the integer
where J + K is any compact perturbation of a symmetry cogredient with A. By the properties of the relative Morse index it is easy to check that this number is welldefined. The spectral flow sf(A, [a, b] ) is additive and invariant under homotopies with invertible end points. We refer to [5] where A q(t) is the unique self-adjoint Fredholm operator such that
As consequence of the invariance of the spectral flow under cogredience, it can be proved that this is independent from the choice of the scalar product. Now given any differentiable path q : [a, b] → Herm F (H) at the point t, then the derivativeq(t) is also a Fredholm Hermitian form. We will say that a point t is a crossing point if ker b q(t) = {0}, and we will say that the crossing point t is regular if the crossing form Γ(q, t), defined as the restriction of the derivativeq(t) to the subspace ker b q(t) , is nondegenerate. It is possible to prove that regular crossings are isolated and that the property of having only regular crossings is generic for paths in Herm F (H). 
The structure of U -manifolds and the EM-index. In this paragraph we will briefly recall some useful facts about the U -manifold and we will define the EM-index , by generalizing the intersection theory proposed by Edwards in [3] . We recall that a (real-valued) Hermitian form on a complex vector space V is a real valued function Q on V which satisfies:
Such a function is of the form Q[v] = Q [v, v] where Q : V × V → C is a uniquely determined symmetric sesquilinear form. (ii) h is a non degenerate Hermitian form of zero signature, called superhermitian structure.
We term as superlagrangian subspace any subspace L of the superhermitian space (S, h) of dimension 1/2 dim S on which the superhermitian structure h vanishes identically and we will refer with the name of U -manifold to the set U (S, h) of all superlagrangian subspaces L of (S, h). We observe that from the topological viewpoint the U -manifold is homeomorphic to the unitary group U (n), where n = dim S/2. We will refer to [3, Section 4], for further details. Now, given a finite dimensional complex vector space V , let us consider the space S := V ⊕ V * . If ζ := (ξ, η) ∈ S and if denotes the imaginary part of a complex number, S has a naturally associated superhermitian structure given by h[ζ] := ξ, η and usually called standard superhermitian structure. Every superlagrangian subspace P 0 determines a decomposition of the space of all superlagrangian subspaces as a disjoint union
where n = dim V and where, for each k, U k (P 0 ) is the submanifold of those superlagrangian subspaces which intersect P 0 in a subspace of dimension k; i.e.
We define the following variety
Definition 2.3 Given a pair P 0 , P 1 ∈ U (S, h) of complementary superlagrangians and identifying P * 0 with P 1 via the symmetric sesquilinear form ·, · , we can define the Hermitian form ϕ P 0 ,P 1 : U 0 (P 1 ) → Herm(P 0 ) as
where T P : P 0 → P 1 is the unique Hermitian operator whose graph is P .
Otherwise, the Hermitian form ϕ P 0 ,P 1 on P can be defined in the following way. Let j : S → S be the unique map which is the identity on P 0 and the multiplication by −i on P 1 . Then it can be easily checked that
where h is the standard superhermitian structure.
1
Given any P ∈ U , it is possible to define a canonical isomorphism from T P U and Herm(P ). In fact, let P 0 , P 1 ∈ U be a pair of complementary superlagrangians and let ϕ P 0 ,P 1 be a chart of U . Then the differential d : T P U 0 (P 1 ) → Herm(P ) is the map which send a pointP ∈ T P U 0 (P 1 ) into the Hermitian form Q(P,P ) on P defined as follows. For all ε > 0 sufficiently small, let us consider the curve (−ε, ε) t → P (t) ∈ U such that P (0) = P and P (0) =P . Then
is the path of Hermitian operators contained in the domain of the chart and such that their graphs agrees with the path of superlagrangian subspaces t → P (t) in a sufficiently small neighborhood of t = 0. The differential of the chart gives an isomorphism between T P U 0 (P 1 ) and Herm(P ) and an easy computation shows that such isomorphism does not depend on the choice of P 1 . Summing up, the following result holds.
Proposition 2.2 The U -manifold is a regular algebraic variety of (complex) dimension
. Moreover U 0 (P 1 ), ϕ P 0 ,P 1 , when (P 0 , P 1 ) runs through the set of all pairs of complementary superlagrangians form an atlas of U . The differential of ϕ P0,P1 (P ) at P does not depend on the choice of P 1 ∈ U 0 (P 0 ) and therefore defines a canonical identification of T P U with Herm(P ).
Given any differentiable path p : [a, b] → U , we say that p has a crossing with S (P 0 ) at the instant t = t 0 if p(t 0 ) ∈ S (P 0 ). At each non transverse crossing time t 0 ∈ [a, b] we define the crossing form
and we say that a crossing t is called regular if the crossing form Γ(p, P 0 , t 0 ) is nonsingular. It is easy to prove that regular crossings are isolated and therefore on a compact interval are a finite number. Moreover if p(a), p(b) / ∈ S (P 0 ) then p is said an admissible path.
Remark 2.1 We observe that given a superhermitian space (S, h) it can be shown that the pair defined by ( S, h) where S := S ⊕S and h := −h⊕h is a superhermitian space. With this respect and by defining j as j ⊕ j, then the crossing form can be formally represented by formulas (2.2)-(2.3) simply by writing h instead of h and j insted of j. 
where ε is any positive real number.
The integer µ EM (p, P 0 ) is called the Edwards-Maslov index of P 0 or briefly EMindex.
Proof. Observe that Axioms (i)−(ii) say that the Maslov index is an homomorphism of the relative homotopy group π 1 U , U \ S (P 0 ) into the integers Z. Now, since U is homeomorphic to the unitary group and since U \S (P 0 ) is a cell, by excision axiom we have that
The localization axiom will determine this homomorphism uniquely. It remains only to show that any two curves of the type described by axiom (iii) are in the same relative homotopy class. To do so, let p 1 , p 2 be two such curves. By using Kato's selection theorem it is not restrictive to assume that this two curves are of the form
where ∆ denotes the diagonal matrix. Now the thesis follows by the definition of Γ at t 0 and by taking into account that sign H(t 0 ± ε) = sign H(t 0 ) ± sign Γ(p, P 0 , t 0 ). Since regular crossing are isolated then on a compact interval are in a finite number and the following result holds.
Proposition 2.3 For an admissible differentiable path p : [a, b] → U having only regular crossings, we have:
where we denote by sign the signature of a Hermitian form and where the summation runs over all crossings t.
Proof. The proof of this formula follows by local chart computation obtained by using formulas (2.2)-(2.3) and the localization and concatenation properties. 
Variational setting
We use the variational approach to (1.3) as described in [3] and we will stick to the notations of that paper. Given the complex n-dimensional Hermitian space 
2m then, using integration by parts, the corresponding sesquilinear form q(v, u) can be written as
where l(x, D) is a differential operator of the form of (1. 
The only specific fact that will be needed is that the entries a j,2m−j−1 are all equal to ±p 2m . Let H 
and
Let C λ be the path of bounded self-adjoint Fredholm operators associated to q λ via the Riesz representation theorem. Proof. That the operator C 0 is an isomorphism can be proven exactly as in [5, Proposition 3.1] . On the other, hand each q λ is a weakly continuous perturbation of q 0 since it differs from q 0 only by derivatives of u of order less than m. Therefore C λ − C 0 is compact for all λ ∈ J and hence C λ is Fredholm of index 0. The last assertion follows from this. When the form q Ω is non degenerate, i.e. when 1 is not a conjugate instant, according to the definitions and notation of section 2, we introduce the following definition.
where sf denotes the spectral flow of the path q λ i.e., the number of positive eigenvalues of C λ at λ = 0 which become negative at λ = 1 minus the number of negative eigenvalues of C λ which become positive. (See, for instance [5] , for a more detailed exposition).
Solution space and EM-index of the boundary value problem. If Σ is the set of all solutions of Ω, by general facts on ODE, it can be proved that Σ is a subspace of H m of dimension 2mn and
is independent of the choice of x.(See [3, Section 1], for further details). Furthermore, h it is immediately seen to be a non degenerate Hermitian form on Σ. To prove this fact, we first introduce the map A # , as follows:
From the equalities a j,2m−j−1 (x) = ±p 2m and a j,k (x) = 0 for |j +k| ≥ 2m we have that the matrix A # (x) is non singular, hence A # (x) is 1−1 and onto. Now the non degeneracy of h follows from the fact that the Hermitian form (v, w) → v, w on C nm ⊕ C nm is non degenerate.
Definition 3.5 By the solution space of Ω we mean the pair (Σ, h) consisting of the solutions space Σ and the non degenerate Hermitian form h defined on them by
Before proceeding further we observe that the point λ 0 ∈ (0, 1) is a conjugate point if there exists a non trivial solution u of the Dirichlet boundary value problem
Now let C 4mn = (C mn ) 4 , and let h be the Hermitian form given by
By an easy calculation obtained by taking into account that superhermitian structure h[u] is independent of x, it follows that the image of the map
is an element of U (C 4mn , h). It is a well-known fact that conjugate instants cannot accumulate at 0 and thus we can find an ε > 0 such that there are no conjugate points in the interval [0, ε] . 
The main result
Theorem 4.1 (Generalized Sturm oscillation theorem). Under the above notations, we have:
Proof. We split the proof into some steps.
The result holds for regular paths. Let q be the path of Fredholm Hermitian forms defined by
In order to prove the thesis, as consequence of propositions 2.1 and 2.3, it is enough to show that at each crossing point λ 0 , we have sign Γ(q, λ 0 ) = sign Γ(a, P 0 , λ 0 ). Now let λ 0 be a crossing point and let us denote by · the derivative with respect to λ. Thus we havė
can be written as p 2m 
Proof. It follows by straightforward calculations. Therefore for any s ∈ (0, 1] the function u s (x) solves the Cauchy problem
where for each j = 1, . . . , 2m − 1, c j =
. Differentiating the Cauchy problem (4.2) with respect to s and evaluating at s = λ 0 , we get
If u ∈ ker q λ0 , performing integration by parts and observing that u λ0 (·) = u(·), as consequence of equation (4.3), we havė
Sinceq λ 0 is a Hermitian form, in particular it is a real-valued function; thus we haveq 
