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Introduction {#sec001}
============

Living systems have advanced through a long history of Darwinian evolution. As a result, they have acquired properties distinct from other physical systems. First, they have developed biological functions. For example, at the molecular level, many different proteins have evolved to work under physiological conditions. On a larger scale, the cells have developed to undergo metabolism and proliferation.

Another significant property of living systems is the existence of several types of robustness \[[@pcbi.1007969.ref001]--[@pcbi.1007969.ref003]\]. Here, the term robustness refers to the property of a system retaining its function despite exposure to disturbances such as mutations or noise. Among the types of robustness, mutational robustness is of particular importance. Since living systems are constantly exposed to the mutation of genes, the systems that are not robust against mutation do not survive the course of evolution. Thus, it is widely considered that mutational robustness is acquired through evolution. However, if we regard the process of developing functions as an optimization process, highly optimized systems are intuitively considered as fragile against disturbances, and thus, it is natural to consider that they readily lose their functions by mutation. In this respect, the process of evolution should be something different from a simple optimization process. Robustness against several types of noise, such as disturbance from the environment and the noise that occurs within the cell, and in particular, the fluctuation due to the finiteness of the number of molecules, is also important, because living systems function stochastically in the noisy world in which we live.

As Wagner pointed out \[[@pcbi.1007969.ref002]\], it is difficult to investigate mutational robustness experimentally. Thus, numerical simulations based on mathematical models provide important information. In this work, we investigated the relationship between the development of function and robustness using a toy model of gene regulatory networks (GRNs).

GRNs are complex networks of genes that mutually regulate their expression levels to adapt the cell state to environmental conditions. The regulation mechanism of GRNs is as follows: A protein called a transcription factor (TF) is expressed from one gene. This TF acts either as the activator or the repressor of other genes. The activator binds to an upstream region of the promoter of the target gene and promotes its expression by recruiting the RNA polymerase, which produces mRNA. A protein is synthesized at a ribosome according to the mRNA sequence. A gene is sometimes expressed without the activator owing to spontaneous binding of the RNA polymerase. In contrast, the repressor binds to the promoter of the target gene to block RNA polymerase. As a result, the expression of the target gene is prevented. The produced protein then acts as a TF to yet other genes, and thus the genes regulate each other.

There have been a number of theoretical studies on the evolution of GRNs, most of which have used evolutionary simulations \[[@pcbi.1007969.ref004]--[@pcbi.1007969.ref011]\]. However, the results and knowledge obtained from these types of studies strongly depend on the evolutionary pathways studied. We discuss the universal aspects of function and robustness, irrespective of the evolutionary pathway, by exploring a landscape description of evolution. Landscape descriptions have been discussed in biological systems in many different contexts. Some examples include the energy landscape for protein folding \[[@pcbi.1007969.ref012]\] and the epigenetic landscape for development \[[@pcbi.1007969.ref013]\]. The fitness landscape (or adaptiveness landscape), in which the fitness distribution in the multidimensional genotypic space is considered, is a classic concept for discussing evolutionary processes \[[@pcbi.1007969.ref014]\]. However, it has long been viewed as an abstract concept, except for when applied to very simple models. For example, the ruggedness of the fitness landscape has been discussed using the random Boolean network model \[[@pcbi.1007969.ref015]--[@pcbi.1007969.ref017]\]. Quite recently, empirical fitness landscapes are becoming available \[[@pcbi.1007969.ref018]\].

We explored a different type of a fitness landscape, in which the fitness was considered as an independent variable. We classified GRNs according to their fitness and investigated the properties that emerged as the fitness increased. Research in this direction was previously conducted by Ciliberti *et al*. \[[@pcbi.1007969.ref019], [@pcbi.1007969.ref020]\], who sampled GRNs randomly and found that a majority of functional GRNs are connected with each other by successive mutations, similar to the neutral networks found in the RNA sequence space \[[@pcbi.1007969.ref021]\]. In other words, the functional GRNs form a large cluster in a neutral space, which is the genotypic populations that share the same fitness \[[@pcbi.1007969.ref002]\]. For such genotypes, the possibility that they stay in the same neutral space is high when some of the genes are mutated. Thus, the genotypes belonging to such a cluster are considered to be robust against mutations. The concept of the neutral space is also a landscape-type point of view. It should be noted, however, that the fitness of the model used by Ref. \[[@pcbi.1007969.ref019]\] had only two values: either viable or not viable. This simplification made it possible to investigate the neutral space by randomly sampling GRNs.

The model we constructed has a continuous fitness. We considered random GRNs, which have one input gene and one output gene, like the one used by Ref. \[[@pcbi.1007969.ref010]\]. They can be regarded either as GRNs directly responding to environmental changes or as a part of a larger GRN. We assumed that the input signal took two distinct states ("on" and "off" for example) and required that the response to these two input states differ as largely as possible. In other words, the required function of GRNs was to distinguish between the two input states. We defined the difference in the expression of the output gene between two input states as the fitness. We constructed ensembles of GRNs in which possible GRNs are classified according to their fitness and investigated how the characteristic properties of GRNs change with the fitness. The constant-fitness ensemble introduced in this study is a concept very similar to the neutral space. If evolution is the process during which the fitness is gradually optimized, it should consist of successive transitions between the constant-fitness ensembles in the direction of a higher fitness. Thus, if some universal properties emerge in this process, they should be observed, irrespective of the evolutionary pathway.

Since GRNs having high fitness are rare, the simple random sampling method is not appropriate for obtaining a sufficient number of samples of such GRNs. In studies by Refs. \[[@pcbi.1007969.ref022], [@pcbi.1007969.ref023]\], the Markov Chain Monte Carlo method (Metropolis method) was used to sample functional GRNs randomly, for which the network motifs were analyzed. This method is suitable for efficient sampling of functional GRNs. In this paper, in contrast, to sample GRNs in the whole range of fitness, we employed a rare event sampling method based on the multicanonical Monte Carlo (McMC) method, which was developed in the field of equilibrium statistical mechanics.

Model and method {#sec002}
================

Model {#sec003}
-----

We ignored the detailed mechanism of the expression of transcription factors and dealt only with the regulatory relationships between genes. Namely, we considered a connectionism-type model \[[@pcbi.1007969.ref024]\]. A GRN is represented by a directed random graph in which the nodes correspond to the genes and the edges correspond to the regulatory interactions. To exclude genes not participating in the functions, we required that paths from the input gene to all the other genes, as well as paths to the output gene from all the other genes, exist. We prohibited both the mutual regulation of two genes and the self-regulating loop. They are frequently observed in real GRNs and in particular, the combination of mutual repression and self-activation is known to give rise to bistability \[[@pcbi.1007969.ref022], [@pcbi.1007969.ref025]--[@pcbi.1007969.ref027]\]. Thus, this restriction means that we excluded a representative structure of bistable GRNs. We conducted preliminary computations for the model that these two types of regulations are permitted and confirmed that the results were qualitatively unchanged. Regulations to the input gene from the other genes and regulations from the output gene to the other genes were permitted.

The GRNs have *N* nodes and *K* edges. The average number of edges connected to a node is represented as *C* ≡ 2*K*/*N*. The node number one was assigned to the input node. How the output node was determined will be described later. An illustrative example of a randomly-generated GRN is shown in [Fig 1](#pcbi.1007969.g001){ref-type="fig"}.

![An example of the random GRN.\
A randomly generated GRN with one input node and one output node for *N* = 6 and *K* = 15 is shown. I and O indicate the input node and the output node, respectively. The lines indicate the regulation: The blue lines are for activation and the red lines are for repression.](pcbi.1007969.g001){#pcbi.1007969.g001}

Each node was assigned a variable called "expression" *x*~*i*~, where *i* is the node number and *x*~*i*~ takes a continuous value ∈ \[0, 1\]. We assumed the following difference equation for the dynamics of the expression as in Ref. \[[@pcbi.1007969.ref004], [@pcbi.1007969.ref005]\]: $$\begin{array}{r}
{x_{i}\left( t + 1 \right) = R\left( I\left( t \right)\delta_{i,1} + \sum\limits_{j \neq i}J_{ij}x_{j}\left( t \right) \right),} \\
\end{array}$$ $$\begin{array}{r}
{R\left( x \right) = \frac{1}{1 + e^{- a(x - b)}},} \\
\end{array}$$ where *I*(*t*) is the input signal at time *t*, which is applied only to the input node. *J*~*ij*~ expresses the regulating interaction from *j*-th node to *i*-th node. For simplicity, all amplitudes of the regulations were taken as \|*J*~*ij*~\| = 1 if they existed, and 0 or ±1 were assigned randomly to *J*~*ij*~: *J*~*ij*~ = 0 means that there is no regulating interaction from *j*-th gene to *i*-th gene and *J*~*ij*~ = 1 and −1 represent the activation and the repression, respectively. Since self-regulation was not permitted, *J*~*ii*~ = 0. *J*~*ji*~ = 0 when *J*~*ij*~ ≠ 0, because mutual regulation was absent.

The discontinuous sign function is sometimes used for the response function *R*(*x*) with *x* being assumed to take ±1 \[[@pcbi.1007969.ref004], [@pcbi.1007969.ref005], [@pcbi.1007969.ref020]\]. But since we want to define a fitness function having a continuous value, we used the above sigmoidal function, which reflects the fact that the responses in living systems are imprecise and stochastic (or "sloppy" according to Ref. \[[@pcbi.1007969.ref011]\]). This type of response function was proposed in Ref. \[[@pcbi.1007969.ref004]\] and was frequently used \[[@pcbi.1007969.ref006], [@pcbi.1007969.ref010], [@pcbi.1007969.ref011], [@pcbi.1007969.ref028], [@pcbi.1007969.ref029]\]. The parameter *a* determines the steepness of the sigmoidal function and *b* gives the threshold. In this paper, we fixed the parameters to *a* = 1 and *b* = 0. In this case, *R*(*x*) is equivalent to (tanh *x* + 1)/2 \[[@pcbi.1007969.ref008]\]. The function is also close to the one proposed by Mjorsness inspired by the Hill function \[[@pcbi.1007969.ref024]\]. Each node exhibits the spontaneous expression *x*~*i*~ = 0.5 even when no input is provided. We also conducted preliminary computations for steeper functions such as (tanh 2*x* + 1)/2, which corresponds to a response function with a larger Hill coefficient, and confirmed that results were qualitatively unchanged.

Assuming that the environment takes two distinct states, we required the GRN to respond to the difference between *I* = 0 and 1 as sensitively as possible. This is the functionality assumed for GRNs in this study. For that purpose, we defined the response $\overline{x_{i}}\left( I \right)$ of *i*-th gene to the input as the temporal average of the expression at the steady state. If the dynamical system reached the fixed point, taking the average was not necessary. The system reached the fixed point in most cases. As the initial state, we assumed that all the genes exhibited a spontaneous expression and set *x*~*i*~ = 0.5. The initial state dependence will be discussed later on.

The sensitivity of the *i*-th gene was defined by the difference of the response of the gene for *I* = 0 and 1 as follows: $$\begin{array}{r}
{s_{i} = \left| \overline{x_{i}}\left( 1 \right) - \overline{x_{i}}\left( 0 \right) \right|.} \\
\end{array}$$ It should be noted that we only required the absolute value of the difference between $\overline{x_{i}}\left( 1 \right)$ and $\overline{x_{i}}\left( 0 \right)$ to become large in this definition, and which value was larger was not relevant. The node that exhibited the largest sensitivity except the input node was selected as the output node. If the node of the largest sensitivity lacked paths from one or more other genes, such GRN was not used. We regarded the sensitivity of the output node as the "fitness" *f*. Since we did not perform the evolutionary simulation, the term "fitness" simply refers to the degree of functionality.

Method: Multicanonical ensemble {#sec004}
-------------------------------

Our purpose was to classify the randomly generated GRNs according to fitness and investigate their universal properties. To this end, we would have liked to have sampled a large number of GRNs with a variety of fitness values, but as GRNs with high fitness were expected to be rare, the simple random sampling procedure was considered not to be useful. Thus, we employed the rare-event sampling method based on the multicanonical Monte Carlo (McMC) method \[[@pcbi.1007969.ref030], [@pcbi.1007969.ref031]\].

McMC belongs to the Markov chain Monte Carlo method and was originally developed in the field of equilibrium statistical mechanics. In the context of statistical mechanics, it realizes the uniform sampling in energy. For that to be possible, the appearance probability of a microscopic state of energy *E* should be made inversely proportional to the number of states Ω(*E*) having the same energy. In the ordinary Metropolis method, the following detailed balance condition is assumed between the transition probability *W*~*ij*~ from *j*-th state to *i*-th state and that for the inverse process: $$\begin{array}{r}
{W_{ij}P_{eq}\left( E_{j} \right) = W_{ji}P_{eq}\left( E_{i} \right),} \\
\end{array}$$ where *P*~*eq*~(*E*) represents the appearance probability of the microscopic state of the energy *E* in thermal equilibrium. While the Gibbs distribution is used as *P*~*eq*~(*E*) in the ordinary Metropolis method, the flat energy distribution is obtained if *P*~*eq*~(*E*) ∝ 1/Ω(*E*).

Although the number of states Ω(*E*) is not known beforehand, only a rough estimation is sufficient for the sampling purpose. McMC consists of two processes. The first is the learning process to determine the weight, namely, the approximate value of the appearance probability for each energy state. The second step is the measurement process by the Metropolis method using these weights. In the case that the energy takes continuous values, the whole range of the energy is divided into bins and Ω(*E*) is approximated by a piecewise linear function in the original McMC. The probability distribution of the energy in each bin is regarded as the canonical distribution of constant temperature, which differs from bin to bin. In contrast, we assign a constant weight within each bin. Thus the energy distribution in each bin is the microcanonical distribution. This latter method is called "entropic sampling" \[[@pcbi.1007969.ref032]\], which is one of the variants of McMC.

By using this method, we can sample the microscopic states in a wide range of energies randomly, in principle. We can estimate the appearance probability of the energy corresponding to each bin using the obtained histogram and the weight. The energy distribution in a bin obtained by entropic sampling is not uniform but proportional to the number of states having the same energy. Thus, for thermodynamic systems, the number of states that appear in the simulation within each bin decays exponentially as the energy increases. It should be noted that since this method is based on the Markov chain Monte Carlo method, the successive samples resemble each other. Therefore, samples should be taken at intervals to reduce these correlations.

By regarding quantities other than the physical energy as energy, this method can be applied to a variety of problems. It is particularly suitable for counting rare states or for estimating the appearance probability of rare events \[[@pcbi.1007969.ref033]--[@pcbi.1007969.ref038]\]. Ref. \[[@pcbi.1007969.ref036]\] used this method to investigate the mutational robustness of biologically-inspired networks.

In this study, we performed entropic sampling by regarding fitness as energy. We estimated the appearance probability of each fitness and sampled GRNs with a wide range of fitness values. As the elementary process of the Monte Carlo method, we replaced a randomly chosen edge to another place and selected the input and output nodes as the abovementioned conditions were satisfied. Thus *K* was kept constant. It should be noted that this elementary process is only for sampling GRNs in McMC and does not relate to any evolutionary process.

For the networks having *K* edges, we defined *K* trials of elementary processes as one Monte Carlo step (MCS). We obtained the fitness at every MCS; however, we sampled GRNs at every 10 MCS to reduce correlations. We employed the Wang-Landau method \[[@pcbi.1007969.ref039], [@pcbi.1007969.ref040]\] to determine the weights. We divided the range \[0, 1\] of the fitness *f* into 100 bins. To check the consistency of the result, we performed 5 independent runs of entropic sampling. Thus 5000 GRNs on average were obtained as a total for each bin.

Results {#sec005}
=======

We performed computations on networks of *N* = 16 ∼ 32 and *C* = 5 and 6. The following presents the results for *C* = 5 unless otherwise stated.

Fitness landscape {#sec006}
-----------------

[Fig 2](#pcbi.1007969.g002){ref-type="fig"} shows the relative number of states Ω(*f*) of GRNs in each bin \[*f*, *f* + 0.01) for both *C* = 5 and 6. The sum of Ω(*f*) is normalized to unity. Although this figure does not represent a conventional fitness landscape in which the fitness is drawn in the genotypic space, we may denote it as a "fitness landscape" in the same sense as the energy landscape in the protein folding problem, in which the entropy is drawn against the energy. Since the vertical axis is in the logarithmic scale, it can be interpreted as the entropy of each bin of the fitness. A majority of GRNs have a small *f*; over 97% of GRNs are within the range *f* \< 0.2 for *N* = 32, *C* = 5. The fitness landscape bends at *f* ≃ 0.2 and the GRNs become exponentially rare as *f* increases. The slopes are different for different *N*. For *f* \> 0.8, the GRNs become rare with faster than exponential decay. The appearance probabilities of the GRNs participating in "the fittest ensemble", *f* ∈ \[0.99, 1\], for *N* = 32 are as small as about 3 × 10^−19^ and 1.4 × 10^−17^ for *C* = 5 and 6, respectively.

!["Fitness landscape", that is, the relative number of GRNs against fitness.\
(a) *C* = 5 (b) *C* = 6. The vertical axes are in log scale. The whole range of the fitness is divided into 100 bins. The sum of Ω(*f*) for all the bins is normalized to unity. The appearance probabilities of the GRNs participating in the fittest ensemble, *f* ∈ \[0.99, 1\], for *N* = 32 are as small as about 3 × 10^−19^ and 1.4 × 10^−17^ for *C* = 5 and 6, respectively.](pcbi.1007969.g002){#pcbi.1007969.g002}

Emergence of cooperative bistability {#sec007}
------------------------------------

Although the function we required for GRNs was to discriminate *I* = 0 and 1 sharply, to investigate the dynamical properties of highly-fit GRNs, we studied how the steady-state response changed at intermediate values of input. The response ${\overline{x}}_{out}$ (the fixed-point values) against *I* of 12 randomly chosen GRNs with the initial state set as *x*~*i*~(0) = 0.5 are plotted for the bin *f* ∈ \[0.7, 0.71) ([Fig 3a](#pcbi.1007969.g003){ref-type="fig"}) and the fittest ensemble ([Fig 3b](#pcbi.1007969.g003){ref-type="fig"}). Since the fitness expresses the difference of the response for *I* = 0 and 1, the response can either be an increasing function or a decreasing function of *I*. In the cases of *f* ∈ \[0.7, 0.71), most of the GRNs responded smoothly to the changes in input; some of them were ultrasensitive \[[@pcbi.1007969.ref041], [@pcbi.1007969.ref042]\], and a few among the ultrasensitive GRNs exhibited discontinuous responses. In contrast, all GRNs in the fittest ensemble exhibited discontinuous step-like responses.

![Steady-state responses of GRNs for 12 randomly selected samples.\
For each value of *I*, all expressions were set as *x*~*i*~ = 0.5 in the initial state and the fixed-point values are plotted. (a) *f* ∈ \[0.7, 0.71). Most of the samples respond smoothly to input. (b) The fittest ensemble. All GRNs exhibit a step-like discontinuous response.](pcbi.1007969.g003){#pcbi.1007969.g003}

These step-like responses are the consequence of two successive saddle-node bifurcations, with *I* as the bifurcation parameter \[[@pcbi.1007969.ref043]\]. Namely, there are two stable fixed points and one unstable fixed point in a finite range of *I*. Although it is difficult to identify the unstable fixed point, there should be a bistable region between the two bifurcation points, and hysteresis is expected to be observed between the increasing and decreasing process of *I*. We examined the hysteresis of GRN as follows: First, taking the steady-state at *I* = 0 as the initial state, we increased *I* by 0.001 and ran the dynamics until the steady state was reached. This procedure was repeated up to *I* = 1. Next, we performed the inverse process, starting from the steady state at *I* = 1 and then decreased *I* to *I* = 0. An example of a GRN belonging to the fittest ensemble is shown in [Fig 4a](#pcbi.1007969.g004){ref-type="fig"}, which exhibits a clear hysteresis. We also checked GRNs that did not show a discontinuous response in the ensemble for *f* ∈ \[0.7, 0.71) and confirmed that they did not exhibit hysteresis.

![Emergence of bistable responses.\
(a) An example of the response of the output gene when the input was changed gradually for a GRN in the fittest ensemble for *N* = 32 and *C* = 5. The final state of the expression for *I* was used for the initial state for the next value of *I*. The fixed-point values are plotted for both the increasing process (blue) and the decreasing process (orange) of *I*. Clear hysteresis is seen in an intermediate range of *I*. (b) Appearance probability of the bistable GRNs against *f* for 13 bins for *C* = 5.](pcbi.1007969.g004){#pcbi.1007969.g004}

The bistable GRNs can be classified into three classes according to the range where the bistability occurs. The first is the toggle switch. For the GRNs belonging to this class, the GRNs are monostable both at *I* = 0 and 1 and the bistable range lies between them. The second is the one-way switch \[[@pcbi.1007969.ref043]\]. In this class, the bistable range includes either *I* = 0 or 1. In the third class, both *I* = 0 and 1 are included in the bistable range. Since GRNs belonging to this last class do not work as a switch, we call this class as "the unswitchable". We found that among 4524 bistable GRNs, the ratio of the toggle switch, the one-way switch, and the unswitchable were 27.8%, 42.5%, and 29.7%, respectively. The GRNs belonging to the one-way switch and the unswitchable were expected not to follow the abrupt change of the input, at least in one direction. By running the dynamics setting *I* as 0 for the first 1000 steps, then 1 for the next 1000 steps, and 0 again for the last 1000 steps, we confirmed that the toggle switch GRNs followed the input change, while other GRNs were unable to follow the input change properly due to them being trapped by the wrong fixed point.

We then studied the fitness dependence of the proportion *P*~2~ of GRNs exhibiting bistability. Since it is difficult to rigorously examine the bistability of dynamical systems with large degrees of freedom, we employed a heuristic method; if a difference larger than 0.01 was observed in the steady-state value of some *I* between the increasing process and decreasing process with *I* changed at the interval 0.001, it was regarded as the indicator of bistability. Since a very weak bistability may have been missed by this criterion, the obtained *P*~2~ was regarded as the lower limit. We included the one-way switch and the unswitchable in the bistable cases. [Fig 4b](#pcbi.1007969.g004){ref-type="fig"} shows *P*~2~ against *f*. *P*~2~ exhibits a sigmoidal increase, which, for the fittest ensemble of *N* = 32, reached 99.9% (4524 among 4528 for *C* = 5 and 4785 among 4787 for *C* = 6). Since we did not observe a significant size dependence, it was not considered to be a phase transition. However, there was a characteristic value of *f* where the bistable GRNs started to appear. From its tendency to increase, we expect *P*~2~ to approach 1 as *f* → 1. This means that the GRNs necessarily become bistable as the fitness increases. The qualitatively same result was also obtained for *C* = 6.

Although we did not require the ability to follow the input in the definition of fitness, it may be added as a requirement *a posteriori*. For example, the fitness for the GRNs which did not follow the input change may be defined as 0. Then, the fittest ensemble will be reduced in size to 28%. Using our method, the fitness can be modified even after the computation has been done. From herein, we consider the fittest ensemble, which includes GRNs that could not follow the change of input.

Robustness against noise {#sec008}
------------------------

In the following, we discuss several kinds of robustness for all 4528 GRNs in the fittest ensemble. First, the robustness against the input noise was considered. We assumed that the number fluctuation of the input molecules was the source of the noise. We observed an instantaneous response for the change of the input value *I* = 0 → 1 → 0 as previously. However, this time, the uniform random number in the range \[−0.3, 0.3\] was added to the input as the noise. Although *I* became negative from time to time throughout this procedure, this was unlikely to cause a problem for investigating the effect of the noise qualitatively.

[Fig 5a](#pcbi.1007969.g005){ref-type="fig"} shows the dynamical response to the noisy input of the GRN which followed the input change without noise. Both the input and the response are plotted. The response was found to be stable despite the noisy input. This is the consequence of the bistability and the GRN works as a low-pass filter. We confirmed that all GRNs that followed the input properly in the absence of noise were able to also follow the noisy input. Moreover, the number of the GRNs able to follow the input increased, reaching 1506, under this condition. An example is shown in [Fig 5b](#pcbi.1007969.g005){ref-type="fig"}, which suggests that the GRN locked to the wrong fixed point was released by the noise. We call this effect the "noise-induced response" (NIR).

![Dynamical responses to noisy input for *N* = 32 and *C* = 5.\
Both the input *I* (orange) and the response of the output gene *x*~*out*~(*t*) (blue) are shown. The input value was changed as *I* = 0 → 1 → 0 at every 1000 steps with uniform random number ∈ \[−0.3, 0.3\] being added at every time step. The green line indicates the response without noise. (a) The case that the GRN can follow the input change without noise. (b) The case that the GRN fails to follow the input change without noise. The noise-induced response (NIR) is observed.](pcbi.1007969.g005){#pcbi.1007969.g005}

Next, we investigated the robustness against internal noise. Here, the number fluctuation of transcription factors was assumed to be the source of the noise. The dynamics were modified as follows: $$\begin{array}{r}
{x_{i}\left( t + 1 \right) = R\left( I\left( t \right)\delta_{i,1} + \sum\limits_{j \neq i}J_{ij}\left\{ x_{j}\left( t \right) + \xi_{ij}\left( t \right) \right\} \right),} \\
\end{array}$$ where *ξ*~*ij*~(*t*) is the internal noise added to the expression of *j*-th gene when regulating *i*-th gene. The uniform random numbers in the range \[−0.1, 0.1\] were used as *ξ*~*ij*~(*t*).

The temporal responses to the changes in input for both the cases with and without the internal noise are plotted in [Fig 6](#pcbi.1007969.g006){ref-type="fig"}. [Fig 6a](#pcbi.1007969.g006){ref-type="fig"} shows the same GRN as [Fig 5a](#pcbi.1007969.g005){ref-type="fig"}, which followed the input change both in the absence and the presence of noise. In [Fig 6b](#pcbi.1007969.g006){ref-type="fig"}, a GRN which did not follow the input in the absence of noise is shown. It successfully followed the input when the internal noise was applied, despite being slightly noisy. Namely, the NIR by the internal noise was observed in this case. We found that the number of GRNs with the ability to follow the input increased to 46% (2086 out of 4528) under this condition. The ratio depended on the amplitude of the noise. When a larger noise *ξ*~*ij*~ ∈ \[−0.2, 0.2\] was applied, although the NIR ratio increased, some GRNs which had been able to follow the input without noise lost that ability.

![Dynamical responses under internal noise for *N* = 32 and *C* = 5.\
The input value was changed as *I* = 0 → 1 → 0 at every 1000 steps with uniform random number ∈ \[−0.1, 0.1\] being added to the input to each gene at every time step. The responses of the output gene *x*~*out*~ with (orange) and without (green) internal noise are shown. (a) The same sample as [Fig 5a](#pcbi.1007969.g005){ref-type="fig"}. (b) A case where the GRN fails to follow the input change without noise but exhibits NIR.](pcbi.1007969.g006){#pcbi.1007969.g006}

The robustness against both the input noise and the internal noise are consequences of bistability. Despite the fact that the robustness was not required as the fitness, bistable GRNs appeared as the fitness increased, and, as a byproduct, they acquired the robustness against noise automatically. Therefore, the robustness against noise is an accompanying property of high fitness.

Robustness against mutation {#sec009}
---------------------------

Finally, we investigated the robustness against mutation. We considered the effect of the simplest mutation, *i.e*., the deletion of one of the edges. This mutation represented a situation where the affinity between a gene and a TF was lowered by a slight mutation occurring at the TF or the TF binding site.

We computed the fitness *f*′ after all possible mutations for all GRNs in the fittest ensemble. For each GRN, the input gene and the output gene were kept the same as those before the mutation. The color map in [Fig 7a](#pcbi.1007969.g007){ref-type="fig"} shows the logarithm of the probability distribution *P*(*f*′) against *f*. The sum of *P*(*f*′) in each bin of *f* is normalized as unity. Most of *f*′s did not differ largely from the original *f*s. Thus, the fitness did not change much after the single-edge deletion. However, the edges for which the fitness dropped significantly when deleted started to appear near *f* ≃ 0.6. As *f* increased, the low peak corresponding to such edges (seen as light blue area) moved to *f*′ ≃ 0 and the edges with intermediate *f*′ decreased. [Fig 7b](#pcbi.1007969.g007){ref-type="fig"} shows the distribution of *f*′ for the fittest ensemble. The edges were divided into two groups: edges for which *f*′ stayed high and edges with *f*′ near zero. Although there were a few intermediate edges, they were scarce, and are not visible in the figure. In other words, as the fitness increased, the lethal edges started to appear and the edges were divided into neutral ones and lethal ones. The majority of the edges were neutral against mutations and the lethal edges were less common, even in the fittest ensemble.

![Robustness against mutation.\
(a) The probability distribution *P*(*f*′) of the fitness *f*′ after all possible single-edge deletions against *f* for *N* = 32. The values of *f*′ are divided into 100 bins as *f*. Sum of *P*(*f*′) for each bin of *f* is normalized to unity. The bins for *P*(*f*′) \< 0.001 are shown in the same color. (b) The probability distribution *P*(*f*′) for the fittest ensemble for *N* = 32. (c) The probability distribution *P*(*n*~*L*~) of the number of the lethal edges *n*~*L*~ for the fittest ensemble.](pcbi.1007969.g007){#pcbi.1007969.g007}

We counted the number of lethal edges *n*~*L*~ for each GRN in the fittest ensemble. [Fig 7c](#pcbi.1007969.g007){ref-type="fig"} shows the probability distribution *P*(*n*~*L*~). Here, a large threshold was set, where *f*′ \< 0.9 was regarded as the criterion for the lethal edges. However, since most of the edges were either *f*′ ≃ 1 or *f*′ ≃ 0, the choice of threshold only slightly affected the result. Although there was a size effect in *P*(*n*~*L*~), interestingly, the peak position did not depend on size significantly. The typical numbers of the lethal edges were about 6 and 7 for *C* = 5 and 6, respectively. This implies that large GRNs readily become relatively more robust than smaller ones. There were completely robust GRNs without a lethal edge, although they were scarce. For *N* = 32, the number of such GRNs was 17 out of 4528, which is a small number, however, they were not extremely rare considering the rareness of the fittest ensemble.

Among these 17 GRNs, 13 were toggle switches and the rest four were one-way switches. This ratio of the toggle switches is significantly higher than that for all the GRNs in the fittest ensemble. We show the network structures of all 13 such GRNs in [S1 Fig](#pcbi.1007969.s001){ref-type="supplementary-material"}. We call them "toggle switches without a lethal edge" (TSwoLE). For TSwoLE, we studied the effects of another type of mutation, namely, the addition of a single edge. We tried all the possible single-edge additions for each GRN. We found that all the GRNs kept high fitness for more than 95% of possible single-edge additions. In contrast, this ratio differs largely from network to network for other GRNs belonging to the fittest ensemble. Thus, TSwoLE are particularly robust to mutation.

To induce a stronger mutation, we performed a single-node deletion, that is, a knockout of a single gene to all the GRNs in the fittest ensemble. Again, most of the genes were divided into neutral genes and lethal genes for the fittest ensemble. The probability distributions of the number of lethal nodes are shown in [Fig 8](#pcbi.1007969.g008){ref-type="fig"}. Since the effect of the mutation was strong, we did not find GRNs without lethal nodes. However, relatively robust GRNs with only a few lethal nodes were not extremely rare.

![Probability distribution *P*(*n*~*LN*~) of the number of lethal nodes *n*~*LN*~ for the fittest ensemble.](pcbi.1007969.g008){#pcbi.1007969.g008}

Motif analysis {#sec010}
--------------

Network motifs are defined as "patterns of interconnections that recur in many different parts of a network at frequencies much higher than those found in randomized networks" \[[@pcbi.1007969.ref027], [@pcbi.1007969.ref044]\]. We investigated the distributions of motifs consisting of three nodes and three edges. Since self-regulation and the mutual regulation are prohibited in our model, three nodes and three edges form a triangular loop. Such loops are classified into two classes: the feedback loops (FBL) and the feedforward loops (FFL). FBL is classified further into the positive FBL (+FBL) and the negative FBL (-FBL). The former includes an even number of repressions and the latter includes an odd number of repressions. Similarly, FFL is classified further into the coherent FFL (+FFL), which includes an even number of repressions, and the incoherent FFL (-FFL), which includes an odd number of repressions.

For the GRNs in the fittest ensemble for *N* = 32 and *C* = 5, we counted the number of these loops. [Fig 9a](#pcbi.1007969.g009){ref-type="fig"} shows the number distributions of the four types of loops. As a reference, we also show the results for *f* ∈ \[0, 0.01\] ([Fig 9b](#pcbi.1007969.g009){ref-type="fig"}), which can be regarded as the random ensemble of GRNs. For the random ensemble, the distributions of +FBL and -FBL agreed with each other as expected and those for +FFL and -FFL agreed with each other as well. The fittest ensemble exhibited a different tendency. The loop that was observed most frequently was +FFL, and the next was +FBL. These two types of loops were significantly abundant compared to the random ensemble and thus were considered to be motifs. In contrast, -FBL and -FFL were scarce compared to the random ensemble.

![Number distribution of the triangular loops.\
(a) The GRNs in the fittest ensemble for *N* = 32 and *C* = 5. The distribution of the positive feedback loop (+FBL), the negative feedback loop (-FBL), the coherent feedforward loop (+FFL) and the incoherent feedforward loop (-FFL) are shown. (b) The GRNs for *f* ∈ \[0, 0.01\], which can be regarded as the ensemble of random GRNs.](pcbi.1007969.g009){#pcbi.1007969.g009}

Discussion {#sec011}
==========

We carried out a multicanonical Monte Carlo computation to sample random gene regulatory networks (GRNs). By classifying them according to the fitness, we investigated the fitness-dependent properties of these GRNs. For high fitness to be realized, an ultrasensitive response is needed for GRNs and the result strongly suggests that all GRNs with the maximum fitness in our model exhibit bistability. This bistability is considered to be a cooperative phenomenon of many genes. In this study, we defined fitness as the difference between the steady-state responses to two different inputs, "on" and "off", when started from the same initial state. Since we did not assume the bistability explicitly in fitness, the bistability is an emerging property. We found three different categories of GRNs among the bistable GRNs: the toggle switch, the one-way switch, and the unswitchable. They are considered to play different roles if realized in biological systems. We can suppress the appearance of the unswitchable, which may not have a biological role, by changing the definition of fitness. However, we expect that the bistability appears even with such fitness, as long as we require a large difference in the response between two input states.

Bistability and hysteresis are widely observed in living systems, such as in the *lac* operon, the family of MAPK cascades, and the bacteriophage λ, and have been extensively studied both experimentally and theoretically \[[@pcbi.1007969.ref025], [@pcbi.1007969.ref026], [@pcbi.1007969.ref043], [@pcbi.1007969.ref045]--[@pcbi.1007969.ref071]\]. There are many examples of toggle switches and one-way switches. One of the well-known toggle switches is found in the lysogenic-lytic transition of the phage λ \[[@pcbi.1007969.ref025], [@pcbi.1007969.ref026], [@pcbi.1007969.ref065], [@pcbi.1007969.ref072]\]. The cdk1 activation system of the Xenopus egg is another example, which behaves as a reversible bistable switch having a clear hysteresis in response to cyclin B1 concentration \[[@pcbi.1007969.ref053], [@pcbi.1007969.ref056], [@pcbi.1007969.ref068]\]. One-way switches are utilized in GRNs related to cell-fate decisions. A widely-analyzed example is the maturation of the Xenopus oocyte, which is regulated by the bistability of the MAPK cascade \[[@pcbi.1007969.ref047]\]. However, a relatively small number of components were considered for discussing the mechanism of bistability in most cases. In contrast, the bistable GRNs that we found in this study consisted of a large number of genes. The present result indicates a possibility that more genes than considered participate to realize bistability in biological systems.

We analyzed the network motifs consisting of three edges for GRNs in the fittest ensemble. We found that the motif with the largest abundance was the coherent feedforward loop (+FFL) and the next was the positive feedback loop (+FBL). In real GRNs, FFLs are the most frequently observed motifs \[[@pcbi.1007969.ref027]\]. Shen-Orr *et al*. reported that +FFL is a characteristic motif in the GRN of *E. Coli* \[[@pcbi.1007969.ref044]\]. Later studies revealed that the incoherent feedforward loop (-FFL) is the next abundant motif \[[@pcbi.1007969.ref073]\]. Similar observations were also obtained for yeast \[[@pcbi.1007969.ref027], [@pcbi.1007969.ref074]\]. The result of the present study agrees with these observations in part because +FFL was the most abundant. In contrast, -FFL was rather scarce in our model. +FFL is known to generate a sign-sensitive delay \[[@pcbi.1007969.ref027]\]. However, since we considered only the steady-state response in the definition of fitness, such delay may not be important. To explain +FFL abundance, we assumed that it is utilized for creating a large response from a "sloppy" response function \[[@pcbi.1007969.ref011]\].

The second abundant motif, +FBL, generates bistability when combined with ultrasensitive responses \[[@pcbi.1007969.ref042], [@pcbi.1007969.ref047], [@pcbi.1007969.ref051], [@pcbi.1007969.ref057], [@pcbi.1007969.ref069], [@pcbi.1007969.ref070], [@pcbi.1007969.ref075], [@pcbi.1007969.ref076]\]. Typical structures are the double-negative FBL and the double-positive FBL. Burda *et al*. investigated the motifs of functional GRNs by randomly generating GRNs using the Markov chain Monte Carlo method \[[@pcbi.1007969.ref022]\]. They found that a combination of double-negative FBL and self-activation is ubiquitous in GRNs exhibiting multistability. Such a structure is found in phage λ \[[@pcbi.1007969.ref025], [@pcbi.1007969.ref026]\] and is utilized for realizing bistability. This structure works as a bistable switch rather robustly, even when the kinetic parameters are randomly changed \[[@pcbi.1007969.ref077]\]. It is also known to have a potential for exhibiting tristability, observed, for example, in the GATA1--PU.1 system \[[@pcbi.1007969.ref078], [@pcbi.1007969.ref079]\]. In contrast, since mutual regulation and self-regulation are prohibited in our model, such a structure is not possible. However, the +FBL abundance suggests that +FBLs are needed to exhibit bistability. We consider that structures playing equivalent roles to the double-positive FBL are formed by several combinations of +FBLs. Conversely, since some GRNs in the fittest ensemble lack -FFL and/or -FBL, they are not mandatory for bistability. Our result that particular motifs overexpress as the fitness becomes high is consistent with the finding by Burda *et al*., wherein a motif appropriate for function emerges automatically. For understanding the roles of motifs, we require a more detailed analysis based on a larger number of samples.

Inoue and Kaneko \[[@pcbi.1007969.ref011]\] argued that a large number of genes need to work cooperatively to obtain a reliable response, notably, in cases where the genes are "sloppy". Although they did not report bistability, our results are consistent with their observation, since the cooperative bistability in the present study was found to be a cause of a reliable response.

The importance of noise, which originated from the finiteness of the number of molecules such as transcription factors, in the gene regulation systems has been emphasized by previous studies \[[@pcbi.1007969.ref008], [@pcbi.1007969.ref011], [@pcbi.1007969.ref036], [@pcbi.1007969.ref061], [@pcbi.1007969.ref063], [@pcbi.1007969.ref064], [@pcbi.1007969.ref080]\]. We found that, although robustness against noise was not taken into account in the definition of fitness, robustness against both the input noise and the internal noise was acquired automatically as a byproduct of bistability. The cause and effect could be reversed; if we required robustness against noise as fitness in evolutionary simulations, bistable GRNs would evolve because bistable GRNs are highly robust. We also found noise-induced response (NIR) to a change in the input. Some studies attributed the origin of the bimodal distribution of the cell states to the switching of the bistable systems induced by noise \[[@pcbi.1007969.ref048], [@pcbi.1007969.ref050], [@pcbi.1007969.ref063], [@pcbi.1007969.ref064], [@pcbi.1007969.ref067]\]. Our NIR systems should also show the bimodal distribution after the environmental state changes if many identical GRNs are considered.

The emergence of new fixed points can be considered an "innovation" \[[@pcbi.1007969.ref081]\] or "a big evolutionary jump". Since cooperative bistability and robustness against noise are the consequence of high fitness, we conclude that this "evolutionary jump" occurs inevitably as the fitness increases irrespective of the evolutionary pathway. This can be denoted as "the universality" of evolution. In other words, the possible phenotypes are restricted by the fitness function and GRNs with two stable fixed points necessarily appear through evolution. If evolution was rewound and repeated over and over again, the evolving genotypes would be different each time. However, the phenotypes would have the above properties in common, as long as the same fitness function is used. This can also be interpreted as a possible mechanism of convergent evolution.

As for robustness against mutation, we found that the regulating interactions are divided into two categories: neutral and lethal. The lethal interactions were comparatively scarce. Similar results were obtained for the genes. Although a direct comparison is difficult because the context is different, there is evidence from a comprehensive single-gene knockout experiment that lethal genes are indeed scarce \[[@pcbi.1007969.ref082]\]. These lethal genes are considered to be essential for the function of GRNs. Interestingly, we found a few GRNs that had no lethal interactions. In such cases, the function is realized cooperatively by all the interactions. We also found that larger GRNs become relatively more robust than the smaller ones.

Isaran *et al*. reported a rewiring experiment for GRN of *E. Coli*, namely, they added new regulatory interactions to GRNs \[[@pcbi.1007969.ref083]\]. They reported that the cells were robust for most cases of rewiring. To compare with this experiment, we made comprehensive single-edge addition to the obtained GRNs classified as the "toggle switches without a lethal edge" (TSwoLE) and confirmed that they are robust for most of such mutations. That is, these GRNs are robust both for single-edge deletion and single-edge addition. This result is consistent with the rewiring experiment. Although such GRNs are a minority among the fittest ensemble, they are not so scarce. Robustness for edge addition is advantageous in acquiring new functions and is considered as a possible source of evolvability.

Ciliberti *et al*. conducted a numerical experiment in which GRNs were sampled randomly \[[@pcbi.1007969.ref019]\]. They found that the functional GRNs formed a large cluster in the neutral space. Although exploring the structure of the neutral space from our result is not straightforward, the fittest ensemble is close in concept to the neutral space, and the fact that many edges are neutral for deletion indicates that the robust GRNs are not isolated in the fittest ensemble.

What can be said about the mutational robustness from this study is that robust GRNs are not extremely rare among the highly-fit GRNs. In other words, a high fitness is not necessarily accompanied by fragility. Even if evolution was a simple optimization process, there would be some chance for robust GRNs to evolve. However, the evolutionary process is far from the random-sampling process used in this study. Rather, mutational robustness is considered to be enhanced during evolution. Even so, the fact that the robust GRNs are not extremely rare is important because the destination of evolution can be chosen only from the repertoires available in the set of possible GRNs. The present result implies that the robust GRNs are readily obtained through evolution.

There has been some numerical evidence of a correlation between mutational robustness and noise robustness \[[@pcbi.1007969.ref008], [@pcbi.1007969.ref019], [@pcbi.1007969.ref036]\]. However, in the present study, while the robustness against noise was a direct consequence of bistability, the relationship between bistability and mutational robustness was not clear. In this context, a suggestive finding is that most of the GRNs in TSwoLE are toggle switches. This is in contrast to other GRNs in the fittest ensemble, in which only 27.8% are toggle switches. This point should be explored further and will be investigated in a future study.

Finally, we remark on the methodology. The rare event sampling method that we used can be readily extended to the multidimensional landscapes that the evolutionary pathway goes through, and will be useful to explore the structure of the neutral space. A comparison with evolutionary simulations is ongoing.

Supporting information {#sec012}
======================

###### All GRNs classified as "toggle switch without lethal edge".

All the GRNs which act as toggle switches and have no lethal edge in the fittest ensemble are shown. Blue lines indicate activation, and red lines indicate repression. The interaction matrices for these GRNs are available at Zenodo (DOI: [10.5281/zenodo.3716026](https://doi.org/10.5281/zenodo.3716026)).

(PDF)

###### 

Click here for additional data file.
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Dear Dr Kikuchi,

Thank you very much for submitting your manuscript \'Emergence of  cooperative bistability and robustness of gene regulatory networks\' for review by PLOS Computational Biology. Your manuscript has been fully evaluated by the PLOS Computational Biology editorial team and in this case also by independent peer reviewers. We apologize for the delay in the review process. The reviewers appreciated the attention to the problem of studying robustness in gene regulatory networks, but raised several concerns about the manuscript as it currently stands. While your manuscript cannot be accepted in its present form, we are willing to consider a revised version in which the issues raised by the reviewers have been adequately addressed. We cannot, of course, promise publication at that time.

We would very much like to see the authors address the major and minor concerns raised by the reviewers. We would also require that the code and scripts associated with this work be made available online for others to use.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

Your revisions should address the specific points made by each reviewer. Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 
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Sushmita Roy, Ph.D.
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Deputy Editor
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In this manuscript, the authors apply MC sampling to GRN fitness landscape. The model structure, its rationale, the methodology to sample models, and the results, are all well described. Some interesting types of behaviours of GRNs are displayed, including the toggle-switch-response, and noise induced response. This type of work helps improve our understanding and is an important complementary type of work compared with simulations of specific models for GRNs. My comments are only minor:

1\) Code used for the sampling and model simulations seems not to be available. It would be useful to do so.

2\) Similarly for specific examples of GRNs with e.g. high fitness.

3\) It would useful if a bit more specific connections could be made to experimental evidence for some of the properties that are discussed. I understand results with these simple networks cannot be directly tested but for some of the suggestions that can be based on this work, data might be available in other labs/literature.

4\) Related to this, it should also be possible to make an explicit comparison between the networks studied here, and available known GRNs from various organisms. Can anything be said about how similar/dissimilar the most fit networks in this study, and GRNs from various organisms, are?

5\) Similarly, a bit more explicit comparison with literature would be warranted. Other studies where fitness landscapes of GRN are sampled or somehow analyzed (without applying evolutionary approaches) are mostly not used.

6\) Is it possible to further analyze the selected GRNS (e.g. the most fit ones) to further get insight into properties of such \'best networks\'? E.g. does the presence/absence of certain network sub-motifs correlate with fitness or with other properties of interest?

7\) page 7 mentions \"An inverse-λ distribution\". It is not clear to me what this means.

Reviewer \#2: In the present manuscript, Nagata and Kikuchi explored the fitness landscape of gene regulatory networks (GRNs) and analyzed the emergence of robustness. They considered a toy model of GRNs with one input gene and one output gene, and utilized the multicanonical Monte Carlo method to classify the GRNs per their fitness. They showed that GRNs can acquire bistability to distinguish between the two different input states -- 'ON' and 'OFF' as the fitness increases. As the bistable GRNs are robust again noise, the robustness of GRNs can be regarded as a byproduct of high fitness. Overall, the study has been well designed and performed.

Regarding the robustness of GRNs, there is a hypothesis that the dynamics behaviors of GRNs are mainly determined by the topologies of the GRNs. The following relevant papers should be appropriately cited and discussed.

Cell. 2009 Aug 21;138(4):760-73. doi: 10.1016/j.cell.2009.06.013.

PLoS Comput Biol. 2017 Mar 31;13(3):e1005456. doi: 10.1371/journal.pcbi.1005456

BMC Syst Biol. 2018 Jun 19;12(1):74. doi: 10.1186/s12918-018-0594-6.

Regarding the bistability or multi-stability of GRNs, the authors may want to discuss more biological examples, such as the genetic toggle switch GATA-1/PU.1 governing lineage differentiation. The following relevant studies should be appropriately cited and discussed.

Dev Biol. 2007 May 15;305(2):695-713.

Phys Biol. 2017 May 23;14(3):035007. doi: 10.1088/1478-3975/aa6f90.

Reviewer \#3: This interesting manuscript presents a prototypical model of a gene regulatory network that responds to a signal. A node of this network is designated as output and the difference between the expression of this node in the two extreme values of the signal (0 and 1) is defined as the network's fitness. The manuscript shows that the overwhelming majority of the networks in the highest fitness category are bistable (they have two fixed points for certain values of the signal). Moreover, these high-fitness networks are robust to noise, and even exhibit noise-induced response, i.e. the presence of noise in the perceived value of the signal or of internal nodes helped the system respond to a 0-1-0 pattern in the signal. These networks also exhibit significant resilience to mutations in edges or nodes. The manuscript suggests that robustness against noise or mutation is a byproduct of high fitness, and may be readily acquired through evolution.

I think these suggestions are intriguing and the manuscript will be a valuable contribution to the literature if a number of unclear points are addressed.

1\. The introduction starts with presenting "function" as a foundational concept and characteristic of living systems. It is at this point that the embodiment of function assumed in this work needs to be clearly presented and justified. There also should be some (later) discussion on the dependence of the conclusions on the assumed embodiment of function. For example, the signal is assumed to be continuous and in the range \[0,1\], yet the assumed function depends on the difference in response to the two extreme values. The bistable, high fitness networks have low sensitivity to smaller changes in the signal. Is that acceptable biologically?

2\. The abstract refers to "switching the fixed points" and emergence of new phenotypes. Even after reading the manuscript twice this is not clear to this reviewer. Probably what is needed here is an intuitive way to refer to bistability.

3\. Two criteria in network construction seem to be partially contradictory. First (line 79) paths must exist from all the nodes to the output node. Second (line 126), the node that exhibited the largest sensitivity except the input node was selected as the output node. What was done if the first criterion was not satisfied for node that exhibited the largest sensitivity?

4\. The decision to prohibit self-regulation and mutual regulation of two genes should be motivated a bit more than "for the sake of simplicity" and "do not cause any problem". Perhaps the reason was a wish to avoid known/expected sources of bistability so that the results uncover less known or unexpected sources.

5\. The explanation for choosing a tanh function instead of a Hill function (in line 104) is not sufficient. Perhaps the reason has to do with having to choose a Hill coefficient value in the latter case? What would change if a Hill function with relatively large Hill coefficient were used?

6\. The sentence in lines 110- 113 seems important but it is not clear. Why do the levels of expression decay from one gene to the next? What exactly do you mean by feed-forward type regulations? Maybe you mean a feed-forward loop, which is the meeting of shorter and longer paths in the same target node?

7\. In lines 236-238, what is the intuitive meaning of the case that the region of bistability includes I=0, I=1, or both? Which of the three cases is referred to as one-way switch?

More minor points:

1\. Please check the description that introduces gene regulatory networks to avoid the misinterpretation that genes interact with each other or regulate each other. It needs to be said clearly at least once that gene products, chiefly proteins, interact with each other. For example, transcription factor proteins regulate the transcription of genes into mRNA. Response to the environment that ultimately leads to gene regulation also involves protein-protein interactions, miRNA- RNA interactions and reactions. The framework can plausibly be used in all of these cases so there is no need for a restrictive "gene" language.

2\. In line 43, "fitness is taken as a parameter instead of the genotype". One would rarely consider genotype a parameter. Maybe you meant "variable", not "parameter", for both cases?

3\. In line 57, "model we dealt with" would be better as "model we constructed"

4\. In line 63, "to the direction" should be "in the direction".

5\. In line 364, "cause and result" should be "cause and effect".

6\. The manuscript occasionally uses "the" instead of "a", or no article. "The" should only be used if it is clear from the context that there is only one of the noun that follows. For example, in line 189, "computations on the networks of N=16\~32" should be "computations on networks with N=16\~32"

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: No: Some of the models (those used for the specific figures on one or two networks) should be made available.

Reviewer \#2: Yes

Reviewer \#3: No: No data are provided; this is in line with the traditions of reporting the results of simulation-based studies.

Providing the edge lists of the 24 networks whose steady state response is shown in Figure 3 a and b would be an appropriate and informative example of data sharing.

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

Reviewer \#3: No

10.1371/journal.pcbi.1007969.r002
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19 May 2020

Dear Dr. Kikuchi,

We are pleased to inform you that your manuscript \'Emergence of  cooperative bistability and robustness of gene regulatory networks\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Sushmita Roy, Ph.D.

Associate Editor

PLOS Computational Biology

Erik van Nimwegen

Deputy Editor

PLOS Computational Biology
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: My previous concerns have been addressed in a satisfactory way.

Reviewer \#2: The authors have appropriately addressed the referees\' comments.
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Dear Dr Kikuchi,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!
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