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We introduce a novel generalization of the Clauser-Horne-Shimony-Holt (CHSH) game to a multiplayer
setting, i.e., Hypercube game, where all m players are required to assign values to vertices on corresponding
facets of an m-dimensional hypercube. The players win if and only if their answers satisfy both parity and
consistency conditions. We completely characterize the maximum winning probabilities (game value) under
classical, quantum and no-signalling strategies, respectively. In contrast to the original CHSH game designed
to demonstrate the superiority of quantumness, we find that the quantum advantages in the Hypercube game
significantly decrease as the number of players increase. Notably, the quantum value decays exponentially fast
to the classical value as m increases, while the no-signalling value always remains to be one.
Introduction.— Nonlocal games are played by a number of
cooperating players against a referee. The players are required
to reply to the referee’s randomly selected questions with ap-
propriate answers to win the game. Their goal is to collab-
orate and maximize the average winning probability. Before
the game starts, players may agree upon a common strategy.
Then they move far apart and cannot communicate with each
other while the game is being played. Communications are
only allowed between players and the referee.
The nonlocal game model plays a crucial role in both com-
plexity theory and theoretical physics. In the complexity the-
ory, it is closely related with the interactive proof system [1],
efficient proof verification [2], hardness of approximation [3]
and the PCP conjecture [4, 5]. In theoretical physics, a well-
known consequence of earlier works [6–8] shows that quan-
tum entanglement shared between players can allow them to
outperform all purely classical strategies for some nonlocal
games. This phenomenon confirmed experimentally [9] turns
out to be useful in practice, particularly for the self-testing of
quantum states [10–12], randomness generation [13] and se-
cure key distribution [14].
One of the most important game is the so-called Clauser-
Horne-Shimony-Holt (CHSH) game [8, 15] which can be
equivalently [16] expressed as follows. Consider a square
with two rows and two columns shown in Fig. 1 where we
use A0, A1, B0, B1 to mark the four edges respectively. The
referee randomly chooses two bits q1, q2 ∈ {0, 1} according
a uniform distribution and sends q1 to Alice, q2 to Bob. They
need to respond to the referee their assignments of two val-
ues from {+1,−1}, one for each vertex on the q1-th column
(marked with Aq1 ) and q2-th row (marked with Bq2 ) respec-
tively. They win if and only if their assignments are consistent
on their common vertex and the product of their own assign-
ments equals to 1 except that Alice’s product equals to −1 if
q1 = 1.
B0
A0 A1
B1
FIG. 1. CHSH game or
Hypercube game with m = 2.
It is known that quantum entanglement can improve the aver-
age winning probability of the CHSH game to approximately
0.85 while the best classical strategy can only win the game
with probability 0.75.
While nonlocal game has been extensively considered in
the bipartite scenario (e.g. [8, 15, 17–20]), the general multi-
partite case is less explored. In this work, we aim to introduce
a novel generalization of the CHSH game to a multiplayer
game, called m-player Hypercube game (HCm). We deter-
mine its classical, quantum and no-signalling game values by
explicitly constructing the game strategies and showing their
optimality. In particular, we find that the quantum advantage
decreases as more players involved in this game. Specifically,
the quantum value exponentially decays to the classical value
asm increasing, while the no-signalling value always remains
to be one. Compared with the “Guess your neighbor’s in-
put” game [21] which shows no quantum advantage at all, the
quantum advantage in HCm always exists in spite of the fact
that it vanishes asymptotically.
Nonlocal game and strategies.— Consider a general non-
local game with m players. Let Qi and Ai denote the fi-
nite sets of possible questions and answers for the i-th player
Pi, respectively. Denote Q := (Q1, · · · ,Qm) and A :=
(A1, · · · ,Am). The referee initiates the game by selecting a
question q := (q1, · · · , qm) ∈ Q according to a probability
distribution pi : Q → [0, 1] and send each question qi to the
i-th player. Given their questions, the players are required to
provide the referee with an answer a := (a1, · · · , am) ∈ A
where ai denotes the answer by the i-th player respectively.
The probability of answering a conditioned on the given ques-
tion q is denoted as P (a|q), which is referred to as a correla-
tion function. Each correlation function corresponds to a strat-
egy taken by the players. Finally the referee evaluates some
predicate V : Q × A → {0, 1} to determine whether the
players win, 1 or lose, 0. We denote the game as G = (pi, V ).
Then the maximum probability with which players can win
the game G, is defined as
ωΩ (G) := sup
P∈Ω
∑
q∈Q
∑
a∈A
pi (q)P (a|q)V (a|q) , (1)
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2where the supreme is taken over all possible correlation func-
tions in a certain class Ω.
A classical strategy consists of a function for each player
fi : Qi → Ai that deterministically produces an answer for
every question. This type of classical strategy is referred to
as a deterministic strategy. It corresponds to a deterministic
correlation function defined by
P (a|q) =
{
1, ai = fi (qi) ,∀ i
0, otherwise.
(2)
Since the stochastic strategy via shared randomness does
not provide advantage to achieve higher winning probability,
there is no loss of generality to restrict our attention only to
the deterministic ones. The classical value denoted as ωc (G)
is the supremum of Eq. (1) taking over all the possible de-
terministic correlation functions. Note that approximating the
classical value of a game is NP-hard in general [22–24].
In a quantum strategy, the players may prepare and share a
joint quantum state |ψ〉 prior to the game. Then they can per-
form a local (projective) measurement Mqi,i := {Maiqi,i}qi
respectively on their subsystems dependent on their received
questions qi and respond the answers ai according to their
measurement outcomes. The subscript i indicates that the
measurement is acting on the i-th subsystem. This strategy
corresponds to a quantum correlation function defined as
P (a|q) = 〈Ma1q1,1 ⊗ · · · ⊗Mamqm,m〉ψ, (3)
where 〈M〉ψ := TrMψ and ψ = |ψ〉〈ψ|. Sometimes we
ignore the symbol of tensor product for simplicity. The quan-
tum value of the game G, denoted as ωq (G), is the supre-
mum of Eq. (1) taking over all the possible quantum correla-
tion functions. The quantum value of a game is QMA-hard
to approximate in general [25–27] and there is no standard
method to compute it. Note that strategies involving mixed
states or general measurements can all be represented in the
above form by expanding the dimension of the initial state,
due to the Naimark’s theorem [28].
No-signalling strategy is a more general type of strategy,
which has the corresponding correlation function satisfying
no-signalling correlations. That is, for any index subset I =
{i1, · · · , ik} ⊆ {1, · · · ,m}, the marginal probability satisfies
P (aI |q) = P (aI |qI) , (4)
with aI := (ai1 , · · · , aik) and qI := (qi1 , · · · , qik). This
guarantees that any subset of the players cannot signal their
received questions to the others. In general, it suffices to con-
sider the subset I with cardinality one. The no-signalling
value of the game G, denoted as ωns (G), is the supremum of
Eq. (1) taking over all the possible no-signalling correlation
functions. Since the no-signalling correlation is characterized
by linear constraints, the no-signalling value of a game can be
computed via linear programming.
m-player Hypercube game.— Inspired by the geometric
approach to defining CHSH game in the Introduction, we gen-
eralize this game to the multipartite case where each player is
required to assign values to vertices on some facet of an m-
dimensional hypercube. Let us consider an m-dimensional
hypercube with 2m vertices and introduce the m-player Hy-
percube game as follows.
Hypercube game (HCm)
1. The referee randomly chooses one of the question q =
(q1, . . . , qm) ∈ {0, 1}m according to a uniform distri-
bution, and sends qi to the player Pi.
2. Each playerPi needs to assign 1 or−1 to 2m−1 vertices
in the set xi := {x ∈ {0, 1}m| xi = qi } , and sends
their assignments to the referee.
3. The players win if and only if
(a) (Parity): the product of their own assignments
equals to 1 except that the product of the first
player’s assignments equals to −1 if q1 = 1;
(b) (Consistency): the assignments are consistent on
all the common vertices xi ∩ xj ,∀ i 6= j.
To provide some intuition, we illustrate the case m = 3 in
Fig. 2. If the selected question is q = (0, 0, 0), each player
needs to assign values to the vertices on their marked facet
A0, B0 and C0 respectively. They win if and only if the prod-
ucts of values on A0, B0 and C0 are all equal to 1 and their
common vertices (marked with red hollow circle) are assigned
the same values from different players.
C1
B0 B1
A0
A1
C0
FIG. 2. Hypercube game with m = 3. The facets are marked as:
bottom (A0), top (A1), left (B0), right (B1), front (C0), back (C1).
The more players involved, the more difficult for the players
to cooperate and win the game. We confirm this intuition and
show the following result.
Theorem 1 For the m-player Hypercube game (HCm), its
classical and no-singalling values are respectively given by
ωc (HCm) =
1
2
+
1
2m
and ωns (HCm) = 1. (5)
Its quantum value ωq (HCm) is given by the single letter opti-
mization as follows
1
2m
max
θ
(
(1 + cos θ)
m−1
+ (1 + sin θ)
m−1 )
, (6)
which can be approximated as
ωq (HCm) =
1
2
+
1
2m
+O
(
m− 1
4m
)
. (7)
3For any finite number of players, there always exists a quan-
tum strategy outperforming any classical ones. However, this
quantum advantage becomes negligible as the number of play-
ers becomes larger and both quantum and classical value ex-
ponentially decay to 12 . Surprisingly, the no-signalling corre-
lation is strong enough to resist such decay as shown in Fig. 3.
We show the proof of Theorem 1 in the following sections.
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FIG. 3. This figure depicts the classical (yellow diamond), quantum
(red square), and no-signalling (blue dot) values of HCm.
Hypercube game with quantum strategies.— In this sec-
tion, we outline the idea to show the quantum value of HCm.
Our game strategy is as follows. The assignments to the
four vertices x0,0 := (0, 0, . . . , 0), x0,1 := (0, 1, . . . , 1),
x1,0 := (1, 0, . . . , 0) and x1,1 := (1, 1, . . . , 1) depend on
the measurement outcomes while others are assigned to be 1.
This reduces the HCm to a game similar to the CHSH game.
That is, the first player (P1) acts as Alice and assigns the ver-
tices on the columns while other players (Pi, i ≥ 2) play the
same role as Bob and assign the vertices on the rows, as shown
in Fig. 4. Since all the common vertices between every two
players (Pi,Pj , i 6= j) are the ones intersecting with the first
player, we only need to check the consistency between P1 and
Pi for i ≥ 2, i.e.,
a1 (q1, qi, . . . , qi) = ai (q1, qi, . . . , qi) ,∀ i ≥ 2, (8)
where ai (x) denotes the value that the i-th player assigns to
the vertex x.
x0,0
x0,1 x1,1
x1,0P2,0,P3,0, · · ·
P1,0 P1,1
P2,1,P3,1, · · ·
FIG. 4. Each player (Pi) needs to assign vertices on the line marked
with Pi,qi for qi ∈ {0, 1}.
In this quantum strategy, each player holds one qubit of a
m-qubit GHZ state
|ψ〉 = (|0〉⊗m + |1〉⊗m) /√2, (9)
and performs projective measurement associated with the ob-
servable Oqi,i = Zθqi,i where
Zθ :=
[
cos θ sin θ
sin θ − cos θ
]
and θqi,i =
{
qi · pi2 if i = 1,
(−1)qi α if i ≥ 2.
Note that this is a generalization of the optimal quantum strat-
egy for the CHSH game. Denote oqi,i as the i-th player’s mea-
surement outcome given the question qi. Then the players can
perform the assignments as follows:
a1 (q1, 0, · · · , 0) = oq1,1, (10)
a1 (q1, 1, · · · , 1) = (−1)q1 oq1,1, (11)
ai (0, qi, . . . , qi) = oqi,i, ∀ i ≥ 2, (12)
ai (1, qi, . . . , qi) = oqi,i, ∀ i ≥ 2. (13)
The parity conditions are always satisfied and the winning
probability is given by the probability that the consistency (8)
holds. If q1 = 0, the consistency (8) holds if and only if the
outcomes are {1, 1, · · · , 1} or {−1,−1, · · · ,−1}. Thus the
winning probability is given by〈 m∏
i=1
1 +Oqi,i
2
+
m∏
i=1
1−Oqi,i
2
〉
ψ
. (14)
On the other hand, if q1 = 1, the consistency (8) holds if
and only if the outcomes are {1, (−1)q2 , · · · , (−1)qm} or
{−1, (−1)q2+1 , · · · , (−1)qm+1}, with the winning probabil-
ity given by〈1+O1,1
2
m∏
i=2
1+ (−1)qi Oqi,i
2
+
1−O1,1
2
m∏
i=2
1+ (−1)qi+1Oqi,i
2
〉
ψ
(15)
Note thatOqi,i are mutually commute and if r1 = ±1 it holds
m∏
i=1
1 + ri
2
+
m∏
i=1
1− ri
2
=
m∏
i=2
1 + r1ri
2
. (16)
Hence for any given question q, we can unify the winning
probability in Eqs. (14) and (15) as
Pq =
〈 m∏
i=2
1+ (−1)q1qi Oq1,1Oqi,i
2
〉
ψ
. (17)
By straightforward calculation, the average winning probabil-
ity of our quantum strategy is given by∑
q Pq
2m
=
(1 + cosα)
m−1
+ (1 + sinα)
m−1
2m
. (18)
Finally, we can choose the optimal parameter α to make the
average winning probability as large as possible.
We then proceed to show the optimality of our strategy, i.e.,
any quantum strategy will not give an average winning prob-
ability greater than Eq. (6). In the following we only outline
4some key steps with detailed proofs delegated to the Supple-
mental Material. Note that the optimal strategy in a game
has to be the one satisfying the parity constraint first. If a
player replies an answer violating the parity, it is equivalent
that he/she gives up and loses this round of the game. This is
no better than providing a random answer satisfying the par-
ity and trying his / her luck on the consistency. Thus without
loss of generality, we only need to focus on strategies which
satisfy the parity conditions.
The main ingredient to show the optimality is to relax the
winning conditions of HCm and obtain a matching upper
bound on the average winning probability. Specifically, in-
stead of checking the consistency of every single common
vertex, we consider checking the product of their assignments.
Recall that x1 ∩xi denotes the set of common vertices by the
first and the i-th player. Denote the product of assignments on
x1 ∩ xi with respect to Pj’s (j ∈ {1, i}) answers as
Πq1,qi (aj) :=
∏
x∈x1∩xi
aj (x) . (19)
Then it is necessary to win the game that the conditions
Πq1,qi (a1) = Πq1,qi (ai) ,∀ i ≥ 2, (20)
hold, and we have the following relaxation of the predicate,
V (a|q) ≤
∏m
i=2
[
Πq1,qi (a1) = Πq1,qi (ai)
]
, (21)
where [g] is the Iverson bracket, i.e., it takes value 1 if the
statement g is true, otherwise it takes value 0.
Since we change our concerning objects from the common
vertices to the intersecting edges, it naturally induces observ-
ables on the intersecting edges as follows,
∀ i ≥ 2, Oq1,qi,1 :=
∑
a1
Πq1,qi (a1)M
a1
q1,1
, (22)
∀ i ≥ 2, Oq1,qi,i :=
∑
ai
Πq1,qi (ai)M
ai
qi,i
, (23)
where Oq1,qi,1 and Oq1,qi,i represent the first and the i-th
player’s observables respectively.
For any quantum strategy satisfying the parity conditions
and any given question q, we will find a similar result as in
Eq. (17) that
Pq ≤
〈 m∏
i=2
1+Oq1,qi,1Oq1,qi,i
2
〉
ψ
, (24)
which implies that the average winning probability satisfies∑
q Pq
2m
≤
maxi
〈
(1+ Si)m−1 + (1+ Ti)m−1
〉
ψ
2m
, (25)
with Si := (O0,0,1 (O0,0,i +O0,1,i)) /2, (26)
Ti := (O1,0,1 (O0,0,i −O0,1,i)) /2. (27)
SinceO2q1,qi,1 = O2q1,qi,i = 1, we have S2i +T 2i = 1,∀ i ≥ 2.
Combining with Lemma 2 below, we have the desired result.
Lemma 2 For any Hermitian operators S and T satisfying
S2 + T 2 = 1 and any pure state |ψ〉,m ≥ 2, it holds that〈
(1+ S)m−1 + (1 + T )m−1 〉
ψ
≤ max
θ
(
(1 + cos θ)
m−1
+ (1 + sin θ)
m−1
)
. (28)
We present the proof of this Lemma in the Supplemental Ma-
terial. It is worth mentioning that Eq. (28) will reduce to the
CHSH inequality for m = 2. This implies that Eq. (28) itself
is a generalization of the CHSH inequality.
Hypercube game with classical strategies.— The classical
strategy can be chosen that every player assigns value 1 to all
the vertices except that the first player assigns−1 to the vertex
x0 = (1, · · · , 1) if q1 = 1. Then the players can win the game
for the cases when q1 = 0 or q = (1, 0, · · · , 0). Otherwise,
they will lose the game due to the inconsistency at the vertex
x0. The average wining probability of such strategy is given
by 1/2 + 1/2m.
Following similar steps as the converse part of the quan-
tum strategy, the observable Oq1,qi,1 and Oq1,qi,i in Eqs. (22)
and (23) will reduce to classical observables taking values
from {+1,−1}. Thus for any i, we have Si = 0, Ti = ±1 or
Si = ±1, Ti = 0. Due to Eq. (25) we have the average win-
ning probability no greater than 1/2 + 1/2m. This concludes
the optimality of the classical strategy.
Hypercube game with no-signalling strategies.— Denote
K as a global assignment to all the 2m vertices and its re-
stricted assignment on the set of vertices xi asK (xi). We say
the tuplet (a, q) is consistent with the global assignment K if
K (xi) = ai,∀ i. Denote Ksym := {K | K (x1, · · · , xm) =
K (1− x1, · · · , xm) ,∀x} as the set of all the symmetric as-
signments with respect to the first coordinate. LetZ be the set
of all the tuples (a, q) consistent with some K ∈ Ksym and
satisfying the parity condition
∏
x∈x1 a1 (x) = (−1)
q1 . Note
that the first condition can guarantee the parity of the players
(Pi, i ≥ 2) and the consistency of all the players. We define a
correlation as follows,
P (a|q) :=
{
1
22m−1−1
if (a, q) ∈ Z,
0 otherwise.
(29)
The next step is to show that P (a|q) is a legitimate no-
signalling correlation. For any given question q, the answer
a1 completely determines the global answer a, if (a, q) ∈
Z . Since there are 22m−1−1 suitable choices of a1, we have∑
a P (a|q) = 1 for any q.
If (a2, · · · , am) does not satisfy either parity condition,
consistency condition or being symmetric with respect to
the first coordinate, we have P (a|q) = 0,∀ a1, q. Thus∑
a1
P (a|q) = 0 which is independent of q1. Otherwise,
there exists a unique a1 such that (a, q) ∈ Z since the con-
sistency with other players determines all the assignments
of a1 except at the vertex (q1, 1− q2, · · · , 1− qm). How-
ever, the assignment of this vertex is determined by the par-
ity condition. Thus there is exactly one non-zero term in
5the summation
∑
a1
P (a|q), i.e., ∑a1 P (a|q) = 122m−1−1
and being independent of q1. Without loss of generality, we
can make a similar argument with other players and show
that
∑
ai
P (a|q) is independent of qi. This concludes that
P (a|q) is a well-defined no-signalling correlation.
Finally, note that (a, q) ∈ Z implies V (a|q) = 1. For any
given question q, we have∑
a∈A
P (a|q)V (a|q) =
∑
a∈A
P (a|q) = 1, (30)
which makes the average winning probability to be one.
Discussions.— We introduced a generalization of the well-
known CHSH game to a multipartite scenario and obtained
its classical, quantum and no-signalling game values. In par-
ticular, the quantum advantage decreases as more players in-
volved while the no-signalling correlation is strong enough to
assist the players to win the game deterministically. This set a
big difference between no-signalling correlation and quantum
correlation in the multipartite setting. We leave the analysis of
the rigidity and parallel repetition of HCm in the future study.
Since the CHSH game forms a basis for most state-of-the-art
device-independent quantum key distribution (DIQKD) pro-
tocols (c.f. [29–31]), our generalization in this work may shed
lights on the study of multipartite DIQKD in the future.
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6Supplemental Material
Quantum Advantages in Hypercube Game
EQUIVALENCE OF CHSH GAME
We show that the CHSH game (or HC2) presented in the main text is equivalent to the one used in many literatures (e.g. [15,
32]). It is usually presented as follows:
1. The referee randomly and uniformly chooses the question qi ∈ {0, 1}, and sends qi to the player Pi.
2. Each player Pi needs to answer one bit ai ∈ {0, 1} to the referee.
3. The players win if and only if a1 ⊕ a2 = q1q2.
Due to the parity constraint in the HC2, each player only needs to produce one bit of the answer and fill in the other one
accordingly. Without loss of generality, the first player assigns {a1, (−1)q1 a1} to vertices {(q1, 0) , (q1, 1)} respectively and the
second player assigns {a2, a2} to vertices {(0, q2) , (1, q2)} respectively. According to the winning rules of HC2, they win if and
only if a1 = a2 for q1q2 = 0 and a1 = −a2 for q1q2 = 1. This is equivalent to the condition in the third item above.
PROOF FOR THE OPTIMALITY OF QUANTUM STRATEGY
The main ingredient to show the optimality of our quantum strategy is to relax the winning conditions of HCm and obtain
a matching upper bound on the average winning probability. Specifically, instead of checking the consistency of every single
common vertex, we consider checking the product of their assignments. Recall that x1∩xi = {x ∈ {0, 1}m| x1 = q1, xi = qi }
denotes the set of common vertices by the first and the i-th player. Denote the product of assignments on x1 ∩ xi with respect
to Pj’s (j ∈ {1, i}) answers as
Πq1,qi (aj) :=
∏
x∈x1∩xi
aj (x) . (S1)
Then the following conditions are necessary to win the game:
Πq1,qi (a1) = Πq1,qi (ai) ,∀ i ≥ 2, (S2)
and we have the following relaxation of the predicate,
V (a|q) ≤
m∏
i=2
[
Πq1,qi (a1) = Πq1,qi (ai)
]
, (S3)
where [g] is the Iverson bracket, i.e., it takes value 1 if the statement g is true, otherwise it takes value 0. For any quantum
strategy satisfying the parity conditions and any given question q, we have the winning probability that
Pq =
〈∑
a
V (a|q)
m∏
i=1
Maiqi,i
〉
ψ
(S4)
≤
〈∑
a
m∏
i=2
[
Πq1,qi (a1) = Πq1,qi (ai)
] m∏
i=1
Maiqi,i
〉
ψ
(S5)
=
〈∑
a
m∏
i=2
([
Πq1,qi (a1) = Πq1,qi (ai)
]
Maiqi,iM
a1
q1,1
)〉
ψ
(S6)
=
〈 m∏
i=2
∑
a1,ai
([
Πq1,qi (a1) = Πq1,qi (ai)
]
Maiqi,iM
a1
q1,1
)〉
ψ
. (S7)
7The first line follows from the definition. The second line follows from Eq. (S3). The third line follows from the fact that Maiqi,i
are projections. In the last line we swap the summation and the product.
Since we change our concerning objects from the common vertices to the intersecting edges, it naturally induces observables
on the intersecting edges as follows,
∀ i ≥ 2, Oq1,qi,1 :=
∑
a1
Πq1,qi (a1)M
a1
q1,1
, (S8)
∀ i ≥ 2, Oq1,qi,i :=
∑
ai
Πq1,qi (ai)M
ai
qi,i
, (S9)
where Oq1,qi,1 and Oq1,qi,i represent the first and the i-th player’s observables respectively. Note that [x = y] = 12 (1 + xy) for
x, y ∈ {+1,−1}, we have [
Πq1,qi (a1) = Πq1,qi (ai)
]
=
1
2
(1 + Πq1,qi (a1) Πq1,qi (ai)) . (S10)
and the winning probability
Pq ≤
〈 m∏
i=2
( ∑
a1,ai
Maiqi,iM
a1
q1,1
2
+
∑
a1,ai
Πq1,qi (a1)M
a1
q1,1
Πq1,qi (ai)M
ai
qi,i
2
)〉
ψ
(S11)
=
〈 m∏
i=2
( ∑
a1,ai
Maiqi,iM
a1
q1,1
2
+
Oq1,qi,1Oq1,qi,i
2
)〉
ψ
(S12)
=
〈 m∏
i=2
1+Oq1,qi,1Oq1,qi,i
2
〉
ψ
. (S13)
The second line follows from the definition in Eqs. (S8) and (S9). The last line follows from the completeness of quantum
measurement
∑
ai
Maiqi,i = 1. Thus the average winning probability is bounded by
1
2m
∑
q
Pq ≤ 1
2m
∑
q
〈 m∏
i=2
1+Oq1,qi,1Oq1,qi,i
2
〉
ψ
=
1
2m
∑
q1
〈 m∏
i=2
∑
qi
1+Oq1,qi,1Oq1,qi,i
2
〉
ψ
. (S14)
Due to the parity conditions, we can check that Oq1,qi,1 = (−1)q1 Oq1,1−qi,1 and Oq1,qi,i = O1−q1,qi,i. Then we have
1
2m
∑
q
Pq ≤ 1
2m
〈 m∏
i=2
(1+ Si) +
m∏
i=2
(1+ Ti)
〉
ψ
, (S15)
with
Si := 1
2
(O0,0,1 (O0,0,i +O0,1,i)) , (S16)
Ti := 1
2
(O1,0,1 (O0,0,i −O0,1,i)) . (S17)
Note that −1 ≤ Oq1,qi,1,Oq1,qi,i ≤ 1 and {Si}, {Ti} are mutually commute. Thus 1+ Si and 1+ Ti are all positive operators.
According to the geometric mean inequality, it holds∑
q Pq
2m
≤
∑m
i=2
〈
(1+ Si)m−1 + (1+ Ti)m−1
〉
ψ
2m (m− 1) (S18)
≤
maxi
〈
(1+ Si)m−1 + (1 + Ti)m−1
〉
ψ
2m
. (S19)
Since O2q1,qi,1 = O2q1,qi,i = 1, we have S2i + T 2i = 1, ∀ i. Combining with Lemma 2, we have the desired result.
TECHNICAL LEMMAS
Lemma 2 For any Hermitian operators S, T such that S2 + T 2 = 1, any pure state |ψ〉 andm ∈ N+, it holds that〈
(1+ S)m + (1+ T )m 〉
ψ
≤ max
θ
((1 + cos θ)
m
+ (1 + sin θ)
m
) . (S20)
8Proof Denote S’s eigenvectors {|ui〉} with corresponding eigenvalues {αi} and T ’s eigenvectors {|vi〉} with corresponding
eigenvalues {βi}. Since S2 + T 2 = 1, we can check that for any βi,
Spanβ2j=β2i {|vj〉} = Spanα2j=1−β2i {|uj〉}. (S21)
Denote the Hilbert space H = ⊕ni=1Hi, where Hi := Spanβ2j=β2i {|vj〉}. Decompose |ψ〉 = ∑i wi|ψi〉 with |ψi〉 ∈ Hi. Then
Sk|ψi〉, T k|ψi〉 ∈ Hi and 〈T k〉ψi ≤ |βi|k, 〈Sk〉ψi ≤
(√
1− β2i
)k
. We have
〈
(1+ S)m + (1+ T )m 〉
ψ
=
m∑
k=0
(
m
k
)
〈Sk + T k〉ψ (S22)
=
m∑
k=0
(
m
k
) n∑
i=1
|wi|2〈Sk + T k〉ψi (S23)
≤
m∑
k=0
(
m
k
) n∑
i=1
|wi|2
(√
1− β2i
k
+ βki
)
(S24)
=
n∑
i=1
|wi|2
m∑
k=0
(
m
k
)(√
1− β2i
k
+ βki
)
(S25)
=
n∑
i=1
|wi|2
((
1 +
√
1− β2i
)m
+ (1 + βi)
m
)
(S26)
≤max
θ
((1 + cos θ)
m
+ (1 + sin θ)
m
) . (S27)

Remark The CHSH inequality is stated as
〈A0 ⊗ (B0 +B1) +A1 ⊗ (B0 −B1)〉ψ ≤ 2
√
2, (S28)
where ψ is a pure state, A0 and A1 (B0 and B1) are Alice’s (Bob’s) observables which are Hermitian operators with spectrum
{−1,+1}. Denote S = A0⊗ (B0 +B1) /2 and T = A1⊗ (B0 −B1) /2. We have S2 + T 2 = 1. Thus Eq. (S28) is equivalent
to 〈S + T 〉ψ ≤
√
2, which is a special case of Eq. (S20).
Lemma 3 Denote r (θ) = (1 + cos θ)m + (1 + sin θ)m. For anym ≥ 1, it holds that
2m + 1 +
m
2m+1
≤ max
θ
r (θ) ≤ 2m + 1 + 8m
2m+1
. (S29)
Proof We prove the lower bound first. When m = 1, let θ = pi4 , then r (θ) = 2 +
√
2 ≥ 2m + 1 + m2m+1 .
When m ≥ 2, let sin θ2 = 12m , then
r (θ) = (1 + cos θ)
m
+ (1 + sin θ)
m (S30)
= 2m
(
1− sin2 θ
2
)m
+ (1 + sin θ)
m (S31)
≥ 2m
(
1−m sin2 θ
2
)
+ 1 +m sin θ (S32)
= 2m
(
1− m
4m
)
+ 1 + 2m
1
2m
√
1− 1
4m
(S33)
= 2m + 1 +
m
2m+1
(
4
√
1− 1
4m
− 2
)
(S34)
≥ 2m + 1 + m
2m+1
. (S35)
9As for the upper bound, it is easy to observe that maxθ r (θ) = r (θ1) ≤ r (0) + θ1 · r′ (0) with θ1 ∈
(
0, pi4
)
. Note that
r′ (θ) = −m sin θ (1 + cos θ)m−1 +m cos θ (1 + sin θ)m−1 (S36)
= m cos θ (1 + sin θ)
m−1
(
1− sin θ
cos θ
(
1 + cos θ
1 + sin θ
)m−1)
(S37)
≤ m cos θ (1 + sin θ)m−1
(
1− sin θ
(
2− 1− cos θ + 2 sin θ
1 + sin θ
)m−1)
(S38)
≤ m cos θ (1 + sin θ)m−1
(
1− sin θ · 2m−1
(
1− (m− 1) sin θ + sin
2 θ
2
1 + sin θ
))
. (S39)
For sin θ = 12m−2 and m ≥ 5, we have
r′ (θ) ≤ m cos θ (1 + sin θ)m−1
(
1− 2
(
1− (m− 1) sin θ + sin
2 θ
2
2
))
(S40)
= m cos θ (1 + sin θ)
m−1
(
−1 + (m− 1)
(
sin θ + sin2
θ
2
))
(S41)
< m cos θ (1 + sin θ)
m−1
(
−1 + (m− 1) 2
2m−2
)
(S42)
≤ 0. (S43)
Thus θ1 ≤ 12m−2 and maxθ r (θ) ≤ 2m + 1 + 8m2m+1 . 
