Abstract. Let A denote an n n real symmetric matrix-valued function depending on a vector of real parameters, x 2 < m . Assume that A is a twice continuously di erentiable function of x, with the second derivative satisfying a Lipschitz condition. Consider the following optimization problem: minimize the largest eigenvalue of A(x). Let x denote a minimum. Typically, the maximum eigenvalue of A(x ) is multiple, so the objective function is not di erentiable at x , and straightforward application of Newton's method is not possible. Nonetheless, the formulation of a method with local quadratic convergence is possible. The main idea is to minimize the maximum eigenvalue subject to a constraint that this eigenvalue has a certain multiplicity. The manifold of matrices with such multiple eigenvalues is parameterized using a matrix exponential representation, leading to the de nition of an appropriate Lagrangian function. Consideration of the Hessian of this Lagrangian function leads to the second derivative matrix used by Newton's method. The convergence proof is nonstandard because the parameterization of is explicitly known only in the limit. In the special case of multiplicity one, the maximum eigenvalue is a smooth function and the method reduces to a standard Newton iteration.
1. Introduction. Let A denote an n n real symmetric matrix-valued function depending on a vector of real parameters, x 2 < m . Assume that A depends smoothly on x, speci cally that it is at least twice continuously di erentiable, with the second derivative satisfying a Lipschitz condition in x. Denote the eigenvalues of A(x) by 1 (x) n (x): The eigenvalues i are Lipschitz continuous functions of x 7] and, in any region where they are distinct from one another, it is well known that they are (Fr echet) di erentiable; in fact, they inherit the C 2 The rst of these formulas is well known, and the second may be found in a variety of sources; see 8], 9], as well as (in a somewhat less accessible form) 7, p.95]. Both will follow as special cases of the results given in this paper.
However, if A(x) has multiple eigenvalues at a point x = b x, its eigenvalues, while still Lipschitz continuous, may not generally be written as di erentiable functions of several variables at x = b
x. For example, consider Thus 1 , the largest eigenvalue of A(x), is generally not a smooth function of x; furthermore, it cannot even be written as the maximum of n smooth functions of x, if x has two or more components. Also, the eigenvectors of A(x) cannot generally be written as continuous functions of x; this is a consequence of the fact that eigenvectors corresponding to simple eigenvalues are unique (up to sign and normalization) while those corresponding to multiple eigenvalues are not. Generally speaking, applications involving eigenvalues of matrices depending on free parameters fall into one of two categories. In the rst, it is speci ed that some or all of the eigenvalues i (x) achieve some given values i ; this is known as an inverse eigenvalue problem. If these given values are distinct, the inverse eigenvalue problem may be formulated as a di erentiable system of nonlinear equations, and, if the number of free parameters and the number of equations is the same, the application of Newton's method is straightforward, using (1.3). In 4] it was shown how, even in the multiple eigenvalue case, the inverse eigenvalue problem may be formulated as a di erentiable system of nonlinear equations, so that Newton methods, with generic quadratic convergence, are applicable.
In the second class of applications, the eigenvalues are not required to have particular values, but rather it is desired to solve some optimization problem involving the eigenvalues. A particularly common case is the \min-max" problem min x 2 < m (x) (1.5) where (x) = 1 (x), the largest eigenvalue of A(x). Let x be a locally unique minimizer of . If x has the property that the eigenvalue 1 (x ) is simple, i.e. has multiplicity one, then the function to be minimized, 1 , is twice continuously di erentiable in a neighborhood of x , and Newton's method for unconstrained minimization may be applied, using the Hessian matrix de ned by (1.4). However, it is more often the case that A(x ) has multiple eigenvalues; this is a consequence of the optimization objective, which in driving all the eigenvalues down as much as possible usually forces the coalescence of some of them. In such a case 1 is generally not di erentiable at x = x . This paper is concerned with the formulation of a method to solve optimization problems involving eigenvalues in exactly this case, where multiple eigenvalues occur at the solution. We shall show that the correct problem formulation leads to a method with generic quadratic convergence. This method was rst given by 10], inspired in part by 3, 4] . Quadratic convergence was demonstrated by numerical examples. The purpose of the present paper is primarily to prove the quadratic convergence property for the method presented in 10], justifying the Hessian matrix formulas given there, which were originally derived only formally and stated without any derivation or proof. The ideas of this paper can be applied to other classes of eigenvalue and singular value optimization problems, e.g. those discussed in 1, 6, 11, 12, 14, 18, 19] , as well as many other references which can be found in these papers. However, we concentrate on the model problem (1.5). We consider only the issue of local convergence. For details of how to use the method and related methods in practice, see 11].
2. Tensor Notation. We shall have frequent need to refer to the rst and second derivatives, with respect to several variables, of matrix-valued functions. Such objects are, respectively, tensors in three and four dimensions, a matrix being a tensor in two dimensions. We shall use subscripts to denote di erentiation: thus A x and A xx refer to the rst and second derivatives of the matrix-valued function A, with respect to the variable x 2 < m . Rather than attempt to describe the elements of a tensor, however, we shall describe its action as a linear operator, the result having the same dimension as the undi erentiated quantity, whether a matrix, a vector, or a scalar. For example, we write A x x] to mean We shall reserve square brackets , ] for this purpose, and we shall use parentheses (, ) primarily to mean \evaluated at". We shall use braces f, g to indicate expression precedence. For example, the rst and second derivatives of (x) 1 (x) at x = b x, when 1 (b x) is simple, given by (1.3){(1.4), are written in tensor notation as
Because the second derivative of a twice continuously di erentiable function is symmetric with respect to its two arguments of di erentiation, there is no ambiguity in this notation. There should be no confusion between those subscripts indicating di erentiation and those indicating components.
We shall use j j j j to denote the Euclidean vector norm. The expression A B, where A and B are symmetric matrices of the same dimension, means the matrix inner product A B = tr AB: The operator \vec" maps the set of symmetric matrices of dimension t into the corresponding vector space < t(t+1)=2 , multiplying the o -diagonal components by the factor p 2 so that (vec A) T (vec B) = A B: Consequently j jvec Aj j = j jAj j F ; the Frobenius norm of A.
3. The Matrix Exponential Formulation. Let x be a locally unique minimizer of 1 , and let i = i (x ), i = 1; . . .; n. Suppose that 1 = = t > t+1 > > n (3.1) i.e. the maximum eigenvalue of A(x ) has multiplicity t, but all other eigenvalues are simple. The latter assumption usually holds in practice; it could be relaxed, at the cost of more complex notation. Let 1 = 1 I; 2 = Diag( t+1 ; . . .; n ); (3.2) the identity block having order t, and let Q = q 1 ; . . .; q n ] be a corresponding orthogonal basis of eigenvectors, with Q 1 = q 1 . . .q t ]; Q 2 = q t+1 . . .q n ]: (3. 3) The matrix Q 2 is unique, up to the choice of signs for its columns, but the matrix Q 1 is not, since any particular choice of basis may be rotated by postmultiplying by a t t orthogonal matrix.
It was shown in 11] that a necessary condition for x to minimize (x) is that there exist a t by t symmetric matrix V , with V positive semi-de nite, such that tr V = 1; V fQ 1 g T A x (x ) x]Q 1 = 0; (3.4) for all x. In the case t = 1, when Q 1 consists of a single column q 1 , this reduces to the statement that fq 1 g T A x (x ) x]q 1 = 0, equivalently x (x ) x] = 0 for all x, i.e. the gradient of (x ) is zero. If A(x) is an a ne function, the necessary condition is also su cient for optimality.
We wish to consider the correct local formulation of a Newton-based method so that quadratic convergence to x is obtained generically. We assume that the optimal multiplicity t is known. This is not the case in practice, and must be determined during the course of the computation, as explained in 10, 11] . If t is set incorrectly, the method to be described would converge locally to a minimizer of subject to the wrong multiplicity constraint, which might not be a minimizer of . This can be avoided, by computing an approximation to V and verifying that the necessary conditions for optimality, including the positive semi-de nite condition on V , are satis ed. See 11] for discussion of the case where all optimality conditions except the positive semi-de nite condition are satis ed.
Assuming, then, that the optimal value of t is known, the local minimizer x of clearly also locally solves the constrained problem min x;! ! (3.5) subject toA(x) 2 (t; !) (3.6) where x 2 < m , ! is a real parameter, and (t; !) is the set of matrices whose greatest eigenvalue has multiplicity t and value !. The set (t; !) is an analytic manifold contained in the space of n by n symmetric matrices. The structure of this manifold is well known. It was observed as early as 1929 17] that the number of conditions imposed on the space of symmetric matrices by the restriction that a matrix lie on this manifold is t(t+1) 2 . In other words, the codimension of the manifold (t; !) is t(t+1) 2 . Formulas for the tangent space to the manifold (t; !) at any point can be computed using standard techniques in di erential geometry 13, 15] . Much less obvious, however, is how to parameterize a description of the manifold which is suitable for the application of Newton methods. This is really the main point of the paper.
The key idea, following 4], is to parameterize the orthogonal matrix of eigenvectors using a matrix exponential. Any orthogonal matrix P with det P = 1 can be The number of equations in (3.12) is n(n+1) 2 . Formulation (3.11){(3.12) introduces additional variables Y; which are not present in (3.5){(3.6), with corresponding space dimension n(n?1) 2 + n ? t = n(n+1) 2 ? t. The di erence between the number of equations and number of extra variables is t, which is not the codimension of (t; !). This shows that there is a di culty with regularity in the parameterization of (t; !) given by (3.12) . This di culty is clari ed by a key observation. Consider Straightforward application of Newton's method to solve (3.11){(3.12) is not satisfactory, since inclusion of the Y 11 variables, which are redundant in the limit, prevents rapid convergence. On the other hand, setting Y 11 = 0 in (3.11){(3.12) makes (3.12) infeasible in general. We shall see that the solution to these di culties is to remove Y 11 from each linearization step, but include Y 11 in the convergence analysis of this procedure. Thus, our convergence analysis is nonstandard.
Let us calculate the derivatives of b F. The appearance of the matrix exponential function in the de nition makes this an easy task. We obtain An immediate consequence of Theorem 1 which we shall need later is j j b Z ? b Z j j = O(j jb x ? x j j); (3.25) using (3.21) and the Lipschitz continuity of the eigenvalues. The rest of the paper is organized as follows. In the next section, we analyze the special case t(t+1) 2 = m + 1, when the dimension of the variable space matches the number of conditions imposed by the multiple eigenvalue, and hence quadratic convergence to a local solution of (1.5) can be achieved by a method which only uses rst derivative information. In the subsequent section, we consider the general case, where second derivative information is necessary. 4 . A Special Case. In this section we assume t(t+1) 2 = m + 1, where t, as before, is the multiplicity of 1 . This is the case when the number of variables equals the number of conditions imposed by the multiple eigenvalue, and hence x is a locally unique solution of (3.14), given a nonsingularity condition to be de ned shortly. Consider the following iteration. x by x, the x component of Z. Go to Step 1. Iteration 1 consists of a Newton iteration applied to a varying function, since the function which is di erentiated, b F, changes at each step. Such a situation is not unusual; see 5, 16] . The linear system (4.1) is equivalent to
Because of the assumption that t(t+1) 2 = m + 1, together with the fact that Y 11 is constrained to be zero, this is a system of n (n+1) 2 equations in the same number of variables. Examining (3.18){(3.24), we see that it separates very conveniently.
Imposing the condition f Y g 11 = 0, the 1,1 block of (4. The o -diagonal equations of this symmetric system can be solved for f Y g 22 in a manner similar to equation (4.9), while the diagonal equations, which vanish in the last two terms, can be solved for .
In fact, though, we see that each step of Iteration 1 actually requires solving only one linear system for ! and x, namely (4.5), a system of t(t+1) 2 Using this result, we can speak unambiguously about whether or not K is singular. The convergence result may now be stated. Since K is nonsingular by assumption, and this nonsingularity is independent of the basis choice, the boundedness of the inverse of b K follows from the standard Banach lemma.
Note that the use of the notation O(j j j j 2 ) to denote neglected terms in the Taylor expansion is valid even though a family of functions b F is being considered, for a sequence of values b Q de ning b F. This is because the de nition of b F in (3.9) shows that second and higher derivatives cannot blow up regardless of b Q, given the corresponding smoothness assumptions on the matrix function A(x), together with the orthogonality of b Q.
5. The General Case. In this section we assume that t(t+1) 2 m + 1: Since the codimension of (t; !) is t(t+1) 2 , and the dimension of the x; ! variable space is m+1, the opposite inequality can hold only nongenerically. Equality can be expected to hold only occasionally since relatively few of the integers have the form t(t+1) 2 . In the general case, the constraints (3:12) are not enough to de ne x locally, so minimization of (3.11) must also be considered.
De ne the Lagrangian function for (3.11){(3.12) by b L(Z; U) = ! ? U b F(Z) (5.1) where U is an n n symmetric matrix of Lagrange multipliers corresponding to the n n symmetric matrix constraint (3.12). The matrix U is called the dual matrix since its components are dual variables. The Frobenius inner product A B was de ned at the end of Section 2. Assuming a full rank condition to be discussed in detail later, the rst-order necessary conditions for Z to minimize (3.11) subject to (3.12) are that, in addition to the satisfaction of ( Each step of the iteration requires a dual matrix estimate b U, which is necessary to de ne the Lagrangian function. It is important to note that a dual matrix estimate from the previous step of the iteration cannot be used, since the function b F changes from one iteration to the next, with the basis b Q, which de nes b F, not converging in general. U 11 is an approximation to the matrix V given in (3.4). Speci cally, note that equation (5.30) de ning U 11 in the following theorem is identical to equation (3.4) de ning V . There is no condition on the de niteness of U 11 , because in the formulation of the nonlinear program (3.13){(3.14) we assumed that the optimal multiplicity t is known; consequently, inde niteness of U 11 indicates that t was chosen incorrectly and hence that x does not minimize . This minimum value is independent of the choice of basis Q 1 , since any rotation of the basis can be absorbed into S. which is unchanged if Q 1 is postmultiplied by an orthogonal matrix.
The previous theorem was concerned only with quantities involving x and F . In order to prove convergence of Iterations 3 and 4, however, we need to quantify the relationship between b U and b U , the latter quantity being the dual matrix associated with the solution of (3.11){(3.12).
Theorem 6. Suppose K has linearly independent rows and that b x is su ciently close to x . Consider the nonlinear program (3.11){(3.12), which has no constraint that Y 11 It follows as a consequence, using (4.19) from which the result follows.
We are now ready to prove the main convergence theorem. Theorem 7. Suppose that K has independent rows and that the reduced Hessian Appendix. The following shows that any real orthogonal matrix P with det P = 1 may be written in the form P = e Y , where Y = ?Y T . This derivation was suggested by J.-P. Haeberly. It is undoubtedly well known, though we lack a standard reference.
An orthogonal matrix has eigenvalues of the form 1 and cos i sin , with a corresponding orthogonal set of eigenvectors. Thus, there exists an orthogonal matrix V such that The matrix Y is not unique, since incrementing by multiples of 2 does not change e Y , but the solution set consists of isolated points in matrix space. In our local convergence analysis, we are concerned only with P = e Y in a neighborhood of the identity matrix and the corresponding Y in a neighborhood of the zero matrix (see Theorem 3.1).
