Abstract. Let 1 ∈ A ⊂ B be a pair of C*-algebras with common unit. We prove that if E : B → A is a conditional expectation with index-finite type and a quasi-basis of n elements, then the topological stable rank satisfies tsr(B) ≤ tsr(A) + n − 1.
Introduction
For two projections p, q in a C*-algebra, we write p ∼ q if they are Murray-von Neumann equivalent. A C*-algebra A is said to have cancellation of projections if whenever p, q, r ∈ A are projections with p ⊥ r, q ⊥ r, and p + r ∼ q + r, then p ∼ q. If the matrix algebra M n (A) over A has cancellation of projections for each n ∈ N, we simply say that A has cancellation. Every C*-algebra with cancellation is stably finite.
For a unital C*-algebra A, if the topological stable rank tsr(A) of A satisfies tsr(A) = 1, then A has cancellation (Proposition 6.5.1 of [3] ). For a stably finite simple C*-algebra A, it has been a long standing open question, settled negatively in [35] , whether cancellation implies tsr(A) = 1. The construction uses Villadsen's techniques [36] . The example is also separable and nuclear.
Let 1 ∈ A ⊂ B be a unital inclusion of C*-algebras with index-finite type and with finite depth. In particular, B could be a crossed product A ⋊ α G of a unital C*-algebra by a finite group. Our main result, Theorem 4.6, is that if A is simple, has topological stable rank 1, and satisfies Property (SP) (every hereditary C*-subalgebra contains a nonzero projection), then B has cancellation.
As a corollary, suppose that A is a simple unital C*-algebra with tracial topological rank zero (TR(A) = 0; Definition 3.6.2 of [22] ), and α : G → Aut(A) is an action of a finite group G on A. Then A ⋊ α G has cancellation. Examples for A include all simple unital AH-algebras with real rank zero and slow dimension growth. Recently, the third author ( [26] , [27] ) has proved that if in addition α has the tracial Rokhlin property, then TR(A ⋊ α G) = 0. It follows that, in this case, tsr(A ⋊ α G) = 1. The result of this paper shows that no conditions on the action are needed for cancellation.
As an intermediate result, we prove in Section 2 that if 1 ∈ A ⊂ B is a unital inclusion of C*-algebras, and if there is a faithful conditional expectation E : B → A with index-finite type and a quasi-basis of n elements ( [38] ; detailed reference below), then tsr(B) ≤ tsr(A) + n − 1 In particular, this applies if B = A ⋊ α G and card(G) = n.
Another important ingredient is a result of Blackadar (Theorem 4.1 below): if B is a simple C*-algebra, and P is a set of nonzero projections in B containing, in a suitable sense, arbitrarily small projections, such that sup p∈P tsr(pBp) < ∞, then B has cancellation.
The authors would like to thank Ken Goodearl for his kind permission to present his proof of Theorem 4.1. The second author would like to thank Ken Goodearl and Masaru Nagisa for fruitful discussions.
Topological stable rank
For a unital C*-algebra A, recall that the topological stable rank tsr(A) of A is defined to be the least integer n such that the set Lg n (A) of all n-tuples (a 1 , , a 2 . . . , a n ) ∈ A n which generate A as a left ideal is dense in A n . (See Definition 1.4 of [31] .) The topological stable rank of a nonunital C*-algebra is defined to be that of its smallest unitization. Note that tsr(A) = 1 is equivalent to density of the set of invertible elements in A. Furthermore, tsr(A) = 1 implies that tsr(A ⊗ M n ) = 1 for all n, and that tsr(A ⊗ K) = 1, where K is the algebra of compact operators on a separable infinite dimensional Hilbert space. Conversely, if tsr(A ⊗ M n ) = 1 for some n, or if tsr(A ⊗ K) = 1, then tsr(A) = 1. (See Theorems 3.3 and 3.6 of [31] .) Simple AH algebras with slow dimension growth have topological stable rank one (Theorem 1 of [7] ), as do irrational rotation algebras ( [30] ). If A is unital and tsr(A) = 1, the A has cancellation (Proposition 6.5.1 of [3] ). It follows immediately that A is stably finite in the sense that no matrix algebra M n (A) has an infinite projection.
As in [38] (see Definition 1.2.1 and the following discussion there), if 1 ∈ A ⊂ B is a pair of C*-algebras with a common unit, then a conditional expectation E : B → A is a positive A-bimodule map of norm one. Following Definition 1.2.2 and Lemma 2.1.6 of [38] , if E is faithful (a standing assumption in [38] ; see the discussion after Definition 1.2.1 there), a quasi-basis for E is a finite family (u 1 , u * 1 ), (u 2 , u * 2 ), . . . , (u n , u * n ) of elements of B × B such that
for all b ∈ B, the expectation E has index-finite type if E has a quasi-basis, and the index of E is then defined by Index(E) =
The following example is standard. (See Lemma 3.1 of [24] for a good deal more.)
Example 2.1. Let A be a unital C*-algebra, let G be a finite group, and let α : G → Aut(A) be an action of G on A. For g ∈ G, let u g ∈ A⋊ α G be the standard unitary in the crossed product, implementing α g . Then the function E : A ⋊ α G → A, given by E g∈G a g u g = a 1 , is a conditional expectation with index-finite type, (u g , u * g ) g∈G is a quasi-basis for E, and Index(E) = card(G) · 1 A⋊αG . Theorem 2.2. Let B be a unital C*-algebra, let A ⊂ B be a unital subalgebra, let E : B → A be a faithful conditional expectation with index-finite type, and let (v k , v * k ) 1≤k≤n be a quasi-basis for E. Then tsr(B) ≤ tsr(A) + n − 1.
Proof. Set m = tsr(A) − 1. We prove that Lg m+n (B) is dense in B m+n . Let b 1 , b 2 , . . . , b m+n ∈ B, and let ε > 0. Write
We will work with various sizes of nonsquare matrices over A and over B. We regard all of them as elements of the C*-algebra B ⊗ K by placing each one in the upper left corner of an infinite matrix, and taking all remaining entries of the infinite matrix to be zero. Multiplication of matrices of compatible sizes thus becomes the usual multiplication in B ⊗ K, and all the usual properties of multiplication in C*-algebras are valid. We also write 1 l for the l × l identity matrix, which, according to the convention just made, is a projection in B ⊗ K.
Set
This gives
According to Definition 6.2 and Lemma 6.3 of [31] , the C*-algebra A satisfies the property L m (n), so that there exists
with x j,k ∈ A for 1 ≤ j ≤ m + n and 1 ≤ k ≤ n, such that x − a < ε/ v and x is left invertible. This last condition means that there is a n × (m + n) matrix z, with entries in A, such that zx = 1 n .
We therefore get the following relation, which by our convention is really an inequality between matrices in B ⊗ K whose only nonzero entries are in the 1, 1 position:
The inequality is still correct when interpreted in B. Since Index(E) is a positive invertible element of B, it follows that m+n j=1 y * j y j is invertible in B. Therefore (y 1 , y 2 , . . . , y m+n ) ∈ Lg m+n (B). We have xv − av ≤ x − a v < ε, so that
Using Theorem 2.2 we can sharpen the estimate of Proposition 5.3 of [24] .
Corollary 2.3. Let B be a unital C*-algebra, let A ⊂ B be a unital subalgebra, let E : B → A be a faithful conditional expectation with index-finite type, and let (v k , v * k ) 1≤k≤n be a quasi-basis for E. Then tsr(A) ≤ n · tsr(B) + n 2 − 2n + 1.
Proof. In the proof of Proposition 5.3 of [24] , substitute the estimate of Theorem 2.2 for the estimate of Corollary 2.6 of [24] .
Theorem 2.4. Let A be a C*-algebra, and let α : G → Aut(A) be an action of a finite group G on A.
Proof. The unital case follows from Theorem 2.2 and Example 2.1. For the nonunital case, let A + be the unitization of A, and observe that A ⋊ α G is an ideal in A + ⋊ α G. Using, in order, Theorem 4.4 of [31] , the unital case, and Definition 1.4 of [31] , we get
Remark 2.5. As pointed out in Example 8.2.1 of [5] , Theorems 4.3 and 7.1 of [31] can be used to show that for any action α : Z/2Z → Aut(A), one has tsr(A ⋊ α Z/2Z) ≤ tsr(A) + 1. The point is that A ⋊ α Z/2Z is a quotient of A ⋊ α Z. The argument actually works for any finite cyclic group. This estimate is the same as that of Theorem 2.4 for Z/2Z, and better for other cyclic groups.
Remark 2.6. The estimate in Theorem 2.4 is the best possible of its form. There is a (nonsimple) unital C*-algebra A with tsr(A) = 1 and an action α : Z/2Z → Aut(A) such that tsr(A ⋊ α Z/2Z) = 2. See Example 8.2.1 of [5] .
Inclusions of C*-algebras of finite depth
The notion of finite depth for subfactors is well known. (See, for example, Section 4.6 of [13] .) The basic properties of inclusions of C*-algebras with finite depth are similar, but have not appeared in the literature. They do not differ greatly from the subfactor case, but, in the interest of completeness, we give proofs here.
Definition 3.1. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with a conditional expectation E : B → A with index-finite type. Set B 0 = A, B 1 = B, and E 1 = E. Recall the C*-algebra version of the basic construction (Definition 2.2.10 of [38] , where it is called the C* basic construction). We inductively define e k = e B k−1 and B k+1 = C * (B k , e k ), the Jones projection and C*-algebra for the basic construction applied to E k : B k → B k−1 , and take E k+1 : B k+1 → B k to be the dual conditional expectation E B k of Definition 2.3.3 of [38] . This gives the tower of iterated basic constructions
with B 0 = A and B 1 = B. It follows from Proposition 2.10.11 of [38] that this tower does not depend on the choice of E.
We then say that the inclusion A ⊂ B has finite depth if there is n ∈ N such that (
. We call the least such n the depth of the inclusion.
Definition 3.2. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with a conditional expectation E : B → A with index-finite type. We say that E is pseudominimal if Index(E) is a scalar multiple of 1 A and E(cb) = E(bc) for all c ∈ A ′ ∩B and b ∈ B.
When A and B have trivial centers, Lemma 3.11 of [17] shows that a minimal conditional expectation is pseudominimal.
The following is an extended version of Lemma 3.11 of [17] .
Lemma 3.3. Let 1 ∈ A ⊂ B be an inclusion of C*-algebras, with conditional expectation E : B → A with index-finite type. Suppose that A is simple. Then there exists a pseudominimal conditional expectation F : B → A with index-finite type.
Proof. Using Theorem 3.3 of [15] (also see Lemma 2.2 and Remark 2.4(3) of [15] ), there exist central projections p 1 , p 2 , . . . , p n ∈ B such that Bp j is simple for 1 ≤ j ≤ n and B = Bp j . We then have unital inclusions p j ∈ p j Ap j ⊂ p j Bp j = Bp j for each j. Note that p j Bp j = Bp j is a simple ideal in B. However, p j Ap j is not a subalgebra of A, only of B. In fact, since A is simple, ϕ j (a) = ap j defines an isomorphism from A to p j Ap j .
There are conditional expectations E j :
1≤k≤m is a quasi-basis for E j . Thus, the unital inclusion p j ∈ p j Ap j ⊂ p j Bp j has indexfinite type. Following Proposition 2 of [18] , let F j : p j Bp j → p j Ap j be the minimal conditional expectation from p j Bp j onto p j Ap j (which automatically also has index-finite type). Its index can be written as Index(F j ) = λ j p j because it is in the center of the simple C*-algebra p j Bp j . Let (v j,l , v * j,l ) 1≤l≤mj be a quasi-basis for F j . Choose β 1 , β 2 , . . . , β n > 0 such that n j=1 β j = 1 and β
Then F is a conditional expectation.
Set w j,l = β
The proof that 
, so minimality of F j , Lemma 3.11 of [17] , and centrality of p j , imply
This completes the proof.
The next proposition was proved in the II 1 factor case by Pimsner and Popa in Theorem 2.6 of [28] .
Proposition 3.4. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with a faithful conditional expectation E : B → A with index-finite type such that Index(E) ∈ A. Using the notation of Definition 3.1, for n ≥ 1 we can identify B 2n as the basic construction for A ⊂ B n and the conditional expectation
Proof. As in the notation of Definition 3.1, let e k be the Jones projection for the inclusion of
Further, set z = Index(E). By Lemma 2.3.1 and Proposition 2.3.4 of [38] , and induction, z is a positive invertible element which is in the center of B n for all n ≥ 0.
Following the beginning of Section 2 of [28] (but noting that our indexing conventions differ), define g
n . Using, say, Definition 2.3.3, Propositions 2.1.1, 2.3.2, and 2.3.4, and Lemma 2.3.5 of [38] , we have the usual relations among the projections e k :
(1)
Since z is a positive, invertible, and central, the arguments of Section 2 of [28] (through the calculations in the proof of Theorem 2.6 there) go through (replacing scalars by powers of z), and imply that f n = f (0) n is a projection, and (using our indexing) that E 2n+k g
for all k and n. It follows that
We now want to calculate f n xf n for x ∈ B n . Since f * n = f n , we start out as follows, using e n xe n = E n (x)e n at the first step and
(e 2n−1 e 2n−2 · · · e n )x(e n · · · e 2n−2 e 2n−1 )
= (e 2n−1 e 2n−2 · · · e n+2 )E n (x)e n+1 (e n+2 · · · e 2n−2 e 2n−1 ) = E n (x)(e 2n−1 e 2n−2 · · · e n+3 )(e n+2 e n+1 e n+2 )(e n+3 · · · e 2n−2 e 2n−1 ) = E n (x)(e 2n−1 e 2n−2 · · · e n+3 )z −1 e n+2 (e n+3 · · · e 2n−2 e 2n−1 ).
Iterating the last two steps gives (e 2n−1 e 2n−2 · · · e n )x(e n · · · e 2n−2 e 2n−1 ) = z −(n−1) E n (x)e 2n−1 .
We now calculate (e 2n−2 e 2n−3 · · · e n−1 )x n−1 e 2n−1 (e n−1 · · · e 2n−3 e 2n−2 )
by a similar method. First, use the commutation relation (3) to write this expression as e 2n−2 (e 2n−3 e 2n−4 · · · e n−1 )x n−1 (e n−1 · · · e 2n−4 e 2n−3 ) e 2n−1 e 2n−2 .
The method used above shows that the term in brackets is equal to
from which it follows, using the fact that e 2n−2 commutes with B n−2 at the second step, that (e 2n−2 e 2n−3 · · · e n−1 )x n−1 e 2n−1 (e n−1 · · · e 2n−3 e 2n−2 ) = e 2n−2 z −(n−2) E n−1 (x n−1 )e 2n−3 e 2n−1 e 2n−2 = z −(n−2) E n−1 (x n−1 )(e 2n−2 e 2n−3 )(e 2n−1 e 2n−2 ).
Proceeding inductively, and putting in the appropriate power of z, we finally arrive at
This result implies in particular that the map x → xf n is injective on B 0 . Proposition 2.2.11 of [38] therefore implies that the subalgebra C * (B n , f n ) ⊂ B 2n is the basic construction for B 0 ⊂ B n .
Using f
n , we obtain analogous results, and, in particular, for every k, the subalgebra C * B n+k , f
We now prove by induction on n that C * B n+k , f
for all k. This is true by hypothesis for n = 1, so suppose it is known for n − 1. The inclusion B k ⊂ B k+1 , with conditional expectation E k+1 , has index-finite type by Proposition 1.6.6 and Definition 2.3.3 of [38] .
and v j commutes with e l for l > k + 1, so
(The difference from the definition of g
n is that here the last term in the first set of parentheses is missing.) Now (e n+k e n+k−1 · · · e k+2 )(e n+k+1 e n+k · · · e k+2 ) = (e n+k e n+k−1 · · · e k+3 )(e n+k+1 e n+k · · · e k+4 )(e k+2 e k+3 e k+2 ) = z −1 (e n+k e n+k−1 · · · e k+3 )(e n+k+1 e n+k · · · e k+4 )e k+2 = z −1 (e n+k e n+k−1 · · · e k+3 e k+2 )(e n+k+1 e n+k · · · e k+4 ).
Next, we combine the second factor above with the third factor in the original expression:
(e n+k+1 e n+k · · · e k+4 )(e n+k+2 e n+k+1 · · · e k+3 )
= (e n+k+1 e n+k · · · e k+5 )(e n+k+2 e n+k+1 · · · e k+6 )(e k+4 e k+5 e k+4 )e k+3 = z −1 (e n+k+1 e n+k · · · e k+5 )(e n+k+2 e n+k+1 · · · e k+6 )e k+4 e k+3 = z −1 (e n+k+1 e n+k · · · e k+5 e k+4 e k+3 )(e n+k+2 e n+k+1 · · · e k+6 ).
We proceed similarly through the rest of the factors. After l steps, the factor in position l + 1 is e n+k+l e n+k+l−1 · · · e k+2l+2 . After n − 1 steps, and using the definitions of g (k)
n and f
, so, using the induction hypothesis,
In particular, e l ∈ C * B n+k , f
, which takes some work.
To start, we claim that, for any m and j, we have e j+1 e j+2 · · · e m+j−2 e m+j−1 g
m−1 e j+1 . Let b be the left hand side of this equation. To prove the equation, start by using the relation (2) a total of m − 1 times to show that the product of the first factor above and the first factor in the expression for g
Then use the relation (3) to commute e j+1 past all but the last term in the second factor in the expression for g
e m+j+1 e m+j · · · e j+3 e j+1 e j+2 e m+j+2 e m+j+1 · · · e j+3 · · · e 2m+j−1 e 2m+j−2 · · · e m+j e m+j−1 e m+j−2 · · · e j+1 .
For the same reason, one can commute e j+1 e j+2 past all but the last term in the next factor, then e j+1 e j+2 e j+3 past all but the last term in the factor after that, etc. This gives
· · · e 2m+j−1 e 2m+j−2 · · · e m+j+1 e j+1 e j+2 · · · e m+j e m+j−1 e m+j−2 · · · e j+1 .
By repeated application of (2), the terms in square brackets combine to give z −(m−1) e j+1 , and the other terms are by definition g
m−1 . This completes the proof of the claim.
Next, we claim that if m ≥ 1 and a C*-algebra C ⊂ B N , for large N, contains B m+j and g m−1 is a product of the projections e j+3 , e j+4 , . . . , e 2m+j−1 ). Using the previous claim, we therefore get
Since z −2(m−1) is invertible, the claim follows.
n is a power of z times f (k)
n , and that we proved that B 2n+k−1 ⊂ C. Apply the previous claim, first with m = n and j = k, to get g (k+2)
n−1 ∈ C; then with m = n−1 and j = k +2, to get g (k+4)
n−2 ∈ C; etc.; finally, with m = 2 and j = 2n + k − 4, to get g
. This completes the induction step.
Taking k = 0, we get C * (B n , f n ) = B 2n , as desired. This completes the proof. We now interpret B l as a Hilbert module over A using the composition [17] .) The basic construction B 2 = C * (B, Proof. Let (u j , u * j ) 1≤j≤n be a quasi-basis for E. Let y ∈ C * (B, e). Identifying C * (B, e) with End A (B) as in Remark 3.5, y corresponds to a right A-module endomorphism T of B. Then for x ∈ B we have
The following is a C* version of Lemma 1.2 of [29] .
Lemma 3.7. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with a conditional expectation E : B → A with index-finite type. Following Definition 3.1 but with different notation, let e be the Jones projection for this inclusion, and let C * (B, e) be the basic construction. Then for every x ∈ C * (B, e) there is a unique b ∈ B such that be = xe.
Proof. We first claim that if b, c ∈ B satisfy be = ce, then b = c. It suffices to consider the case c = 0. If be = 0, then E(b * b)e = eb * be = 0. Identifying C * (B, e) with End A (B) as in Remark 3.5, we see that in fact E(b * b) = 0, which implies b = 0 because E is faithful. This proves the claim.
Uniqueness in the statement of the lemma follows.
Let F : C * (B, e) → B be the dual conditional expectation (again, following Definition 3.1). We claim that if x ∈ C * (B, e) then b = Index(E)F (xe) satisfies the conclusion of the lemma. By Lemma 3.6, it suffices to consider x = y 1 ey 2 with y 1 , y 2 ∈ B. Then xe = y 1 E(y 2 )e, so the formula of Proposition 2.3.2 of [38] gives F (xe) = Index(E) −1 y 1 E(y 2 ). Therefore
This proves the claim. It remains only to show that if
Then a ∈ A, so a commutes with e and x, and we get abe = axe = xea = bea = bae.
The first claim in the proof now implies that ab = ba. This completes the proof. 
Proof. Fix k. Proposition 2.3.4 of [38] implies that E k : B k → B k−1 has index-finite type. We may therefore apply Lemma 3.7 to the inclusion of
Taking adjoints and applying the same lemma again, we obtain the conclusion.
If A is any unital C*-algebra, we let Z(A) denote the center of A.
Lemma 3.9. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with a conditional expectation E : B → A with index-finite type. Assume that Z(A) is finite dimensional. Adopt the notation of Definition 3.1. Then for k ≥ 0 we have
with equality if and only if e k+1 is full in A ′ ∩ B k+2 .
Proof. Using Propositions 2.3.4 and 2.7.3 of [38] , and induction, we see that B ′ m ∩B n is finite dimensional whenever 0 ≤ m ≤ n. Since e k+1 [A ′ ∩ B k+2 ]e k+1 is a corner in A ′ ∩ B k+2 , it therefore suffices to prove that
Since e k+1 commutes with everything in B k , the set (A ′ ∩ B k )e k+1 is a C*-algebra, and Lemma 3.7 further implies that x → xe k+1 is an isomorphism
Using the commutation relation at the first step,
at the second step, Corollary 3.8 at the third step, and e k+1 ∈ A ′ ∩ B k+2 at the fourth step, we further get
In particular, their centers have the same dimension.
The following proposition is a C* analog of parts of Theorem 4.6.3 of [13] . Proposition 3.10. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras, and let E : B → A be a conditional expectation with index-finite type such that Index(E) ∈ A. Assume that Z(A) is finite dimensional. Let B 0 = A, B 1 = B, B 3 , B 4 , . . . and e 1 , e 2 , . . . be as in Definition 3.1. Then the following conditions are equivalent:
(That is, E has finite depth in the sense of Definition 3.1.) (2) There is
There is L ∈ N such that, for any k ≥ 1, the number of equivalence classes of irreducible A-A Hilbert bimodules which appear in B k is at most L. (6) There is M ∈ N such that, for any k ≥ 1, the number of equivalence classes of irreducible A-B Hilbert bimodules which appear in B k is at most M. Moreover, the number k 0 in (2) can be chosen to be the depth of the inclusion, as in Definition 3.1.
Proof. Assume (1), for some k 0 . Using (1) at the second step, e k0 e k0+1 e k0 = Index(E)
−1 e k0 (with Index(E) −1 ∈ A ′ ∩ B k0+1 and invertible) at the third step, and Corollary 3.8 at the fifth step, we get
Since the last expression is an ideal in A ′ ∩ B k0+2 , we see by looking at the second last expression that
Repeating this, we get
for all k ≥ k 0 . This is (2), and also proves the last statement. Assuming (2), Corollary 3.8 and Lemma 3.9 imply that
for k ≥ k 0 . This gives both (3) and (4). We now prove that (3) implies (1). The proof that (4) implies (1) is the same, and is omitted. So suppose that
. This proves (1) with k 0 = 2k + 1. The equivalence of (3) and (5) follows by using Remark 3.5 to see that dim C (Z(A ′ ∩ B 2l )) and dim C (Z(A ′ ∩ B 2l−2 )) are the numbers of equivalence classes of irreducible Hilbert A-A bimodules which appear in B l and B l−1 respectively. The equivalence of (4) and (6) is similar.
Proposition 3.11. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras, and let E : B → A be a conditional expectation with index-finite type and such that Index(E) ∈ A. Assume that Z(A) is finite dimensional. Let A ⊂ B ⊂ B 2 be the basic construction. If A ⊂ B has finite depth, then so does B ⊂ B 2 .
Proof. We will prove that A ′ ∩ B 2l+1 ∼ = B ′ ∩ B 2l+2 for l ≥ 0. By Remark 3.5, we have A ′ ∩ B 2l+1 = A End B (B l+1 ) and B ′ ∩ B 2l+2 = B End A (B l+1 ). Define a map Φ from A End B (B l+1 ) to B End A (B l+1 ) by Φ(T )(x) = (T (x * )) * for T ∈ A End B (B l+1 ) and x ∈ B l+1 . It is obvious that Φ is an isomorphism from A ′ ∩ B 2l+1 to B ′ ∩ B 2l+2 . So Condition (3) Proof. We use the notation of Definition 3.1.
It follows from Proposition 2.10.11 of [38] that Condition (3) of Proposition 3.10 does not depend on the choice of the conditional expectation, as long as it has indexfinite type. By Lemma 3.3 we may therefore assume that Index(E) is a scalar, so that Proposition 3.10 applies.
Let ι : A ⊗ K → B ⊗ K be the inclusion. For any sector η ∈ Sect(B, A), in the sense of Section 4 of [15] , let N (η) denote the number of distinct irreducible sectors in the decomposition of η of Lemma 4.1 of [15] . We prove the following:
The result will then follow from Proposition 3.10 and Proposition 3.11. First, let γ : B ⊗ K → B ⊗ K be the canonical endomorphism of Lemma 4.2 and Remark 4.3 of [15] . Then Remark 4.3 of [15] gives the downward tower of basic constructions
Reverse the segment of this tower ending at γ k+1 (A ⊗ K). Using γ = ιι, we can identify the result as
with all inclusions A ⊗ K ֒→ B ⊗ K given by ι and all inclusions B ⊗ K ֒→ A ⊗ K given by ι. Since the basic construction is preserved by tensoring with K, this tower is isomorphic to
Remark 2.12 of [15] shows that the right hand side is isomorphic to B ′ ∩ B 2k+2 . It is clear from the proof of Lemma 4.1 of [15] that if C and D are any simple stable σ-unital C*-algebras, and if ρ :
)) now follows. The other three relations to be proved follow similarly.
We will need two results about the cut-down p ∈ pAp ⊂ pBp of an inclusion 1 ∈ A ⊂ B by a projection p ∈ A ′ ∩ B. (Note that pAp is usually not contained in A, because p need not be in A.) These are proved in the setting of factors in Remark 2.6 of [1] .
The next proposition looks very much like Corollary 4.2 of [24] , but differs in that here the projection p is in A ′ ∩ B rather than A.
Proposition 3.13. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with index-finite type, and suppose A is simple. If p ∈ A ′ ∩ B is a nonzero projection, then the inclusion pAp ⊂ pBp also has index-finite type.
Proof. Following Lemma 3.3, let E : B → A be a pseudominimal conditional expectation. Then E(p) is a nonzero element in A ∩ A ′ = C, so E(p) = λ · 1 for some λ ∈ (0, ∞). Define a map F from pBp onto pAp by F (x) = λ −1 E(x)p for x ∈ pBp. It is easy to see that F is a conditional expectation from pBp onto pAp. Let (u j , u * j ) 1≤j≤n be a quasi-basis for E. We claim that λ 1/2 pu j p, λ 1/2 pu * j p 1≤j≤n is a quasi-basis for F. For any x ∈ B, we have E(px) = E(xp) by Definition 3.2. Using this and p ∈ A ′ at the third step, for any element x ∈ pBp ⊂ B we have
A similar argument proves that
This proves the claim. The existence of a quasi-basis implies that F has index-finite type.
Proposition 3.14. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras with index-finite type and finite depth, and suppose A is simple. If p is a nonzero projection in A ′ ∩ B, then the inclusion pAp ⊂ pBp also has finite depth.
Proof. Lemma 3.3 provides a conditional expectation E : B → A with index-finite type and such that Index(E) is a scalar. Let
be the towers of iterated basic constructions. Let R p be the projection in End A (B) = B 2 (see Remark 3.5 for this identification) defined by R p (b) = bp for b ∈ B. Then R p ∈ B ′ ∩B 2 , because the embedding of B in End A (B) is via left multiplications. In particular pR p = R p p. Let p 1 be the projection in A ′ ∩ B 2 defined by p 1 = pR p , that is, as an operator in End A (B), we have p 1 (b) = pbp for b ∈ B. Define an isomorphism ϕ from p 1 B 2 p 1 onto End pAp (pBp) by ϕ(p 1 xp 1 ) = p 1 xp 1 | pBp . Then for x, b ∈ B, we have (p 1 xp 1 )(pbp) = pxp(pbp), so ϕ(p 1 Bp 1 ) = pBp and ϕ(p 1 Ap 1 ) = pAp. Thus we have an isomorphism of inclusions
By Proposition 3.4, we can identify End A (B 2 l−1 ) with B 2 l for any l ≥ 2. The argument of the previous paragraph therefore gives projections
for x ∈ B 2 l−1 , and isomorphisms of inclusions
Since A ⊂ B has finite depth, Proposition 3.10 provides a constant M such that
for n ∈ N. The algebra pAp is simple (being isomorphic to A), so Proposition 3.13 and Lemma 3.3 provide a conditional expectation F : pBp → pAp with indexfinite type and such that Index(F ) is a scalar. Now Proposition 3.10 implies that pAp ⊂ pBp has finite depth.
Cancellation for inclusions
In this section we prove a cancellation theorem for inclusions of simple C*-algebras with index-finite type. We need the following modification of Blackadar's cancellation theorem in [2] . (Also see Theorem 4.2.2 of [4] .) Since that theorem is itself a modification of an argument of Rieffel [32] , we give a detailed proof for the reader's convenience. It is based on an argument of Goodearl [12] , which is given here with his permission. Theorem 4.1 (Blackadar [2] ). Let A be a simple C*-algebra. Let P ⊂ M ∞ (A) be a set of nonzero projections with the following two properties:
(1) For every nonzero projection q ∈ M ∞ (A), there exists p ∈ P such that
Then the projections in M ∞ (A) satisfy cancellation.
In the arguments leading up to the proof, we will tacitly identify projections with their Murray-von Neumann equivalence classes. For example, if p, q ∈ M ∞ (A) are projections, we will let p ⊕ q stand for any specific projection in M ∞ (A) with the appropriate Murray-von Neumann equivalence class, without saying which one. We further let n * p stand for the direct sum of n copies of p. We use ∼ for Murray-von Neumann equivalence, and we write p q when there exists r such that p ∼ r ≤ q.
We will need the following result of Warfield, which we restate here for C*-algebras and in terms of projections. Theorem 4.2. Let A be a C*-algebra, let p, q, r ∈ M ∞ (A) be projections, and let n ∈ N. Assume that p ⊕ r ∼ q ⊕ r, tsr(rM ∞ (A)r) ≤ n, and n * r p.
Then p ∼ q.
Proof. Using the Bass stable rank Bsr(A) in place of tsr(A), and using modules in place of projections, this is Theorem 2.1 of [32] , which is really just a combination of Theorems 1.2 and 1.6 of [37] . But Bsr(A) ≤ tsr(A) by Corollary 2.4 of [31] . (In fact, for any unital C*-algebra A, we have Bsr(A) = tsr(A) by [14] .)
We further need the following well known lemma, whose proof we omit. Lemma 4.3. Let A be a simple C*-algebra, and let p, q ∈ M ∞ (A) be projections with q = 0. Then there exists l ∈ N such that p l * q.
Proof of Theorem 4.1. Set n = sup p∈P tsr(pM ∞ (A)p). By iterating Condition (1) of the hypothesis, we find that for every m ∈ N and every nonzero projection q ∈ M ∞ (A), there exists p ∈ P such that 2
We now claim that for every nonzero projection q ∈ M ∞ (A), there exists p ∈ P such that n * p q. To prove the claim, given q,
. By the definition of the order on K 0 (A), there are projections r, s ∈ M ∞ (A) such that n * p ⊕ r ⊕ s ∼ q ⊕ s. Lemma 4.3 provides l such that s l * p, whence
Let l 0 be the smallest nonnegative integer l such that (1) holds. The claim will be proved if we can show that l 0 = 0. Suppose l 0 > 0. Apply Theorem 4.2 with (n + l 0 − 1) * p ⊕ r in place of p, with q ⊕ (l 0 − 1) * p in place of q, and with p in place of r. We conclude that
contradicting the choice of l 0 . This completes the proof of the claim. Now we can prove the theorem. Let p, q, r ∈ M ∞ (A) satisfy p⊕r ∼ q ⊕r. Use the claim to choose e ∈ P such that n * e p. Thus, there is a projection s ∈ M ∞ (A) such that n * e ⊕ s ∼ p. We then have n * e ⊕ s ⊕ r ∼ q ⊕ r. Lemma 4.3 provides l such that r l * e, whence (2) n * e ⊕ s ⊕ l * e ∼ q ⊕ l * e.
As before, let l 0 be the least possible value of l in (2), and if l 0 > 0 apply Theorem 4.2 with (n + l 0 − 1) * e ⊕ s in place of p, with q ⊕ (l 0 − 1) * e in place of q, and with e in place of r, getting
This is a contradiction, whence l 0 = 0, and p ∼ n * e ⊕ s ∼ q.
We need several observations about the topological stable rank of inclusions of C*-algebras to prove cancellation for crossed products. Recall that an inclusion 1 ∈ A ⊂ B of unital C*-algebras is called irreducible if A ′ ∩ B = C1. (See Example 3.14 of [15] .) The irreducible case of the following lemma is essentially contained in Theorem 2.1 of [23] .
Lemma 4.4. Let 1 ∈ A ⊂ B be an inclusion of simple unital C*-algebras with index-finite type and finite depth. Suppose that A has property (SP). Then for any nonzero projection q ∈ B there exists a nonzero projection p ∈ A such that p q.
Proof. The conclusion does not depend on the choice of the conditional expectation, so use Lemma 3.3 to choose E : B → A with index-finite type such that Index(E) is a scalar.
We first assume that 1 ∈ A ⊂ B is irreducible. Let q ∈ B be a nonzero projection. Since the inclusion 1 ∈ A ⊂ B is irreducible and has index-finite type and finite depth, Proposition 3.12 and Corollary 7.6 of [15] (also see Remark 2.4(3) of [15] ) imply the following outerness condition on E: for any x ∈ B and for any nonzero hereditary C*-subalgebra C of A,
This condition is equivalent to outerness in the sense of Definition 2.2 of [23] . By Theorem 2.1 and the proof of Corollary 2.3 of [23] , there is a nonzero projection p ∈ A such that p q. Now we consider the general case. Since the inclusion has index-finite type, the relative commutant A ′ ∩ B is finite dimensional. (See Proposition 2.7.3 of [38] . The notation C B (A) there is the relative commutant, defined in the statement of Proposition 1.2.9 of [38] .) Thus
for suitable n and k(1), k (2), . . . , k(n).
be a system of matrix units for the summand M k(l) . Each inclusion e (l)
is irreducible, and by Propositions 3.13 and 3.14 has index-finite type and finite depth. (Note: e
. Let q ∈ B be a nonzero projection. Theorem 5.1 of [23] implies that B has Property (SP). Since B is simple, by Lemma 3.2 of [21] , there is a projection q 0 ∈ B such that, in the notation introduced before Theorem 4.2, we have k * q 0 q. By Lemma 3.5.6 of [22] , there is a nonzero projection q
The irreducible case provides nonzero projections
j,j A is bijective, so there exists a projection p (l) j ∈ A, necessarily nonzero, such that r
Since A is simple and has Property (SP), repeated application of Lemma 1.8 of [27] provides a nonzero projection p ∈ A such that p p (l) j for all l and j. Then we have
This completes the proof. Proof. Let the notation be as in Definition 3.1, and assume that A ⊂ B has depth m. Choose k ∈ N such that k is odd and k ≥ m. Let P be the set of all nonzero projections in A. We claim that, as a subset of B k , this set satisfies the conditions of Theorem 4.1.
The C*-algebra B 2 is stably isomorphic to A. (In [38] , see Proposition 1.3.4 and the argument preceding Lemma 3.3.4.) Continuing by induction, and because k + 1 is even, we find that B l is stably isomorphic to A when l is even, and to B when l is odd. Thus every B l is simple. Moreover, B k+1 is stably isomorphic to A and B k is stably isomorphic to B. Theorem 6.4 of [31] therefore gives tsr(B k+1 ) = 1. Also, by Proposition 1.6.6 of [38] and induction, every inclusion B l ⊂ B l+1 has index-finite type.
We claim that Condition (2) of Theorem 4.1 is satisfied. Proposition 3.10 implies
By Proposition 4.4 of [24] , there are n ∈ N and u 1 , u 2 , . . . , u n ∈ A ′ ∩B k+1 such that, for every p ∈ P, the family (pu j , u * j p) 1≤j≤n is a quasi-basis for the conditional expectation F p = E k | pB k+1 p from pB k+1 p onto pB k p. For any such projection p, using Corollary 2.3 at the first step and tsr(B k+1 ) = 1 and Theorem 4.5 of [6] at the second step, we get
This proves the claim. We next prove by induction on l that B l has Property (SP) and that for every nonzero projection q ∈ B l there is a nonzero projection p ∈ A such that p q. The case l = 0, corresponding to B l = A, is immediate. So suppose the result is known for l, and let q ∈ B l+1 be a nonzero projection. The inclusion B l ⊂ B l+1 has finite depth by Proposition 3.11. Both B l and B l+1 are simple, so B l+1 has Property (SP) by Theorem 5.1 of [23] . Moreover, Lemma 4.4 then provides a nonzero projection p 0 ∈ B l such that p 0 q, and the induction hypothesis provides a nonzero projection p ∈ A such that p p 0 . This completes the induction.
To prove Condition (1) for P as a subset of B k , let q ∈ M ∞ (B k ) be a nonzero projection. Since B k has Property (SP), Lemma 3.5.6 of [22] provides a nonzero projection q 0 ∈ B k such that q 0 q. The previous paragraph provides a nonzero projection p 0 ∈ A such that p 0 q 0 . Since A has Property (SP), by Lemma 3.5.7 of [22] there exist orthogonal Murray-von Neumann equivalent nonzero projections p 1 , p 2 ∈ A with p 1 , p 2 ≤ p 0 . This completes the proof of Condition (1).
We now conclude from Theorem 4.1 that B k has cancellation. Since B is stably isomorphic to B k , so does B. Now we drop the requirement that the larger algebra be simple. The following is our main theorem. Theorem 4.6. Let 1 ∈ A ⊂ B be an inclusion of unital C*-algebras of indexfinite type and with finite depth. Suppose that A is simple, tsr(A) = 1, and A has Property (SP). Then B has cancellation.
Proof. Since 1 ∈ A ⊂ B has index-finite type, results of [15] (Theorem 3.3, Definition 2.1, and Remark 2.4(3) there) provide projections z 1 , z 2 , . . . , z k in the center of B such that each Bz j is simple and
By Propositions 3.13 and 3.14, each inclusion z j ∈ z j Az j ⊂ Bz j has index-finite type and finite depth. By Proposition 4.5, each Bz j has cancellation. Hence B has cancellation.
Using an observation by Blackadar and Handelman [8] we can sometimes determine tsr(B). Recall that a unital C*-algebra A has real rank zero (see Theorem 2.6 of [10] ) if every selfadjoint element in A can be approximated arbitrarily closely by selfadjoint elements with finite spectrum.
Corollary 4.7. Let 1 ∈ A ⊂ B be a pair of unital C*-algebras of index-finite type and with finite depth. Suppose that A is simple with tsr(A) = 1 and Property (SP), and that B has real rank zero. Then tsr(B) = 1.
Proof. The algebra B has cancellation by Theorem 4.6. Since B has real rank zero, B has Property (HP) by Theorem 2.6 of [10] . Therefore Theorem III.2.4 of [8] implies tsr(B) = 1.
Cancellation for crossed products
In this section, we apply the results of the previous section to crossed products by finite groups, in particular generalizing Theorem 5.4 of [16] . For comparison we also give a result on crossed products by Z.
The following result should be compared with Question 8.2.3 of [5] ; see Remark 5.7.
Corollary 5.1. Let A be an infinite dimensional simple unital C*-algebra, let G be a finite group, and let α be an action of G on A. Suppose that tsr(A) = 1 and A has Property (SP). Then A ⋊ α G has cancellation. Moreover, if A ⋊ α G has real rank zero, then tsr(A ⋊ α G) = 1.
Proof. Take B = A ⋊ α G in Theorem 4.6 and Corollary 4.7. The finite depth condition is satisfied by Lemma 3.1 of [24] .
As an application of Corollary 5.1 we get an interesting result when the inclusion A ⊂ B has index 2, but does not necessarily have finite depth. Proposition 5.2. Let A be an infinite dimensional simple unital C*-algebra with tsr(A) = 1 and Property (SP). Suppose that the inclusion 1 ∈ A ⊂ B has index 2. Then B has cancellation.
Proof. By Lemma 2.1.3 of [20] , there is an action β : Z/2Z → B such that the basic construction C * (B, e A ) is isomorphic to B ⋊ β Z/2Z. Proposition 1.3.4 and the discussion before Lemma 3.3.4 of [38] imply that C * (B, e A ) is stably isomorphic to A. Therefore C * (B, e A ) is a simple unital C*-algebra with Property (SP), and tsr(C * (B, e A )) = 1. Let β : Z/2Z → B ⋊ β Z/2Z be the dual action. By Takai duality ( [33] ) we have
Hence B has cancellation by Corollary 5.1.
Let α ∈ Aut(A) be an automorphism of a C*-algebra A. There is no conditional expectation of index-finite type from the crossed product A ⋊ α Z onto A. Nevertheless, we have the following result.
Theorem 5.3. Let A be a simple unital C*-algebra with tsr(A) = 1 and Property (SP). Let α ∈ Aut(A) generate an outer action of Z on A (that is, α n is outer for every n = 0), such that α * = id on K 0 (A). Then A ⋊ α Z has cancellation.
Proof. Let P be the set of all nonzero projections in M ∞ (A), regarded as a subset of M ∞ (A ⋊ α Z). We claim that P satisfies the conditions in Theorem 4.1.
For Condition (1), let q ∈ M ∞ (A⋊ α Z) be a nonzero projection. Use Theorem 4.2 of [16] to find e ∈ P such that e q, and Proposition 3.5.6 of [22] , to find p ∈ P such that 2[p] ≤ [q].
For Condition (2), let p ∈ P. Assume p ∈ M n (A), and let α also denote the corresponding automorphism of M n (A). Then α * ([p]) = [p] because α * = id. Since tsr(A) = 1, we can find a unitary u ∈ M n (A) such that α(p) = u * pu. Define β ∈ Aut(M n (A)) by β(a) = uα(a)u * . Then we calculate as follows, in which the last two isomorphisms come from the proof of Theorem 2.8.3(5) in [25] : Proof. The proof is the same as that of Corollary 4.7.
Example 5.5. Let A be a UHF algebra or an irrational rotation algebra. Let α ∈ Aut(A) generate an outer action of Z. Then A ⋊ α Z has cancellation. This follows from Theorem 5.3, because K 0 (A) has no nontrivial order preserving automorphisms.
Remark 5.6. Let A be a simple unital AT-algebra with real rank zero and a unique tracial state. Let α ∈ Aut(A) be approximately inner and generate an outer action of Z. Then the hypotheses of Theorem 5.3 are satisfied. In particular, by Corollary 5.4, if A⋊ α Z has real rank zero then tsr(A⋊ α Z) = 1. In fact, under these hypotheses on A and α, Kishimoto proved [19] that the following are equivalent:
(1) A ⋊ α Z has real rank zero.
(2) α m is uniformly outer for every m = 0. (3) α has the Rokhlin property. Theorem 5.3 suggests that, in this situation, one might deduce tsr(A⋊ α Z) = 1 from a weaker condition on α than the Rokhlin property. We point out that Theorem 1.2 of [9] provides many examples of actions of Z on the 2 ∞ UHF algebra which do not have the Rokhlin property and such that the crossed product is a simple AT algebra with real rank one (not zero), but of course with stable rank one.
Remark 5.7. Let α : G → Aut(A) be an action of a discrete group G on a unital C*-algebra A. Taking the crossed product A⋊ α G can increase the topological stable rank if G is finite and A is not simple (see Example 8.2.1 of [5] ) or if G is infinite and A is simple (see Example 8.2.2 of [5] ). Blackadar asked, in Question 8.2.3 of [5] , whether the crossed product of an AF algebra by a finite group has topological stable rank one. This question remains open, even for simple AF algebras and Z/2Z. We have seen in Corollary 5.1 that if A is a simple unital C*-algebra with TR(A) = 0 and G is finite, then A ⋊ α G has cancellation. It often happens that cancellation for a simple unital C*-algebra B implies tsr(B) = 1, for example if B has real rank zero. However, a crossed product of a simple AF algebra by a finite group may have nonzero real rank (Example 9 of [11] ), and cancellation for a simple unital C*-algebra A does not imply tsr(A) = 1 ( [35] ).
