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When A ∈ B(H) and B ∈ B(K) are given,we denote byMC the operator acting on the infinite
dimensional separable Hilbert space H ⊕ K of the form MC =

A C
0 B

. In this paper, we
first give some necessary and sufficient conditions for MC to be a left invertible operator
(an upper semi-Weyl, upper semi-Fredholm) operator for some C ∈ B(K ,H), which extend
the corresponding results in Cao et al. (2006) [4], Cao and Meng (2005) [5], Hwang and Lee
(2001) [12] and Li and Du (2006) [15]. Then we present some counter-examples.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that if H is a Hilbert space, T is a bounded linear operator defined on H and H1 is an invariant closed
subspace of T , then T can be represented in the form of
T =
∗ ∗
0 ∗

: H1 ⊕ H⊥1 → H1 ⊕ H⊥1 ,
which motivated the interest in 2 × 2 upper-triangular operator matrices. For recent investigations on this subject, see
Refs. [1–24].
Throughout this paper, let H and K be the complex infinite dimensional separable Hilbert spaces and let B(H, K) be the
set of all bounded linear operators from H into K . For simplicity, we also write B(H,H) as B(H).
For T ∈ B(H, K), we use R(T ) and N(T ) to denote the range and kernel of T , respectively. Denote α(T ) = dimN(T ),
β(T ) = dim K/R(T ) and d(T ) = dim K/R(T ). It is well-known that β(T ) <∞ implies that R(T ) is closed, and β(T ) = d(T )
whenR(T ) is closed. It isworthmentioning that in [4,5], the authors usedn(A) and d(A) instead ofα(A) andβ(A) respectively.
For T ∈ B(H, K), if R(T ) is closed and α(T ) < ∞, then T is called an upper semi-Fredholm operator and if β(T ) < ∞,
then T is called a lower semi-Fredholm operator. If T ∈ B(H, K) is either upper or lower semi-Fredholm operator, then T is
called a semi-Fredholm operator, and the index of T is defined by ind(T ) = α(T )− β(T ).
We denote the set of all invertible (resp., left invertible, right invertible) operators from H into K by G(H, K) (resp.,
Gl(H, K),Gr(H, K)), the set of all Fredholm (resp., upper semi-Fredholm, lower semi-Fredholm) operators from H into K by
Φ(H, K) (resp.,Φ+(H, K),Φ−(H, K)), the set of all Weyl (resp., upper semi-Weyl, lower semi-Weyl) operators from H into
K by Φ0(H, K) (resp., Φ−+ (H, K),Φ
+
− (H, K)). The spectrum, left spectrum, right spectrum, essential spectrum, upper semi-
Fredholm spectrum, lower semi-Fredholm spectrum, Weyl spectrum, upper semi-Weyl spectrum, lower semi-Fredholm
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spectrum of an operator T ∈ B(H) are respectively denoted by σ(T ), σl(T ), σr(T ), σe(T ), σSF+(T ), σSF−(T ), σw(T ), σaw(T )
and σsw(T ). The definitions of the above-mentioned concepts can be found in [4,5,7,14–16,22].
Henceforth, for A ∈ B(H), B ∈ B(K) and C ∈ B(K ,H), we putMC =

A C
0 B

. It is clear thatMC ∈ B(H ⊕ K).
In [10], the authors showed thatMC is invertible for some C ∈ B(K ,H) if and only if A is left invertible, B is right invertible
and β(A) = α(B). Han et al. extended the above result to the general Banach space case in [11]. In [4], Cao et al. gave a
necessary and sufficient condition for MC to be an upper semi-Fredholm operator (resp., a lower semi-Fredholm operator,
a Fredholm operator) for some C ∈ B(K ,H) and characterized the intersection of the upper semi- Fredholm spectrum and
the lower semi-Fredholm spectrum of MC . In [5], Cao et al. obtained a necessary and sufficient condition for MC to be an
upper semi-Weyl operator (resp., a lower semi-Weyl operator, a Weyl operator) for some C ∈ B(K ,H) and characterized
the intersection of the upper semi-Weyl spectrum, the lower semi-Weyl spectrum and the Weyl spectrum ofMC .
In Section 2 of this paper, we extend all the results mentioned above by the same technique and similar proofs, and the
statements of the results seem much more simpler. Moreover, some counter-examples are presented in Section 3.
2. The characterizations ofMC to be a left invertible (an upper semi-Weyl, an upper semi-Fredholm) operator for some
C ∈ B(K ,H)
Hwang and Lee [12] provided a necessary and sufficient condition for MC to be left invertible operator for some C ∈
B(K ,H) and characterized the intersection of the left spectrum, the right spectrum and the spectrum of MC . One of their
main results is as follows:
For a given pair (A, B) of operators,MC is bounded below for some C ∈ B(K ,H) if and only if A is bounded below and
α(B) ≤ d(A) if R(B) is closed,
d(A) = ∞, if R(B) is not closed.
This result is interesting and correct. However, the proof does not work well because the following claim was used, which
is not always true:
If
α(B)+ d(MC ) = d(A)+ d

I 0
0 B

I C
0 I

,
then
α(B) ≤ d(A)
holds since
d(MC ) ≥ d

I 0
0 B

I C
0 I

.
In fact, it is easy to see that when
d(MC ) = d

I 0
0 B

I C
0 I

= ∞,
the above claim fails. If we add the additional condition d(MC ) <∞, then the claim can be true.
By using another approach, which seems much simpler and without making use of the above claim, we prove the above
theorem. Furthermore, we present other characterizations forMC to be a left invertible operator.
The following result is an extension of Theorem 1 in [12].
Theorem 2.1. For a given pair (A, B) of operators, the following statements are equivalent:
(i) MC is left invertible for some C ∈ B(K ,H),
(ii) A is left invertible and

β(A) = ∞
or B ∈ Φ+(K) and α(B) ≤ β(A),
(iii) A is left invertible and

α(B) ≤ d(A) if R(B) is closed,
d(A) = ∞, if R(B) is not closed,
(iv) there exists some left invertible operator C ∈ B(K ,H) such that MC is left invertible.
Proof. (iv)⇒ (i) is obvious.
(i)⇒ (ii) If MC is left invertible, then it is easy to see that A is left invertible. In this case, if β(A) ≠ ∞, then A ∈ Φ(H),
and so B ∈ Φ+(K). From the above argument, in order to show (i)⇒ (ii), we only need to prove that ifMC is left invertible,
then α(B) ≤ β(A). For this, it is sufficient to prove that if A is left invertible with α(B) > β(A), thenMC is not left invertible.
Since α(B) > β(A), we have β(A) <∞. We now consider the following two cases.
Case (I) SupposeN(C)∩N(B) ≠ {0}. Then there exists some y ∈ K such that 0 ≠ y ∈ N(C)∩N(B). Obviously,MC

0
y

= 0.
This implies thatMC is not left invertible.
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Case (II) Suppose N(C) ∩ N(B) = {0}. Then
dim C(N(B)) = α(B) > β(A).
Thus,
RC(N(B)) ∩ R(A) ≠ {0}.
Let
0 ≠ z ∈ RC(N(B)) ∩ R(A).
Then there exist some x ∈ X and y ∈ K such that
Ax = Cy = z and By = 0.
Direct calculation shows thatMC
−x
y

= 0. This implies thatMC is not left invertible.
(ii)⇒ (iv) If A is left invertible and β(A) = ∞, then we define an operator
Q : K → H by Q =

T
0

: K →

R(A)⊥
R(A)

,
where T is an invertible operator form K onto R(A)⊥. It is obvious that Q is left invertible. Moreover, we can claim thatMQ
is left invertible.
On the other hand, if A is left invertible, B ∈ Φ−(K) and α(B) ≤ β(A), then we define an operator
Q : K → H by Q =

C1
C2

:

N(B)
N(B)⊥

→

R(A)⊥
R(A)

,
where C1 is an isomorphism and C2 is an unitary operator. It is obvious that Q is left invertible. Moreover, we can claim that
MQ is left invertible.
It remains to prove (ii)⇔ (iii). Note that if R(A) is closed, then
β(A) = ∞
or B ∈ Φ+(K) and α(B) ≤ β(A),
⇔
R(B) is closed and β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞, α(B) ≤ β(A) and R(B), is closed.
⇔

α(B) ≤ β(A) if R(B) is closed,
β(A) = ∞, if R(B) is not closed,
⇔

α(B) ≤ d(A) if R(B) is closed,
d(A) = ∞, if R(B) is not closed.
So (ii)⇔ (iii) This completes the proof. 
By duality, we have
Theorem 2.2. For a given pair (A, B) of operators, the following statements are equivalent:
(i) MC is right invertible for some C ∈ B(K ,H),
(ii) B is right invertible and

α(B) = ∞
or A ∈ Φ−(H) and α(B) ≥ β(A),
(iii) B is right invertible and
β(A) ≤ α(B) if R(A) is closed,
α(B) = ∞, if R(A) is not closed.
(iv) there exists some right invertible operator C ∈ B(K ,H) such that MC is right invertible.
As a direct application of Theorems 2.1 and 2.2, the following two corollaries can be derived which give the characteri-
zations of

C∈B(K ,H) σa(MC ) and

C∈B(K ,H) σd(MC ) respectively. Note that they are different from the corresponding forms
in [12].
Corollary 2.3. For a given pair (A, B) of operators, we have
C∈Gl(K ,H)
σl(MC ) =

C∈B(K ,H)
σl(MC ) = σl(A) ∪ {λ ∈ σSF+(B) : β(A− λ) <∞} ∪ {λ ∈ C : α(B− λ) > β(A− λ)}.
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Corollary 2.4. For a given pair (A, B) of operators, we have
C∈Gr (K ,H)
σr(MC ) =

C∈B(K ,H)
σr(MC ) = σr(B) ∪ {λ ∈ σSF−(A) : α(B− λ) <∞} ∪ {λ ∈ C : β(A− λ) > α(B− λ)}.
In [5], Cao et al. have shown that, for a given pair (A, B) of operators,MC ∈ Φ−+ (H ⊕ K) for some C ∈ B(K ,H) if and only
if A ∈ Φ+(H) and
α(B) <∞ and α(A)+ α(B) ≤ β(A)+ β(B) or α(B) = β(A) = ∞, if R(B) is closed,
β(A) = ∞, if R(B) is not closed.
Now we generalize this result to the following theorem, using an alternative approach based on matrix representation
of operators with respect to the space decomposition, which enables us to simplify the proof.
Theorem 2.5. For a given pair (A, B) of operators, the following statements are equivalent:
(i) there exists some C ∈ B(K ,H) such that MC ∈ Φ−+ (H ⊕ K),
(ii) A ∈ Φ+(H) and

β(A) = ∞,
or B ∈ Φ+(K) and α(A)+ α(B) ≤ β(A)+ β(B),
(iii) A ∈ Φ+(H) and
α(B) <∞ and α(A)+ α(B) ≤ β(A)+ β(B) or α(B) = β(A) = ∞, if R(B) is closed,
β(A) = ∞, if R(B) is not closed,
(iv) there exists some Q ∈ Gl(K ,H) such that MQ ∈ Φ−+ (H ⊕ K).
Proof. (iv)⇒ (i) is obvious.
(i)⇒ (ii) Suppose that MC ∈ Φ−+ (H ⊕ K) for some C ∈ B(K ,H). Then it is easy to show that A ∈ Φ+(H). If β(A) = ∞,
the desired result is obtained. On the other hand, if β(A) <∞, then we have that A ∈ Φ(H). Also sinceMC ∈ Φ+(H ⊕ K),
it is not hard to show that B ∈ Φ+(K). In this case, observe that
MC =

I 0
0 B

I C
0 I

A 0
0 I

.
Then ind(MC ) = ind(A)+ ind(B) ≤ 0. Accordingly, B ∈ Φ+(K) and α(A)+ α(B) ≤ β(A)+ β(B).
(ii)⇒ (iv) To show this, we consider the following two cases.
Case (I) Suppose thatA ∈ Φ+(H), B ∈ Φ+(K) andα(A)+α(B) ≤ β(A)+β(B). Then it is easy to show thatMC ∈ Φ+(H⊕K)
with ind(MC ) = ind(A)+ ind(B) ≤ 0 for every C ∈ B(K ,H), which means thatMQ ∈ Φ−+ (H ⊕ K) for every Q ∈ Gl(K ,H).
Case (II) Suppose that that A ∈ Φ+(H) and β(A) = ∞. Since R(A) is closed and β(A) = ∞, there exist subspacesM and
N of R(A)⊥ such that R(A)⊥ = M ⊕ N and dim(M) = dim(N) = ∞. Let T ∈ G(K ,M) and define an operator
Q : K → H by Q =
T
0
0

: K →
 M
N
R(A)

.
Obviously, Q ∈ Gl(K ,H). Now, we claim that
MQ ∈ Φ−+ (H ⊕ K) and α(A) = α(MQ ).
In fact, if

x
y

∈ N(MQ ), then Ax + Qy = 0 and By = 0. Thus Ax = −Qy ∈ R(A) ∩ M ⊆ R(A) ∩ R(A)⊥, and hence
Ax = 0 and Qy = 0. But since that Qy = Ty = 0, it follows that y = 0. Now it is clear that N(MQ ) ⊆ N(A) ⊕ {0}, and so
N(MQ ) = N(A)⊕ {0}. Thus, we have that α(MQ ) = α(A) <∞. Next, we will prove that R(MQ ) is closed. For this, suppose
thatMQ

xn
yn

→

x
y

, then Axn + Qyn → x and Byn → y. Thus both {Axn} and {Qyn} are Cauchy sequences. And hence {yn}
is a Cauchy sequence from the definition of operator Q . Since R(A) and K are closed, it follows that there exist x0 ∈ H and
y0 ∈ K such that Axn → Ax0 and yn → y0. Therefore
MQ

x0
y0

=

x
y

∈ R(MQ ),
which implies thatR(MQ ) is closed.HenceMQ ∈ Φ+(H⊕K). Furthermore, since dim(N) = ∞, it is obvious thatβ(MQ ) = ∞,
and soMQ ∈ Φ−+ (H ⊕ K).
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(ii)⇔ (iii) This follows immediately by noting the following equivalent relations
β(A) = ∞
or B ∈ Φ+(K) and α(A)+ α(B) ≤ β(A)+ β(B).
⇔
R(B) is closed and β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞, R(B) is closed and α(A)+ α(B) ≤ β(A)+ β(B).
⇔

α(B) <∞, R(B) is closed and β(A) = ∞,
or R(B) is closed and α(B) = β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞, R(B) is closed and α(A)+ α(B) ≤ β(A)+ β(B).
⇔
R(B) is closed and α(B) = β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞, R(B) is closed and α(A)+ α(B) ≤ β(A)+ β(B).
⇔

α(B) <∞ and α(A)+ α(B) ≤ β(A)+ β(B) or α(B) = β(A) = ∞, if R(B) is closed,
β(A) = ∞, if R(B) is not closed.
Thus the theorem is proved. 
By duality, we have:
Theorem 2.6. For a given pair (A, B) of operators, the following statements are equivalent:
(i) there exists some C ∈ B(K ,H) such that MC ∈ Φ+− (H ⊕ K),
(ii) B ∈ Φ−(K) and

α(B) = ∞,
or A ∈ Φ−(H) and α(A)+ α(B) ≥ β(A)+ β(B),
(iii) B ∈ Φ−(K) and
β(A) <∞ and α(A)+ α(B) ≥ β(A)+ β(B) or β(A) = α(B) = ∞, if R(A) is closed,
α(B) = ∞, if R(A) is not closed,
(iv) there exists some Q ∈ Gr(K ,H) such that MQ ∈ Φ+− (H ⊕ K).
Themost importantwork in [5,15] is to characterize the sets

C∈B(K ,H) σaw(MC ),

C∈B(K ,H) σsw(MC ),

C∈Gl(K ,H) σaw(MC )
and

C∈Gr (K ,H) σsw(MC ). That is,
C∈Gl(K ,H)
σaw(MC ) =

C∈B(K ,H)
σaw(MC ) = σSF+(A) ∪ Φlw(A, B) ∪ Υlw(A, B) ∪ Ψl(A, B)
where
Φlw(A, B) = {λ ∈ C : R(B− λ) is closed and α(B− λ)+ α(A− λ) > β(B− λ)+ β(A− λ)},
Υlw(A, B) = {λ ∈ C : R(B− λ) is closed and α(B− λ) = β(B− λ) = ∞, β(A− λ) <∞},
Ψl(A, B) = {λ ∈ C : R(B− λ) is not closed and β(A− λ) <∞}
and 
C∈Gr (K ,H)
σsw(MC ) =

C∈B(K ,H)
σsw(MC ) = σSF−(A) ∪ Φrw(A, B) ∪ Υrw(A, B) ∪ Ψr(A, B)
where
Φrw(A, B) = {λ ∈ C : R(A− λ) is closed, α(B− λ)+ α(A− λ) < β(B− λ)+ β(A− λ)},
Υrw(A, B) = {λ ∈ C : R(A− λ) is closed and α(A− λ) = β(A− λ) = ∞, α(B− λ) <∞},
Ψr(A, B) = {λ ∈ C : R(A− λ) is not closed and α(B− λ) <∞}.
Remark. Note that for operator T ∈ B(K ,H), if R(T ) is closed, then β(T ) = d(T ). Also, if β(T ) ≠ d(T ), then d(T ) < β(T ) =
∞ and R(T ) is not closed, and thus 0 ∈ σSF−(T ) ∩ σSF+(T ). Therefore β(A− λ) and β(B− λ) in the above equalities can be
replaced by d(A− λ) and d(B− λ), respectively.
As a direct application of Theorems 2.5 and 2.6, we can also characterize the sets

C∈B(K ,H) σaw(MC ) and
C∈B(K ,H) σsw(MC ) in other simple forms, respectively.
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Corollary 2.7. For a given pair (A, B) of operators, we have
C∈Gl(K ,H)
σaw(MC ) =

C∈B(K ,H)
σaw(MC ) = σSF+(A) ∪ {λ ∈ σSF+(B) : β(A− λ) <∞}
∪ {λ ∈ C : α(A− λ)+ α(B− λ) > β(A− λ)+ β(B− λ)}.
Corollary 2.8. For a given pair (A, B) of operators, we have
C∈Gr (K ,H)
σsw(MC ) =

C∈B(K ,H)
σsw(MC ) = σSF−(B) ∪ {λ ∈ σSF−(A) : α(B− λ) <∞}
∪ {λ ∈ C : α(A− λ)+ α(B− λ) < β(A− λ)+ β(B− λ)}.
Combining Corollaries 2.7 and 2.8, we rewrite Corollary 3.7 in [5] in the Hilbert space case.
Corollary 2.9. For a given pair (A, B) of operators, we have
C∈B(K ,H)
σw(MC ) = σSF+(A) ∪ σSF−(B) ∪ {λ ∈ C : α(A− λ)+ α(B− λ) ≠ β(A− λ)+ β(B− λ)}.
Proof. Note that {λ ∈ σSF−(A) : α(B−λ) <∞}\(σSF+(A)∪σSF−(B)) ⊆ {λ ∈ C : α(A−λ)+α(B−λ) < β(A−λ)+β(B−λ)}
and that {λ ∈ σSF+(B) : β(A− λ) <∞} \ (σSF+(A) ∪ σSF−(B)) ⊆ {λ ∈ C : α(A− λ)+ α(B− λ) > β(A− λ)+ β(B− λ)},
the desired result follows from Corollaries 2.3 and 2.4. 
Similar to Theorem 2.5, we have the following result, which extends Theorem 2.2 in [4].
Theorem 2.10. For a given pair (A, B) of operators, the following statements are equivalent:
(i) there exists some C ∈ B(K ,H) such that MC ∈ Φ+(H ⊕ K),
(ii) A ∈ Φ+(H) and

β(A) = ∞
or B ∈ Φ+(K),
(iii) A ∈ Φ+(H) and
α(B) <∞ or α(B) = β(A) = ∞, if R(B) is closed,
β(A) = ∞, if R(B) is not closed,
(iv) there exists some Q ∈ Gl(K ,H) such that MQ ∈ Φ+(H ⊕ K).
Proof. Since the proof of (i)⇔ (ii)⇔ (iv) is quite similar to the proof of (i)⇔ (ii)⇔ (iv) in Theorem 2.5, here we only show
that (ii)⇔ (iii). In fact, this can be seen from the following equivalent relations
β(A) = ∞
or B ∈ Φ+(K)
⇔
R(B) is closed and β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞ and R(B) is closed.
⇔
R(B) is closed and α(B) = β(A) = ∞,
or R(B) is not closed and β(A) = ∞,
or α(B) <∞ and R(B)is closed.
⇔

α(B) <∞ or α(B) = β(A) = ∞, if R(B) is closed,
β(A) = ∞, if R(B) is not closed.
Thus the theorem is proved. 
By duality, we have the following result.
Theorem 2.11. For a given pair (A, B) of operators, the following statements are equivalent:
(i) there exists some C ∈ B(K ,H) such that MC ∈ Φ−(H ⊕ K),
(ii) B ∈ Φ−(K) and

α(B) = ∞
or A ∈ Φ−(H),
(iii) B ∈ Φ−(K) and
β(A) <∞ or β(A) = α(B) = ∞, if R(A) is closed,
α(B) = ∞, if R(A) is not closed,
(iv) there exists some Q ∈ Gr(K ,H) such that MQ ∈ Φ+(H ⊕ K).
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From Theorems 2.10 and 2.11, the next two results follows immediately.
Corollary 2.12. For a given pair (A, B) of operators, we have
C∈Gl(K ,H)
σSF+(MC ) =

C∈B(K ,H)
σSF+(MC ) = σSF+(A) ∪ {λ ∈ σSF+(B) : β(A− λ) <∞}.
Corollary 2.13. For a given pair (A, B) of operators, we have
C∈Gr (K ,H)
σSF−(MC ) =

C∈B(K ,H)
σSF−(MC ) = σSF−(B) ∪ {λ ∈ σSF−(A) : α(B− λ) <∞}.
3. Some counter-examples
In this section, we present some counter-examples to show that some results in [1,9] are not always true.
Let X, Y be Banach spaces, and A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y , X) be arbitrary operators. In [9, Lemma 3.2] says that:
ifMC is an upper semi-Fredholm operator with ind(MC ) ≤ 0, then A is an upper semi-Fredholm operator and
α(B) <∞ and ind(A)+ ind(B) ≤ 0, or
α(B) = β(A) = ∞. (1)
The following example illustrates that the above claim is not always true.
Example 3.1. Let H = K = ℓ2. Define the operators A, B and C by
A : H → H, {x1, x2, x3, . . .} → {0, x1, 0, x2, . . .},
B : K → K , {x1, x2, x3, . . .} →

0, x1, 0,
1
2
x2, 0,
1
3
x3, . . .

,
C : K → H, {x1, x2, x3, . . .} → {x1, 0, x2, 0, x3, . . .}.
Consider the operator
MC =

A C
0 B

: ℓ2 ⊕ ℓ2 −→ ℓ2 ⊕ ℓ2.
Then we have
(i) from Theorem 2.1, we know thatMC ∈ Φ−+ (ℓ2 ⊕ ℓ2);
(ii) B is injective and ind(B)makes no sense since B is not a semi-Fredholm operator.
Therefore, from (i) and (ii), we know that Lemma 3.2 in [9] does not always hold. However, it is easy to show that ifMC
is an upper semi-Fredholm operator with ind(MC ) ≤ 0, then A is upper semi-Fredholm and
B ∈ Φ+(Y ) and ind(A)+ ind(B) ≤ 0, or
β(A) = ∞.
It is claimed in [9] that
(σab(A) ∪ σab(B)) \ σab(MC ) ⊆ S(A∗) ∩ F(B),
where F(B) is the Drazin spectrum of B (that is, λ ∉ F(B) if and only if asc(B − λ) = dsc(B − λ) < ∞), and σab(B) =
{λ ∈ C : B− λI is not an upper semi-Fredholm operator with finite ascent}, which implies that
(σab(A) ∪ σab(B)) ∪ (S(A∗) ∩ F(B)) = σab(MC ) ∪ (S(A∗) ∩ F(B)). (2)
The following example shows that neither the above claim nor equality (2) is always true.
Example 3.2. Let H = K = ℓ2 and define the operators A, B and C by
A : H → H, {x1, x2, . . .} → {x1, 0, x2, 0, . . .},
B : K → K , {x1, x2, . . .} → {0, 0, 0, . . .},
C : K → H, {x1, x2, . . .} → {0, x1, 0, x2, . . .}.
Then
σab(A) = {λ ∈ C :| λ |= 1}, σab(B) = {0}, σab(MC ) = {λ ∈ C :| λ |= 1}, S(A∗) ∩ F(B) = ∅,
σab(MC ) ≠ σab(A) ∪ σab(B).
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So
(σab(A) ∪ σab(B)) \ σab(MC ) ⊈ S(A∗) ∩ F(B).
Let A∗ and σp(A) denote the adjoint operator and the point spectrum of A, respectively, and σg(A) = {λ ∈ C :
A− λI is not Kato non-singular}. In [1], the authors claimed that
η(σg(A) ∪ σg(B)) = η(σg(MC )).
More precisely,
σg(A) ∪ σg(B) ∪ (σp(A∗) ∩ σp(B)) = σg(MC ) ∪W , (3)
whereW is the union of some holes in σg(MC )which happen to be the subsets of σp(A∗) ∪ σp(B).
The following example shows that equality (3) is not always true.
Example 3.3. Let H be the direct sum of countably many copies of ℓ2 := ℓ2(N). Thus, the elements of H are the sequences
{xj}∞j=1 with xj ∈ ℓ2 and
∞
j=1 ∥xj∥2 <∞. Put K = ℓ2. Let V be the forward shift on ℓ2,
V : ℓ2 → ℓ2, {z1, z2, . . .} → {0, z1, z2, . . .},
define the operators A, B and C by
A : H → H, {x1, x2, . . .} → {Vx1, Vx2, . . .},
B : K → K , {y1, y2, . . .} →

0, y1,
1
2
y2,
1
3
y3, . . .

,
C : K → H, {y1, y2, . . .} → {y1e1, y2e1, . . .}
where e1 = {1, 0, 0, . . .}. Consider the operator
MC =

A C
0 B

: H ⊕ K → H ⊕ K .
Then we have
(i) σg(MC ) = σg(A) = {λ :| λ |= 1},
(ii) σ(B) = σg(B) = {0}, σp(B) = ∅,
(iii) σp(A∗) ∩ σp(B) = ∅.
ThereforeW = (σg(A) ∪ σg(B) ∪ (σp(A∗) ∩ σp(B))) \ σg(MC ) = {0}. SoW is just a point and thus not an open set from
σg(A) ∪ σg(B) ∪ (σp(A∗) ∩ σp(B)) to σg(MC ). This shows that equality (3) is not always true.
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