Using statistical thermodynamics, we derive a general expression of the stationary probability distribution for thermodynamic systems driven out of equilibrium by several thermodynamic forces. The local equilibrium is defined by imposing the minimum entropy production and the maximum entropy principle under the scale invariance restrictions. The obtained probability distribution presents a singularity that has immediate physical interpretation in terms of the intermittency models. The derived reference probability distribution function is interpreted as time and ensemble average of the real physical one. A generic family of stochastic processes describing noise-driven intermittency, where the stationary density distribution coincides exactly with the one resulted from entropy maximization, is presented. In the Onsager region, the minimum entropy production (MEP) theorem provides a variational characterization of a stationary states, both for macroscopic systems and for stochastic models. However, to characterize some unknown events with a statistical model, we should choose the one that has maximum entropy (MaxEnt's principle). This means that, out of all probability distributions consistent with a given set of constraints, we choose the one that has maximum uncertainty. Entropy is therefore regarded as a measure of information. The MaxEnt principle developed in communication and in information technology has recently been found to have a wide ranging applications in many areas of science. In evolutionary biology, the MaxEnt principle is used to explain the observed species abundance distribution. In this case the constraint may be set by the habitat, which fixes the average population size of the species [1]- [7] . This principle is also applied for describing the activity in a variety of neural networks [8]-[12], the statistics of amino acid substitutions in protein families [13]-[16] and in material science [17] and in Bose-Einstein condensate in a dye microcavity [18] . It is also proven that the MaxEnt model can provide a good description of data from seemingly completely unrelated phenomena observed in social contexts [19] , [20] . For example, it describes very well the equilibrium distribution function for the city-population subject to two additional scale-invariant constraints: the normalization of the probability distribution function and the expected value of the city-population [21] . The purpose of this paper is to use statistical thermodynamics to derive a reference density distribution function (DDF) for open thermodynamic systems close to a local equilibrium state. To this end, we assume the validity of the minimum entropy production principle and the MaxEnt principle on the random variables, under the scale invariance restrictions. By definition, the reference DDF (indicated with F 0 ) is an initial distribution function. F 0 should depend only on the invariants of motion, with the property to evolve slowly from the local equilibrium state i.e., it remains confined for sufficiently long time. Hence, the reference DDF results in a perturbation of the local equilibrium state. We consider open thermodynamic systems obeying to Prigogine's statistical thermodynamics. We then define the local equilibrium state by adopting a minimal number of hypotheses. Finally, we link the density distribution function with particle ′ s DDF. The density probability distribution of finding a state in which the values of the fluctuating thermodynamic variable,β κ , lies betweenβ κ andβ κ + dβ κ is
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where N 0 ensures normalization to unity, and we have introduced the dimensionless (density of) entropy production ∆ I S. The negative sign in Eq. (1) is due to the fact that, during the processes, −∆ I S ≤ 0. Indeed, if −∆ I S were positive, the transformationβ κ →β ′ κ would be a spontaneous irreversible change and thus be incompatible with the assumption that the initial state is a stable (local) equilibrium state [22] . We suppose that the system is subject toÑ thermodynamic forces. The entropy production ∆ I S is linked to the thermodynamic forces X κ , the thermodynamic fluctuationβ κ , and the thermodynamic flows J κ by the following set of equations [23] 
Our aim is firstly to derive the reference DDF, F 0 , by imposing the MEP and the MaxEnt principle, submitted to the scale invariance constraints. Successively we shall determine the class of stochastic processes whose stationary PDF includes F 0 as a special case. Let us consider an open thermodynamic system subject toÑ = N + 1 thermodynamic forces. N thermodynamic forces are linked to N fluctuations of Prigogine ′ s type (i.e., the entropy production is expressed in quadratic form with respect to these fluctuations. For an exact definition of Prigogine ′ s fluctuations refer to [22] , [24] . One thermodynamic force is linked to a fluctuation of a different nature. This random variable has the density distribution function, which satisfies the MaxEnt principle under the scale invariant restrictions. This fluctuation will be indicated with w whereas the Prigogine fluctuations will be denoted by β κ , with κ = 1, · · · , , N .
To be more precise, we identify the local equilibrium state by imposing the following two conditions.
i) The local equilibrium state corresponds to the values of the fluctuations β κ with κ = 1, · · · , N for which the entropy production tends to reach an extreme.
Under this assumption, close to the local equilibrium, the entropy production can be brought into the form
where h.o.t. stands for higher order terms. Coefficients g κj are directly linked to the transport coefficients of the system [25] . Therefore, the general expression for F , given by Eq. (1), becomes the reference DDF, F 0 , when the entropy production is provided by Eq. (3). The DDF (4) related to the variable w, at β κ = 0 (with κ = 1 · · · N ), is determined by the following condition.
ii) At the extremizing values β κ = 0 with κ = 1, · · · , N under the scale invariance restrictions, the system tends to evolve towards the maximal entropy configurations.
Notice that in particular, if the imposed the two scale invariant restrictions, E[w] = const. > 0 and E[ln(w)] = const.
(where E[ ] is the expectation operation), together with normalization, the density distribution for the w variable is given by a gamma distribution function [26]
Here, we have introduced the scale parameter Θ and the shape parameter γ, which could be determined by the fit of experimental data. The goal is now to justify a posteriori the result found in Ref. [25] : The kinetic energy dependence of the DDF, P(w), at the most probable (equilibrium) values of the remaining phase space variables, is expressed by the gamma distribution. Notice that if we normalize P(w) to unity then it can be interpreted as the conditional probability density function (PDF), ρ(w), conditioned by β κ = 0 with κ = 1, · · · N i.e., ρ(w) ≡ P(w | β 1 = · · · = β N = 0). We consider the entropy S[ρ(.)] of probability density function (PDF), ρ(w) ≥ 0, given by
We investigate the consequences of the MaxEnt principle submitted to the most general scale-invariant restrictions. Let us then start to consider the following restrictions
where, at this stage, α k , and µ k are real numbers. However, for completeness, we should also include the following restriction obtained as the limit case of (7) E(log(w)) = ν
where ν is a real number. Indeed, suppose that we have for some fixed k :
From Eqs (7) and by taking into account the normalization condition on the probability [see the forthcoming Eq. (11)], we get
If the support of the PDF ρ(w) is concentrated mainly on the domain where | log(w)| is not too large, then we can approximate: w ε − w 0 /ε ∼ = log(w). In this case Eq. (10) reduces to Eq. (8) . Finally, Eq.(8) can be seen as the limit case of (7) and, for the sake of generality, it should be taken into account among the equations expressing the scale-invariance restrictions. It is worthwhile mentioning that the equilibrium distribution function, obtained by imposing restriction (8) , retrieves the expression currently used for fitting the numerical steady-state solution of the simulations for the Ion Cyclotron Radiation Heating (ICRH) FAST-plasmas, and for describing various scenarios of tokamak-plasmas [25] . Another example showing the usefulness of constraint (8) can be found at the end of this report. Let us now consider the following simplest physical case
Hence, n ≥ 1 and, in particular
where µ 1 = T /m, with T and m are temperature and particle's mass, respectively. To understand the meaning of Eqs (7) and (8), for n = 1, we find Eq. (5) from the MaxEnt principle submitted to the constraints (8), (11) and (12) . In the following, we shall be able to give only a partial answer to this question. The restrictions on the PDF given by Eq. (7) and Eq. (8) are invariant under scale transformations. This means that the effect of the scale transformation w → kw ′ on the restrictions (7) and (8) (6), with the restrictions (7) and (8), we get
It is convenient to introduce the following parametrization of the general PDF:
with γ − 1 = −λ n+1 and 1/Z = exp(1 − λ 0 ). The parameters Z, γ, λ k are fixed by Eqs (7) and (8) . We should have λ k > 0 when α k is the largest exponent, as well as when α k is the least negative exponent. In Eq.(15), despite the condition α k < 0, with λ k > 0, is mathematically acceptable, we should exclude this possibility from the physical point of view. Because in several situations, like with collisional plasmas, such a condition would provide a very reduced population at low energy. Similarly, also the alternative α k > 1, with λ k > 0, for some value of k, should be discarded. This because such a condition would give rise to a sub-Maxwellian distribution function when, on the contrary, it is expected that the high energy tail of the PDF should be larger than the one predicted by the Maxwellian distribution (consider, for instance, the case of burning plasmas). Conjecture (2). Physical considerations lead us to select max(α 1 , · · · , α n = 1, and 0), α k < 1 if k > 2. Even though we accept the condition α k < 0, the case α k → 0, should anyhow be considered as a limit situation because the graph of ρ(w) changes abruptly with the change of the sign of α k . From this reason, the restriction (8) can be considered as an extreme case. Consequently the partial justification of the ansatz, in the Remark (1), is given for simplicity and extremality reasons. The exploration of the case n = 2, with 0 < α 2 < 1 is ongoing.
It is clear that in this simplest and extremal case, given by the ansatz in the Remark (1), the PDF has the form
where Γ(γ) is the Euler Gamma function. The relations between the parameters γ, Θ, µ 1 = T /m and ν are given by E(w) = T /m = γΘ (17) E(log(w)) = ν = Ψ(γ) + log(Θ) (18) where Ψ(γ) is the digamma function. We draw the attention to the fact that, in general, the parameters appearing in the Eqs (7) and (8) are not completely independent. Indeed suppose that we have E(w α1 ) = µ 1 and E(w α2 ) = µ 2 with α 1 < α 2 . Then, by using the Hölder inequality [27] , we obtain:
In the limit case, by using Eqs (8) and (12), together with Jensen's inequality for the exponential function [27] , we find
The inequalities (19) and (20) are the necessary conditions for the existence and not the necessary conditions for maximal entropy of the PDF. The inequality (19) results from the constraint (7) whereas (20) from the constraints (7) and (8) . In particular, for restrictions (11) and (12) we get µ 1 ≥ exp (v). Due to the very special choice of the restrictions used in the MaxEnt principle (the minimality of the log(w)), the resulting PDF is expected to have some special properties. Indeed, the gamma distribution is infinitely divisible and stable in the following sense. Let X 1 , . . . , X n be a sequence of n independent random variable having n identical gamma distributions (with the same scale parameter and shape parameters γ 1 , . . . γ n ), then the sum n k=1 X k has the same gamma distribution function, with the same scale parameter and with shape parameter equal to n k=1 γ k . An important physical property of the distributions (15) , in the case 0 < γ < 1, is the following. By varying γ in this range of parameters, and by keeping constant the other parameters, the shape of the graph of the DDF changes, due to the singularity appearing at w = 0. This singularity can be associated with the appearance of a regime of intermittent behavior [29] . We emphasize that the reference DDF is interpreted as time and ensemble average of the physical, DDF. We describe a class of stochastic processes admitting Eq. (15) as stationary PDF solutions. Note that Eq. (15) reduces to the gamma distribution when some coefficients are set to zero. To this end, we consider the stochastic differential equation (SDE) for the random variable w(t). In this case w(t) is the energy of an individual charged particle. The SDE includes the simplest soluble cases of the class of intermittency models [28] - [30] . In the Stratonovich version, the SDE reads
where • stands for the Stratonovich product. In addition, a > 0 is the instability threshold, B(t) is the standard Brownian motion (Wiener's process) and σ is the intensity of the multiplicative noise. The function S(w) is associated with the saturation of the instability controlled by the linear term. Hence, we should have
We also require that the solution near w = 0 is dominated by the linear term. So the phenomenology described by Eq. (21) is still related to the noise-driven intermittency if we require that
We will see that, in the particular case S(w) = Aw 2 , the stationary solution of Eq. (21) is the gamma distribution. Hence, the class of Eqs (21) includes the generic family of equations describing the instability growth, on the positive semi-axes (which corresponds to our case), limited by the saturation term. We have slightly modified this equation by adding the random multiplicative noise term σdB(t). In the Itô formalism we get
The stationary Fokker-Planck equation for the density distribution ρ(w) reads
admitting, up to a normalization constant, the following steady state solution
The general form of S(w), compatible with Eqs (22) and (23), is
with the constraint that at infinity the coefficient of the leading term in Eq. (27) should be positive. From Eqs (25) and (27) we obtain
By comparing Eq. (28) with Eq. (15), we can link the exponents α k with the exponents ξ k appearing in Eq. (27) . Notice that, by setting the parameters entering in the Eqs (21) and (27) as
we obtain, by intermittence mechanism, exactly the same stationary distribution function derived by the MaxEnt principle under the scale invariant restrictions. In addition, we have λ k = A k /ξ k . Let us now consider the standard Landau type generic form for modeling the instability growth. In the particular case of the simplest choice S(w) = Aw 2 , we obtain the PDF from Eq.(5) resulting from the Ansatz in the Remark (1). The high energy tail is in agreement with the Maxwell distribution. However, for the case of the Landau term S(w) = Aw 3 , we obtain a distorted Gaussian distribution
where the high energy tail decreases too quickly. This behaviour is incompatible with many physical situations (such as, for example, the case of collisional plasmas) and, for this reason, this possibility should be discarded. Instead, in accordance with Conjecture (2), if in the leading terms A κ w 1+ξκ , we have ξ 1 = 1 and for the rest 0 < ξ k < 1, the high energy tail would decrease in a good way. Hence, Conjecture (2) is supported by the intermittency models. Notice that in the special case n = 0, in Eqs. (15, 28 ) the resulting DDF is non-integrable, but self similar, like in the case of self organized criticality (SOC) models [31] , [32] . So restriction given by Eq. (8) is a remnant SOC, avalanche-like behavior. By replacing the self similarity of the DDF by scale invariance of the constraints in the MaxEnt principle, we obtain a class of DDF that better parametrize the intermittent, avalanche-like behaviour [31] , [33] of the physical systems that can be modeled by self organized criticality models [34] . We conclude this brief report by summarizing the main results. Using statistical thermodynamics, we derive the general expression of the reference PDF, F 0 , by imposing the minimum entropy production, and the maximum entropy principle under the scale invariance restrictions. Some restrictions on the parameters entering in F 0 are obtained by physical arguments. The obtained PDF exhibits a singularity, which has immediate physical interpretation in terms of the intermittency models. Finally, we derived a family of stochastic processes admitting F 0 as stationary PDF solutions. This work gives several perspectives. Through the thermodynamical field theory (TFT) [35] it is possible to estimate the PDF when the nonlinear contributions cannot be neglected [36] . The next task should be to establish the relation between the reference PDF herein derived with the one found by the TFT. The solution of this difficult problem will contribute to provide a link between a microscopic description and a macroscopic approach (TFT). Another problem to be solved is the possibility to improve the numerical fit by adding new free parameters according to the principles exposed in this report.
