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ABSTRACT
Gradient-based optimization lies at the core of modern machine learning and deep learning, with
(stochastic) gradient descent algorithms being employed as the main workhorse. The unprecedented
success of deep learning over the last decade has arguably been tied with the popularity and
mysterious success of these algorithms — particularly for supervised learning. This success is despite
the fact that objective functions in deep learning are extremely non-linear and non-convex.
The past few years have witnessed great theoretical advances in analyzing optimization and
inductive biases of gradient descent for supervised learning. However, the majority of existing
work only applies to settings such as classification and regression. In contrast, the role of gradient
descent in the unsupervised setting has gained far less attention. In this work, we make concrete
contributions to the understanding of gradient-based optimization in unsupervised learning.
We start with dictionary learning, an unsupervised feature learning mechanism widely used
in signal processing and machine learning. The primary goal of dictionary learning is to learn
sparse, linear representations of the data by minimizing the reconstruction loss. In this problem, the
objective function is coupled with an intractable sparse coding step due to the latent representations.
Therefore, the gradient of the loss with respect to the model parameters can not be obtained exactly
but is only a noisy estimate of the true gradient. However, gradient-based alternating minimization
for dictionary learning works surprisingly well in practice while theoretical understanding of the
success has lagged behind. We will refer to this method as surrogate gradient-based optimization.
In Chapter 1 and Chapter 2, we introduce two surrogate gradient descent algorithms for sparse
coding. The first algorithm learns a double-sparsity model where the dictionary is the product
of a fixed, known basis and a learnable sparse component. The second algorithm provably learns
a dictionary from samples with missing entries. In each case, we provide a spectral initialization
subroutine that gives a coarse estimate of the true dictionary. Then, starting from this estimate, we
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prove that the surrogate descent algorithm linearly converges to the true dictionary. We analyze
the algorithm and demonstrate superior sample complexity and computational complexity bounds
over existing provable approaches.
While sparse coding is still widely used, its computational cost is prohibitive for high-dimensional
data. Autoencoders have instead emerged as an efficient and flexible alternative for feature learning
using neural networks. In Chapter 3, we build upon our theory of surrogate gradient developed in
the previous chapters to provide a series of results for autoencoder learning. For several generative
models of data, we prove that when trained with gradient descent, two-layer weight-tied autoencoders
can successfully recover the ground-truth parameters of the corresponding models. Our analysis
establishes theoretical evidence that shallow autoencoder modules can indeed be powerful feature
learning mechanisms for a variety of data models. In Chapter 4, we go beyond the local analysis in
Chapter 3 and analyze the gradient dynamics of over-parameterized autoencoders. Under a few
mild assumptions about the given training dataset, we rigorously prove the linear convergence of
gradient descent for randomly initialized autoencoder networks. Our analysis mirrors the recent
advances in the emerging theory of neural tangent kernels.
Chapter 5 considers a black-box optimization problem where the objective and constraints are
specified as solutions to expensive PDE solvers. We pose this optimization as sampling from a Gibbs
distribution with a black-box energy function and perform Langevin sampling by using surrogate
gradients of the black-box functions learned by deep neural networks. We prove the convergence of
the surrogate Langevin dynamics when the target distribution is log-concave and smooth. Finally,
in Chapter 6, we lay out several potential directions that merge two lines of research in gradient
flow analysis and Langevin dynamics, as well as inverse problems with generative priors.
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CHAPTER 1. PROVABLE DOUBLE-SPARSE CODING
Sparse coding or dictionary learning is a classical yet powerful model for representation learning,
and has been widely used in many applications of signal processing, machine learning and recent
deep learning. The central goal is to learn an overcomplete dictionary or a feature set that can
sparsely represent a given input dataset. In this first chapter, we consider the double-sparsity model
whereby the dictionary itself is the product of a fixed, known basis and a data-adaptive sparse
component — introduced by Rubinstein et al. (2010b). We view the learning of the dictionary
via alternating minimization as optimizing an unknown, convex loss function with respect to the
dictionary parameter. This view allows us to devise a descent-style algorithm for double-sparse
coding based on surrogate or approximate gradient, and interestingly the algorithm can be amenable
to efficient implementation via neural architectures. We then theoretically analyze its performance
and demonstrate asymptotic sample complexity and running time benefits over existing (provable)
approaches for sparse coding. This chapter introduces the first computationally efficient algorithm
for double-sparse coding that enjoys rigorous statistical guarantees. We support our theoretical
analysis with several numerical experiments on simulated data, confirming that our method can be
useful for problem sizes encountered in practical applications.
1.1 Introduction
1.1.1 Motivation
Representing signals as sparse linear combinations of atoms from a dictionary is a popular
approach in many domains. In this chapter, we study the problem of dictionary learning (also
known as sparse coding), where the goal is to learn an efficient basis (dictionary) that represents the
underlying class of signals well. In the typical sparse coding setup, the dictionary is overcomplete
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(i.e., the cardinality of the dictionary exceeds the ambient signal dimension) while the representation
is sparse (i.e., each signal is encoded by a combination of only very few dictionary atoms.)
Sparse coding has a rich history in diverse fields such as signal processing, machine learning,
and computational neuroscience. Discovering optimal basis representations of data is a central
focus of image analysis (Krim et al., 1999; Elad and Aharon, 2006; Rubinstein et al., 2010a), and
dictionary learning has proven widely successful in imaging problems such as denoising, deconvolution,
inpainting, and compressive sensing (Elad and Aharon, 2006; Candes and Tao, 2005; Rubinstein
et al., 2010a). Sparse coding approaches have also been used as a core building block of deep
learning systems for prediction (Gregor and LeCun, 2010; Boureau et al., 2010) and associative
memory (Mazumdar and Rawat, 2017). Interestingly, the seminal work by Olshausen and Field
(1997) has shown intimate connections between sparse coding and neuroscience: the dictionaries
learned from image patches of natural scenes bear strikingly resemblance to spatial receptive fields
observed in the mammalian primary visual cortex.
Mathematically, the sparse coding problem is formulated as follows. Given p data samples Y =
[y(1), y(2), . . . , y(p)] ∈ Rn×p, the goal is to find a dictionary D ∈ Rn×m (m > n) and corresponding
sparse code vectors X = [x(1), x(2), . . . , x(p)] ∈ Rm×p such that the representation DX fits the data
samples as well as possible. Typically, one obtains the dictionary and the code vectors as the








s.t. S(x(j)) ≤ S, ∀j = 1, 2, . . . , p,
(1.1)
where S(·) is some sparsity-inducing penalty function on the code vectors, such as the `1-norm or
`0 pseudo-norm. The objective function L controls the reconstruction error while the constraint
enforces the sparsity of the representation. Even a cursory attempt at solving the optimization
problem (1.1) reveals the following obstacles:
The constrained optimization problem (1.1) involves a non-convex (in fact, bilinear) objective
function, as well as potentially non-convex constraints depending on the choice of the sparsity-
promoting function S (for example, the `0 pseudo-norm function.) Hence, obtaining provably correct
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algorithms for this problem can be challenging. Indeed, the vast majority of practical approaches for
sparse coding have been heuristics (Engan et al., 1999; Aharon et al., 2006; Mairal et al., 2009); at
a high level, they all involve alternating between estimating the dictionary D and the code vectors
X. Recent works in the theoretical machine learning community have bucked this trend, providing
provably accurate algorithms if certain assumptions are satisfied (Spielman et al., 2012; Agarwal
et al., 2014a; Arora et al., 2015a; Sun et al., 2015; B lasiok and Nelson, 2016; law Adamczak, 2016;
Chatterji and Bartlett, 2017). However, relatively few of these newer methods have been shown to
provide good empirical performance in actual sparse coding problems.
Even if theoretical correctness issues were to be set aside, and we are somehow able to efficiently
learn sparse codes of the input data, we often find that applications using such learned sparse
codes encounter memory and running-time issues. Indeed, in the overcomplete case, the storage
of the learned dictionary D incurs mn = Ω(n2) memory cost, which is prohibitive when n is large.
Therefore, in practical applications (such as image analysis) one typically resorts to chop the data
into smaller blocks (e.g., partitioning image data into patches) to make the problem manageable.
A related line of research has been devoted to learning dictionaries that obey some type of
structure. Such structural information can be leveraged to incorporate prior knowledge of underlying
signals as well as to resolve computational challenges due to the data dimension. For instance, the
dictionary is assumed to be separable, or obey a convolutional structure. One such variant is the
double-sparse coding problem (Rubinstein et al., 2010b; Sulam et al., 2016) where the dictionary D
itself exhibits a sparse structure. To be specific, the dictionary is expressed as:
D = ΦA,
i.e., it is composed of a known “base dictionary” Φ ∈ Rn×n, and a learned “synthesis” matrix
A ∈ Rn×m whose columns are sparse. The base dictionary Φ is typically any fixed basis chosen
according to domain knowledge, while the synthesis matrix A is column-wise sparse and is to be
learned from the data. The basis Φ is typically orthonormal (such as the canonical or wavelet basis);
however, there are cases where the base dictionary Φ is overcomplete (Rubinstein et al., 2010b;
Sulam et al., 2016).
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There are several reasons why such the double-sparsity model can be useful. First, the double-
sparsity assumption is rather appealing from a conceptual standpoint, since it lets us combine
the knowledge of decades of modeling efforts in harmonic analysis with the flexibility of learning
new representations tailored to specific data families. Moreover, such a double-sparsity model has
computational benefits. If the columns of A are (say) r-sparse (i.e., each column contains no more
than r  n non-zeroes) then the overall burden of storing, transmitting, and computing with A is
much lower than that for general unstructured dictionaries. Finally, such a model lends itself well
to interpretable learned features if the atoms of the base dictionary are semantically meaningful.
All the above reasons have spurred researchers to develop a series of algorithms to learn doubly-
sparse codes (Rubinstein et al., 2010b; Sulam et al., 2016). However, despite their empirical promise,
no theoretical analysis of their performance have been reported in the literature and to date, we are
unaware of a provably accurate, polynomial-time algorithm for the double-sparse coding problem.
Our goal in this work is precisely to fill this gap.
1.1.2 Contributions
We provide a new framework for double-sparse coding. To the best of our knowledge, our
approach is the first method that enjoys provable statistical and algorithmic guarantees for this
problem. In addition, our approach enjoys three benefits: we demonstrate that the method is
neurally plausible (i.e., its execution can plausibly be achieved using a neural network architecture),
robust to noise, as well as practically useful.
Inspired by the aforementioned recent theoretical advances in sparse coding, we assume a learning-
theoretic setup where the data samples arise from a ground-truth generative model. Informally,
suppose there exists a true (but unknown) synthesis matrix A∗ that is column-wise r-sparse, and
the ith data sample is generated as:
y(i) = ΦA∗x∗(i) + noise, i = 1, 2, . . . , p
where the code vector x∗(i) is independently drawn from a distribution supported on the set of
k-sparse vectors. We desire to learn the underlying matrix A∗. Informally, suppose that the synthesis
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matrix A∗ is incoherent (the columns of A∗ are sufficiently close to orthogonal) and has bounded
spectral norm. Finally, suppose that the number of dictionary elements, m, is at most a constant
multiple of n. All of these assumptions are standard1.
We will demonstrate that the true synthesis matrix A∗ can be recovered (with small error) in a
tractable manner as sufficiently many samples are provided. Specifically, we make the following
novel contributions:
1. We propose a new algorithm that produces a coarse estimate of the synthesis matrix that
is sufficiently close to the ground truth A∗. In contrast to previous double-sparse coding
methods (such as Sulam et al. (2016)), our algorithm is not based on alternating minimization.
Rather, it builds upon spectral initialization-based ideas that have recently gained popularity
in non-convex machine learning (Zhang et al., 2016; Wang et al., 2016).
2. Given the above coarse estimate of the synthesis matrix A∗, we propose a descent-style
algorithm to refine the above estimate of A∗, using a surrogate gradient. This algorithm
is simpler than previously studied double-sparse coding algorithms (such as the Trainlets
approach of Sulam et al. (2016)), while still giving good statistical performance. Moreover,
this algorithm can be realized in a manner amenable to neural implementations.
3. We provide a rigorous analysis of both algorithms. Put together, our analysis produces the first
provably polynomial-time algorithm for double-sparse coding. We show that the algorithm
provably returns a good estimate of the ground-truth; in particular, in the absence of noise we
prove that Ω(mr polylog n) samples are sufficient for a good enough initialization in the first
algorithm, as well as guaranteed linear convergence of the descent phase up to a precise error
parameter that can be interpreted as the radius of convergence.
Indeed, our analysis shows that employing the double-sparsity model helps in this context,
and leads to a strict improvement in sample complexity, as well as running time over previous
rigorous methods for (regular) sparse coding such as Arora et al. (2015a).
1We clarify both the data and the noise model more concretely in Section 1.2 below.
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4. We also analyze our approach in a more realistic setting with the presence of additive noise
and demonstrate its stability. We prove that Ω(mr polylog n) samples are sufficient to obtain
a good enough estimate in the initialization, and also to obtain guaranteed linear convergence
during descent to provably recover A∗.
5. We underline the benefit of the double-sparse structure over the regular model by analyzing







, which demonstrates a negative effect of noise
on this approach.
6. We rigorously develop a hard thresholding intialization that extends the spectral scheme
in (Arora et al., 2015a). Additionally, we provide more results for the case where A is
orthonormal, sparse dictionary to relax the condition on r, which may be of independent
interest.
7. While our analysis mainly consists of sufficiency results and involves several (absolute) un-
specified constants, in practice we have found that these constants are reasonable. We justify
our observations by reporting a suite of numerical experiments on synthetic test datasets.
Table 1.1 Comparison of various sparse coding techniques. SC: sample complexity; RT: running
time; Expt: whether numerical experiments have been conducted. 7 in all other columns
indicates no provable guarantees. Here, n is the signal dimension, and m is the number of










MOD (Engan et al., 1999) 7 7 7 3
K-SVD (Aharon et al., 2006) 7 7 7 3
Spielman et al. (2012) O(n2 log n) 7 Ω̃(n4) 3
Arora et al. (2014b) Õ(m2/k2) 7 Õ(np2) 7
Gribonval et al. (2015a) O(nm3) O(nm3) 7 7
Arora et al. (2015a) Õ(mk) 7 Õ(mn2p) 7
Double
Sparse
Rubinstein et al. (2010b) 7 7 7 3
Gribonval et al. (2015b) Õ(mr) Õ(mr) 7 7
Trainlets (Sulam et al., 2016) 7 7 7 3
Our approach Õ(mr) Õ(mr + σ2η
mnr
k ) Õ(mnp) 3
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Overall, our approach results in strict improvement in sample complexity, as well as running
time, over previous rigorously analyzed methods for (regular) sparse coding, such as Arora et al.
(2015a). See Table 1.1 for a detailed comparison.
1.1.3 Techniques
At a high level, our method is an adaptation of the seminal approach of Arora et al. (2015a).
As is common in the statistical learning literature, we assume a “ground-truth” generative model
for the observed data samples, and attempt to estimate the parameters of the generative model
given a sufficient number of samples. In our case, the parameters correspond to the synthesis matrix
A∗, which is column-wise r-sparse. The natural approach is to formulate a loss function in terms
of A such as Equation (1.1), and perform gradient descent with respect to the surface of the loss
function to learn A∗.
The key challenge in sparse coding is that the gradient is inherently coupled with the codes of the
training samples (i.e., the columns of X∗), which are unknown a priori. However, the main insight
of Arora et al. (2015a) is that within a small enough neighborhood of A∗, a noisy version of X∗
can be estimated, and therefore the overall method is similar to performing surrogate, approximate
gradient descent. Formulating the actual algorithm as a noisy variant of gradient descent allows us
to overcome the finite-sample variability of the loss, and obtain a descent property directly related
to (the population parameter) A∗.
The second stage of our approach (i.e., our descent-style algorithm) leverages this intuition.
However, instead of standard gradient descent, we perform surrogate, projected gradient descent,
such that the column-wise r-sparsity property is enforced in each new estimate of A∗. This extra
projection is necessary since we are assuming a double-sparsity model where A∗ is inherently sparse.
Indeed, such an extra projection step is critical in showing a sample complexity improvement over
the existing approach of Arora et al. (2015a). The key novelty is in figuring out how to perform the
projection in each gradient iteration. For this purpose, we develop a novel initialization algorithm
that identifies the locations of the non-zeroes in A∗ even before commencing the descent phase. This
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is non-trivially different from initialization schemes used in previous rigorous methods for sparse
coding, and the analysis is somewhat more involved.
In Arora et al. (2015a), (the principal eigenvector of) a weighted covariance matrix of y (estimated
by the weighted average of outer products yiy
T
i ) is shown to provide a coarse estimate of a dictionary
atom. We extend this idea and rigoriously show that the diagonal of the weighted covariance matrix
serves as a good indicator of the support of a column in A∗. The success relies on the concentration
of the diagonal vector with dimension n, instead of the covariance matrix with dimensions n× n.
With the support selected, our scheme only utilizes a reduced weighted covariance matrix with
dimensions at most r × r. This initialization scheme enables us to effectively reduce the dimension
of the problem, and therefore leads to significant improvement in sample complexity and running
time over previous (provable) sparse coding methods when the data representation sparsity k is
much smaller than m.
Further, we rigorously analyze the proposed algorithms in the presence of noise with a bounded
expected norm. Our analysis shows that our method is stable, and in the case of i.i.d. Gaussian noise
with bounded expected `2-norm, is at least a polynomial factor better than previous polynomial
time algorithms for sparse coding.
The empirical performance of our proposed method is demonstrated by a suite of numerical
experiments on synthetic datasets. In particular, we show that our proposed methods are simple
and practical, and improve upon previous provable algorithms for sparse coding.
Chapter Organization. The remainder of this chapter is organized as follows. Section 1.2
introduces notation, key model assumptions, and informal statements of our main theoretical results.
Section 1.3 outlines our initialization algorithm (along with supporting theoretical results) while
Section 1.4 presents our descent algorithm (along with supporting theoretical results). Section 1.5
provides a numerical study of the efficiency of our proposed algorithms, and compares it with
previously proposed methods. All technical proofs are relegated to Appendix, starting from Section
1.6 to Section 1.8 that establishes upper bounds on the sample complexity of our proposed approach,
both in the noiseless and noisy settings. Finally, Section 1.11.2 concludes with a short discussion.
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1.2 Setup and Main Results
1.2.1 Notation
We define [m] , {1, . . . ,m} for any integer m > 1. For any vector x = [x1, x2, . . . , xm]T ∈ Rm,
we write supp(x) , {i ∈ [m] : xi 6= 0} as the support set of x. Given any subset S ⊆ [m], xS
corresponds to the sub-vector of x indexed by the elements of S. For any matrix A ∈ Rn×m, we
use A•i and A
T
j• to represent the i-th column and the j-th row respectively. For some appropriate
sets R and S, let AR• (respectively, A•S) be the submatrix of A with rows (respectively columns)
indexed by the elements in R (respectively S). In addition, for the i-th column A•i, we use AR,i
to denote the sub-vector indexed by the elements of R. For notational simplicity, we use ATR• to
indicate (AR•)
T , the tranpose of A after a row selection. Besides, we use ◦ and sgn(·) to represent
the element-wise Hadamard operator and the element-wise sign function respectively. Further,
thresholdK(x) is a thresholding operator that replaces any elements of x with magnitude less than
K by zero.
The `2-norm ‖x‖ for a vector x and the spectral norm ‖A‖ for a matrix A appear several times. In
some cases, we also utilize the Frobenius norm ‖A‖F and the operator norm ‖A‖1,2 , max‖x‖1≤1‖Ax‖.
The norm ‖A‖1,2 is essentially the maximal Euclidean norm of any column of A.
For clarity, we adopt asymptotic notations extensively. We write f(n) = O(g(n)) (or f(n) =
Ω(g(n))) if f(n) is upper bounded (respectively, lower bounded) by g(n) up to some positive constant.
Next, f(n) = Θ(g(n)) if and only if f(n) = O(g(n)) and f(n) = Ω(g(n)). Also Ω̃ and Õ represent
Ω and O up to a multiplicative poly-logarithmic factor respectively. Finally f(n) = o(g(n)) (or
f(n) = ω(g(n))) if limn→∞ |f(n)/g(n)| = 0 (limn→∞ |f(n)/g(n)| =∞).
Throughout the chapter and the dissertation, we use the phrase “with high probability” (abbre-
viated to w.h.p.) to describe an event with failure probability of order at most n−ω(1). In addition,
g(n) = O∗(f(n)) means g(n) ≤ Kf(n) for some small enough constant K.
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1.2.2 Model
Suppose that the observed samples are given by
y(i) = Dx∗(i) + ε, i = 1, . . . , p,
i.e., we are given p samples of y generated from a fixed (but unknown) dictionary D where the sparse
code x∗ and the error ε are drawn from a joint distribution D specified below. In the double-sparse
setting, the dictionary is assumed to follow a decomposition D = ΦA∗, where Φ ∈ Rn×n is a known
orthonormal basis matrix and A∗ is an unknown, ground truth synthesis matrix. An alternative
(and interesting) setting is an overcomplete Φ with a square A∗, which our analysis below does not
cover; we defer this to future work. Our approach relies upon the following assumptions on the
synthesis dictionary A∗:
A1 A∗ is overcomplete (i.e., m ≥ n) with m = O(n).
A2 A∗ is µ-incoherent, i.e., for all i 6= j, |〈A∗•i, A∗•j〉| ≤ µ/
√
n.
A3 A∗•i has at most r non-zero elements, and is normalized such that ‖A∗•i‖ = 1 for all i. Moreover,
|A∗ij | ≥ τ for A∗ij 6= 0 and τ = Ω(1/
√
r).
A4 A∗ has bounded spectral norm such that ‖A∗‖ ≤ O(
√
m/n).
All these assumptions are common in the sparse coding literature. In Assumption A2, the incoherence
µ is typically of order O(log n) with high probability for a normal random matrix (Arora et al.,
2014b). Assumption A3 is a common assumption in sparse signal recovery. The bounded spectral
norm assumption is also standard (Arora et al., 2015a). In addition to Assumptions A1-A4, we
make the following distributional assumptions on D:
B1 Support S = supp(x∗) is of size at most k and uniformly drawn without replacement from [m]
such that P[i ∈ S] = Θ(k/m) and P[i, j ∈ S] = Θ(k2/m2) for some i, j ∈ [m] and i 6= j.
B2 The nonzero entries x∗S are pairwise independent and sub-Gaussian given the support S with
E[x∗i |i ∈ S] = 0 and E[x∗2i |i ∈ S] = 1.
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B3 For i ∈ S, |x∗i | ≥ C where 0 < C ≤ 1.
B4 The additive noise ε has i.i.d. Gaussian entries with variance σ2η with ση = O(1/
√
n).
For the rest of the paper, we set Φ = In, the identity matrix of size n. This only simplifies the
arguments but does not change the problem because one can study an equivalent model:
y′ = Ax∗ + ε′,
where y′ = ΦT y and ε′ = ΦT ε, as ΦTΦ = In. Due to the Gaussianity of ε, ε
′ also has independent
entries. Although this property is specific to Gaussian noise, all the analysis carried out below
can be extended to sub-Gaussian noise with minor (but rather tedious) changes in concentration
arguments.
Our goal is to devise an algorithm that produces a provably “good” estimate of A∗. For this,
we need to define a suitable measure of “goodness”. We use the following notion of distance that
measures the maximal column-wise difference in `2-norm under some suitable transformation.
Definition 1.2.1 ((δ, κ)-nearness). A is said to be δ-close to A∗ if there is a permutation π : [m]→
[m] and a sign flip σ : [m] : {±1} such that ‖σ(i)A•π(i) − A∗•i‖ ≤ δ for every i. In addition, A is
said to be (δ, κ)-near to A∗ if ‖A•π −A∗‖ ≤ κ‖A∗‖ also holds.
For notational simplicity, in our theorems we simply replace π and σ in Definition 1.2.1 with the
identity permutation π(i) = i and the positive sign σ(·) = +1 while keeping in mind that in reality
we are referring to one element of the equivalence class of all permutations and sign flip transforms
of A∗.
We will also need some technical tools from (Arora et al., 2015a) to analyze our gradient
descent-style method. Consider any iterative algorithm that looks for a desired solution z∗ ∈ Rn
to optimize some function f(z). Suppose that the algorithm produces a sequence of estimates
z1, . . . , zs via the update rule:
zs+1 = zs − ηgs,
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for some vector gs and scalar step size η. The goal is to characterize “good” directions gs such that
the sequence converges to z∗ under the Euclidean distance. The following gives one such sufficient
condition for gs.
Definition 1.2.2. A vector gs at the sth iteration is (α, β, γs)-correlated with a desired solution z
∗
if
〈gs, zs − z∗〉 ≥ α‖zs − z∗‖2 + β‖gs‖2 − γs.
We know from convex optimization that if f is 2α-strongly convex and 1/2β-smooth, and gs is
chosen as the gradient ∇zf(z), then gs is (α, β, 0)-correlated with z∗. In our setting, the desired
solution corresponds to A∗, the ground-truth synthesis matrix. In (Arora et al., 2015a), it is shown
that the expected surrogate gradient gs = Ey[(Asx− y)sgn(x)T ], where x = thresholdC/2((As)T y)
indeed satisfies Definition 1.2.2. This gs is a population quantity and not explicitly available, but
one can estimate such gs using an empirical average. The corresponding estimator ĝs is a random
variable, so we also need a related correlated-with-high-probability condition:
Definition 1.2.3. A direction ĝs at the sth iteration is (α, β, γs)-correlated-w.h.p. with a desired
solution z∗ if, w.h.p.,
〈ĝs, zs − z∗〉 ≥ α‖zs − z∗‖2 + β‖ĝs‖2 − γs.
From Definition 1.2.2, one can establish a form of descent property in each update step, as
shown in Theorem 1.2.1.
Theorem 1.2.1. Suppose that gs satisfies the condition described in Definition 1.2.2 for s =
1, 2, . . . , T . Moreover, 0 < η ≤ 2β and γ = maxTs=1 γs. Then, the following holds for all s:
‖zs+1 − z∗‖2 ≤ (1− 2αη)‖zs − z∗‖2 + 2ηγs.
In particular, the above update converges geometrically to z∗ with an error γ/α. That is,
‖zs+1 − z∗‖2 ≤ (1− 2αη)s‖z0 − z∗‖2 + 2γ/α.
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We can obtain a similar result for Definition 1.2.3 except that ‖zs+1 − z∗‖2 is replaced with its
expectation.
Armed with the above tools, we now state some informal versions of our main results:
Theorem 1.2.2 (Provably correct initialization, informal). There exists a neurally plausible algo-
rithm to produce an initial estimate A0 that has the correct support and is (δ, 2)-near to A∗ with
high probability. Its running time and sample complexity are Õ(mnp) and Õ(mr) respectively. This
algorithm works when the sparsity level satisfies r = O∗(log n).
Our algorithm can be regarded as an extension of Arora et al. (2015a) to the double-sparse
setting. It reconstructs the support of one single column and then estimates its direction in the
subspace defined by the support. Our proposed algorithm enjoys neural plausibility by implementing
a thresholding non-linearity and Oja’s update rule. We provide a neural implementation of our
algorithm in Appendix 1.11. The adaption to the sparse structure results in a strict improvement
upon the original algorithm both in running time and sample complexity. However, our algorithm
is limited to the sparsity level r = O∗(log n), which is rather small but plausible from the modeling
standpoint. For comparison, we analyze a natural extension of the algorithm of Arora et al. (2015a)
with an extra hard-thresholding step for every learned atom. We obtain the same order restriction
on r, but somewhat worse bounds on sample complexity and running time. The details are found in
Appendix 1.10.
We hypothesize that a stronger incoherence assumption can lead to provably correct initialization
for a much wider range of r. For purposes of theoretical analysis, we consider the special case
of a perfectly incoherent synthesis matrix A∗ such that µ = 0 and m = n. In this case, we can










, which is an exponential
improvement. This analysis is given in Appendix 1.9.
Theorem 1.2.3 (Provably correct descent, informal). There exists a neurally plausible algorithm
for double-sparse coding that converges to A∗ with geometric rate when the initial estimate A0 has
the correct support and (δ, 2)-near to A∗. The running time per iteration is O(mkp+mrp) and the




Similar to Arora et al. (2015a), our proposed algorithm enjoys neural plausibility. Moreover,
we can achieve a better running time and sample complexity per iteration than previous methods,
particularly in the noisy case. We show in Appendix 1.10 that in this regime the sample complexity
of Arora et al. (2015a) is Õ(m+ σ2η
mn2
k ). For instance, when σε  n
−1/2, the sample complexity
bound is significantly worse than Õ(m) in the noiseless case. In contrast, our proposed method
leverages the sparse structure to overcome this problem and obtain improved results.
We are now ready to introduce our methods in detail. As discussed above, our approach consists
of two stages: an initialization algorithm that produces a coarse estimate of A∗, and a descent-style
algorithm that refines this estimate to accurately recover A∗.
1.3 Stage 1: Spectral Initialization
In this section, we present a neurally plausible algorithm that can produce a coarse initial estimate
of the ground truth A∗. We give a neural implementation of the algorithm in Appendix 1.11.
Our algorithm is an adaptation from the algorithm in Arora et al. (2015a). The idea is to
estimate dictionary atoms in a greedy fashion by iteratively re-weighting the given samples. The
samples are re-scaled in a way that the weighted (sample) covariance matrix has the dominant first
singular value, and its corresponding eigenvector is close to one particular atom with high probability.
However, while this algorithm is conceptually very appealing, it incurs severe computational costs
in practice. More precisely, the overall running time is Õ(mn2p) in expectation, which is unrealistic
for large-scale problems.
To overcome this burden, we leverage the double-sparsity assumption in our generative model to
obtain a more efficient approach. The high-level idea is to first estimate the support of each column
in the synthesis matrix A∗, and then obtain a coarse estimate of the nonzero coefficients of each
column based on knowledge of its support. The key ingredient of our method is a novel spectral
procedure that gives us an estimate of the column supports purely from the observed samples.
The full algorithm, that we call Truncated Pairwise Reweighting Spectral Initialization, is listed in
pseudocode form as Algorithm 1.
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Algorithm 1 Truncated Pairwise Re-weighting Spectral Initialization
Input: L = ∅
Randomly divide p samples into two disjoint sets P1 and P2 of sizes p1 and p2 respectively
while |L| < m do
Pick u and v from P1 at random







〈y(i), u〉〈y(i), v〉(y(i)l )
2
end
Sort (ê1, ê2, . . . , ên) in descending order
if r′ ≤ r s.t ê(r′) ≥ O(k/mr) and ê(r′+1)/ê(r′) < O∗(r/ log2 n) then












δ1, δ2 ← top singular values of M̂u,v
z
R̂
← top singular vector of M̂u,v
if δ1 ≥ Ω(k/m) and δ2 < O∗(k/m log n) then
if dist(±z, l) > 1/ log n for any l ∈ L then





textbfOutput: A0 ← ProjB(Ã) where Ã is the matrix whose columns in L and B = {A : ‖A‖ ≤
2‖A∗‖}
Let us provide some intuition of our algorithm. Fix a sample y = A∗x∗ + ε from the available
training set, and consider samples
u = A∗α+ εu, v = A
∗α′ + εv.
Now, consider the (very coarse) estimate for the sparse code of u with respect to A∗:
β = A∗Tu = A∗TA∗α+A∗T εu.
As long as A∗ is incoherent enough and εu is small, the estimate β behaves just like α, in the sense
that for each sample y:
〈y, u〉 ≈ 〈x∗, β〉 ≈ 〈x∗, α〉.
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Moreover, the above inner products are large only if α and x∗ share some elements in their supports;
else, they are likely to be small. Likewise, the weight 〈y, u〉〈y, v〉 depends on whether or not x∗
shares the support with both α and α′.
Now, suppose that we have a mechanism to isolate pairs u and v who share exactly one atom
among their sparse representations. Then by scaling each sample y with an increasing function of
〈y, u〉〈y, v〉 and linearly adding the samples, we magnify the importance of the samples that are
aligned with that atom, and diminish the rest. The final direction can be obtained via the top
principal component of the reweighted samples and hence can be used as a coarse estimate of the
atom. This is exactly the approach adopted in (Arora et al., 2015a). However, in our double-sparse
coding setting, we know that the estimated atom should be sparse as well. Therefore, we can
naturally perform an extra “sparsification” step of the output. An extended algorithm and its
correctness are provided in Appendix 1.10. However, as we discussed above, the computational
complexity of the re-weighting step still remains.
We overcome this obstacle by first identifying the locations of the nonzero entries in each atom.






〈y(i), u〉〈y(i), v〉y(i) ◦ y(i).
Then, the diagonal entries of Mu,v reveals the support of the atom of A
∗ shared among u and v: the
r-largest entries of Mu,v will correspond to the support we seek. Since the desired direction remains
unchanged in the r-dimensional subspace of its nonzero elements, we can restrict our attention to
this subspace, construct a reduced covariance matrix M̂u,v, and proceed as before. This truncation
step alleviates the computational burden by a significant amount; the running time is now Õ(mnp),
which improves the original by a factor of n.
The success of the above procedure relies upon whether or not we can isolate pairs u and v that
share one dictionary atom. Fortunately, this can be done via checking the decay of the singular
values of the (reduced) covariance matrix. Here too, we show via our analysis that the truncation
step plays an important role. Overall, our proposed algorithm not only accelerates the initialization
in terms of running time, but also improves the sample complexity over (Arora et al., 2015a). The
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performance of Algorithm 1 is described in the following theorem, whose formal proof is deferred to
Appendix 1.6.





and r = O∗(log n). When p1 = Ω̃(m) and p2 = Ω̃(mr), then with high probability
Algorithm 1 returns an initial estimate A0 whose columns share the same support as A∗ and with
(δ, 2)-nearness to A∗ with δ = O∗(1/ log n).
The limit on r arises from the minimum non-zero coefficient τ of A∗. Since the columns of A∗
are standardized, τ should degenerate as r grows. In other words, it is getting harder to distinguish
the “signal” coefficients from zero as r grows with n. However, this limitation can be relaxed when
a better incoherence available, for example the orthonormal case. We study this in Appendix 1.9.
To provide some intuition about the working of the algorithm (and its proof), let us analyze it
in the case where we have access to infinite number of samples. This setting, of course, is unrealistic.
However, the analysis is much simpler and more transparent since we can focus on expected values
rather than empirical averages. Moreover, the analysis reveals several key lemmas, which we will
reuse extensively for proving Theorem 1.3.1. First, we give some intuition behind the definition of
the “scores”, êl.
Lemma 1.3.1. Fix samples u and v and suppose that y = A∗x∗+ε is a random sample independent
of u, v. The expected value of the score for the `th component of y is given by:







li + perturbation terms
where qi = P[i ∈ S], qij = P[i, j ∈ S] and ci = E[x4i |i ∈ S]. Moreover, the perturbation terms have
absolute value at most O∗(k/m log n).
From Assumption B1, we know that qi = Θ(k/m), qij = Θ(k
2/m2) and ci = Θ(1). Besides,
we will show later that |βi| ≈ |αi| = Ω(1) for i ∈ U , and |βi| = o(1) for i /∈ U . Consider






li . Clearly, E0 = 0 if U ∩ V = ∅ or that l does not
belong to support of any atom in U ∩ V . On the contrary, as E0 6= 0 and U ∩ V = {i} , then
E0 = |qiciβiβ′iA∗2li | ≥ Ω(τ2k/m) = Ω(k/mr) since |qiciβiβ′i| ≥ Ω(k/m) and |A∗li| ≥ τ .
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Therefore, Lemma 1.3.1 suggests that if u and v share a unique atom among their sparse
representations, and r is not too large, then we can indeed recover the correct support of the shared
atom. When this is the case, the expected scores corresponding to the nonzero elements of the
shared atom will dominate the remaining of the scores.
Now, given that we can isolate the support R of the corresponding atom, the remaining questions
are how best we can estimate its non-zero coefficients, and when u and v share a unique elements in
their supports. These issues are handled in the following lemmas.
Lemma 1.3.2. Suppose that u = A∗α+ εu and v = A
∗α′ + εv are two random samples. Let U and
V denote the supports of α and α′ respectively. R is the support of some atom of interest. The
truncated re-weighting matrix is formulated as









R,i + perturbation terms
where the perturbation terms have norms at most O∗(k/m log n).





has norm at least Ω(k/m) when u and v share a unique element i (‖A∗R,i‖ = 1). According to this
lemma, the spectral norm of M0 dominates those of the other perturbation terms. Thus, given R
we can use the first singular vector of Mu,v as an estimate of A
∗
•i.
Lemma 1.3.3. Under the setup of Theorem 1.3.1, suppose u = A∗α+ εu and v = A
∗α′ + εv are
two random samples with supports U and V respectively. R = supp(A∗i ). If u and v share the unique
atom i, the first r largest entries of el is at least O(k/mr) and belong to R. Moreover, the top












R,i + perturbation terms
The perturbation terms have norms bounded by O∗(k/m log n). On the other hand, the first term
is has norm at least Ω(k/m) since ‖A∗R,i‖ = 1 for the correct support R and |qiciβiβ′i| ≥ Ω(k/m).
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Then using Wedin’s Theorem to Mu,v, we can conclude that the top singular vector must be
O∗(k/m log n)/Ω(k/m) = O∗(1/ log n) -close to A∗R,i. 
Lemma 1.3.4. Under the setup of Theorem 1.3.1, suppose u = A∗α+ εu and v = A
∗α′ + εv are
two random samples with supports U and V respectively. If the top singular value of Mu,v is at
least Ω(k/m) and the second largest one is at most O∗(k/m log n), then u and v share a unique
dictionary element with high probability.
Proof. The proof follows from that of Lemma 37 in (Arora et al., 2015a). The main idea is to
separate the possible cases of how u and v share support and to use Lemma 1.3.2 with the bounded
perturbation terms to conclude when u and v share exactly one. We note that due to the condition
where ê(s) ≥ Ω(k/mr) and ê(s+1)/ê(s) ≤ O∗(r/ log n), it must be the case that u and v share only
one atom or share more than one atoms with the same support. When their supports overlap more
than one, then the first singular value cannot dominate the second one, and hence it must not be
the case. 
Similar to (Arora et al., 2015a), our initialization algorithm requires Õ(m) iterations in expec-
tation to estimate all the atoms, hence the expected running time is Õ(mnp). All the proofs of
Lemma 1.3.1 and 1.3.2 are deferred to Appendix 1.6.
1.4 Stage 2: Surrogate Gradient Descent
We now adapt the neural sparse coding approach of Arora et al. (2015a) to obtain an improved
estimate of A∗. As mentioned earlier, at a high level the algorithm is akin to performing surrogate
gradient descent. The insight is that within a small enough neighborhood (in the sense of δ-closeness)
of the true A∗, an estimate of the ground-truth code vectors, X∗, can be constructed using a neurally
plausible algorithm.
The innovation, in our case, is the double-sparsity model since we know a priori that A∗ is itself
sparse. Under sufficiently many samples, the support of A∗ can be deduced from the initialization
stage; therefore we perform an extra projection step in each iteration of gradient descent. In this
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sense, our method is non-trivially different from (Arora et al., 2015a). The full algorithm is presented
as Algorithm 2.
As discussed in Section 1.2, convergence of noisy surrogate gradient descent can be achieved as
long as ĝs is correlated-w.h.p. with the true solution. However, an analogous convergence result for
projected gradient descent does not exist in the literature. We fill this gap via a careful analysis.
Due to the projection, we only require the correlated-w.h.p. property for part of ĝs (i.e., when it is
restricted to some support set) with A∗. The descent property is still achieved via Theorem 1.4.1.
Due to various perturbation terms, ĝ is only a biased estimate of ∇AL(A,X); therefore, we can
only refine the estimate of A∗ until the column-wise error is of order O(
√
k/n). The performance of
Algorithm 2 can be characterized via the following theorem.
Algorithm 2 Double-Sparse Surrogate Gradient Descent Algorithm
Input: A0 is (δ, 2)-near to A∗
H = (hij)n×m where hij = 1 if i ∈ supp(A0•j) and 0 otherwise
for s = 0, 1, . . . , T do
for i = 1, 2, . . . , p do









As+1 = PH(As − ηĝs) = As − ηPH(ĝs), where PH(G) = H ◦G
end
Output: A← AT as a learned dictionary
Theorem 1.4.1. Suppose that the initial estimate A0 has the correct column supports and is (δ, 2)-
near to A∗ with δ = O∗(1/ log n). If Algorithm 2 is provided with p = Ω̃(mr) fresh samples at each
step and η = Θ(m/k), then
E[‖As•i −A∗•i‖2] ≤ (1− ρ)s‖A0•i −A∗•i‖2 +O(
√
k/n)





We defer the full proof of Theorem 1.4.1 to Section 1.8. In this section, we take a step towards
understanding the algorithm by analyzing ĝs in the infinite sample case, which is equivalent to its
expectation gs , E[(Asx− y)sgn(x)T ]. We establish the (α, β, γs)-correlation of a truncated version
of gs•i with A
∗
•i to obtain the descent in Theorem 1.4.2 for the infinite sample case.
Theorem 1.4.2. Suppose that the initial estimate A0 has the correct column supports and is (δ, 2)-








for some 0 < ρ < 1/2 and for s = 1, 2, . . . , T . Consequently, it converges to A∗ geometrically until
column-wise error is O(k/n).
Note that the better error O(k2/n2) is due to the fact that infinitely many samples are given.
The term O(
√
k/n) in Theorem 1.4.1 is a trade-off between the accuracy and the sample complexity
of the algorithm. The proof of this theorem composes of two steps with two main results: 1) an
explicit form of gs (Lemma 1.4.2); 2) (α, β, γs)-correlation of column-wise g
s with A∗ (Lemma 1.4.2).
The proof of those lemmas are deferred to Appendix 1.7. Since the correlation primarily relies on
the (δ, 2)-nearness of As to A∗ that is provided initially and maintained at each step, then we need
to argue that the nearness is preserved after each step.
Lemma 1.4.1. Suppose that the initial estimate A0 has the correct column supports and is (δ, 2)-near




R,i−A∗R,i+ξsi ±ζ) where R = supp(As•i),







Moreover, ξi has norm bounded by O(k/n) for δ = O
∗(1/ log n) and ζ is negligible.
We underline that the correct support of As allows us to obtain the closed-form expression of




•i. Likewise, the expression (1.8) suggests that g
s
•i is almost equal to
piqi(A
s
•i −A∗•i) (since λsi ≈ 1), which directs to the desired solution A∗•i. With Lemma 1.4.1, we will
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prove the (α, β, γs)-correlation of the approximate gradient to each column A
∗
•i and the nearness of
each new update to the true solution A∗.
1.4.1 (α, β, γs)-Correlation
Lemma 1.4.2. Suppose that As is (δ, 2)-near to A∗ and R = supp(A∗•i), then 2g
s
R,i is (α, 1/2α, ε
2/α)-
correlated with A∗R,i; that is
〈2gsR,i, AsR,i −A∗R,i〉 ≥ α‖AsR,i −A∗R,i‖2 + 1/(2α)‖gsR,i‖2 − ε2/α
Furthermore, the descent is achieved by
‖As+1•i −A
∗
•i‖2 ≤ (1− 2αη)s‖A0•i −A∗•i‖2 + ηε2s/α






Proof. Throughout the proof, we omit the superscript s for simplicity and denote 2α = piqi. First,
we rewrite gs•i as a combination of the true direction A
s
•i −A∗•i and a term with small norm:
gR,i = 2α(AR,i −A∗R,i) + v, (1.2)
where v = 2α[(λi − 1)A•i + εi] with norm bounded. In fact, since A•i is δ-close to A∗•i, and both
have unit norm, then ‖2α(λi − 1)A•i‖ = α‖A•i − A∗•i‖2 ≤ α‖A•i − A∗•i‖ and ‖ξi‖ ≤ O(k/n) from
the inequality (1.9). Therefore,
‖v‖ = ‖2α(λi − 1)AR,i + 2αξi‖ ≤ α‖AR,i −A∗R,i‖+ ε
where ε = O(k2/mn). Now, we make use of (1.2) to show the first part of Lemma 1.4.2:
〈2gR,i, AR,i −A∗R,i〉 = 4α‖AR,i −A∗R,i‖2 + 〈2v,AR,i −A∗R,i〉. (1.3)
We want to lower bound the inner product term with respect to ‖gRi,i‖2 and ‖AR,i − A∗R,i‖2.
Effectively, from (1.2)
4α〈v,A•i −A∗•i〉 = ‖gR,i‖2 − 4α2‖AR,i −A∗R,i‖2 − ‖v‖2
≥ ‖gR,i‖2 − 6α2‖AR,i −A∗R,i‖2 − 2ε2, (1.4)
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where the last step is due to Cauchy-Schwarz inequality: ‖v‖2 ≤ 2(α2‖AR,i −A∗R,i‖2 + ε2).
Substitute 2〈v,A•i −A∗•i〉 in (1.3) for the right hand side of (1.4), we get the first result:







The second part is directly followed from Theorem 1.2.1. Moreover, we have pi = Θ(k/m) and
qi = Θ(1), then α = Θ(k/m), β = Θ(m/k) and γs = O(k
3/mn2).
Then, gsR,i is (Ω(k/m),Ω(m/k), O(k
3/mn2))-correlated with the true solution A∗R,i. 
Proof of Theorem 1.4.2. The descent in Theorem 1.4.2 directly follows from the above lemma. Next,
we will establish the nearness for the update at step s:
1.4.2 Nearness
Lemma 1.4.3. Suppose that As is (δ, 2)-near to A∗, then ‖As+1 −A∗‖ ≤ 2‖A∗‖
Proof. From Lemma 1.4.1 we have gs•i = piqi(λiA
s
•i − A∗•i) + A•−idiag(qij)AT•−iA∗•i ± ζ. Denote






•i± ζ is bounded by O(k2/m2). Then
we follows the proof of Lemma 24 in (Arora et al., 2015a) for the nearness with full gs = gsR,i + g
s
R̄,i
to finish the proof for this lemma. 
In sum, we have shown the descent property of Algorithm 2 in the infinite sample case. The
study of the concentration of ĝs around its mean to the sample complexity is provided in Section 1.8.
In the next section, we corroborate our theory by some numerical results on synthetic data.
1.5 Empirical Study
We compare our method with three different methods for both standard sparse and double-sparse
coding. For the standard approach, we implement the algorithm proposed in Arora et al. (2015a),
which currently is the best theoretically sound method for provable sparse coding. However, since
their method does not explicitly leverage the double-sparsity model, we also implement a heuristic












































































































Figure 1.1 (top) The performance of four methods on three metrics (recovery rate, recon-
struction error and running time) in sample size in the noiseless case. (bottom)
The same metrics are measured for the noisy case.
and learning procedures (which we dub Arora + HT ). The final comparison is the Trainlets approach
of Sulam et al. (2016).
We generate a synthetic training dataset according to the model described in Section 1.2. The
base dictionary Φ is the identity matrix of size n = 64 and the square synthesis matrix A∗ is a
block diagonal matrix with 32 blocks. Each 2 × 2 block is of form [1 1; 1 − 1] (i.e., the column
sparsity r = 2) . The support of x∗ is drawn uniformly over all 6-dimensional subsets of [m], and
the nonzero coefficients are randomly set to ±1 with equal probability. In our simulations with
noise, we add Gaussian noise ε with entrywise variance σ2η = 0.01 to each of those above samples.
For all the approaches except Trainlets, we use T = 2000 iterations for the initialization procedure,
and set the number of steps in the descent stage to 25. Since Trainlets does not have a specified











































Figure 1.2 (top) The performance of our method in sample size in the noiseless case as the
thresholding parameter in the decoding stage varies.
sparse thresholding is then performed. The learning step of Trainlets2 is executed for 50 iterations,
which tolerates its initialization deficiency. For each Monte Carlo trial, we uniformly draw p samples,
feed these samples to the four different algorithms, and observe their ability to reconstruct A∗.
Matlab implementation of our algorithms is available online3.
We evaluate these approaches on three metrics as a function of the number of available samples: (i)
fraction of trials in which each algorithm successfully recovers the ground truth A∗; (ii) reconstruction
error; and (iii) running time. The synthesis matrix is said to be “successfully recovered” if the
Frobenius norm of the difference between the estimate Â and the ground truth A∗ is smaller than
a threshold which is set to 10−4 in the noiseless case, and to 0.5 in the other. All three metrics
are averaged over 100 Monte Carlo simulations. As discussed above, the Frobenius norm is only
meaningful under a suitable permutation and sign flip transformation linking Â and A∗. We estimate
this transformation using a simple maximum weight matching algorithm. Specifically, we construct
a weighted bipartite graph with nodes representing columns of A∗ and Â and adjacency matrix
defined as G = |A∗T Â|, where |·| is taken element-wise. We compute the optimal matching using the
Hungarian algorithm, and then estimate the sign flips by looking at the sign of the inner products
between the matched columns.
2We utilize Trainlets’s implementation provided at http://jsulam.cswp.cs.technion.ac.il/home/software/.
3https://github.com/thanh-isu/double-sparse-coding
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The results of our experiments are shown in Figure 1.1 with the top and bottom rows respectively
for the noiseless and noisy cases. The two leftmost figures suggest that all algorithms exhibit a
“phase transition” in sample complexity that occurs in the range of 500-2000 samples. In the noiseless
case, our method achieves the phase transition with the fewest number of samples. In the noisy
case, our method nearly matches the best sample complexity performance (next to Trainlets, which
is a heuristic and computationally expensive). Our method achieves the best performance in terms
of (wall-clock) running time in all cases.
1.6 Analysis of Initialization Algorithm
We start our technical proofs with the following auxiliary claim:
Claim 1.6.1 (Maximal row `1-norm). Given that ‖A∗‖2F = m and ‖A∗‖ = O(
√
m/n), then
‖A∗T ‖1,2 = Θ(
√
m/n).
Proof. Recall the definition of the operator norm:








= ‖A∗T ‖ = O(
√
m/n).








Along with Assumptions A1 and A3, the above claim implies the number of nonzero entries
in each row is O(r). This Claim is an important ingredient in our analysis of our initialization
algorithm shown in Section 1.3.
1.6.1 Proof of Lemma 1.3.1
The proof of Lemma 1.3.1 can be divided into three steps: 1) we first establish useful properties
of β with respect to α; 2) we then explicitly derive el in terms of the generative model parameters
and β; and 3) we finally bound the error terms in E based on the first result and appropriate
assumptions.
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Claim 1.6.2. In the generative model, ‖x∗‖ ≤ Õ(
√
k) and ‖ε‖ ≤ Õ(ση
√
n) with high probability.
Proof. The claim directly follows from the fact that x∗ is a k-sparse random vector whose nonzero
entries are independent sub-Gaussian with variance 1. Meanwhile, ε has n independent Gaussian
entries of variance σ2η. 
Despite its simplicity, this claim will be used in many proofs throughout the paper. Note also
that in this section we will calculate the expectation over y and often refer probabilistic bounds
(w.h.p.) under the randomness of u and v.
Claim 1.6.3. Suppose that u = A∗α + εu is a random sample and U = supp(α). Let β = A
∗Tu,





Proof. The proof mostly follows from Claim 36 of Arora et al. (2015a), with an additional consider-
ation of the error εu. Write W = U\{i} and observe that
|βi − αi| = |A∗T•i A∗•WαW +A∗T•i εu| ≤ |〈A∗T•WA∗•i, αW 〉|+ |〈A∗•i, εu〉|
Since A∗ is µ-incoherence, then ‖A∗T•i A∗•W ‖ ≤ µ
√
k/n. Moreover, αW has k − 1 independent
sub-Gaussian entries of variance 1, therefore |〈A∗T•WA∗•i, αW 〉| ≤
µk logn√
n
with high probability. Also




•i εu is Gaussian with
the same variance (‖A∗•i‖ = 1). Hence |A∗T•i ε| ≤ ση log n with high probability. Consequently,
|βi − αi| ≤ µk logn√n + ση log n, which is the first part of the claim.
Next, in order to bound ‖β‖, we express β as
‖β‖ = ‖A∗TA∗•UαU +A∗T εu‖ ≤ ‖A∗‖‖A∗•U‖‖αU‖+ ‖A∗‖‖εu‖
Using Claim 1.6.2 to get ‖αU‖ ≤ Õ(
√
k) and ‖εu‖ ≤ Õ(ση
√
n) w.h.p., and further noticing that
‖A∗•U‖ ≤ ‖A∗‖ ≤ O(1) , we complete the proof for the second part. 
Claim 1.6.3 suggests that the difference between βi and αi is bounded above by O
∗(1/ log2 n)




). Therefore, w.h.p., C − o(1) ≤ |βi| ≤ |αi|+ o(1) ≤ O(logm) for i ∈ U and
|βi| ≤ O∗(1/ log2 n) otherwise. On the other hand, under Assumption B4, ‖β‖ ≤ Õ(
√
k) w.h.p. We
will use these results multiple times in the next few proofs.
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Proof of Lemma 1.3.1. We decompose dl into small parts so that the stochastic model D is made
use.
el = E[〈y, u〉〈y, v〉y2l ] = E[〈A∗x∗ + ε, u〉〈A∗x∗ + ε, v〉(〈A∗l·, x∗〉+ εl)2]
= E
[{
〈x∗, β〉〈x∗, β′〉+ x∗T (βvT + β′uT )ε+ uT εεT v
}{
〈A∗l•, x∗〉2 + 2〈A∗l•, x∗〉εl + ε2l
}]
= E1 + E2 + · · ·+ E9
where the terms are
E1 = E[〈x∗, β〉〈x∗, β′〉〈A∗l•, x∗〉2]
E2 = 2E[〈x∗, β〉〈x∗, β′〉〈A∗l•, x∗〉εl]
E3 = E[〈x∗, β〉〈x∗, β′〉ε2l ]
E4 = E
[








(βvT + β′uT )εε2l
]
E7 = E[uT εεT v〈A∗l•, x∗〉2]
E8 = 2E[uT εεT v〈A∗l•, x∗〉εl]
E9 = E[uT εεT vε2l ]
(1.5)
Because x∗ and ε are independent and zero-mean, E2 and E4 are clearly zero. Moreover,
E6 = (βv
T + β′uT )E[εε2l ] = 0








We bound the remaining terms separately in the following claims.



































li have magnitude at most O
∗(k/m log2 n) w.h.p.
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Proof. Using the generative model in Assumptions B1-B4, we have







































































where we have used the qi = P[i ∈ S], qij = P[i, j ∈ S] and ci = E[x4i |i ∈ S] and Assumptions
B1-B4. We now prove that the last three terms are upper bounded by O∗(k/m log n). The key
observation is that all these terms typically involve a quadratic form of the l-th row A∗l• whose norm
is bounded by O(1) (by Claim 1.6.1 and Assumption A4). Moreover, |βiβ′i| is relatively small for
i /∈ U ∩ V while qij = Θ(k2/m2). For the second term, we apply the Claim 1.6.3 for i ∈ [m]\(U ∩ V )
to bound |βiβ′i| . Assume αi = 0 and α′i 6= 0, then with high probability
|βiβ′i| ≤ |(βi − αi)(β′i − α′i)|+ |βiα′i| ≤ O∗(1/ log n)














|qiciβiβ′i|‖A∗‖21,2 ≤ O∗(k/m log n).
For the third term, we make use of the bounds on ‖β‖ and ‖β′‖ from the previous claim where







































where the second last inequality follows from the Cauchy-Schwarz inequality. For the last term, we












l• where (Qβ)ij = qijβiβ
′
j for i 6= j and
(Qβ)ij = 0 for i = j. Then





































3/m2) ≤ O∗(k/m log2 n). As a result, the two terms
above are bounded by the same amount O∗(k/m log n) w.h.p., so we complete the proof of the
claim. 
Claim 1.6.5. In the decomposition (1.5), |E3|, |E5|, |E7| and |E9| are at most O∗(k/m log2 n).
Proof. Recall that E[x2i |S] = 1 and qi = P[i ∈ S] = Θ(k/m) for S = supp(x∗), then
























Denote Q = diag(q1, q2, . . . , qm), then |E3| = |σ2η〈Qβ, β′〉| ≤ σ2η‖Q‖‖β‖‖β′‖ ≤ Õ(σ2ηk2/m) =
Õ(k3/mn) where we have used ‖β‖ ≤ Õ(
√
k) w.h.p. and ση ≤ O(1/
√
n). For convenience, we
handle the seventh term before E5:
E7 = E[uT εεT v〈A∗l•, x∗〉2] = E[〈A∗l•, x∗〉2]uTE[εεT ]v =
∑
i
σ2η〈u, v〉qiA2li = σ2η〈u, v〉ATl•QAl•
To bound this term, we use Claim 1.8.2 in Appendix 1.8 to have ‖u‖ = ‖A∗α + εu‖ ≤ Õ(
√
k)
w.h.p. and 〈u, v〉 ≤ Õ(
√
k) w.h.p. Consequently, |E7| ≤ σ2η‖Q‖‖Al•‖2|〈u, v〉| ≤ Õ(k2/mn) because
‖Al•‖2 ≤ O(m/n) and ση ≤ O(1/
√
n). Now, the firth term E5 is expressed as follows
E5 = E
[






(βvT + β′uT )E[εεl]
= σ2ηA
∗T
l• Q(vlβ + ulβ
′)
Observe that |E5| ≤ σ2η‖A∗Tl• ‖‖Q(vlβ + ulβ′)‖ ≤ σ2η‖A∗Tl• ‖‖Q‖‖vlβ + ulβ′‖ and that ‖vlβ + ulβ′‖ ≤








v = 9σ4η〈u, v〉
because the independent entries of ε and E[ε4l ] = 9σ4η. Therefore, |E9| ≤ 9σ4η‖u‖‖v‖ ≤ Õ(k2/n2).
Since m = O(n) and k ≤ O∗(
√
n
logn), we obtain the same bound O
∗(k/m log2 n) for |E3|, |E5|, |E7|
and |E9|, and conclude the proof of the claim. 
Combining the bounds from Claim 1.6.4, 1.6.5 for every single term in (1.5), we finish the proof
for Lemma 1.3.1. 
1.6.2 Proof of Lemma 1.3.2
We prove this lemma by using the same strategy used to prove Lemma 1.3.1.
Mu,v , E[〈y, u〉〈y, v〉yRyTR]
= E[〈A∗x∗ + ε, u〉〈A∗x∗ + ε, v〉(A∗R•x∗ + εR)(A∗R•x∗ + εR)T ]
= E
[{












= M1 + · · ·+M8,
in which only nontrivial terms are kept in place, including
M1 = E[〈x∗, β〉〈x∗, β′〉A∗R•x∗x∗TA∗TR•]
M2 = E[〈x∗, β〉〈x∗, β′〉εRεTR]
M3 = E[x∗T (βvT + β′uT )εA∗R•x∗εTR]
M4 = E[x∗T (βvT + β′uT )εεRx∗TA∗TR•]
M5 = E[uT εεT vA∗R•x∗x∗TA∗TR•]
M6 = E[uT εεT vA∗R•x∗εTR]
M7 = E[uT εεT vεTRx∗TA∗TR•]
M8 = E[uT εεT vεRεTR]
(1.6)
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By swapping inner product terms and taking advantage of the independence, we can show that
M6 = E[A∗R•x∗uT εεT vεTR] = 0 and M7 = E[uT εεT vεTRx∗TA∗TR•] = 0. The remaining are bounded in
the next claims.






















































have norms bounded by O∗(k/m log n).
Proof. The expression of M1 is obtained in the same way as E1 is derived in the proof of Lemma
1.3.1. To prove the claim, we bound all the terms with respect to the spectral norm of A∗R• and
make use of Assumption A4 to find the exact upper bound.






R,S where S = [m]\(U ∩ V ) and D1 is a diagonal
matrix whose entries are qiciβiβ
′






|qiciβiβ′i|‖A∗R•‖2 ≤ O∗(k/m log n)
where ‖A∗R,S‖ ≤ ‖A∗R•‖ ≤ O(1). The second term E′2 is a sum of positive semidefinite matrices, and



























which implies that ‖E′2‖ ≤ (maxi 6=j qij)‖β‖‖β′‖‖A∗R•‖2 ≤ Õ(k3/m2). Observe that E′3 has the same









By Claim 1.6.3, we have ‖β‖ and ‖β′‖ are bounded by O(
√
k log n), and note that k ≤
O∗(
√
n/ log n), then we complete the proof for Lemma 6. 
Claim 1.6.7. In the decomposition (1.6), M2, M3, M4, M5 and M8 have norms bounded by
O∗(k/m log n).
Proof. Recall the definition of Q in Claim 1.6.5 and use the fact that E[x∗x∗T ] = Q, we can get M2 =






iIr. Then, ‖M2‖ ≤ σ2η maxi qi‖β‖‖β′‖ ≤ O(σ2ηk2 log
2 n/m).
The next three terms all involve A∗R• whose norm is bounded according to Assumption A4.
Specifically,
M3 = E[x∗T (βvT + β′uT )εA∗R•x∗εTR] = E[A∗R•x∗x∗T (βvT + β′uT )εεTR]
= A∗R•E[x∗x∗T ](βvT + β′uT )E[εεTR]
= A∗R•Q(βv
T + β′uT )E[εεTR],
and
M4 = E[x∗T (βvT + β′uT )εεRx∗TA∗TR•] = E[εRεT (vβT + uβ′T )x∗x∗TA∗TR•]
= E[εRεT ](vβT + uβ′T )E[x∗x∗T ]A∗TR•
= E[εRεT ](vβT + uβ′T )QA∗TR•,
and the fifth term M5 = E[uT εεT vA∗R•x∗x∗TA∗TR•] = σ2ηuT vA∗R•E[x∗x∗T ]A∗TR• = σ2ηuT vA∗R•QA∗TR•.
We already have ‖E[εεTR]‖ = σ2η, ‖Q‖ ≤ O(k/m) and |uT v| ≤ Õ(k) (proof of Claim 1.8.2), then the
remaining work is to bound ‖βvT + β′uT ‖, then the bound of vβT + uβ′T directly follows. We have
‖βvT ‖ = ‖A∗uvT ‖ ≤ ‖A∗‖‖u‖‖v‖ ≤ Õ(k). Therefore, all three terms M3, M4 and M5 are bounded
in norm by Õ(σ2ηk
2/m) ≤ Õ(k3/mn).
The remaining term is





























where uR = A
∗
R•α+ (εu)R and vR = A
∗
R•α
′+ (εv)R. We can see that ‖uR‖ ≤ ‖A∗R•‖‖α‖+‖(εu)R‖ ≤
Õ(
√
k). Therefore, ‖M8‖ ≤ Õ(σ4ηk) = Õ(k3/n2). Since m = O(n) and k ≤ O∗(
√
n
logn), then we can
bound all the above terms by O∗(k/m log n) and finish the proof of Claim 1.6.7. 
Combine the results of Claim 1.6.6 and 1.6.7, we complete the proof of Lemma 1.3.2.
1.7 Analysis of Descent Algorithm
1.7.1 Simple Encoding
We can see that the per-sample surrogate gradient (Asx− y)sgn(x)T is random over y and x
that is obtained from the encoding step. We follow (Arora et al., 2015a) to derive the closed form of
gs = E[(Asx− y)sgn(x)T ] by proving that the encoding recovers the sign of x∗ with high probability
as long as As is close enough to A∗.
Lemma 1.7.1. Assume that As is δ-close to A∗ for δ = O(r/n log n) and µ ≤
√
n
2k , and k ≥ Ω(logm)






Proof of Lemma 1.7.1. We follow the same proof strategy from (Arora et al., 2015a, Lemmas
16 and 17) to prove a more general version in which the noise ε is taken into account. Write
S = supp(x∗) and skip the superscript s on As for the readability. What we need is to show
S = {i ∈ [m] : 〈A•i, y〉 ≥ C/2} and then sgn(〈As•i, y〉) = sgn(x∗i ) for each i ∈ S with high probability.
Following the same argument of Arora et al. (2015a), we prove in below a stronger statement that,
even conditioned on the support S, S = {i ∈ [m] : |〈A•i, y〉| ≥ C/2} with high probability.
Rewrite
〈A•i, y〉 = 〈A•i, A∗x∗ + ε〉 = 〈A•i, A∗•i〉x∗i +
∑
j 6=i
〈A•i, A∗•j〉x∗j + 〈A•i, ε〉,
and observe that, due to the closeness of A•i and A
∗
•i, the first term is either close to x
∗
i or equal to
0 depending on whether or not i ∈ S. Meanwhile, the rest are small due to the incoherence and the
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concentration in the weighted average of noise. We will show that both Zi =
∑
S\{i}〈A•i, A∗•j〉x∗j
and 〈A•i, ε〉 are bounded by C/8 with high probability.
The cross-term Zi =
∑
S\{i}〈A•i, A∗•j〉x∗j is a sum of zero-mean independent sub-Gaussian random




〈A•i, A∗•j〉2 ≤ 2
(
〈A∗•i, A∗•j〉2 + 〈A•i −A∗•i, A∗•j〉2
)
≤ 2µ2/n+ 2〈A•i −A∗•i, A∗•j〉2,
where we use Cauchy-Schwarz inequality and the µ-incoherence of A∗. Therefore,
σ2Zi ≤ 2µ




2k , to conclude 2µ
2k/n ≤ O(1/ log n) we need 1/k = O(1/ log n), i.e. k = Ω(log n).
Applying Bernstein’s inequality, we get |Zi| ≤ C/8 with high probability. What remains is to
bound the noise term 〈A•i, ε〉. In fact, 〈A•i, ε〉 is sum of n Gaussian random variables, which is
a sub-Gaussian with variance σ2η. It is easy to see that |〈A•i, ε〉| ≤ ση log n with high probability.
Notice that σε = O(1/
√
n).
Finally, we combine these bounds to have |Zi + 〈A•i, ε〉| ≤ C/4. Therefore, for i ∈ S, then
|〈A•i, y〉| ≥ C/2 and negligible otherwise. Using union bound for every i = 1, 2, . . . ,m, we finish the
proof of the Lemma. 
Lemma 1.7.1 enables us to derive the expected update direction gs = E[(Asx − y)sgn(x)T ]
explicitly.
1.7.2 Expected Surrogate Gradient
Proof of Lemma 1.4.1. Having the result from Lemma 1.7.1, we are now able to study the expected
update direction gs = E[(Asx−y)sgn(x)T ]. Recall that As is the update at the s-th iteration and x ,
thresholdC/2((A
s)T y). Based on the generative model, denote pi = E[x∗i sgn(x∗i )|i ∈ S], qi = P[i ∈ S]
and qij = P[i, j ∈ S]. Throughout this section, we will use ζ to denote any vector whose norm is
negligible although they can be different across their appearances. A−i denotes the sub-matrix of A
whose i-th column is removed. To avoid overwhelming appearance of the superscript s, we skip it
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from As for neatness. Denote Fx∗ is the event under which the support of x is the same as that of
x∗, and F̄x∗ is its complement. In other words, 1Fx∗ = 1[sgn(x) = sgn(x∗)] and 1Fx∗ + 1F̄x∗ = 1.
gs•i = E[(Ax− y)sgn(xi)] = E[(Ax− y)sgn(xi)1Fx∗ ]± ζ






•Sε. Using the independence of ε and x
∗ to get rid of the noise term, we get
gs•i = E[(A•SAT•S − In)A∗x∗1Fx∗ ] + E[(A•SA
T
•S − In)εsgn(xi)1Fx∗ ]± ζ
= E[(A•SAT•S − In)A∗x∗sgn(xi)1Fx∗ ]± ζ (Independence of ε and x’s)
= E[(A•SAT•S − In)A∗x∗sgn(x∗i )(1− 1F̄x∗ )]± ζ (Under Fx∗ event)
= E[(A•SAT•S − In)A∗x∗sgn(x∗i )]± ζ
Recall from the generative model assumptions that S = supp(x∗) is random and the entries of x∗
are pairwise independent given the support, so
gs•i = ESEx∗|S [(A•SAT•S − In)A∗x∗sgn(x∗i )]± ζ
= piES,i∈S [(A•SAT•S − In)A∗•i]± ζ


















= piqi(λiA•i −A∗•i) + piA•−idiag(qij)AT•−iA∗•i ± ζ
where λsi = 〈As•i, A∗•i〉. Let ξsi = AR,−idiag(qij)AT•−iA∗•i/qi for j = 1, . . . ,m, we now have the full
expression of the expected approximate gradient at iteration s:
gsR,i = piqi(λiA
s
R,i −A∗R,i + ξsi )± ζR. (1.8)
What remains is to bound norms of ξs and ζ. We have ‖AsR,−i‖ ≤ ‖As−i‖ ≤ O(
√
m/n) w.h.p. Then,
along with the fact that ‖A∗i ‖ = 1, we can bound ‖ξsi ‖
‖ξsi ‖ ≤ ‖AsRi,−i‖maxj 6=i
qij
qi
‖As−i‖ ≤ O(k/n). (1.9)
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Next, we show that norm of ζ is negligible. In fact, Fx∗ happens with very high probability, then it
suffices to bound norm of (Ax− y)sgn(xi) which will be done using Lemma 1.8.5 and Lemma 1.8.3
in Section 1.8. This concludes the proof for Lemma 1.4.1. 
1.8 Sample Complexity
In previous sections, we rigorously analyzed both initialization and learning algorithms as if
the expectations gs, e and Mu,v were given. Here we show that corresponding estimates based on
empirical means are sufficient for the algorithms to succeed, and identify how may samples are
required. Technically, this requires the study of their concentrations around their expectations.
Having had these concentrations, we are ready to prove Theorems 1.3.1 and 1.4.1.
This entire section will involve a variety of concentration bounds. Here we make heavy use of
Bernstein’s inequality for different types of random variables (including scalar, vector and matrix).
The Bernstein’s inequality is stated as follows.
Lemma 1.8.1 (Bernstein’s Inequality). Suppose that Z(1), Z(2), . . . , Z(p) are p i.i.d. samples from















holds with probability 1− n−ω(1).
Since all random variables (or their norms) are not bounded almost surely in our model setting,
we make use of a technical lemma that is used in Arora et al. (2015a) to handle the issue.
Lemma 1.8.2 (Arora et al. (2015a)). Suppose a random variable Z satisfies
P[‖Z‖ ≥ R(log(1/ρ))C ] ≤ ρ
for some constant C > 0, then
(a) If p = nO(1), it holds that ‖Z(j)‖ ≤ Õ(R) for each j with probability 1− n−ω(1).
(b) ‖E[Z1‖Z‖≥Ω̃(R)]‖ = n
−ω(1).
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This lemma suggests that if 1p
∑p
i=1 Z
(j)(1− 1‖Z(j)‖≥Ω̃(R)) concentrates around its mean with
high probability, then so does 1p
∑p
i=1 Z
(j) because the part outside the truncation level can be
ignored. Since all random variables of our interest are sub-Gaussian or a product of sub-Gaussian
that satisfy this lemma, we can apply Lemma 1.8.1 to the corresponding truncated random variables
with carefully chosen truncation levels. Then the original random variables concentrate likewise.
In the next proofs, we define suitable random variables and identify good bounds of R and σ2
for them. Note that in this section, the expectations are taken over y by conditioning on u and v.
This aligns with the construction that the estimators of e and Mu,v are empirical averages over i.i.d.
samples of y, while u and v are kept fixed. Due to the dependency on u and v, these (conditional)
expectations inherit randomness from u and v, and we will formulate probabilistic bounds for them.
The application of Bernstein’s inequality requires a bound on ‖E[ZZT (1 − 1‖Z‖≥Ω̃(R))]‖. We
achieve that by the following technical lemma, where Z̃ is a standardized version of Z.
Lemma 1.8.3. Suppose a random variable Z̃Z̃T = aT where a ≥ 0 and T is positive semi-definite.
They are both random. Suppose P[a ≥ A] = n−ω(1) and B > 0 is a constant. Then,
‖E[Z̃Z̃T (1− 1‖Z̃‖≥B)]‖ ≤ A‖E[T ]‖+O(n
−ω(1))
Proof. To show this, we make use of the decomposition Z̃Z̃T = aT and a truncation for a.
Specifically,
‖E[Z̃Z̃T (1− 1‖Z̃‖≥B)]‖ = E[aT (1− 1‖Z̃‖≥B)]
≤ ‖E[a(1− 1a≥A)T (1− 1‖Z̃‖≥B)]‖+ ‖E[a1a≥AT (1− 1‖Z̃‖≥B)]‖







E[‖Z̃‖4(1− 1‖Z̃‖≥B)]P[a ≥ A]
)1/2






where at the third step we used T (1 − 1‖Z̃‖≥B)]  T because of the fact that T is the positive
semi-definite and 1− 1‖Z̃‖≥B ∈ {0, 1} . Then, we finish the proof of the lemma. 
1.8.1 Sample Complexity of Algorithm 1
In Algorithm 1, we empirically compute the “scores” ê and the reduced weighted covariance
matrix M̂u,v to produce an estimate for each column of A
∗. Since the construction of M̂u,v depends
upon the support estimate R̂ given by ranking ê, we denote it by M̂ R̂u,v. We will show that we only
need p = Õ(m) samples to be able to recover the support of one particular atom and up to some
specified level of column-wise error with high probability.
Lemma 1.8.4. Consider Algorithm 1 in which p is the given number of samples. For any pair u and
v, then with high probability a) ‖ê− e‖ ≤ O∗(k/m log2 n) when p = Ω̃(m) and b) ‖M̂ R̂u,v −MRu,v‖ ≤
O∗(k/m log n) when p = Ω̃(mr) where R̂ and R are respectively the estimated and correct support
sets of one particular atom.
1.8.1.1 Proof of Theorem 1.3.1
Using Lemma 1.8.4, we are ready to prove the Theorem 1.3.1. According to Lemma 1.3.1 when





R,i ◦A∗R,i + perturbation terms + (ê− e),
and consider ê− e as an additional perturbation with the same magnitude O∗(k/m log2 n) in the
sense of ‖ · ‖∞ w.h.p. The first part of Lemma 1.3.3 suggests that when u and v share exactly
one atom i, then the set R̂ including r largest elements of ê is the same as supp(A∗i ) with high
probability.
Once we have R̂, we again write M̂ R̂u,v using Lemma 1.3.2 as










and consider M̂ R̂u,v −MRu,v as an additional perturbation with the same magnitude O∗(k/m log n) in
the sense of the spectral norm ‖ · ‖ w.h.p. Using the second part of Lemma 1.3.3, we have the top
singular vectors of M̂ R̂u,v is O
∗(1/ log n) -close to A∗R,i with high probability.
Since every vector added to the list L in Algorithm 1 is close to one of the dictionary, then
A0 must be δ-close to A∗. In addition, the nearness ofA0 to A∗ is guaranteed via an appropriate
projection onto the convex set B = {A|A close to A0 and ‖A‖ ≤ 2‖A∗‖}. Finally, we finish the
proof of Theorem 1.3.1. 
1.8.1.2 Proof of Lemma 1.8.4, Part a
For some fixed l ∈ [n], consider p i.i.d. realizations Z(1), Z(2), . . . , Z(p) of the random variable





(i) and el = E[Z]. To show that ‖ê− e‖∞ ≤ O∗(k/m log2 n)
holds with high probability, we first study the concentration for the l-th entry of ê− e and then
take the union bound over all l = 1, 2, . . . , n. We derive upper bounds for |Z| and its variance E[Z2]
in order to apply Bernstein’s inequality in (1.10) to the truncated version of Z.
Claim 1.8.1. |Z| ≤ Õ(k) and E[Z2] ≤ Õ(k2/m) with high probability.
Again, the expectation is taken over y by conditioning on u and v, and therefore is still random
due to the randomness of u and v. To show Claim 1.8.1, we begin with proving the following
auxiliary claim.
Claim 1.8.2. ‖y‖ ≤ Õ(
√
k) and |〈y, u〉| ≤ Õ(
√
k) with high probability.
Proof. From the generative model, we have
‖y‖ = ‖A∗•Sx∗S + ε‖ ≤ ‖A∗•Sx∗S‖+ ‖ε‖ ≤ ‖A∗•S‖‖x∗S‖+ ‖ε‖,
where S = supp(x∗). From Claim 1.6.2, ‖x∗S‖ ≤ Õ(
√
k) and ‖ε‖ ≤ Õ(ση
√
n) w.h.p. In addition, A∗ is
overcomplete and has bounded spectral norm, then ‖A∗•S‖ ≤ ‖A∗‖ ≤ O(1). Therefore, ‖y‖ ≤ Õ(
√
k)
w.h.p., which is the first part of the proof. To bound the second term, we write it as
|〈y, u〉| = |〈A∗•Sx∗S + ε, u〉| ≤ |〈x∗S , A∗T•Su〉|+ |〈ε, u〉|.
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Similar to y, we have ‖u‖ ≤ Õ(
√
k) w.h.p. and hence ‖A∗T•Su‖ ≤ ‖A∗T•S‖‖u‖ ≤ O(
√
k) with high
probability. Since u and x∗ are independent sub-Gaussian and 〈x∗S , A∗T•Su〉 are sub-exponential with
variance at most O(
√
k), |〈x∗S , A∗T•Su〉| ≤ Õ(k) w.h.p. Similarly, |〈ε, u〉| ≤ Õ(
√
k) w.h.p. Consequently,
|〈y, u〉| ≤ Õ(
√
k) w.h.p., and we conclude the proof of the claim. 
Proof of Claim 1.8.1. We have Z = 〈y, u〉〈y, v〉y2l = 〈y, u〉〈y, v〉(〈A∗l•, x∗〉+ εl)2 with 〈y, u〉〈y, v〉 ≤
Õ(k) w.h.p. according to Claim 1.8.2. What remains is to bound y2l = (〈A∗l•, x∗〉+ εl)2. Because




li ) ≤ ‖A∗T ‖21,2 = O(1), then |〈A∗l•, x∗〉| ≤ O(log n)
w.h.p. Similarly for εl, |εl| ≤ O(ση log n) w.h.p. Ultimately, |〈A∗l•, x∗〉+ εl| ≤ O(log n), and hence
we obtain with high probability the bound |Z| ≤ Õ(k).
To bound the variance term, we write Z2 = 〈y, v〉2y2l 〈y, u〉2y2l . Note that, from the first part, we
get 〈y, v〉2y2l ≤ Õ(k) and |Z| ≤ Õ(k) w.h.p.. We apply Lemma 1.8.3 with some appropriate scaling
to both terms, then
E[Z2(1− 1|Z|≥Ω̃(k))] ≤ Õ(k)E[〈y, u〉
2y2l ] +O(n
−ω(1)),
where E[〈y, u〉2y2l ] is equal to el for pair u, v with v = u. From Lemma 1.3.1 and its proof in
Appendix Section “Analysis of Initialization Algorithm”,







li + perturbation terms,
in which the perturbation terms are bounded by O∗(k/m log2 n) w.h.p. (following Claims 1.6.4






li ≤ (max qiciβ2i )‖A∗l•‖2 ≤ Õ(k/m) w.h.p. because
|βi| ≤ O(logm) (Claim 1.6.3). Then we complete the proof of the second part. 
Proof of Lemma 1.8.4, Part a. We are now ready to prove Part a of Lemma 1.8.4. We apply
Bernstein’s inequality in Lemma 1.8.1 for the truncated random variable Z(i)(1− 1|Z(i)|≥Ω̃(R)) with









≤ O∗(k/m log n), (1.11)
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(i) also concentrates with high probability. Take the union
bound over l = 1, 2, . . . , n, we get ‖ê− e‖∞ ≤ O∗(k/m log n) with high probability and complete
the proof of 1.8.4, Part a. 
1.8.1.3 Proof of Lemma 1.8.4, Part b
Next, we will prove that ‖M̂ R̂u,v −MRu,v‖ ≤ O∗(k/m log n) with high probability. We only need to
prove the concentration inequalities for the case when conditioned on the event that R̂ is equivalent
to R w.h.p. Again, what we need to derive are an upper norm bound R of the matrix random
variable Z , 〈y, u〉〈y, v〉yRyTR and its variance.
Claim 1.8.3. ‖Z‖ ≤ Õ(kr) and ‖E[ZZT ]‖ ≤ Õ(k2r/m) hold with high probability.
Proof. We have ‖Z‖ ≤ |〈y, u〉〈y, v〉|‖yR‖2 with |〈y, u〉〈y, v〉| ≤ Õ(k) w.h.p. (according to Claim




l ≤ O(r log
2 n) w.h.p. because yl ≤ O(log n) w.h.p. (proof of Claim
1.8.1). This implies ‖Z‖ ≤ Õ(kr) w.h.p. The second part is handled similarly as in the proof of
Claim 1.8.1. We take advantage of the bounds of M̂u,v in Lemma 1.3.2. Specifically, using the first
part ‖Z‖ ≤ Õ(kr) and 〈y, v〉2‖yR‖2 ≤ Õ(kr), and applying Lemma 1.8.3, then
‖E[ZZT (1− 1‖Z‖≥Ω̃(kr))]‖ ≤ Õ(kr)‖E[〈y, u〉
2yRy
T
R]‖+ Õ(kr)O(n−ω(1)) ≤ Õ(kr)‖Mu,u‖,










R,i + perturbation terms,















i )‖A∗R•‖2 ≤ Õ(k/m)‖A∗‖2 ≤ Õ(k/m)
w.h.p. Finally, the variance bound is Õ(k2r/m) w.h.p. 
Then, applying Bernstein’s inequality in Lemma 1.8.1 to the truncated version of Z with








≤ O∗(k/m log n)
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w.h.p. when the number of samples is p = Ω̃(mr) under Assumption A4.1.
We have proved that ‖M̂Ru,v −MRu,v‖ ≤ O∗(k/m log n) as conditioned on the support consistency
event holds w.h.p. ‖M̂ R̂u,v −MRu,v‖ ≤ O∗(k/m log n) is easily followed by the law of total probability
through the tail bounds on the conditional and marginal probabilities (i.e. P[‖M̂Ru,v −MRu,v‖ ≤
O∗(k/m log n)|R̂ = R]) and P[R̂ 6= R]. We finish the proof of Lemma 1.8.4, Part b for both cases of
the spectral bounds. 
1.8.2 Sample Complexity of Algorithm 2
In this section, we prove Theorem 1.4.1 and identify sample complexity per iteration of Algorithm
2. We divide the proof into two steps: 1) show that when As is (δs, 2)-near to A
∗ for δs = O
∗(1/ log n),
the approximate gradient estimate ĝs is (α, β, γs)-correlated-whp with A
∗ with γs ≤ O(k2/mn) +
αo(δ2s) , and 2) show that the nearness is preserved at each iteration. These correspond to showing
the following lemmas:
Lemma 1.8.5. At iteration s of Algorithm 2, suppose that As has each column correctly supported
and is (δs, 2)-near to A
∗ and that η = O(m/k). Denote R = supp(As•i), then the update ĝ
s
R,i is
(α, β, γs)-correlated-whp with A
∗
R,i where α = Ω(k/m), β = Ω(m/k) and γs ≤ O(k2/mn) + αo(δ2s)
for δs = O
∗(1/ log n).
Note that this is a finite-sample version of Lemma 1.4.2.
Lemma 1.8.6. If As is (δs, 2)-near to A
∗ and number of samples used in step s is p = Ω̃(m), then
with high probability ‖As+1 −A∗‖ ≤ 2‖A∗‖.
Proof of Theorem 1.4.1. The correlation of ĝi with A
∗
i , described in Lemma 1.8.5, implies the
descent of column-wise error according to Theorem 1.2.1. Along with Lemma 1.8.6, the theorem
follows directly.
44
1.8.2.1 Proof of Lemma 1.8.5
We prove Lemma 1.8.5 by obtaining a tail bound on the difference between ĝsR,i and g
s
R,i using
the Bernstein’s inequality in Lemma 1.8.1.
Lemma 1.8.7. At iteration s of Algorithm 2, suppose that As has each column correctly supported
and is (δs, 2)-near to A
∗. For R = supp(Asi ) = supp(A
∗
i ), then ‖ĝsR,i−gsR,i‖ ≤ O(k/m)·(o(δs)+O(εs))
with high probability for δs = O
∗(1/ log n) and εs = O(
√
k/n) when p = Ω̃(m+ σ2η
mnr
k ).
To prove this lemma, we study the concentration of ĝsR,i, which is a sum of random vector
of the form (y − Ax)Rsgn(xi). We consider random variable Z , (y − Ax)Rsgn(xi)|i ∈ S, with
S = supp(x∗) and x = thresholdC/2(A
T y). Then, using the following technical lemma to bridge the
gap in concentration of the two variables. We adopt this strategy from Arora et al. (2015a) for our
purpose.
Claim 1.8.4. Suppose that Z(1), Z(2), . . . , Z(N) are i.i.d. samples of the random variable Z =





∥∥∥ ≤ o(δs) +O(εs) (1.12)
holds with probability when N = Ω̃(k + σ2ηnr), δs = O
∗(1/ log n) and εs = O(
√
k/n).
Proof of Lemma 1.8.7. Once we have done the proof of Claim 1.8.4, we can easily prove Lemma
1.8.7. We recycle the proof of Lemma 43 in Arora et al. (2015a).

















(j) with N = |W |. Note that
E[(y − Ax)Rsgn(xi)] = E[(y − Ax)Rsgn(xi)1i∈S ] = E[Z]P[i ∈ S] = qiE[Z] with qi = Θ(k/m).
Following Claim 1.8.4, we have






∥∥∥ ≤ O(k/m) · (o(δs) +O(εs)),
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holds with high probability as p = Ω(mN/k). Substituting N in Claim 1.8.4, we obtain the results
in Lemma 1.8.7. 
Proof of Claim 1.8.4. We are now ready to prove the claim. What we need are good bounds for
‖Z‖ and its variance, then we can apply Bernstein’s inequality in Lemma 1.8.1 for the truncated
version of Z, then Z is also concentrates likewise.









Proof. From the generative model and the support consistency of the encoding step, we have
y = A∗x∗ + ε = A∗•Sx
∗











(y −Ax)R = (A∗R,Sx∗S + εR)−AR,SAT•SA∗•Sx∗S −AR,SAT•Sε
= (A∗R,S −AR,S)x∗S +AR,S(Ik −AT•SA∗•S)x∗S + (In −A•SAT•S)R•ε.
Using the fact that x∗S and ε are sub-Gaussian and that ‖Mw‖ ≤ Õ(σw‖M‖F ) holds with high
probability for a fixed M and a sub-Gaussian w of variance σ2w, we have
‖(y −Ax)Rsgn(xi)‖ ≤ Õ(‖A∗R,S −AR,S‖F + ‖AR,S(Ik −AT•SA∗•S)‖F + ση‖(In −A•SAT•S)R•‖F ).
Now, we need to bound those Frobenius norms. The first quantity is easily bounded as
‖A∗R,S −AR,S‖F ≤ ‖A∗•S −A•S‖F ≤ δs
√
k, (1.13)
since A is δs-close to A
∗. To handle the other two, we use the fact that ‖UV ‖F ≤ ‖U‖‖V ‖F . Using
this fact for the second term, we have
‖AR,S(Ik −AT•SA∗•S)‖F ≤ ‖AR,S‖‖(Ik −AT•SA∗•S)‖F ,
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where ‖AR,S‖ ≤ ‖AR•‖ ≤ O(1) due to the nearness. The second part is rearranged to take advantage
of the closeness and incoherence properties:
‖Ik −AT•SA∗•S‖F ≤ ‖Ik −A∗T•SA∗•S − (A•S −A∗•S)TA∗•S‖F
≤ ‖Ik −A∗T•SA∗•S‖F + ‖(A•S −A∗•S)TA∗•S‖F






where we have used ‖Ik−A∗T•SA∗•S‖F ≤ µk/
√
n because of the µ-incoherence of A∗, ‖A•S−A∗•S‖F ≤
δs
√
k in (1.13) and ‖A∗•S‖ ≤ ‖A∗‖ ≤ O(1). Accordingly, the second Frobenius norm is bounded by









The noise term is handled using the eigen-decomposition UΛUT of A•SA
T
•S , then with high probability




where the last inequality ‖In−Λ‖ ≤ O(1) follows by ‖A•S‖ ≤ ‖A‖ ≤ ‖A−A∗‖+‖A∗‖ ≤ 3‖A∗‖ ≤ O(1)
due to the nearness. Putting (1.13), (1.14) and (1.15) together, we obtain the bounds in Claim
1.8.5. 
Next, we determine a bound for the variance of Z.
Claim 1.8.6. E[‖Z‖2] = E[‖(y − Ax)Rsgn(xi)‖2|i ∈ S] ≤ σ2 holds with high probability for
σ2 = O(δ2sk + k
2/n+ σ2ηr) with δs = O
∗(1/ log n).
Proof. We explicitly calculate the variance using the fact that x∗S is conditionally independent given
S, and so is ε. x∗S and ε are also independent and have zero mean. Then we can decompose the norm
into three terms in which the dot product is zero in expectation and the others can be shortened
using the fact that E[x∗Sx
∗T
S ] = Ik, E[εε
T ] = σηIn.
E[‖(y −Ax)Rsgn(xi)‖2|i ∈ S] = E[‖(A∗R,S −AR,SAT•SA∗•S)x∗S + (In −A•SAT•S)R·ε‖2|i ∈ S]]
= E[‖A∗R,S −AR,SAT•SA∗•S‖2F |i ∈ S] + σ2ηE[‖In −A•SAT•S)R•‖2F |i ∈ S].
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Then, re-writing A∗R,S −AR,SAT•SA∗•S as before, we get the form (A∗R,S −AR,S) +AR,S(Ik−AT•SA∗•S)
in which the first term has norm bounded by δs
√
k. The second is further decomposed as
E[‖AR,S(Ik −AT•SA∗•S)‖2F |i ∈ S] ≤ sup
S
‖AR,S‖2E[‖Ik −AT•SA∗•S‖2F |i ∈ S], (1.16)
where supS‖AR,S‖ ≤ ‖AR•‖ ≤ O(1). We will bound E[‖Ik −AT•SA∗•S‖2F |i ∈ S] ≤ O(kδ2s) +O(k2/n)
using the proof from Arora et al. (2015a):












‖A•j −A∗•j‖2] + qij
∑
j 6=i
‖AT•jA∗•,−j‖2 + qi‖AT•iA∗•,−i‖2 + qi‖AT•,−iA∗•i‖2,
where A•,−i is the matrix A with the i-th column removed, qij ≤ O(k2/m2) and qi ≤ O(k/m). For













〈A∗•j , A∗•l〉2 + ‖A•j −A∗•j‖2‖A∗•,−j‖2 ≤ µ2 + δ2s .
The last inequality invokes the µ-incoherence, δ-closeness and the spectral norm of A∗. Similarly,
we come up with the same bound for ‖AT•iA∗•,−i‖2 and ‖AT•,−iA∗•i‖2. Consequently,
E[‖Ik −AT•SA∗•S‖2F |i ∈ S] ≤ O(kδ2s) +O(k2/n). (1.17)
For the last term, we invoke the inequality (1.15) (Claim 1.8.5) to get
E[‖(In −A•SAT•S)R•‖2F |i ∈ S] ≤ r (1.18)
Putting (1.16), (1.17) and (1.18) together and using ‖AR•‖ ≤ 1, we obtain the variance bound of Z:
σ2 = O(δ2sk + k
2/n+ σ2ηr) with δs = O
∗(1/ log n) . Finally, we complete the proof. 
We now apply truncated Bernstein’s inequality to the random variable Z(j)(1− 1‖Z(j)‖≥Ω(R))






r) and σ2 =
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O(δ2sk + k




















holds with high probability when N = Ω̃(k + σ2ηnr). Then, we finally finish the proof of Claim
1.8.4. 
Proof of Lemma 1.8.5. With Claim 1.8.4, we study the concentration of ĝsR,i around its mean g
s
R,i.
Now, we consider this difference as an error term of the expectation gsR,i and using Lemma 1.4.2 to






R,i − ĝsR,i) = 2α(AR,i −A∗R,i) + v,
where ‖v‖ ≤ α‖AR,i −A∗R,i‖+O(k/m) · (o(δs) +O(εs)). By Lemma 1.4.2, we have ĝsR,i is (α, β, γs)-
correlated-whp with A∗R,i where α = Ω(k/m), β = Ω(m/k) and γs ≤ O(k/m) · (o(δs) +O(
√
k/n)) ,
then we have done the proof Lemma 1.8.5. 
1.8.2.2 Proof of Lemma 1.8.6
We have shown the correlation of ĝs with A∗ w.h.p. and established the descent property of
Algorithm 2. The next step is to show that the nearness is preserved at each iteration. To prove
‖As+1 −A∗‖ ≤ 2‖A∗‖ holds with high probability, we recall the update rule
As+1 = As − ηPH(ĝs),
where PH(ĝs) = H ◦ ĝs. Here H = (hij) where hij = 1 if i ∈ supp(A•j) and hij = 0 otherwise. Also,
note that As is (δs, 2)-near to A
∗ for δs = O
∗(1/ log n). We already proved that this holds for the
exact expectation gs in Lemma 1.4.3. To prove for ĝs, we again apply matrix Bernstein’s inequality
to bound ‖PH(gs)− PH(ĝs)‖ by O(k/m) because η = Θ(m/k) and ‖A∗‖ = O(1).
Consider a matrix random variable Z , PH((y−Ax)sgn(x)T ). Our goal is to bound the spectral
norm ‖Z‖ and, both ‖E[ZZT ]‖ and ‖E[ZTZ]‖ since Z is asymmetric. To simplify our notations, we
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denote by xR the vector x by zeroing out the elements not in R. Also, denote Ri = supp(hi) and
S = supp(x). Then Z can be written explicitly as
Z = [(y −Ax)R1sgn(x1), . . . , (y −Ax)Rmsgn(xm)],
where many columns are zero since x is k-sparse. The following claims follow from the proof of
Claim 42 in Arora et al. (2015a). Here we state and detail some important steps.
Claim 1.8.7. ‖Z‖ ≤ Õ(k) holds with high probability.







where we use Claim 1.8.5 with ‖(y −Ax)R‖ ≤ Õ(δs
√
k) w.h.p., then ‖Z‖ ≤ Õ(k) holds w.h.p. 
Claim 1.8.8. ‖E[ZZT ]‖ ≤ O(k2/n) and ‖E[ZTZ]‖ ≤ Õ(k2/n) with high probability.
Proof. The first term is easily handled. Specifically, with high probability
‖E[ZZT ]‖ ≤ ‖E[
∑
i∈S
(y −Ax)Risgn(xi)2(y −Ax)TRi ]‖ = ‖E[
∑
i∈S
(y −Ax)Ri(y −Ax)TRi ]‖ ≤ O(k
2/n),
where the last inequality follows from the proof of Claim 42 in Arora et al. (2015a), which is tedious
to be repeated.
To bound ‖E[ZTZ]‖, we use bound of the full matrix (y −Ax)sgn(x)T . Note that ‖y −Ax‖ ≤
Õ(
√
k) w.h.p. is similar to what derived in Claim 1.8.5. Then with high probability,
‖E[ZTZ]‖ ≤ ‖E[sgn(x)(y −Ax)T (y −Ax)sgn(x)T ]‖ ≤ Õ(k)‖E[sgn(x)sgn(x)T ]‖ ≤ Õ(k2/m).
where E[sgn(x)sgn(x)T ] = diag(q1, q2, . . . , qm) has norm bounded by O(k/m). We now can apply










holds with high probability. Finally, we invoke the bound η = O(m/k) and complete the proof. 
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1.9 A Special Case: Orthonormal A∗
We extend our results for the special case where the dictionary is orthonormal. As such, the
dictionary is perfectly incoherent and bounded (i.e., µ = 0 and ‖A∗‖ = 1).
Theorem 1.9.1. Suppose that A∗ is orthonormal. When p1 = Ω̃(n) and p2 = Ω̃(nr), then with
high probability Algorithm 1 returns an initial estimate A0 whose columns share the same support as












We use the same initialization procedure for this special case and achieve a better order of r.
The proof of Theorem 1.9.1 follows the analysis for the general case with following two results:
Claim 1.9.1 (Special case of Claim 1.6.3). Suppose that u = A∗α + εu is a random sample and
U = supp(α). Let β = A∗Tu, then w.h.p., we have (a) |βi − αi| ≤ ση log n for each i and (b)
‖β‖ ≤ O(
√
k log n+ ση
√
n log n).
Proof. We have β = A∗Tu = α + A∗T εu, then βi − αi = 〈A∗•i, εu〉 and ‖β − α‖ = ‖εu‖. Using
probability bounds of 〈A∗•i, εu〉, ‖εu‖ and ‖α‖ in Claim 1.6.2, we have the claim proved. 
We draw from the claim that for any i /∈ U ∩ V , |βiβ′i| ≤ O(ση log
2 n) and have the following
result:
Lemma 1.9.1. Fix samples u and v and suppose that y = A∗x∗+ε is a random sample independent
of u, v. The expected value of the score for the lth component of y is given by:







li + perturbation terms
where qi = P[i ∈ S], qij = P[i, j ∈ S] and ci = E[x4i |i ∈ S]. Moreover, the perturbation terms have







Proof. Lemma follows Lemma 1.3.1 via Claim 1.6.3 except that the second term of E1 is bounded
by O(k log2 n/n3/2).
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1.10 An Extension of Arora et al. (2015a)
1.10.1 Sample Complexity under Noise
In this section, we study the sample complexity of the algorithms in Arora et al. (2015a) in the
presence of noise. While noise with order ση = O(1/
√
n) does not change the sample complexity of
the initialization algorithm, it affects that of the descent stage. The analysis involves producing a
sharp bound for ‖ĝs•,i − gs•i‖.
Lemma 1.10.1. For a regular dictionary A∗, suppose As is (δs, 2)-near to A
∗ with δs = O
∗(1/ log n),
then with high probability ‖ĝs•,i − gs•i‖ ≤ O(k/m) · (o(δ) +O(
√
k/n)) when p = Ω̃(m+ σ2η
mn2
k ).
Proof. This follows directly from Lemma 1.8.7 where r = n. 
We tighten the original analysis to obtain the complexity Ω̃(m) instead of Ω̃(mk) for the noiseless
case. Putting together with p = Ω̃(mk) required by the initialization, we then have the overall
sample complexity Õ(mk + σ2η
mn2
k ) for the algorithms in Arora et al. (2015a) in the noise regime.
1.10.2 A Thresholding Spectral Initialization
We study a simple and straightforward extension of the initialization algorithm of Arora et al.
(2015a) for the sparse case. This extension is produced by adding an extra projection, and is
described in Figure 3. The recovery of the support of A∗ is guaranteed by the following Lemma:
Lemma 1.10.2. Suppose that z∗ ∈ Rn is r-sparse whose nonzero entries are at least τ in magnitude.
Provided z is δ-close to z∗ and z0 = Hr(z) with δ = O∗(1/ log n) and r = O∗(log2 n), then z0 and
z∗ has the same support.
Proof. Since z0 is δ-close to z∗, then ‖z0 − z∗‖ ≤ δ and |zi − z∗i | ≤ δ for every i. For i ∈ supp(z∗),
|zi| ≥ |z∗i | − |zi − z∗i | ≥ τ − δ
and for i /∈ supp(z∗), |zi| ≤ δ. Since τ > O(1/
√
r)  δ, then the r-largest entries of z are in the
support z∗, and hence z0 and z∗ has the same support. 
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Algorithm 3 Pairwise Reweighting with Hard-Thresholding
Input: L = ∅
Randomly divide p samples into two disjoint sets P1 and P2 of sizes p1 and p2 respectively
while |L| < m do
Pick u and v from P1 at random







Compute the top singular values δ1, δ2 and top singular vector z of M̂u,v
if δ1 ≥ Ω(k/m) and δ2 < O∗(k/m log n) then
z = Hr(z), where Hr keeps r largest entries of z
if z is not within distance 1/ log n of any vector in L even with sign flip then




Output: A0 = (L1, . . . , Lm)





and r = O∗(log2 n). When p1 = Ω̃(m) and p2 = Ω̃(mk), then with high probability
Algorithm 3 returns an initial estimate A0 whose columns share the same support as A∗ and with
(δ, 2)-nearness to A∗ with δ = O∗(1/ log n).
This algorithm requires r = O∗(log2 n), which is somewhat better than ours. However, the
sample complexity and running time is inferior as compared with our novel algorithm.
1.11 Neural Implementation
We now briefly describe why our algorithm is “neurally plausible”. Basically, similar to the
argument in (Arora et al., 2015a), we describe at a very high level how our algorithm can be
implemented via a neural network architecture. One should note that although both our initialization
and descent stages are non-trivial modifications of those in Arora et al. (2015a), both still inherit





















Figure 1.3 Neural network implementation of Algorithm 2. The network takes the image
y as input and produces the sparse representation x as output. The hidden
layer represents the residual between the image and its reconstruction Ax. The
weights Aij ’s are stored on synapses, but most of them are zero and shown by
the dotted lines.
1.11.1 Neural Implementation of Initialization
Recall that the initialization stage includes two main steps: (i) estimate the support of each
column of the synthesis matrix, and (ii) compute the top principal component(s) of a certain truncated
weighted covariance matrix. Both steps involve simple vector and matrix-vector manipulations that
can be implemented plausibly using basic neuronal manipulations.
For the support estimation step, we compute the product 〈y, u〉〈y, u〉y ◦ y, followed by a
thresholding. The inner products, 〈y, u〉 and 〈y, v〉 can be computed using neurons via an online
manner where the samples arrive in sequence; the thresholding can be implemented via a ReLU-type
non-linearity.
For the second step, it is well known that the top principal components of a matrix can be
computed in a neural (Hebbian) fashion using Oja’s Rule Oja (1992).
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1.11.2 Neural Implementation of Descent
Our neural implementation of the descent stage (Algorithm 2), shown in Figure 1.3, mimics the
architecture of Arora et al. (2015a), which describes a simple two-layer network architecture for
computing a single gradient update of A. The only difference in our case is that most of the value
in A are set to zero, or in other words, our network is sparse. The network takes values y from the
input layer and produce x as the output; there is an intermediate layer in between connecting the
middle layer with the output via synapses. The synaptic weights are stored on A. The weights are
updated by Hebbian learning. In our case, since A is sparse (with support given by R, as estimated
in the first stage), we enforce the condition the corresponding synapses are inactive. In the output
layer, as in the initialization stage, the neurons can use a ReLU-type non-linear activation function
to enforce the sparsity of x.
Conclusion. In this paper, we have addressed an open theoretical question on learning sparse
dictionaries under a special type of generative model. Our proposed algorithm consists of a novel
initialization step followed by a descent-style step, both are able to take advantage of the sparse
structure. We rigorously demonstrate its efficacy in both sample- and computation-complexity over
existing heuristics as well as provable approaches for double-sparse and regular sparse coding. This
results in the first known provable approach for double-sparse coding problem with statistical and
algorithmic guarantees. Besides, we also show three benefits of our approach: neural plausibility,
robustness to noise and practical usefulness via the numerical experiments.
Nevertheless, several fundamental questions regarding our approach remain. First, our initializa-
tion method (in the overcomplete case) achieves its theoretical guarantees under fairly stringent
limitations on the sparsity level r. This arises due to our reweighted spectral initialization strategy,
and it is an open question whether a better initialization strategy exists (or whether these types of
initialization are required at all). Second, our analysis holds for complete (fixed) bases Φ, and it
remains open to study the setting where Φ is over-complete. Finally, understanding the reasons
behind the very promising practical performance of methods based on heuristics, such as Trainlets,
on real-world data remains a very challenging open problem.
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CHAPTER 2. PROVABLE SPARSE CODING FROM MISSING DATA
In Chapter 1, we presented a provable algorithm double-sparse coding. Such an algorithm and
other existing ones for dictionary learning assume that the entries of the (high-dimensional) input
data are fully observed. However, in several practical applications, only an incomplete fraction of
the data entries may be available, and the remaining are missing. For incomplete or missing settings,
no provably correct and polynomial-time algorithm has been reported in the dictionary learning
literature. In this chapter, we extend the result in Chapter 1 and provide provable approaches for
learning a family of dictionaries whose atoms have sufficiently “spread-out” mass — from incomplete
samples. Again, we propose a descent-style iterative algorithm using surrogate gradient that linearly
converges to the true dictionary when provided a sufficiently coarse initial estimate. Then, we
propose an initialization algorithm that utilizes a small number of extra fully observed samples
to produce such a coarse initial estimate. Finally, we theoretically analyze their performance and
provide asymptotic statistical and computational guarantees.
2.1 Introduction
2.1.1 Motivation
In Chapter 1, we introduced sparse coding/dictionary learning as a widely used unsupervised
technique for learning compact (sparse) representations of high dimensional data. The study
of sparse coding enjoys a rich history in image processing, machine learning, and compressive
sensing (Elad and Aharon, 2006; Aharon et al., 2006; Olshausen and Field, 1997; Candes and
Tao, 2005; Rubinstein et al., 2010a; Gregor and LeCun, 2010; Boureau et al., 2010). While the
majority of these aforementioned works involved heuristics, several exciting recent results (Spielman
et al., 2012; Agarwal et al., 2013, 2014b; Arora et al., 2014b, 2015a; Sun et al., 2015; Chatterji and
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Bartlett, 2017), including the earlier chapter, have established rigorous conditions under which their
algorithms recover the true dictionary under suitable generative models for the data.
This chapter considers an important variant of this problem. An underlying assumption that
guides the success of all existing dictionary learning algorithms is the availability of (sufficiently
many) data samples that are fully observed. Our focus, on the other hand, is on the special case
where the given data points are only partially observed, that is, we are given access to only a small
fraction of the coordinates of the data samples.
Such a setting of incomplete observations is natural in many applications like image-inpainting
and demosaicing (Rubinstein et al., 2010a). For example, this routinely appears in hyper-spectral
imaging (Xing et al., 2012) where entire spectral bands of signals could be missing or unobserved.
Moreover, in other applications, collecting fully observed samples can be expensive (or in some
cases, even infeasible). Examples include the highly unreliable continuous blood glucose (CBG)
monitoring systems that suffer from signal dropouts, where often the task is to learn a dictionary
from partially observed signals (Naumova and Schnass, 2017a).
Earlier works that tackle the incomplete variant of the dictionary learning problem only offer
heuristic solutions (Xing et al., 2012; Naumova and Schnass, 2017a) or involve constructing intractable
statistical estimators (Soni et al., 2016). Indeed, the recovery of the true dictionary involves analyzing
an extremely non-convex optimization problem that is, in general, not solvable in polynomial
time (Loh and Wainwright, 2011). To our knowledge, our work is the first to give a theoretically
sound as well as tractable algorithm to recover the exact dictionary from missing data (provided
certain natural assumptions are met).
2.1.2 Contributions
In this chapter, we make concrete theoretical algorithmic progress to the dictionary learning prob-
lem with incomplete samples. Inspired by recent algorithmic advances in dictionary learning (Arora
et al., 2014b, 2015a), we adopt a learning-theoretic setup. Specifically, we assume that each data
sample is synthesized from a generative model with an unknown dictionary and a random k-sparse
57
coefficient vector (or sparse code). Mathematically, the data samples Y = [y(1), y(2), . . . , y(p)] ∈ Rn×p
are of the form
Y = A∗X∗ ,
where A∗ ∈ Rn×m denotes the dictionary and X∗ ∈ Rm×p denotes the (column-wise) k-sparse codes.
However, unlike the model studied in Chapter 1, we do not have direct access to the data;
instead, each high-dimensional data sample is further subsampled such that only a small fraction of
the entries are observed. The assumption we make is that each entry of Y is observed independently
with probability ρ ∈ (0, 1]. For reasons that will become clear, we also assume that the ground
truth dictionary A∗ is both incoherent (i.e., the columns of A∗ are sufficiently close to orthogonal)
and democratic (i.e., the energy of each atom is well spread). Both these assumptions are standard
in the compressive-sensing literature. We clarify the generative model more precisely in the sequel.
Given a set of such (partially observed) data samples, our goal is to recover the true dictionary
A∗. Towards this goal, we make the following contributions:
1. Let us assume, for a moment, that we are given a coarse estimate A0 that is sufficiently close to
the true dictionary. We devise a descent-style algorithm that leverages the given incomplete data to
iteratively refine the dictionary estimate; moreover, we show that it converges rapidly to an estimate
within a small ball of the ground truth A∗ (whose radius decreases given more samples). Our result
can be informally summarized as follows:
Theorem 2.1.1 (Informal, descent). When given a “sufficiently-close” initial estimate A0, there
exists an iterative gradient descent-type algorithm that linearly converges to the true dictionary with
O(mk polylog(n)) incomplete samples.
Our above result mirrors several recent results in non-convex learning that all develop a descent
algorithm which succeeds given a good enough initialization (Yuan and Zhang, 2013; Cai et al.,
2016; Tu et al., 2016). Indeed, similar guarantees for descent-style algorithms (such as alternating
minimization) exist for the related problem of matrix completion (Jain et al., 2013), which coincides
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with our setting if m  n. However, our setting is distinct, since we are interested in learning
overcomplete dictionaries, where m > n.
2. Having established the efficiency of the above refinement procedure, we then address the challenge
of actually coming up with a coarse estimate of A∗. We do not know of a provable procedure that
produces a good enough initial estimate using partial samples. To circumvent this issue, we assume
availability of O(m) fully observed samples along with the partial samples1. Given this setting, we
show that we can provide a “sufficiently close” initial estimate in polynomial time. Our result can
be summarized as follows:
Theorem 2.1.2 (Informal, initialization). There exists an initialization algorithm that, given
O(m polylog(n)) fully observed samples and an additional O(mk polylog(n)) partially observed
samples, returns an initial estimate A0 that is sufficiently close to A∗ in a column-wise sense.
Put together, this constitutes the first polynomial-time approach with provable guarantees
towards learning sparsely used dictionaries from incomplete samples (modulo the above assumptions).
2.1.3 Techniques
The majority of our theoretical contributions are fairly technical, so for clarity, we provide some
non-rigorous intuition.
At a high level, our approach merges ideas from two main themes in the algorithmic learning
theory literature. We build upon recent seminal, theoretically-sound algorithms for sparse coding
(specifically, the framework of Arora et al. (2015a)). Their approach consists of a descent-based
algorithm performed over the surface of a suitably defined loss function of the dictionary parameters.
The descent is achieved by alternating between updating the dictionary estimate and updating the
sparse codes of the data samples. The authors prove that this algorithm succeeds provided that the
1While this might be a limitation of our analysis, we emphasize that the number of full samples needed by our
method is relatively small. Indeed, the state-of-the-art approach for dictionary learning (Arora et al., 2015a) requires
O(mk polylog(n)) fully observed samples, while our method needs only O(m polylog(n)) samples, which represents a




codes are sparse enough, the columns of A∗ are incoherent, and that we are given sufficiently many
samples.
However, a direct application of the above framework to the partially observed setting does
not seem to succeed. To resolve this, we leverage a specific property that is commonly assumed in
the matrix completion literature: we suppose that the dictionaries are not “spiky” and that the
energy of each atom is spread out among its coordinates; specifically, the sub-dictionaries formed by
randomly sub-selecting rows are still incoherent. We call such dictionaries democratic, following
the terminology of Davenport et al. (2009). (In matrix completion papers, this property is also
sometimes referred to incoherence, but we avoid doing so since that overloads the term.) Our
main contribution is to show that democratic, incoherent dictionaries can be learned via a similar
alternating descent scheme if only a small fraction of the data entries are available. Our analysis is
novel and distinct than that provided in (Arora et al., 2015a).
Of course, the above analysis is somewhat local in nature since we are using a descent-style
method. In order to get global guarantees for recovery of A∗, we need to initialize carefully. Here
too, the spectral initialization strategies suggested in earlier dictionary learning papers (Arora et al.,
2014b, 2015a) do not succeed. To resolve this, we again appeal to the democracy property of A∗.
We also need to assume that provided a small hold-out set of additional, fully observed samples
is available2. Using this hold-out set (which can be construed as additional prior information or
“side” information) together with the available samples gives us a spectral initialization strategy that
provably gives a good enough initial estimate.
Putting the above two pieces together: if we are provided O(mk/ρ4 polylog n) partially observed
samples from the generative model, together with an additional O(m polylog n) full samples, then
we can guarantee a fast, provable algorithm for learning A∗. See Table 2.1 for a summary of our
results, and comparison with existing work. We remark that while our algorithms only succeed
up to sparsity level k ≤ O(ρ
√
n), we obtain a running time improvement over the best available
dictionary learning approaches.
2We do not know how to remove this assumption, and it appears that techniques stronger than spectral initialization
(e.g., involving higher-order moments) are required.
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Table 2.1 Comparisons with other existing dictionary learning approaches. Expt: whether numerical
experiments have been conducted. 7 in all other columns indicates no provable guarantees.
Here, n is the signal dimension, and m is the size of dictionary. k is the sparsity of x,




Run time Sparsity Missing
Regular
Spielman et al. (2012) O(n2 log n) Ω̃(n4) O(
√
n) 7
Arora et al. (2014b) Õ(m2/k2) Õ(np2) O(
√
n) 7




Xing et al. (2012) 7 7 7 3







2.1.4 Relation to Prior Work
The literature on dictionary learning (or sparse coding) is very vast, some substantial review
was provided in Chapter 1. We refer to the seminal work of Rubinstein et al. (2010a) for a list
of applications. Dictionary learning with incompletely observed data, however, is far less well-
understood. Initial attempts in this direction (Xing et al., 2012) involve Bayesian-style techniques;
more recent attempts have focused on alternating minimization techniques, along with incoherence-
and democracy-type assumptions akin to our framework (Naumova and Schnass, 2017b,a). However,
none of these methods provide rigorous polynomial-time algorithms that provably succeed in
recovering the dictionary parameters.
Our setup can also be viewed as an instance of matrix completion, which has been a source
of intense interest in the machine learning community over the last decade (Candès and Recht,
2009; Keshavan et al., 2010). The typical assumption in such approaches is that the data matrix
Y = A∗X∗ is low-rank (i.e., A∗ typically spans a low-dimensional subspace). This assumption
leads to either feasible convex relaxations, or a bilinear form that can be solved approximately
via alternating minimization. However, our work differs significantly from this setup, since we are
interested in the case where A∗ is over-complete; moreover, our guarantees are not in terms of
estimating the missing entries of Y , but rather obtaining the atoms in A∗. Note that our generative
model also differs from the setup of high-rank matrix completion (Eriksson et al., 2012), where
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the data is sampled randomly from a finite union-of-subspaces. In contrast, our data samples are
synthesized via sparse linear combinations of a given dictionary.
In the context of matrix-completion, perhaps the most related work to ours is the statistical
analysis of matrix-completion under the sparse-factor model of Soni et al. (2016), which employs a
similar generative data model to ours. (Similar sparse-factor models have been studied in the work
of Lan et al. (2014), but no complexity guarantees are provided.) For this model, Soni et al. (2016)
propose a highly non-convex statistical estimator for estimate Y and provide error bounds for this
estimator under various noise models. However, they do not discuss an efficient algorithm to realize
that estimator. In contrast, we provide rigorous polynomial time algorithms, together with error
bounds on the estimation quality of A∗. Overall, we anticipate that our work can shed some light
on the design of provable algorithms for matrix-completion in such more general settings.
Chapter Organization. The remainder of this chapter is organized as follows. Section 2.2
introduces some key definitions, a generative model for our data samples, and various assumptions
about the model. Section 2.3 introduces our main surrogate gradient-based algorithm, together with
analysis. Section 2.4 introduces the initialization procedure for the descent algorithm. Section 2.5
provides some representative numerical benefits of our approach. All proofs are deferred to the
appendix unless stated explicitly.
2.2 Preliminaries
Notation. We reuse most of the notation introduced in Chapter 1, with some additions. Given
a vector x ∈ Rm and a subset S ⊆ [m], we denote xS ∈ Rm as a vector which equals x in indices
belonging to S and equals zero elsewhere. We use A•i and A
T
j• respectively to denote the i
th column
and the jth row of matrix A ∈ Rn×m. We use A•S as the submatrix of A with columns in S. In
contrast, we use AΓ• to indicate the submatrix of A with rows not in Γ set to zero. Let supp(x)
and sgn(x) be the support and element-wise sign of x. Let thresholdK(x) be the hard-thresholding
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operator that sets all entries of x with magnitude less than K to zero. The symbol ‖·‖ refers to the
`2-norm, unless otherwise specified. With that, we make use of the following definitions:
Definition 2.2.1 (Incoherence). The matrix A is incoherent with parameter µ if the following






We recover the incoherence in Chapter 1 when the columns i and j has unit norm. The
incoherence property requires the columns of A to be approximately orthogonal, and is a canonical
property to resolve identifiability issues in dictionary learning and sparse recovery. We distinguish
this from the conventional notion of “incoherence” widely used in the matrix completion literature.
This notion is related to a notion that we call democracy, which we define next.
Definition 2.2.2 (Democracy). Suppose that the matrix A is µ-incoherent. A is further said to be
democratic if the submatrix AΓ• is µ-incoherent for any subset Γ ⊂ [n] of size
√
n ≤ |Γ| ≤ n.
This property tells us that the rows of A have roughly the same amount of “information”, and
that the submatrix of A restricted to any subset of rows Γ is also incoherent. A similar concept
(stated in terms of the restricted isometry property) is well-known in the compressive sensing
literature (Davenport et al., 2009). Several probabilistic constructions of dictionaries satisfy this
property; typical examples include random matrices drawn from i.i.d. Gaussian or Rademacher
distributions. The
√
n lower bound on |Γ| is to ensure that the submatrix of A including only the
rows in Γ is balanced in terms of dimensions.
We seek an algorithm that provides a provably “good” estimate of A∗. For this, we use the
measure of “goodness”, given in Definition 1.2.1, Chapter 1. This notion of distance records
the maximal column-wise difference between any estimate A and A∗ in `2-norm under a suitable
permutation and sign flip.
To keep notation simple, in our convergence theorems below, whenever we discuss nearness,
we simply replace the transformations π and σ in the above definition with the identity mapping
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π(i) = i and the positive sign σ(·) = +1 while keeping in mind that in reality, we are referring to
finding one element in the equivalence class of all permutations and sign flips of A∗.
Armed with the above concepts, we now posit a generative model for our observed data. Suppose
that the data samples Y = [y(1), y(2), . . . , y(p)] are such that each column is generated according to
the rule:
y = PΓ(A∗x∗), (2.1)
where A∗ is an unknown, ground truth dictionary; x∗ and Γ are drawn from some distribution D
and PΓ is the sampling operator that keeps entries in Γ untouched and zeroes out everything else.




ignore the superscript to keep the notation simple. We also make the following assumptions:
Assumption 2.2.1. The true dictionary A∗ is over-complete with m ≤ Kn for some constant
K > 1, and democratic with parameter µ. All columns of A∗ have unit norms.
Assumption 2.2.2. The true dictionary A∗ has bounded spectral and max (`∞-) norms such that
‖A∗‖ ≤ O(
√
m/n) and ‖A∗‖max ≤ O(1/
√
n).
Assumption 2.2.3. The code vector x∗ is k-sparse random with uniform support S. The nonzero
entries of x∗ are pairwise independent sub-Gaussian with variance 1, and bounded below by some
known constant C.
Assumption 2.2.4. Each entry of the sample A∗x∗ is independently observed with constant proba-
bility ρ ∈ (0, 1].
The incoherence and spectral bound are ubiquitous in the dictionary learning literature (Arora
et al., 2014b, 2015a). For the incomplete setting, we further require the democracy and max-norm
bounds to control the spread of energy of the entries of A∗, so that A∗ is not “spiky”. Such conditions
are often encountered in the matrix completion literature (Candès and Recht, 2009; Keshavan et al.,
2010). The distributional assumptions on the code vectors x∗ are standard in theoretical dictionary
learning (Agarwal et al., 2014b; Arora et al., 2014b; Gribonval et al., 2015b; Arora et al., 2015a).
Finally, we also require the sparsity k ≤ O∗(ρ
√
n/ log n) throughout the paper.
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2.3 Surrogate Gradient Descent Algorithm
We now design and analyze an algorithm for learning the dictionary A∗ given incomplete samples
of the form (2.1). Our strategy will be to use a descent-like scheme, using surrogate gradient, to
construct a sequence of estimates A which successively gets closer to A∗ in the sense of (δ, κ)-nearness.
Let us first provide some intuition. The natural approach to solve this problem is to perform
gradient descent over an appropriate empirical loss of the dictionary parameters. More precisely, we
consider the squared loss between observed entries of Y and their estimates (which is the typical





(Yij − (AX)ij)2, (2.2)
where Ω is the set of locations of observed entries in the samples Y . However, straightforward
gradient descent over A is not possible for several reasons: (i) the gradient depends on the finite
sample variability of Y ; (ii) the gradient with respect to A depends on the optimal code vectors of
the data samples, x∗i , which are unknown a priori ; (iii) since we are working in the overcomplete
setting, care has to be taken to ensure that the code vectors (i.e., columns of X) obey the sparsity
model (as specified in Assumption 2.2.2).
The neurally-plausible sparse coding algorithm of Arora et al. (2015a) provides a crucial insight
into the understanding of the loss surface of LA in the fully observed setting. Basically, within a
small ball around the ground truth A∗, the surface is well behaved such that a noisy version of X∗
is sufficient to construct surrogate gradient by a good enough approximation to the gradient of L.
Moreover, given an estimate within a small ball around A∗, a noisy (but good enough) estimate of
X∗ can be quickly computed using a thresholding operation.
In Chapter 1, we extend this understanding to the (much more challenging) setting of double-
sparse coding, and here we further extend it to the incomplete observation or missing data scenario.
Specifically, we show the loss surface in (2.2) behaves well even with missing data. This enables us
to devise an algorithm similar to that of Arora et al. (2015a) and obtain a descent property directly
related to (the population parameter) A∗. The full procedure is detailed as Algorithm 4.
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Algorithm 4 Surrogate Gradient Descent Algorithm
Input: Partial samples Y with observed entry set Γ(i)
Initial A0 that is (δ, 2)-near to A∗
for s = 0, 1, . . . , T do
/* Encoding step */








As+1 ← As − ηĝs
end
Output: A← AT as a learned dictionary
We now analyze our proposed algorithm. Specifically, we can show that if initialized properly
and with proper choice of step size, Algorithm 4 exhibits linear convergence to a ball of radius
O(
√
k/n) around A∗. Formally, we have:
Theorem 2.3.1. Suppose that the initial estimate A0 is (δ, 2)-near to A∗ with δ = O∗(1/ log n) and
the sampling probability satisfies ρ ≥ 1/(k + 1). If Algorithm 4 is given p = Ω̃(mk) fresh partial
samples at each step and uses learning rate η = Θ(m/ρk), then
E[‖As•i −A∗•i‖2] ≤ (1− τ)s‖A0•i −A∗•i‖2 +O(
√
k/n)




We defer the full proof of Theorem 2.3.1 to Appendix 2.8. To understand the working of the
algorithm and its correctness, let us consider the setting where we have access to infinitely many
samples. This setting is, of course, fictional; however, expectations are easier to analyze than
empirical averages, and moreover, this exercise reveals several key elements for proving Theorem
2.3.1. More precisely, we first provide bounds on the expected value of the surrogate gradient ĝs,
denoted as
gs , Ey[(PΓ(Asx)− y)sgn(x)T ],
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to establish the descent property for the infinite sample case. The sample complexity argument
emerges when we control the concentration of ĝs, detailed in Appendix 2.8. Here, we separately
discuss the encoding and update steps in Algorithm 4.
Encoding step. The first main result is to show that the hard-thresholding (or pooling)-based
rule for estimating the sparse code vectors is sufficiently accurate. This rule adapts the encoding
step of the dictionary learning algorithm proposed in (Arora et al., 2015a), with an additional
scaling factor 1/ρ. This scaling is necessary to avoid biases arising due to the presence of incomplete
information.
The primary novelty is in our analysis. Specifically, we prove that the estimate of X obtained
via the encoding step (even under partial observations) enables a good enough identification of the
support of the true X∗. The key, here, is to leverage the fact that A∗ is democratic and that As is
near A∗. We call this property support consistency and establish it as follows.
Lemma 2.3.1. Suppose that As is (δ, 2)-near to A∗ with δ = O∗(1/ log n). With high probability
over y = PΓ(A∗x∗), the estimate x obtained by the encoding step of Algorithm 4 has the same sign









This holds true for incoherence parameter µ ≤
√
n
2k , sparsity parameter k ≥ Ω(logm) and subsampling
probability ρ ≥ 1/(k + 1).
Lemma 2.3.1 implies that when the “mass” of A∗ is spread out across entries, within a small
neighborhood of A∗ the estimate x is reliable even if y is incompletely observed. This lemma is the
main ingredient for bounding the behavior of the update rule.
Update step. The support consistency property of the estimated x arising in the encoding step
is key to rigorously analyzing the expected surrogate gradient gs. This relatively ‘simple’ encoding
enables an explicit form of the update rule, and gives an intuitive reasoning on how the descent





•i −A∗•i) + o(ρpiqi)
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for pi = E[|x∗i ||i ∈ S], qi = P[i ∈ S] and λsi = 〈A•i, A∗•i〉. Since we assume that the current
estimate As is (column-wise) sufficiently close to A∗, each λsi is approximately equal to 1, and
hence gsi ≈ ρpiqi(As•i − A∗•i), i.e., the gradient points in the desired direction. Combining this
with standard analysis of gradient descent, we can prove that the overall algorithm geometrically
decreases the error in each step s as long as the learning rate η is properly chosen. Specifically, we
get the following theoretical result.
Theorem 2.3.2. Suppose that A0 is (δ, 2)-near to A∗ with δ = O∗(1/ log n) and the sampling
probability satisfies ρ ≥ 1/(k+1). Assuming infinitely many partial samples at each step, Algorithm 4
geometrically converges to A∗ until column-wise error O(k/ρn). More precisely,
‖As+1•i −A
∗




for some 0 < τ < 1/2 and for s = 1, 2, . . . , T provided the learning rate obeys η = Θ(m/ρk).
We provide the mathematical proof for the form of gs as well as the descent in Appendix 2.6.2.
We also argue that the (δ, 2)-nearness of As+1 and A∗ is maintained after each update. This is
studied in Lemma 2.6.3 in Appendix 2.6.
2.4 An Initialization Algorithm
In the previous section, we provided a surrogate gradient descent algorithm that (accurately)
recovers A∗ in an iterative descent-style approach. In order to establish correctness guarantees, the
algorithm requires a coarse estimate A0 that is δ-close to the ground truth with closeness parameter
δ = O∗(1/ log n). This section presents an initialization strategy to obtain such a good starting
point for A∗.
Again, we begin with some intuition. At a high level, our algorithm mimics the spectral
initialization strategy for dictionary learning proposed by Arora et al. (2015a). In essence, the
idea is to re-weight the data samples (which are fully observed) appropriately. When this is the
case, analyzing the spectral properties of the covariance matrix of the new re-weighted samples
gives us the desired initialization. The re-weighting itself relies upon the computation of pairwise
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correlations between the samples with two fixed samples (say, u and v) chosen from an independent
hold-out set. This strategy is appealing in both from the standpoint of statistical efficiency as well
as computational ease.
Unfortunately, a straightforward application of this strategy to our setting of incomplete
observations does not work. The major issue, of course, is that pairwise correlation (the inner
product) of two high dimensional vectors is highly uninformative if each vector is only partially
observed. We circumvent this issue via the following simple (but key) observation: provided the
underlying dictionary is democratic and the representation is sufficiently sparse, the correlation
between a partially observed data sample y with a fully observed sample u is indeed proportional
to the actual correlation between y and u. Therefore, assuming that we are given a hold-out set
that is fully observed, an adaptation of the spectral approach of Arora et al. (2015a) provably
succeeds. Moreover, the size of the hold-out set need not be large; in particular, we need only
O(m polylog(n)) fully-observed samples, as opposed to the O(mk polylog(n)) samples required by
the analysis of Arora et al. (2015a). The parameter k can be as big as
√
n, so in fact we require
polynomially fewer fully-observed samples.
In summary: in order to initialize our descent procedure, we assume the availability of a small
(but fully observed) hold-out set. In practice, we can imagine expending some amount of effort
in the beginning to collect all the entries of a small subset of the available data samples. The
availability of such additional information (or “side-information”) has been made in the literature
on matrix completion (Natarajan and Dhillon, 2014).
The full procedure is described in pseudocode form as Algorithm 5. Our main theoretical result
(Theorem 2.4.1) summarizes its performance.
Theorem 2.4.1. Suppose that the available training dataset consists of p1 fully observed samples,









logn). When p1 = Ω̃(m) and p2 = Ω̃(mk/ρ
4), then with high
probability, Algorithm 5 returns an initial estimate A0 whose columns share the same support as A∗
and is (δ, 2)-near to A∗ with δ = O∗(1/ log n).
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Algorithm 5 Spectral initialization algorithm
Input: P1: p1 fully observed samples
P2: p2 partially observed samples
Set L = ∅
while |L| < m do
Pick u and v from P1 at random








δ1, δ2 ← top singular values
if δ1 ≥ Ω(k/m) and δ2 < O∗(k/m log n) then
z ← top singular vector
if z is not within distance 1/ log n of vectors in L even with sign flip then




Output: A0 ← ProjB(Ã) where Ã is the matrix whose columns in L and B = {A : ‖A‖ ≤ 2‖A∗‖}
The full proof is provided in Appendix 2.7. To provide some intuition about the working of
the algorithm and its proof, let us again consider the setting where we have access to infinitely
many samples. These analyses result in key lemmas, which we will reuse extensively for proving
Theorem 2.4.1.
First, consider two fully observed data samples u = A∗α and v = A∗α′ drawn from the hold-out
set. (Here, A∗, α, α′ are unknown.) Consider also a partially observed sample y = A∗Γ•x
∗ under a









respectively as (crude) estimates of α and α′, simply obtained by applying a (scaled) adjoint of AΓ•





∗α, and 〈y, u〉 = ρ〈β, x∗〉.
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the identity, and hence β “looks” like the true code vector α. In particular, we have the following
lemma.











Proof. Denote U = supp(α) and W = U\{i}, then














∣∣A∗TΓ,iA∗•WαW ∣∣+ ∣∣∣(1ρA∗TΓ,iA∗•i − 1)αi∣∣∣. (2.4)
We will bound these terms on the right hand side of (2.4) using the properties of A∗ and α. First,















li 1[l ∈ Γ], we have ‖A∗Γ,i‖2 ≤ ρ+ o(ρ) w.h.p. Hence, ‖A∗TΓ,iA∗•W ‖2 ≤ ρ2µ2k/n
with high probability. In addition, ‖αW ‖ ≤
√
k log n w.h.p. because αW is k-sparse sub-Gaussian.












•i − 1)αi over Γ and αi.





























n. Combining everything, we get









w.h.p., which is the first part of the claim.







and again, if we use ‖αU‖ ≤
√
k log n w.h.p.and ‖A∗‖ ≤ O(1), then ‖β‖ ≤
√
k log n/ρ. 
We briefly compare the above result with that of Arora et al. (2015a). Our upper bounds are
more general, and are stated in terms of the incompleteness factor ρ. Indeed, our results match
the previous bounds when ρ = 1. The above lemma suggests the following interesting regime








logn), one can see that
|βi − αi| ≤ O∗(1/ log2 n) w.h.p., which implies that β is a good estimate of α even when a subset of
rows in A∗ is given.
In the next lemma, we show that that the pairwise correlation of u and any sample y is sufficiently
informative for the same re-weighted spectral estimation strategy of Arora et al. (2015a) to succeed
in the incomplete setting.
Lemma 2.4.2. Suppose that u, v are a pair of fully observed samples and y is an incomplete sample
















where ci = E[x∗4i |i ∈ S] and qi = P[i ∈ S].
The complete proof is relegated to Appendix 2.7. We will instead discuss some implications of
this Lemma. Recall that ci is a constant with 0 < c < 1 and qi = Θ(k/m).
Suppose, for a moment, that the sparse representations of u and v share exactly one common














•i has norm at least Ω(k/m) whereas the perturbation terms are at most
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O∗(k/m log n). According to Wedin’s theorem, we conclude that the top singular vector of Mu,v
must be O∗(k/m log n)/Ω(k/m) = O∗(1/ log n) -close to A∗•i. This gives us a coarse estimate of A
∗
•i.
The question remains when and how whether we can a priori certify whether u, v share a unique
dictionary atom among their sparse representations. Fortunately, the following Lemma provides a
simple test for this via examining the decay of the singular vectors of the cross-covariance matrix
Mu,v. The proof follows directly from that of Lemma 37 (Arora et al., 2015a, Lemma 37).
Lemma 2.4.3. When the top singular value of Mu,v is at least Ω(k/m) and the second largest one
is at most O∗(k/m log n), then u and v share a unique dictionary element with high probability.
The above discussion isolates one of the columns of A∗. We can repeat this procedure several
times by randomly choosing pairs of samples u and v from the hold-out set. Using the result of Arora
et al. (2015a), if |P1| is p1 = Õ(m), then we can estimate all the m dictionary atoms. Overall, the
sample complexity of Algorithm 5 is dominated by p2 = Õ(mk/ρ
4).
2.5 Experiments
We corroborate our theory by demonstrating some representative numerical benefits of our
proposed algorithms. We generate a synthetic dataset based on the generative model described
in Section 2.2. The ground truth dictionary A∗ is of size 256 × 256 with independent standard
Gaussian entries. We normalize columns of A∗ to be unit norm. Then, we generate 6-sparse code
vectors x∗ with support drawn uniformly at random. Entries in the support are sampled from ±1
with equal probability. We generate all full samples, and isolate 5000 samples as “side information”
for the initialization step. The remaining are then subsampled with different parameters ρ.
We set the number of iterations to T = 3000 in the initialization procedure and the number of
descent steps T = 50 for the descent scheme. Besides, we slightly modify the thresholding operator
in the encoding step of Algorithm 4. We use another operator that keeps k largest entries of the
input untouched and sets everything else to zero due to its stability. For each Monte Carlo trial, we
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uniformly draw p partial samples. The task, for our algorithm, is to learn A∗. An implementation
of our method is available online3.
We evaluate our algorithm on two metrics against p and ρ: (i) recovery rate, i.e., the fraction of
trials in which each algorithm successfully recovers the ground truth A∗; and (ii) reconstruction
error. All the metrics are averaged over 50 Monte Carlo simulations. “Successful recovery” is defined
according to a threshold τ = 6 on the Frobenius norm of the difference between the estimate Â
and the ground truth A∗. (Since we can only estimate Â modulo a permutation and sign flip, the
optimal column and sign matching is computed using the Hungarian algorithm.)











































Figure 2.1 The performance of our approach on recovery rate and reconstruction error in
sample size and sampling probability.
Figure 2.1 shows our experimental results. Here, sample size refers to the number of incomplete
samples. Our algorithms are able to recover the dictionary for ρ = 0.6, 0.8, 1.0. For ρ = 0.4, we can
observe a “phase transition” in sample complexity of successful recovery around p = 10, 000 samples.
ρ = 0.75. For ρ = 0.5, we do not recover the dictionaries with the specified threshold, however the
error is on the similar bar as for ρ = 0.75. Decreasing ρ seems to shift phase transition further. We




2.6 Analysis of Algorithm 4
2.6.1 Analysis of Coding Step
Proof of Lemma 2.3.1. Denote S = supp(x∗) and skip the superscript s on As for simplicity of
notation. We will argue that w.h.p. S = {i ∈ [m] : 1ρ |〈A•i, y〉| ≥ C/2} and sgn(〈A
s
•i, y〉) = sgn(x∗i )
for every i ∈ S.

















〈A•i, A∗Γ,j〉x∗j . (2.5)
We expect that Zi = (1/ρ)
∑
S\{i}〈A•i, A∗Γ,j〉x∗j is negligible based on the closeness of A•i and A∗•i
and the democracy of A∗. More precisely, we want to upper bound it by C/4 with high probability.
Here, C is the lower bound of the nonzero coefficients in x∗. In fact, since Γ and x∗j are independent,


















The second term in (2.6) can be bounded by using the facts that ‖A∗‖max ≤ O(1/
√









O(1/n)A2li ≤ O(k/n)‖A•i‖2 = O(k/n),
Moreover, since k ≤ ρ
√
n/ log n, the second term in (2.6) is bounded by O((1−ρ)/
√
n log n) = o(C).
We bound the first term in (2.6) by using the incoherence and closeness. For each j ∈ S\{i}, we
have
〈A•i, A∗•j〉2 ≤ 2
(
〈A∗•i, A∗•j〉2 + 〈A•i −A∗•i, A∗•j〉2
)
≤ 2µ2/n+ 2〈A•i −A∗•i, A∗•j〉2,
since |〈A∗•i, A∗•j〉| ≤ µ/
√
n due to the µ-incoherence of A∗. Now, we combine the term across j and
get a matrix form to leverage the spectral norm bound. In particular,
∑
S\{i}
〈A•i, A∗•j〉2 ≤ 2µ2k/n+ 2‖A∗T•S (A•i −A∗•i)‖2F ≤ 2µ2k/n+ 2‖A∗•S‖2‖A•i −A∗•i‖2 ≤ O(1/ log n),
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and k = Ω(log n). Putting these together, we get σ2Zi ≤ O(1/ log n). By an application of Bernstein’s
inequality, we get that |Zi| ≤ C/4 w.h.p.
We now argue that (1/ρ)〈A•i, y〉 is small when i /∈ S and big otherwise. Clearly, when i /∈ S,
(1/ρ)〈A•i, y〉 = Zi is less than C/4 in magnitude w.h.p. On the contrary, when i ∈ S, then |x∗i | ≥ C,




li1[l ∈ Γ], we see that
(1/ρ)〈A•i, A∗Γ,i〉 ≥ 〈A•i, A∗•i〉 − o(1) ≥ 1− o(1)
w.h.p. because 〈A•i, A∗•i〉 ≥ 1− δ2/2. Hence, |(1/ρ)〈A•i, y〉| ≥ C/2 holds with high probability.
Finally, we take the union bound over all i = 1, 2, . . . ,m to finish the proof. 
2.6.2 Expected Surrogate Gradient gs
Lemma 2.3.1 is the key to analyzing the approximate gradient update term
gs = Ey[(PΓ(Asx)− y)sgn(x)T ].
This section presents a rigorous analysis of gs, and is a key step towards achieving the descent
property stated in Theorem 2.3.2. In essence, we make use of the distributions of x∗, together with
its estimate, x to simplify the expectation in gs. The result is the following:











•j ◦As•j)As•j ± γ,
where pi = E[xisgn(x∗i )|i ∈ S], qi = P[i ∈ S] and qij = P[i, j ∈ S]. Additionally, λsi = 〈As•i, A∗•i〉
and As•−i denotes A
s with its ith column removed. In particular, if As is (δ, 2)-near to A∗ for
δ = O∗(1/ log n), then all the additive terms in gsi , except the first term, have norm of order o(ρpiqi).
Proof. For notational simplicity, we skip the superscript s on As and gs. Recall from Lemma
2.3.1 that the sign of x∗ is recovered w.h.p. from the encoding step. Then under the event that
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supp(x) = supp(x∗) ≡ S, we can write Ax = ASxS = 1ρASA
T
Sy. Let us consider the i

































i )] ± γ.
Here, we make use of the fact that nonzero entries are conditionally independent given the support and
have zero mean; therefore E[x∗j sgn(x∗i )|S] = 0 for all j 6= i. In the expression, γ denotes any vector
whose norm is sufficiently small because of the sign consistency and bounded (PΓ(Asx)− y)sgn(x)T
(see Claim 2.8.2 in Appendix 2.8).
We continue simplifying the form of gi by denoting pi = E[x∗i sgn(x∗i )|i ∈ S], qi = P[i ∈ S] and
















piqijEΓ[AΓ,jA∗TΓ,i]A•j − ρpiqiA∗•i ± γ.
In the final step, we calculate EΓ[AΓ,jA∗TΓ,i] over the random Γ. One can easily show that
EΓ[AΓ,jA∗TΓ,i] = ρ2A•jA∗T•i + ρ(1− ρ)diag(A∗•i ◦A•j),
where we use diag(v) to denote a diagonal matrix with entries in v and ◦ to denote the element-wise











•i ◦A•j)A•j − ρpiqiA∗•i ± γ






•i ◦A•j)A•j ± γ,
(2.7)
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where λi = 〈A•i, A∗•i〉. Furthermore, AT•−i denotes the matrix A whose ith column is removed, and
diag(qij) denotes the diagonal matrix of (qi1, qi2 . . . , qim)
T without entry qii = qi.
We will prove that ρpiqi(λiA•i−A∗•i) is the dominant term in (2.7). In the special case when ρ = 1,
gi is well studied in (Arora et al., 2015a). Here we follow the same strategy and give upper bounds
for the remaining terms. First, from the nearness we have ‖A‖ ≤ ‖A−A∗‖+ ‖A∗‖ ≤ O(
√
m/n),
and also ‖A∗•i‖ = 1; hence





qij/qi) = o(ρpiqi), (2.9)
for qij = Θ(k
2/m2) and qi = Θ(k/m). The remaining terms can be bounded using the max norm
constraint and the closeness of A and A∗. More precisely,
‖diag(A∗•i ◦A•i)A•i‖ ≤ ‖diag(A∗•i ◦A•i)‖ (2.10)







since ‖A‖max ≤ O(1/
√
n) and ‖A•i −A∗•i‖ ≤ δ. Since (1− ρ)/ρ ≤ k and k ≤ O∗(ρ
√
n/ log n), then




































Moreover ‖Al•‖ ≤ ‖A‖ ≤ O(1), ‖Amax‖ ≤ O(1/
√
n) and k ≤ O∗(ρ
√




















From (2.7), (2.8), (2.10) and (2.12), we have the additive terms in (2.7) (excluding γ) bounded
by o(ρpiqi), hence we can write gi as gi = ρpiqi(λiA•i −A∗•i) + o(ρpiqi). Moreover, A•i is 2δ-close to
A∗•i, then λi = 〈A•i, A∗•i〉 ≥ 1− δ ≈ 1. Therefore, the update rule gi approximately aligns with the
desired direction A•i −A∗•i, which leads to the descent property argued in the next section.
2.6.3 Descent Property of gsi
We now prove:
Lemma 2.6.2. The update gsi is correlated with the desired direction A
s
•i −A∗•i; that is,







for ζ = 1 + 21−ρρ ‖A
∗‖max = 1 + o(1) and ε = O(k2/n2).
Proof. We prove this lemma by mainly using the results in the above section. We first rewrite gi in
Equation (2.7) in terms of the desired update direction As•i−A∗•i and everything else. For simplicity,
we omit the superscript s and 2α = ρpiqi throughout the proof. We have:






•i ◦A•j)A•j ± γ
= 2α(Ai −A∗i ) + v, (2.14)
in which v has the form:













•i ◦A•j)A•j ± γ.
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First, we bound ‖v‖ in terms of ‖A•i − A∗•i‖. Since A•i is δ-close to A∗•i and both have unit
norm, then ‖2α(λi − 1)A•i‖ = α‖A•i −A∗•i‖2 ≤ α‖A•i −A∗•i‖. Along with the bound of the second










‖A•i −A∗•i‖+ ε = αζ‖A•i −A∗•i‖+ ε, (2.15)




•i ◦A•j)A•j ± γ‖ = O(ρk2/m2) +
O((1 − ρ)k2/m2) = O(k2/m2) due to (2.8) and (2.12). Here, ζ denotes the factor inside the
parentheses.
Now, we look at the correlation of gi and A•i −A∗•i from (2.14):
〈2gi, A•i −A∗•i〉 = 4α‖A•i −A∗•i‖2 + 〈2v,A•i −A∗•i〉. (2.16)














where in the last step we have used the Cauchy-Schwarz inequality:
‖v‖2 ≤ 2(α2ζ2‖A•i −A∗•i‖2 + ε2),
applied to the right hand side of (2.15).
Expressions (2.16) and (2.17) imply that







Since (1−ρ)/ρ ≤ k ≤ O(ρ
√
n/ log n) and m = O(n), then 1 < ζ2 < 2. Besides, we have pi = Θ(k/m)
and qi = Θ(1), then α = (1/2)ρpiqi = Θ(ρk/m), and ε
2/α = O(k3/ρm3) we have lower bound on
the gradient. This is equivalent to saying that gsi is (Ω(k/m),Ω(m/k), O(k
3/ρm3))-correlated with
the true solution A∗•i (see (Arora et al., 2015a).) 
Proof of Theorem 2.3.2. Having argued the correlation of gsi and A•i − A∗•i, we apply Theorem 6
in (Arora et al., 2015a) to obtain the descent stated in Theorem 2.3.2. Next, we will establish the
nearness for the update at step s. 
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2.6.4 Nearness
The final step in analyzing Algorithm 4 is to show that the nearness of As+1 to the ground
truth A∗ is maintained after each update. Clearly, As+1 is columnwise close to A∗, which fol-
lows from Theorem 2.3.2. What remains is to argue that ‖As+1 − A∗‖ ≤ 2‖A∗‖ holds true,
which is stated in Lemma 2.6.3. To this end, we require the sampling probability ρ to be con-
stant. However, we can remove this condition by projecting each update of A on convex set
B = {A|A is δ-close to A∗ and ‖A‖ ≤ 2‖A∗‖} to guarantee the nearness. The details can be found
in (Arora et al., 2015a).
Lemma 2.6.3. Provided that As is (δ, 2)-near to A∗ and that the probability ρ is a constant of n,
then ‖As+1 −A∗‖ ≤ 2‖A∗‖.
Proof. Notice from the update that As+1 −A∗ = As −A∗ − ηgs. Using the column-wise gsi in (2.7),
we have the matrix form for gs as
− ηgs = −ηgs∣∣
ρ=1
− η(1− ρ)(A∗ ◦As ◦As)diag(piqi)− η(1− ρ)Q± ηγ, (2.18)




•j ◦A•j)A•j . Since ‖As−A∗‖ ≤ 2‖A∗‖,
then to prove the lemma we need ‖ηgs‖ ≤ o(‖A∗‖). Arora et al. (2015a) have shown the same
nearness property for ρ = 1, i.e. ‖ηgs|ρ=1‖ ≤ o(‖A
∗‖). We will show that the last two terms
involving 1− ρ are negligible of ‖A∗‖. From (2.11), we have bound on each column Qi such that
‖Qi‖ ≤ O(maxj 6=i qij). Then,











Moreover, η = Θ(m/ρk) and k ≤ O∗(ρ
√
n/ log n), therefore








We now bound the term η(1−ρ)(A∗◦As◦As)diag(piqi) using the column-wise upper bound in (2.10).
More specifically,








for a constant ρ independent of n, piqi = Θ(k/m) and m = O(n). Put together, we complete the
proof of Lemma 2.6.3. 
2.7 Analysis of Algorithm 5
Proof of Lemma 2.4.2. Recall the distributional properties of x∗ that x∗i ’s are conditionally indepen-
dent given S = supp(x∗) and the summary statistics are E[x∗4i |i ∈ S] = ci ∈ (0, 1), E[x∗2i |i ∈ S] = 1,
















































iEΓ[A∗Γ,jA∗TΓ,j ] + 2qijβiβ′jEΓ[A∗Γ,iA∗TΓ,j ],
We continue calculating the expectations over Γ. All of those terms are of the same form:
EΓ[A∗Γ,iA∗TΓ,j ] = ρ(1− ρ)diag(A∗•i ◦A∗•j) + ρ2A∗•iA∗T•j .







































































•i + perturbation terms,
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•i are expected to be small enough. When ρ = 1,
then Mu,v simply includes the first four terms, which is exactly the weighted matrix studied in (Arora
et al., 2015a) for regular sparse coding. We will adapt bounds for these terms that now depend
on ρ. First of all, for i /∈ U ∩ V assume αi = 0, using Claim 2.4.1 and |α′i| ≤ O(log n) we have









∥∥∥ ≤ O∗(k/m log n), (2.19)




k log n/ρ) and qij = Θ(k






















































because of the fact that ‖A∗‖max ≤ O(1/
√




























































lj ≤ maxi 6=j qij‖A∗l•‖2 ≤ O(k2/mn) since ‖A∗l•‖ ≤ ‖A∗‖ ≤ O(
√
m/n).











l• where (Qβ)ij = qijβiβ
′
j for i 6= j and (Qβ)ij = 0 for i = j, so






















































. Besides, we know that k ≤ O∗( ρ
√
n
logn), then all the perturbation terms are bounded by
O∗(k/m log n). We have finished the proof of Lemma 2.4.2. 
2.8 Sample Complexity
In this section, we give concentration bounds for the finite-sample estimates ĝs and M̂u,v and
prove Theorem 2.3.1 and Theorem 2.4.1 . We employ the same technique used in (Arora et al.,
2015a), which basically apply Bernstein inequalities for proper vector and matrix random variables.
The inequality is stated in 1.8.1 Chapter 1 and restated here for convenience.
Lemma 2.8.1. Suppose that Z(1), Z(2), . . . , Z(p) are p i.i.d. samples drawn from some distribution














holds with probability 1− n−ω(1).
In order to apply Bernstein inequality, we need bounds on the random variable Z and its
covariance. However, these quantities are not bounded almost surely, and hence we use the common
trick of analyzing a truncated version of Z to overcome this issue. Lemma 1.8.2 provides sufficient
conditions for the truncation trick to work
Note that there is a slight abuse of notation here: the constant C and ρ are only used in the
context of the above lemma and are not related to those used in our generative model. Since the
random components in ĝ and M̂u,v are products of sub-Gaussian random variables, we can apply
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Lemma 1.8.1 and Lemma 1.8.2 to show the concentration of 1p
∑p
i=1 Z
(j)(1 − 1‖Z(j)‖≥Ω̃(R)), then




In bounding ‖E[ZZT (1 − 1‖Z‖≥Ω̃(R))]‖, we sometimes need to take bounds of some random
terms out of the expectation. In such case, the following lemma, stated in Lemma 1.8.3, is often
useful.
Lemma 2.8.2. Suppose a random variable Z̃Z̃T = aT where a ≥ 0 and T is positive semi-definite.
Suppose P[a ≥ A] = n−ω(1) and B > 0 is a constant. Then,
‖E[Z̃Z̃T (1− 1‖Z̃‖≥B)]‖ ≤ A‖E[T ]‖+O(n
−ω(1))
Other details of these auxiliary lemmas can be found in (Arora et al., 2015a) and in Appendices,
Chapter 1.
2.8.1 Sample Complexity of Algorithm 4
2.8.1.1 Proof of Theorem 2.3.1
We start by using two key auxiliary lemmas for the concentration of ĝ, both column-wise as well
as for the whole matrix.
Lemma 2.8.3. At iteration s of Algorithm 4, suppose that As is (δs, 2)-near to A
∗. Then ‖ĝsi−gsi ‖ ≤
O(k/m)·(o(δs)+O(εs)) with high probability for δs = O∗(1/ log n) and εs = O(
√
k/n) when p = Ω̃(m).
Lemma 2.8.4. If As is (δs, 2)-near to A
∗ and number of samples used in step s is p = Ω̃(mk),
then with high probability ‖As+1 −A∗‖ ≤ 2‖A∗‖.
While the proof of Lemma 2.8.3 is provided below, Lemma 2.8.4 directly follows from Lemma 42
in Arora et al. (2015a) and the number of samples being Ω̃(mk).





i − gsi ) = gsi +O(k/m) · (o(δs) +O(εs))
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with high probability; then argue that ĝsi is correlated with A•i −A∗•i with high probability from
Lemma 2.6.2. The descent property follows directly as Theorem 2.3.2 except that we have the
expected 〈ĝsi , A•i − A∗•i〉 on the right hand side. The overall sample complexity is Õ(mk), which
combines the complexities of having descent and maintaining nearness. 
2.8.1.2 Proof of Lemma 2.8.3
Notice that ĝsi is a sum of p random vectors of the form (PΓ(Ax)− y)sgn(xi). We will show the
concentration of ĝsi by applying the Bernstein inequality on Z , (PΓ(Ax)− y)sgn(xi). Nevertheless,
the inequality does not give a sharp bound for such sparse Z, so we instead consider Z , (PΓ(Ax)−
y)sgn(xi)|i ∈ S, with S = supp(x∗) and x = thresholdC/2(AT y).
Claim 2.8.1. Suppose that Z(1), Z(2), . . . , Z(N) are i.i.d. samples of the random variable Z =





∥∥∥ ≤ o(δs) +O(εs) (2.25)
holds with probability when N = Ω̃(k), δs = O
∗(1/ log n) and εs = O(
√
k/n).
Proof of Lemma 2.8.3. The lemma is easily proved by applying Claim 2.8.1. For the reader, we
recycle the proof of Lemma 43 in Arora et al. (2015a).


















(j) with N = |W |. Note that
E[(PΓ(Ax)− y)sgn(xi)] = E[(PΓ(Ax)− y)sgn(xi)1i∈S ] = E[Z]P[i ∈ S] = qiE[Z] with qi = Θ(k/m).
Following Claim 2.8.1, we have






∥∥∥ ≤ O(k/m) · (o(δs) +O(εs)),
holds with high probability as p = Ω(mN/k). Substituting N in Claim 2.8.1, we obtain the results
in Lemma 2.8.3. 
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Proof of Claim 2.8.1. To prove it, we need to bound ‖Z‖ and its variance (Lemma 2.8.2 and
Lemma 2.8.3), then we can apply the Bernstein inequality in Lemma 1.8.1.




n) holds with high probability over the randomness of y.
Proof. From the generative model and the support consistency of the encoding step, we have
y = PΓ(A∗x∗) = A∗Γ,Sx∗S and xS = AT•Sy = AT•SA∗Γ,Sx∗S
and plug the following quantities into the
y − PΓ(Ax) = A∗Γ,Sx∗S −AΓ,SAT•SA∗Γ,Sx∗S
= (A∗Γ,S −AΓ,S)x∗S +AΓ,S(In −AT•SA∗Γ,S)x∗S .
By the fact that x∗S is sub-Gaussian and ‖Mw‖ ≤ Õ(σw‖M‖F ) holds with high probability for
a fixed M and a sub-Gaussian w of entrywise variance σ2w, we have
‖(PΓ(Ax)− y)sgn(xi)|i ∈ S‖ ≤ Õ(‖A∗Γ,S −AΓ,S‖F + ‖AΓ,S(Ik −AT•SA∗•S)‖F ).




‖AΓ,i −A∗Γ,i‖2 ≤ δ2sk (2.26)
due to the δ-closeness of A and A∗. This leads to ‖A∗Γ,S − AΓ,S‖F ≤ δs
√
k w.h.p. To handle the
other two, we use the fact that ‖UV ‖F ≤ ‖U‖‖V ‖F . For the second term, we have
‖AΓ,S(Ik −AT•SA∗•S)‖F ≤ ‖AΓ,S‖‖(Ik −AT•SA∗•S)‖F ,
where ‖AΓ,S‖ ≤ ‖AΓ•‖ ≤ O(1) due to the nearness.
The second part is rearranged to take advantage of the closeness and incoherence properties:
‖Ik −AT•SA∗•S‖F ≤ ‖Ik −A∗T•SA∗•S − (A•S −A∗•S)TA∗•S‖F
≤ ‖Ik −A∗T•SA∗•S‖F + ‖(A•S −A∗•S)TA∗•S‖F







where we have used ‖Ik−A∗T•SA∗•S‖F ≤ µk/
√
n because of the µ-incoherence of A∗, ‖A•S−A∗•S‖F ≤
δs
√
k in (2.26) and ‖A∗•S‖ ≤ ‖A∗‖ ≤ O(1). Accordingly, the second Frobenius norm is bounded by









Claim 2.8.3. E[‖Z‖2] ≤ O(δ2sk + k2/n) holds with δs = O∗(1/ log n).
Proof. In the following proofs, we use x∗S to mean a vector of size k obtained by selecting entries in
S. Using the fact that E[x∗Sx
∗T
S ] = Ik, we can expand the expectation E[‖Z‖2] as follows,
E[‖PΓ(y −Ax)sgn(xi)‖2|i ∈ S] = E[‖(A∗Γ,S −AΓ,SAT•SA∗•S)x∗S‖2]
= E[‖A∗Γ,S −AΓ,SAT•SA∗•S‖2F |i ∈ S]
≤ E[‖(A∗Γ,S −AΓ,S)‖2|i ∈ S] + E[‖AΓ,S(Ik −AT•SA∗•S)‖2|i ∈ S]
≤ δ2sk + E[‖AΓ,S(Ik −AT•SA∗•S)‖2|i ∈ S].
Here we have used the bound ‖(A∗Γ,S −AΓ,S)‖2 ≤ δ2sk for the first term shown in the previous claim.
For the second term, we notice that
E[‖AΓ,S(Ik −AT•SA∗•S)‖2F |i ∈ S] ≤ sup
S
‖AΓ,S‖2E[‖Ik −AT•SA∗•S‖2F |i ∈ S], (2.28)
in which supS‖AΓ,S‖ ≤ ‖AΓ•‖ ≤ O(1). We will show that E[‖Ik − AT•SA∗•S‖2F |i ∈ S] ≤ O(kδ2s) +
O(k2/n) by recycling the proof from Arora et al. (2015a):












‖A•j −A∗•j‖2] + qij
∑
j 6=i
‖AT•jA∗•,−j‖2 + qi‖AT•iA∗•,−i‖2 + qi‖AT•,−iA∗•i‖2,
where A•,−i is the matrix A with the i
th column removed, qij ≤ O(k2/m2) and qi ≤ O(k/m). For













〈A∗•j , A∗•l〉2 + ‖A•j −A∗•j‖2‖A∗•,−j‖2 ≤ µ2 + δ2s .
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The µ-incoherence, δ-closeness and the spectral norm of A∗ have been used in the last step. Similarly,
we can bound ‖AT•iA∗•,−i‖2 and ‖AT•,−iA∗•i‖2. As a result,
E[‖Ik −AT•SA∗•S‖2F |i ∈ S] ≤ O(kδ2s) +O(k2/n). (2.29)
Combining (2.28) and (2.29), we have shown that the covariance is bounded by: σ2 = O(δ2sk +
k2/n). 




n) and σ2 = O(δ2sk + k
2/n) in Claims 2.8.2 and 2.8.3, we are
now ready to apply truncated Bernstein inequality to the random variable Z(j)(1− 1‖Z(j)‖≥Ω(R)),




















holds with high probability when N = Ω̃(k). As such, we finished the proof of Claim 2.8.1.
2.8.2 Sample Complexity of Algorithm 5
In the next proofs, we argue the concentration inequality for M̂u,v computed in Algorithm 5,
which is the empirical average over i.i.d. samples of y, then prove Theorem 2.4.1. We note that
while u and v are fixed for one iteration, they are random. The (conditional) expectations contain
randomness from u and v, hence in some high probability statement, we refer it to the randomness
of u, v.
Lemma 2.8.5. Consider Algorithm 5 in which p is the given number of incomplete samples.
For any pair of full samples u and v, with high probability ‖M̂u,v −Mu,v‖ ≤ O∗(k/m log n) when
p = Ω̃(mk/ρ4).
2.8.2.1 Proof of Lemma 2.8.5




give a tail bound for ‖M̂u,v −Mu,v‖, all we need is derive are an upper norm bound R of the matrix
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random variable Z and its variance, then apply Bernstein inequality. These following claims provide
bounds for ‖Z‖ and ‖E[ZZT ]‖.
Claim 2.8.4. ‖y‖ ≤ Õ(
√
k) and |〈y, u〉| ≤ Õ(
√
k) hold with high probability (over random samples
u and v.)
Proof. Under the generative model where S = supp(x∗), we have
‖y‖ = ‖A∗Γ,Sx∗S‖ ≤ ‖A∗Γ,Sx∗S‖ ≤ ‖A∗Γ,S‖‖x∗S‖.
From Claim 2.4.1, ‖x∗S‖ ≤ Õ(
√
k) w.h.p. In addition, ‖A∗Γ,S‖ ≤ ‖A∗‖ ≤ O(1). Therefore, ‖y‖ ≤
Õ(
√
k) w.h.p., which is the first part of the proof. To bound the second term, we write it as
|〈y, u〉| = |〈A∗Γ,Sx∗S , u〉| ≤ |〈x∗S , A∗TΓ,Su〉|.
Even though u is fully observed sample, we can prove similarly that ‖u‖ ≤ Õ(
√
k) w.h.p. which
results in ‖A∗T•Su‖ ≤ ‖A∗T•S‖‖u‖ ≤ Õ(
√
k) with high probability. Consequently, |〈y, u〉| ≤ Õ(
√
k)
w.h.p., and we finish the proof of the claim. 
Claim 2.8.5. ‖Z‖ ≤ Õ(k2) and ‖E[ZZT ]‖ ≤ Õ(ρ4k3/m) hold with high probability.
Proof. First, it is obvious that
‖Z‖ ≤ |〈y, u〉〈y, v〉|‖y‖2,
in which |〈y, u〉〈y, v〉| ≤ Õ(k) and ‖y‖2 ≤ Õ(k) w.h.p. (according to Claim 2.8.4). Clearly, ‖Z‖ ≤
Õ(k2) w.h.p.
For the second part, we use the auxiliary lemma 1.8.3 to take out the bound of ‖Z‖. Specifically,
we have just shown that ‖Z‖ ≤ Õ(k2) and 〈y, v〉2‖y‖2 ≤ Õ(k2), applying Lemma 1.8.3:
‖E[ZZT (1− 1‖Z‖≥Ω̃(k2))]‖ ≤ Õ(k
2)‖E[〈y, u〉2yyT ]‖+ Õ(k2)O(n−ω(1)) ≤ Õ(k2)‖ρ4Mu,u‖,
where Mu,u is the expected weighted covariance matrix defined in Lemma 2.4.2 for u and v = u.










•i + perturbation terms,
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i )‖A∗‖2 ≤ Õ(k/ρm)‖A∗‖2 ≤ Õ(k/m)
w.h.p. since |βi| ≤ log n w.h.p. Finally, the variance bound is Õ(ρ4k3/m) w.h.p. 
Then, applying Bernstein inequality in Lemma 1.8.1 to the truncated version of Z withR = Õ(k2)










≤ O∗(k/m log n)
w.h.p. when the number of samples is p = Ω̃(mk/ρ4). We finish the proof of Lemma 2.8.5. 
2.8.2.2 Proof of Theorem 2.4.1







•i + perturbation terms + (M̂u,v −Mu,v),
and the new term M̂u,v−Mu,v can be considered an additional perturbation with the same magnitude
O∗(k/m log n) in spectral norm. As a consequence, as u and v share a unique element in their code
supports, the top singular vectors of M̂u,v is O
∗(1/ log n) -close to A∗•i with high probability using
p = Õ(mk/ρ4) partial samples.
Each vector added to the list L in Algorithm 5 is close to one of the dictionary, then it must
be the case that A0 is δ-close to A∗. In addition, the nearness of A0 to A∗ is guaranteed via an
appropriate projection onto the convex set B = {A|A close to A0 and ‖A‖ ≤ 2‖A∗‖}.
Finally, using the result in (Arora et al., 2015a), the number of full samples in P1 is Õ(m) such
that we can draw u, v share uniquely and estimate all the m dictionary atoms. Overall, the sample
complexities of Algorithm 5 are Õ(m) full samples and p = Õ(mk/ρ4) partial samples. We finish
the proof of Theorem 2.4.1.
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2.9 Extension to Learning Dictionaries with Low-dimensional Structure
We have given a theoretically sound as well as tractable algorithm that learns the dictionary
from missing data. However, a key requirement of our approach was the availability of a small
hold-out set of fully observed samples. In this additional section, we circumvent this requirement,
provided that the atoms of the unknown dictionary exhibits additional low-dimensional structure.
We utilize the existing results on matrix-completion along with the theory we developed in the
earlier sections to devise a dictionary learning algorithm that fully relies on incomplete samples,
provided A∗ obeys additional low-dimensional structure.
In addition to the incoherence, democracy assumption and the uniform subsampling (in Section
2.2), we posit an extra low-rank structure on A∗ as follows:
Assumption 2.9.1. A∗ has size m ≤ Kn for a constant K > 0, is of rank r < min(m,n) and
democratic with parameter µ. All columns of A∗ have unit norms.





that ui and vj for i, j ∈ [r] obey:
‖ui‖∞ ≤ O(n−1/2), ‖vj‖∞ ≤ O(n−1/2).
The intuition behind Assumption 2.9.2 is that Y has entries with magnitude bounded by
O(1/
√
n) with high probability. Specifically, we have Zij = A
∗>
i• x
(j) for the ith-row of A∗ and the
jth-column of X. According to our aforementioned generative model, the (i, j)− th entry of Y has
mean E[Zij ] = 0 and variance:
var(Zij) = E[(A∗>i• x(j))2] = O(k/m)‖A∗i•‖2 ≤ O(k/n).
Since each entry of A∗ is bounded by O(1/
√
n) (Assumption 2.2.2) and A∗ has m columns, then
with high probability, |Zij | ≤ O(k/n) ≤ O(n−1/4) because k ≤ O(
√
n). Since entries Z are spread
out, its singular vectors are expected to be spread out. This assumption allows us to perform matrix
completion techniques on a partially sampled Z.
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2.9.1 Algorithm
In this section, we extend Algorithm 4 to recover the ground-truth dictionary A∗ from only
partially observed samples. The algorithm is displayed in Figure 6. The success of the initializa-
tion procedure in Algorithm 5 entirely depends on a hold-out, fully-observed sample set of size
O(mpolylog(n)). If such a hold-out set is not available, a natural solution is to estimate the hold-
out set from the available, incompletely observed samples. Our approach aims to circumvent this
requirement by approximately reconstructing the hold-out set from partial samples alone, borrowing
any exact matrix completion algorithm (namely, EXACT-COMPLETION). This succeeds provided the
underlying ground truth A∗ is low-rank, as asserted in Assumption 2.9.1.
Our approach fundamentally differs from standard matrix completion, since we only need to
complete O(m polylog(n)) samples. Consequently, there are computational benefits in performing
matrix completion on this smaller set rather than the whole set of samples. Our analysis below




can constitute a significant benefit.
Algorithm 6 Low-rank Dictionary Learning Algorithm
Input: Y – matrix of p samples with missing entries
Randomly pick Õ(m/ρ) samples, denote them as Y1
Denote the remaining samples as Y2
Ŷ1 = EXACT-COMPLETION(Y1)
A0 = SPECTRAL-INIT(Ŷ1, Y2, ρ, k,m) (Algorithm 5)
A = DESCENT-ALTMIN(Y,A0, ρ,Θ(m/ρk)) (Algorithm 4)
Output: A – the recovered dictionary
2.9.2 Analysis
The remainder of the paper analyzes the above algorithm. Our main theoretical result is stated
in Theorem 2.9.1, which follows from an appropriate concatenation of the main results of Candès
and Tao (2010); Candès and Recht (2009), and the earlier sections.
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logn). When p = Õ(max(m,n)k/ρ
4),
then with high probability, Algorithm 6 recovers A∗ within column-wise O(
√
k/n) error. The total
running time is Õ(ρmn2p).
In the next lemma, we show that we can construct the hold-out set of size at least mpolylog(n).
The best available matrix completion result requires nrpolylog(n) observed entries, which suggests
the hold-out set must be at least rpolylog(n)/ρ partial columns. When r = O(m), we require 1/ρ
factor more partial samples than is necessary to be able to construct the hold-out sampling set.
Lemma 2.9.1 (Theorem 1.2, Candès and Tao (2010)). Given p1 = mpolylog(n)/ρ partial samples
Y1 = [y1, y2, . . . , yp1 ] = PΓ1(A∗X1). With probability 1− n−3, nuclear norm minimization recovers
all the entries of Z1 = A
∗X1 exactly. The running time is O(max(m,n)
3). We dub this algorithm
as EXACT-MATRIX-COMPLETION.
Proof. We prove this result by construction. The matrix Y1 has p1 = mpolylog(n)/ρ columns,
then by the uniform sampling, it has mnpolylog(n)/ρ observed entires, which is bigger than
rnpolylog(n)/ρ since m > r. By Assumption 2.9.2, the singular vectors of the original matrix Z1
have incoherence parameter µ0 = O(log n) with respect to the standard basis (as defined therein).
Apply Theorem 1.2, Candès and Tao (2010), we obtain the result. 
Provided the approximate Ŷ1 of the full samples Z1, we use them as the hold-out set to perform
spectral initialization and obtain a coarse estimate A0 that is δ-close to the ground truth with
closeness δ = O∗(1/ log n). In order to establish provable guarantees for learning the dictionary A∗,
we use the results in Theorem 2.4.1 and Lemm 2.3.1.
By way of Lemma 2.9.1, we can achieve the exact recovery of Y1 with near optimal sample
complexity at the price of running time. It it important to note that we do not need exact recovery
but can tolerate error n−1 entrywise. Lemma 2.9.2 gives guarantee for such an error.
Let us denote u = A∗α and v = A∗α′ sampled from the model without sub-sampling. Consider
a sample with missing entries y = A∗Γ•x
∗ under a random subset Γ ⊆ [n]. Suppose we are given two
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representing coarse estimates of α and α′ respectively. The following lemma establishes the quality
of these estimates (coordinate-wise).
Lemma 2.9.2. Suppose ‖εu‖ ≤ O(n−1/4). With high probability over the randomness in u and Γ,
we have:












Proof. By definition of β, we have








By Lemma 2.4.1, Chapter 2, we have∣∣∣1
ρ
A∗TΓ,iu− αi




















since ‖A∗Γ,i‖2 ≤ ρ+ o(ρ) and ‖εu‖ ≤ n−1/2.
Combining these two bounds, we get








w.h.p., which is the first part of the claim.











for U = supp(α). Then, using ‖αU‖ ≤
√
k log n w.h.p., ‖A∗‖ ≤ O(1) and ‖εu‖ ≤ O(n−1/4), then
‖β‖ ≤
√




CHAPTER 3. GRADIENT DYNAMICS OF WEIGHT-TIED
AUTOENCODERS
Recent progress in learning theory has led to the emergence of provable algorithms for training
certain families of neural networks. Under the assumption that the training data is sampled from a
suitable generative model, the weights of the trained networks obtained by these algorithms recover
(either exactly or approximately) the generative model parameters. However, the large majority
of these results are only applicable to supervised learning architectures. The majority of recent
theoretical advances in learning neural networks have focused on the supervised setting. In this
chapter, we provide a series of results for unsupervised learning with autoencoders. Specifically, we
study shallow two-layer autoencoder architectures with shared weights. We focus on three generative
models for data that are common in statistical machine learning: (i) the mixture-of-gaussians
model, (ii) the sparse coding model, and (iii) the sparsity model with non-negative coefficients. All
three models are widely studied in the machine learning literature. For each of these models, we
prove that under suitable choices of hyperparameters, architectures, and initialization, autoencoders
learned by gradient descent can successfully recover the parameters of the corresponding model.
To our knowledge, this is the first result that rigorously studies the dynamics of gradient descent
for weight-sharing autoencoders. Our analysis can be viewed as theoretical evidence that shallow
autoencoder modules indeed can be used as feature learning mechanisms for a variety of data





Due to the resurgence of neural networks and deep learning, there has been growing interest
in the community towards a thorough and principled understanding of training neural networks
in both theoretical and algorithmic aspects. This has led to several important breakthroughs
recently, including provable algorithms for learning shallow (1-hidden layer) networks with nonlinear
activations (Tian, 2017; Ge et al., 2017; Brutzkus and Globerson, 2017; Zhong et al., 2017a), deep
networks with linear activations (Kawaguchi, 2016), and residual networks (Li and Yuan, 2017;
Hardt and Ma, 2017).
A typical approach adopted by this line of work is as follows: assume that the data obeys a ground
truth generative model (induced by simple but reasonably expressive data-generating distributions),
and prove that the weights learned by the proposed algorithms (either exactly or approximately)
recover the parameters of the generative model. Indeed, such distributional assumptions are
necessary to overcome known NP-hardness barriers for learning neural networks (Blum and Rivest,
1989). Nevertheless, the majority of these approaches have focused on neural network architectures
for supervised learning, barring a few exceptions which we detail below.
3.1.2 Our Contributions
In this chapter, we complement this line of work by providing new theoretical results for
unsupervised learning using neural networks. Our focus here is on shallow two-layer autoencoder
architectures with shared weights. Conceptually, we build upon previous theoretical results on
learning autoencoder networks (Arora et al., 2014a, 2015c; Rangamani et al., 2017), and we elaborate
on the novelty of our work in the discussion on prior work below.
We consider the standard setting adopted in Chapter 1 and 2: we assume that the training data
consists of i.i.d. samples from a high-dimensional distribution parameterized by a generative model,
and we train the weights of the autoencoder using ordinary (batch) gradient descent. We consider
three families of generative models that are commonly adopted in machine learning: (i) the Gaussian
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mixture model with well-separated centers (Arora and Kannan, 2005); (ii) the k-sparse model,
specified by sparse linear combination of atoms (Spielman et al., 2012); and (iii) the non-negative
k-sparse model (Rangamani et al., 2017). While these models are traditionally studied separately
depending on the application, all of these model families can be expressed via a unified, generic
form:
y = Ax∗ + η, (3.1)
which we (loosely) dub as the generative bilinear model. In this form, A is a groundtruth n×m-
matrix, x∗ is an m-dimensional latent code vector and η is an independent n-dimensional random
noise vector. Samples y’s are what we observe. Different choices of n and m, as well as different
assumptions on A and x∗ lead to the three aforementioned generative models.
Under these three generative models, and with suitable choice of hyper-parameters, initial
estimates, and autoencoder architectures, we rigorously prove that:
Two-layer autoencoders, trained with (normalized) gradient descent over the reconstruc-
tion loss, provably learn the parameters of the underlying generative bilinear model.
To the best of our knowledge, our work is the first to analytically characterize the dynamics
of gradient descent for training two-layer autoencoders. Our analysis can be viewed as theoretical
evidence that shallow autoencoders can be used as feature learning mechanisms (provided the
generative modeling assumptions hold), a view that seems to be widely adopted in practice. Our
analysis highlights the following interesting conclusions: (i) the activation function of the hidden
(encoder) layer influences the choice of bias; (ii) the bias of each hidden neuron in the encoder
plays an important role in achieving the convergence of the gradient descent; and (iii) the gradient
dynamics depends on the complexity of the generative model. Further, we speculate that our
analysis may shed insight on practical considerations for training deeper networks with stacked
autoencoder layers as building blocks (Arora et al., 2014a).
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3.1.3 Techniques
Our analysis is built upon recent algorithmic developments in the sparse coding literature (Agar-
wal et al., 2014b; Gribonval et al., 2015b; Arora et al., 2015a). Sparse coding corresponds to the
setting where the synthesis coefficient vector x∗(i) in (3.1) for each data sample y(i) is assumed to be
k-sparse, i.e., x∗(i) only has at most k  m non-zero elements. The exact algorithms proposed in
these papers are all quite different, but at a high level, all these methods involve establishing a notion
that we dub as “support consistency”. Broadly speaking, for a given data sample y(i) = Ax∗(i) +η(i),
the idea is that when the parameter estimates are close to the ground truth, it is possible to
accurately estimate the true support of the synthesis vector x∗(i) for each data sample y(i).
We extend this to a broader family of generative models to form a notion that we call “code
consistency”. We prove that if initialized appropriately, the weights of the hidden (encoder) layer of
the autoencoder provides useful information about the sign pattern of the corresponding synthesis
vectors for every data sample. Somewhat surprisingly, the choice of activation function of each
neuron in the hidden layer plays an important role in establishing code consistency and affects the
possible choices of bias.
The code consistency property is crucial for establishing the correctness of gradient descent
over the reconstruction loss. This turns out to be rather tedious due to the weight sharing — a
complication which requires a substantial departure from the existing machinery for analysis of
sparse coding algorithms — and indeed forms the bulk of the technical difficulty in our proofs.
Nevertheless, we are able to derive explicit linear convergence rates for all the generative models
listed above. We do not attempt to analyze other training schemes (such as stochastic gradient
descent or dropout) but anticipate that our analysis may lead to further work along those directions.
3.1.4 Comparison with Prior Work
Recent advances in algorithmic learning theory has led to numerous provably efficient algorithms
for learning Gaussian mixture models, sparse codes, topic models, and ICA (see (Arora and Kannan,
2005; Moitra and Valiant, 2010; Arora et al., 2012; Goyal et al., 2014; Spielman et al., 2012; Agarwal
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et al., 2014b; Gribonval et al., 2015b; Arora et al., 2015a) and references therein). We refer the
reader to Chapter 1 and Chapter 2 for more complete treatment of prior work on this line of research.
We would like to emphasize that we do not propose a new algorithm or autoencoder architecture,
nor are we the first to highlight the applicability of autoencoders with the aforementioned generative
models. Indeed, generative models such as k-sparsity models have served as the motivation for the
development of deep stacked (denoising) autoencoders dating back to the work of (Vincent et al.,
2010). The paper (Arora et al., 2014a) proves that stacked weight-sharing autoencoders can recover
the parameters of sparsity-based generative models, but their analysis succeeds only for certain
generative models whose parameters are themselves randomly sampled from certain distributions.
In contrast, our analysis holds for a broader class of networks; we make no randomness assumptions
on the parameters of the generative models themselves.
More recently, autoencoders have been shown to learn sparse representations (Arpit et al., 2015).
The recent paper (Rangamani et al., 2017) demonstrates that under the sparse generative model,
the standard squared-error reconstruction loss of ReLU autoencoders exhibits (with asymptotically
many samples) critical points in a neighborhood of the ground truth dictionary. However, they do
not analyze gradient dynamics, nor do they establish convergence rates. We complete this line of
work by proving explicitly that gradient descent (with column-wise normalization) in the asymptotic
limit exhibits linear convergence up to a radius around the ground truth parameters.
3.2 Preliminaries
Notation Denote by xS the sub-vector of x ∈ Rm indexed by the elements of S ⊆ [m].
Similarly, let WS be the sub-matrix of W ∈ Rn×m with columns indexed by elements in S. Also,
define supp(x) , {i ∈ [m] : xi 6= 0} as the support of x, sgn(x) as the element-wise sign of x and
1E as the indicator of an event E.
We adopt standard asymptotic notations: let f(n) = O(g(n)) (or f(n) = Ω(g(n))) if there
exists some constant C > 0 such that |f(n)| ≤ C|g(n)| (respectively, |f(n)| ≥ C|g(n)|). Next,
f(n) = Θ(g(n)) is equivalent to that f(n) = O(g(n)) and f(n) = Ω(g(n)). Also, f(n) = ω(g(n)) if
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limn→∞ |f(n)/g(n)| =∞. In addition, g(n) = O∗(f(n)) indicates |g(n)| ≤ K|f(n)| for some small
enough constant K. Throughout, we use the phrase “with high probability” (abbreviated to w.h.p.)
to describe any event with failure probability at most n−ω(1).
3.2.1 Two-Layer Autoencoders
We focus on shallow autoencoders with a single hidden layer, n neurons in the input/output
layer and m hidden neurons. We consider the weight-sharing architecture in which the encoder has
weights W T ∈ Rm×n and the decoder uses the shared weight W ∈ Rn×m. The architecture of the
autoencoder is shown in Fig. 3.1. Denote b ∈ Rm as the vector of biases for the encoder (we do
not consider decoder bias.) As such, for a given data sample y ∈ Rn, the encoding and decoding
respectively can be modeled as:
x = σ(W T y + b) and ŷ = Wx, (3.2)
where σ(·) denotes the activation function in the encoder neurons. We consider two types of
activation functions: (i) the rectified linear unit:
ReLU(z) = max(z, 0),
and (ii) the hard thresholding operator:
thresholdλ(z) = z1|z|≥λ.
When applied to a vector (or matrix), these functions are operated on each element and return a
vector (respectively, matrix) of same size. Our choice of the activation σ(·) function varies with
different data generative models, and will be clear by context.




‖y − ŷ‖2 = 1
2
‖y −Wσ(W T y + b)‖2,
and we analyze the expected loss where the expectation is taken over the data distribution (specified
















Figure 3.1 Architecture of a shallow 2-layer autoencoder network. The encoder takes an
input and computes the corresponding latent representation, and the decoder
then reconstructs the input based on the representation. The encoder and
decoder can share the weights with each other.
et al., 2017), we investigate the landscape of the expected loss so as to shed light on dynamics
of gradient descent for training the above autoencoder architectures. Indeed, we show that for a
variety of data distributions, such autoencoders can recover the distribution parameters via suitably
initialized gradient descent.
3.2.2 Generative Bilinear Model
We now describe an overarching generative model for the data samples. Specifically, we posit
that the data samples {y(i)}Ni=1 ∈ Rn are drawn according to the following “bilinear” model:
y = Ax∗ + η, (3.3)
where A ∈ Rn×m is a ground truth set of parameters, x∗ ∈ Rm is a latent code vector, and η ∈ Rn
represents noise. Depending on different assumptions made on A and x∗, this model generalizes
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various popular cases, such as mixture of spherical Gaussians, sparse coding, nonnegative sparse
coding, and independent component analysis (ICA). We will elaborate further on specific cases, but
in general our generative model satisfies the following generic assumptions:
A1. The code x∗ is supported on set S of size at most k, such that pi = P[i ∈ S] = Θ(k/m),
pij = P[i, j ∈ S] = Θ(k2/m2) and pijl = P[i, j, l ∈ S] = Θ(k3/m3);
A2. Nonzero entries are independent; moreover, E[x∗i |i ∈ S] = κ1 and E[x∗2i |i ∈ S] = κ2 <∞;
A3. For i ∈ S, |x∗i | ∈ [a1, a2] with 0 ≤ a1 ≤ a2 ≤ ∞;
A4. The noise term η is distributed according to N (0, σ2ηI) and is independent of x∗.
As special cases of the above model, we consider the following variants.
Mixture of spherical Gaussians: We consider the standard Gaussian mixture model with
m centers, which is one of the most popular generative models encountered in machine learning
applications. We model the means of the Gaussians as columns of the matrix A. To draw a
data sample y, we sample x∗ uniformly from the canonical basis {ei}mi=1 ∈ Rn with probability
pi = Θ(1/m). As such, x
∗ has sparsity parameter k = 1 with only one nonzero element being 1.
That means, κ1 = κ2 = a1 = a2 = 1.
Sparse coding: This is a well-known instance of the above structured linear model, where the
goal is basically to learn an overcomplete dictionary A that sparsely represents the input y. It has a
rich history in various fields of signal processing, machine learning and neuroscience (Olshausen
and Field, 1997). The generative model described above has successfully enabled recent theoretical
advances in sparse coding (Spielman et al., 2012; Agarwal et al., 2014b; Gribonval et al., 2015b;
Arora et al., 2014b, 2015a). The latent code vector x∗ is assumed to be k-sparse, whose nonzero
entries are sub-Gaussian and bounded away from zero. Therefore, a1 > 0 and a2 =∞. We assume
that the distribution of nonzero entries are standardized such that κ1 = 0, κ2 = 1. Note that the
condition of κ2 further implies that a1 ≤ 1.
Non-negative sparse coding: This is another variant of the above sparse coding model where
the elements of the latent code x∗ are additionally required to be non-negative (Rangamani et al.,
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2017). In some sense this is a generalization of the Gaussian mixture model described above. Since
the code vector is non-negative, we do not impose the standardization as in the previous case of
general sparse coding (κ1 = 0 and κ2 = 1); instead, we assume a compact interval of the nonzero
entries; that is, a1 and a2 are positive and bounded.
Having established probabilistic settings for these models, we now establish certain deterministic
conditions on the true parameters A to enable analysis. First, we require each column Ai to be
normalized to unit norm in order to avoid the scaling ambiguity between A and x∗. (Technically,
this condition is not required for the mixture of Gaussian model case since x∗ is binary; however we
make this assumption anyway to keep the treatment generic.) Second, we require columns of A to
be “sufficiently distinct”; this is formalized by adopting the notion of pairwise incoherence, adopted
in Chapter 1 and Chapter 2.
Definition 3.2.1. Suppose that A ∈ Rn×m has unit-norm columns. A is said to be µ-incoherent if
for every pair of column indices (i, j), i 6= j we have |〈Ai, Aj〉| ≤ µ√n .
Though this definition is motivated from the sparse coding literature, pairwise incoherence
is sufficiently general to enable identifiability of all aforementioned models. For the mixture of
Gaussians with unit-norm means, pairwise incoherence states that the means are well-separated,
which is a standard assumption. In the case of Gaussian mixtures, we assume that m = O(1) n.
For sparse coding, we focus on learning overcomplete dictionaries where n ≤ m = O(n) . For the
sparse coding case, we further require the spectral norm bound on A, i.e., ‖A‖ ≤ O(
√
m/n). (In
other words, A is well-conditioned.)
Our eventual goal is to show that training autoencoder via gradient descent can effectively
recover the generative model parameter A. To this end, we use a measure of goodness in recovery,
given in Definition 1.2.1 in Chapter 1. Noting that any recovery method can only recover A up to
a permutation ambiguity in the columns (and a sign-flip ambiguity in the case of sparse coding),
we first define an operator π that permutes the columns of the matrix (and multiplies by +1 or
−1 individually to each column in the case of sparse coding.) We restate the measure here for
convenience:
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Definition 3.2.2 (δ-closeness and (δ, ξ)-nearness). A matrix W is said to be δ-close to A if there
exists an operator π(·) defined above such that ‖π(W )i −Ai‖ ≤ δ for all i. We say W is (δ, ξ)-near
to A if in addition ‖π(W )−A‖ ≤ ξ‖A‖.
Armed with the above definitions and assumptions, we are now ready to state our results. Since
the actual mathematical guarantees are somewhat tedious and technical, we summarize our results
in terms of informal theorem statements, and elaborate more precisely in the following sections.
Our first main result establishes the code consistency of weight-sharing autoencoders under all
the generative linear models described above, provided that the weights are suitably initialized.
Theorem 3.2.1 (informal). Consider a sample y = Ax∗ + η. Let x = σ(W T y + b) be the output of
the encoder part of the autoencoder. Suppose that W is δ-close to A with δ = O∗(1/ log n).
(i) If σ(·) is either the ReLU or the hard thresholding activation, then the support of the true
code vector x∗ matches that of x for the mixture-of-Gaussians and non-negative sparse coding
generative models.
(ii) If σ(·) is the hard thresholding activation, then the support of x∗ matches that of x for the
sparse coding generative model.
Our second main result leverages the above property. We show that iterative gradient descent
over the weights W linearly converges to a small neighborhood of the ground truth.
Theorem 3.2.2 (informal). Provided that the initial weight W 0 such that W 0 is (δ, 2)-near to A.
Given asymptotically many samples drawn from the above models, an iterative gradient update of W
can linearly converge to a small neighborhood of the ground truth A.
We formally present these technical results in the next sections. Note that we analyze the
encoding and the gradient given W s at iteration s; however we often skip the superscript for clarity.
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3.3 Initialization
Our main result is a local analysis of the learning dynamics for two-layer autoencoders. More
specifically, we prove that the (batch) gradient descent linearly converges to the ground truth
parameter A given an initialization W 0 that is O∗(1/ log n) column-wise close to the ground truth.
Despite the fact that the recovery error at the convergence is exponentially better than the initial
1/ log n order, a natural question is how to achieve this initialization requirement. In practice,
random initialization for autoencoders is a common strategy and it often leads to surprisingly
good results (Coates and Ng, 2011; Saxe et al., 2011). In theory, however, the validity of the
random initialization is still an open problem. For the k-sparse model, the authors in (Arora et al.,
2015a) introduce an algorithm that provably produces such a coarse estimate of A using spectral
methods. This algorithm applies perfectly to this context of the autoencoder architecture. We
conjecture that this spectral algorithm still works for non-negative sparse case (including the special
mixture of Gaussian model) although, due to non-negativity, more complicated treatments including
concentration arguments and sign flips of the columns are involved. We leave this to our future
work.
3.4 Forward Computation
Our technical results start with the analysis of the encoding stage in the forward pass. We
rigorously prove that the encoding performed by the autoencoder is sufficiently good in the sense
that it recovers part of the information in the latent code x∗ (specifically, the signed support of x∗.)
This is achieved based on appropriate choices of activation function, biases, and a good W within
close neighborhood of the true parameters A. We call this property code consistency:
Theorem 3.4.1 (Code consistency). Let x = σ(W T y + b). Suppose W is δ-close to A with
δ = O∗(1/ log n) and the noise satisfies ση = O(1/
√
n). Then the following results hold:
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(i) General k-sparse code with thresholding activation: Suppose µ ≤
√
n/ log2 n and k ≤ n/ log n.
If x = thresholdλ(W
T y + b) with λ = a1/2 and b = 0, then with high probability
sgn(x) = sgn(x∗).
(ii) Non-negative k-sparse code with ReLU activation: Suppose µ ≤ δ
√
n/k and k = O(1/δ2).




k] for all i, then with high
probability,
supp(x) = supp(x∗).
(iii) Non-negative k-sparse code with thresholding activation: Suppose µ ≤ δ
√
n/k and k = O(1/δ2).
If x = thresholdλ(W
T y + b) with λ = a1/2 and b = 0, then with high probability,
supp(x) = supp(x∗).
The full proof for Theorem 3.4.1 is relegated to Appendix 3.7. Here, we provide a short proof
for the mixture-of-Gaussians generative model, which is really a special case of (ii) and (iii) above,
where k = 1 and the nonzero component of x∗ is equal to 1 (i.e., κ1 = κ2 = a1 = a2 = 1.)
Proof. Denote z = W T y + b and S = supp(x∗) = {j}. Let i be fixed and consider two cases: if
i = j, then
zi = 〈Wi, Ai〉+ 〈Wi, η〉+ bi ≥ (1− δ2/2)− ση log n+ bi > 0,
w.h.p. due to the fact that 〈Wi, Ai〉 ≥ 1 − δ2/2 (Claim 3.7.1), and the conditions ση = O(1/
√
n)
and bi > −1 + δ.
On the other hand, if i 6= j, then using Claims 3.7.1 and 3.7.2 in Appendix 3.7, we have w.h.p.
zi = 〈Wi, Aj〉+ 〈Wi, η〉+ bi ≤ µ/
√
n+ δ + ση log n+ bi < 0,
for bi ≤ −2δ, µ ≤ δ
√
n/k and ση = O(1/
√
n). Due to Claim 2, these results hold w.h.p. uniformly
for all i, and hence x = ReLU(z) has the same support as x∗ w.h.p..
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Moreover, one can also see that when bi = 0, then w.h.p., zi > 1/2 if i = j and zi < 1/4
otherwise. This result holds w.h.p. uniformly for all i, and therefore, x = threshold1/2(z) has the
same support as x∗ w.h.p. 
Note that for the non-negative case, both ReLU and threshold activation would lead to a correct
support of the code, but this requires k = O(1/δ2), which is rather restrictive and might be a
limitation of the current analysis. Also, in Theorem 3.4.1, b is required to be negative for ReLU
activation for any δ > 0 due to the error of the current estimate W . However, this result is consistent
with the conclusion of (Konda et al., 2015) that negative bias is desirable for ReLU activation to
produce sparse code. Note that such choices of b also lead to statistical bias (error) in nonzero code
and make it difficult to construct a provably correct learning procedure (Section 3.5) for ReLU
activation.
Part (i) of Theorem 3.4.1 mirrors the consistency result established for sparse coding in (Arora
et al., 2015a).
Next, we apply the above result to show that provided the consistency result a (batch) gradient
update of the weights W (and bias in certain cases) converges to the true model parameters.
3.5 Surrogate Gradient Learning Dynamics
In this section, we show that a gradient descent update for W of the autoencoder (followed by a
normalization in the Euclidean column norm of the updated weights) leads to a linear convergence
to a small neighborhood of the ground truth A under the aforementioned generative models. For
this purpose, we analyze the gradient of the expected loss with respect to W . Our analysis involves
calculating the expected value of the gradient as if we were given infinitely many samples. (The
finite sample analysis is left as future work.)
Since both ReLU and hard thresholding activation functions are non-differentiable at some
values, we will formulate an approximate gradient. Whenever differentiable, the gradient of the loss
L with respect to the column Wi ∈ Rn of the weight matrix W is given by:
∇WiL = −σ′(W Ti y + bi)
[








where x = σ(W T y + b) and σ′(zi) is the gradient of σ(zi) at zi where σ is differentiable. For the
rectified linear unit ReLU(zi) = max(zi, 0), its gradient is
σ′(zi) =

1 if zi > 0,
0 if zi < 0.
On the other hand, for the hard thresholding activation thresholdλ(zi) = zi1|zi|≥λ, the gradient is
σ′(zi) =

1 if |zi| > λ,
0 if |zi| < λ.
One can see that in both cases, the gradient σ′(·) at zi = W Ti y + bi resembles an indicator function
1xi 6=0 = 1σ(zi)6=0 except where it is not defined. The observation motivates us to approximate the
∇WiL with a simpler rule by replacing σ′(W Ti y + bi) with 1xi 6=0:
∇̃iL = −1xi 6=0(W
T
i yI + biI + yW
T
i )(y −Wx).
In fact, (Rangamani et al., 2017) (Lemma 5.1) shows that this approximate gradient ∇̃iL is
a good approximation of the true gradient (3.4) in expectation. Since A is assumed to have
normalized columns (with ‖Ai‖ = 1), we can enforce this property to the update by a simple column
normalization after every update; to denote this, we use the operator normalize(·) that returns a
matrix normalize(B) with unit columns, i.e.:
normalize(B)i = Bi/‖Bi‖,
for any matrix B that has no all-zero columns.
Our convergence result leverages the code consistency property in Theorem 3.4.1, but in turn
succeeds under constraints on the biases of the hidden neurons b. For thresholding activation, we
can show that the simple choice of setting all biases to zero leads to both code consistency and
linear convergence. However, for ReLU activation, the range of bias specified in Theorem 3.4.1 (ii)
has a profound effect on the descent procedure. Roughly speaking, we need non-zero bias in order to
ensure code consistency, but high values of bias can adversely impact gradient descent. Indeed, our
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current analysis does not succeed for any constant choice of bias (i.e., we do not find a constant bias
that leads to both support consistency and linear convergence.) To resolve this issue, we propose
to use a simple diminishing (in magnitude) sequence of biases b along different iterations of the
algorithm. Overall, this combination of approximate gradient and normalization lead to an update
rule that certifies the existence of a linear convergent algorithm (up to a neighborhood of A.) The
results are formally stated as follows:
Theorem 3.5.1 (Descent property). Suppose that at step s the weight W s is (δs, 2)-near to A.
There exists an iterative update rule W s+1 = normalize(W s− ζgs) that linearly converges to A when
given infinitely many fresh samples. More precisely, there exists some τ ∈ (1/2, 1) such that:
(i) Mixture of Gaussians: Suppose the conditions in either (ii) or (iii) of Theorem 3.4.1 hold.
Suppose that the learning rate ζ = Θ(m), and that the bias vector b satisfies:
(i.1) b = 0 if x = threshold1/2(W
T y + b); or
(i.2) bs+1 = bs/C if x = ReLU(W T y + b) for some constant C > 1.
Then, ‖W s+1 −A‖2F ≤ (1− τ)‖W s −A‖2F +O(mn−O(1)).
(ii) General k-sparse code: Provided the conditions in Theorem 3.4.1 (i) hold and the learning
rate ζ = Θ(m/k).
Then, ‖W s+1 −A‖2F ≤ (1− τ)‖W s −A‖2F +O(mk2/n2).
(iii) Non-negative k-sparse code: Suppose the conditions in either (ii) or (iii) of Theorem 3.4.1
hold. Suppose that the learning rate ζ = Θ(m/k) and the bias b satisfies:
(iii.1) b = 0 if x = thresholda1/2(W
T y + b); or
(iii.2) bs+1 = bs/C if x = ReLU(W T y + b) for some constant C > 1.
Then, ‖W s+1 −A‖2F ≤ (1− τ)‖W s −A‖2F +O(k3/m).
Recall the approximate gradient of the squared loss:
∇̃iL = −1xi 6=0(W
T




We will use this form to construct a desired update rule with linear convergence. Let us consider an
update step gs in expectation over the code x∗ and and the noise η:
gi = −E[1xi 6=0(W
T
i yI + biI + yW
T
i )(y −Wx)]. (3.5)
To prove Theorem 3.5.1, we compute gi according to the generative models described in (3.3)
and then argue the descent. Here, we provide a proof sketch for (again) the simplest case of
mixture-of-Gaussians; the full proof is deferred to Appendix 3.8.
Proof of Theorem 3.5.1 (i). Based on Theorem 3.4.1, one can explicitly compute the expectation
expressed in (3.5). Specifically, the expected gradient gi is of the form:
gi = −piλiAi + pi(λ2i + 2biλi + b2i )Wi + γ
where λi = 〈W si , Ai〉 and ‖γ‖ = O(n−w(1)). If we can find bi such that λ2i + 2biλi + b2i ≈ λi for all
i, gi roughly points in the same desired direction to Ai, and therefore, a descent property can be
established via the following result:
Lemma 3.5.1. Suppose W is δ-close to A and the bias satisfies |(bi + λi)2− λi| ≤ 2(1− λi). Then:








From Lemma 3.5.1, one can easily prove the descent property using (Arora et al., 2015a) (Theorem
6). We apply this lemma with learning rate ζ = maxi(1/piλi) and τ = ζpi(λi − 2δ2) ∈ (0, 1) to
achieve the descent as follows:
‖W̃ s+1i −Ai‖
2 ≤ (1− τ)‖W si −Ai‖2 +O(n−K),
where W̃ s+1 = W s − ζgs and K is some constant greater than 1. Finally, we use Lemma 3.8.4 to
obtain the descent property for the normalized W s+1i .
Now, we determine when the bias conditions in Theorem 3.4.1 and Lemma 3.5.1 simultaneously
hold for different choices of activation function. For the hard-thresholding function, since we do not
need bias (i.e. bi = 0 for every i), then λi(1− λi) ≤ 2(1− λi) and this lemma clearly follows.
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On the other hand, if we encode x = ReLU(W T y + b), then we need every bias bi to satisfy
bi ∈ [−1 + 2δs
√
k, −δs] and |(bi + λi)2 − λi| ≤ 2(1− λi). Since λi = 〈W si , Ai〉 → 1 and δs → 0, for
the conditions of bi to hold, we require bi → 0 as s increases. Hence, a fixed bias for the rectified
linear unit would not work. Instead, we design a simple update for the bias (and this is enough to
prove convergence in the ReLU case).
Here is our intuition. The gradient of L with respect to bi is given by:
∇biL = −σ
′(W Ti y + bi)W
T
i (y −Wx)
Similarly to the update for the weight matrix, we approximate this gradient with by replacing
σ′(W Ti y + bi) with 1xi 6=0, calculate the expected gradient and obtain:
(gb)i = −E[W Ti (y −Wx)1x∗i 6=0] + γ
= −E[W Ti (y −Wi(W Ti y + bi)1x∗i 6=0] + γ
= −E[(W Ti − ‖Wi‖2W Ti )y + ‖Wi‖2bi1x∗i 6=0] + γ
= −pibi + γ
From the expected gradient formula, we design a very simple update for the bias: bs+1 =
√
1− τbs
where b0 = −1/ log n, and show by induction that this choice of bias is sufficiently negative to make
the consistency result in Theorem 3.4.1 (ii) and (iii) hold at each step. At the first step, we have
δ0 ≤ O∗(1/ log n), then
b0i = −1/ log n ≤ −‖W 0i −Ai‖.
Now, assuming bsi ≤ −‖W si −Ai‖, we need to prove that bs+1 ≤ −‖W
s+1
i −Ai‖.
From the descent property at the step s, we have
‖W s+1i −Ai‖ ≤
√
1− τ‖W si −Ai‖+ o(δs).
Therefore, bs+1i =
√
1− τbsi ≤ −
√
1− τ‖W si − Ai‖ ≤ −‖W
s+1
i − Ai‖ − o(δs). As a result,
|(bi+λi)2−λi| ≈ λi(1−λi) ≤ 2(1−λi). In addition, the condition of bias in the support consistency


























































Figure 3.2 The learning curve in training step using different initial estimate W 0. From left
to right, the autoencoder is initialized by (i) some perturbation of the ground
truth, (ii) PCA and (iii) random guess.
hence the descent results stated in (i.2) and (iii.2) hold for the special case of the Gaussian mixture
model. 
3.6 Experiments
We support our theoretical results with some experiments on synthetic data sets under on the
mixture-of-Gaussians model. We stress that these experimental results are not intended to be
exhaustive or of practical relevance, but rather only to confirm some aspects of our theoretical
results, and shed light on where the theory falls short.
We generate samples from a mixture of m = 10 Gaussians with dimension n = 784 using
the model y = Ax∗ + η. The means are the columns of A, randomly generated according to
Ai ∼ N (0, 1√nIn). To synthesize each sample y, we choose x
∗ uniformly from the canonical bases
{ei}mi=1 and generate a Gaussian noise vector η with independent entries and entry-wise standard
deviation ση. We create a data set of 10, 000 samples in total for each Monte Carlo trial.
We consider a two-layer autoencoder with shared weights as described in Section 3.2.1, such
that the hidden layer has 10 units with ReLU activation. Then, we observe its gradient dynamics
on the above data using three different initializations: (i) we initialize W by adding small random
perturbation to the groundtruth A such that W 0 = A + δE for δ = 0.5 with the perturbation
E ∈ R784×10 generated according to Eij ∼ N (0, 1/
√
n); (ii) we perform principal component analysis
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Figure 3.3 Frobenius norm difference between the learned W and the ground truth A
by three initialization schemes. For the green and blue curves, we use the
Hungarian algorithm to compute matching between W and A before computing
the norm difference.
of the data samples and choose the top 10 singular vectors as W 0; (iii) we randomly generate W
with Wi ∼ N (0, 1√nIn).
For all three initializations, the bias b of the encoder are initially set to b = −2.5δ. We train
the weights W with the batch gradient descent and update the bias using a fixed update rule
bs+1 = bs/2.
The learning rate for gradient descent is set fixed to ζ = m. The number of descent steps is
T = 50. We run the batch descent algorithm at each initialization with different levels of noise
(ση = 0.01, 0.02, 0.03), then we observe the reconstruction loss over the data samples.
Figure 3.2 shows the learning curve in the number of iterations. From the left, the first plot is
the loss with the initial point 0.5-close to A. The next two plots represent the learning using the
PCA and random initializations. The gradient descent also converges when using the same step size
and bias as described above. The convergence behavior is somewhat unexpected; even with random
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initialization the reconstruction loss decreases to low levels when the noise parameter ση is small.
This suggests that the loss surface is perhaps amenable to optimization even for radius bigger than
O(δ)-away from the ground truth parameters, although our theory does not account for this.
In Figure 3.3 we show the Frobenius norm difference between the ground truth A and final
solution W using three initialization schemes on a data set with noise ση = 0.01. Interestingly,
despite the convergence, neither PCA nor random initialization leads to the recovery of the ground
truth A. Note that since we can only estimate W up to some column permutation, we use the
Hungarian algorithm to compute matching between W and A and then calculate the norm.
3.7 Proof of Theorem 3.4.1
We start our proof with the following auxiliary claims.
Claim 3.7.1. Suppose that maxi‖Wi −Ai‖ ≤ δ and ‖Wi‖ = 1. We have:
1. 〈Wi, Ai〉 ≥ 1− δ2/2 for any i ∈ [m];
2. |〈Wi, Aj〉| ≤ µ/
√
n+ δ, for any j 6= i ∈ [m];
3.
∑
j∈S\{i}〈Wi, Aj〉2 ≤ O(µ2k/n+ δ2) for any S ⊂ [m] of size at most k.
Proof. The claims (i) and (ii) clearly follow from the δ-closeness and µ-incoherence properties as
shown below.
〈Wi, Ai〉 = 1− (1/2)‖Wi −Ai‖2 ≥ 1− δ2/2,
and
|〈Wi, Aj〉| = |〈Ai, Aj〉+ 〈Wi −Ai, Aj〉| ≤ µ/
√
n+ δ.
For (iii), we apply Cauchy-Schwarz to bound each term inside the summation. Precisely, for any
j 6= i,
〈Wi, Aj〉2 ≤ 2
(
〈Ai, Aj〉2 + 〈Wi −Ai, Aj〉2
)
≤ 2µ2/n+ 2〈Wi −Ai, Aj〉2.
Together with ‖A‖ = O(
√
m/n) = O(1), we finish proving (iii) by noting that∑
j∈S\{i}
〈Wi, Aj〉2 ≤ 2µ2k/n+ 2‖ATS (Wi −Ai)‖2F ≤ 2µ2k/n+ 2‖AS‖2‖Wi −Ai‖2 ≤ O(µ2k/n+ δ2).
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Claim 3.7.2. Suppose ‖Wi‖ = 1, then maxi|〈Wi, η〉| ≤ ση log n holds with high probability.
Proof. Since η is a spherical Gaussian random vector and ‖Wi‖ = 1, 〈Wi, η〉 is Gaussian with mean
0 and variance σ2η. Using the Gaussian tail bound for 〈Wi, η〉 and taking the union bound over
i = 1, 2, . . . ,m, we have that maxi|〈Wi, η〉| ≤ ση log n holds with high probability. 
Proof of Theorem 3.4.1. Denote z = W T y + b and let i ∈ [m] be fixed for a moment. (Later we use
a union bound argument for account for all i). Denote S = supp(x∗) and R = S\{i}. Notice that





S + η) + bi
= 〈Wi, Ai〉x∗i +
∑
j∈R
〈Wi, Aj〉x∗j + 〈Wi, η〉+ bi
= 〈Wi, Ai〉x∗i + Zi + 〈Wi, η〉+ bi,
where we write Zi =
∑
j∈R〈Wi, Aj〉x∗j . Roughly speaking, since 〈Wi, Ai〉 is close to 1, zi approxi-
mately equals x∗i if we can control the remaining terms. This will be made precise below separately
for different generative models.
3.7.1 Case (i): Sparse Coding Model
For this setting, the hidden code x∗ is k-sparse and is not restricted to non-negative values. The
nonzero entries are mutually independent sub-Gaussian with mean κ1 = 0 and variance κ2 = 1.
Note further that a1 ∈ (0, 1] and a2 =∞ and the dictionary is incoherent and over-complete.
Since the true code takes both positive and negative values as well as sparse, it is natural to
consider the hard thresholding activation. The consistency is studied in (Arora et al., 2015a) for the
case of sparse coding (see Appendix C and in Chapter 1 for a treatment of the noise.)
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3.7.2 Case (ii) and (iii): Non-negative k-Sparse Model












where we use bound (ii) in Claim 3.7.1 and ‖x∗‖ ≤ a2
√
k.
If i ∈ S, then w.h.p.
zi = 〈Wi, Ai〉x∗i + Zi + 〈Wi, η〉




+ kδ2 − ση log n+ bi > 0










On the other hand, when i /∈ S then w.h.p.





+ kδ2 + ση log n+ bi
≤ 0




2 − ση log n ≈ −a2δ
√
k.
Due to the use of Claim 2, these results hold w.h.p. uniformly for all i and so supp(x) = S for
x = ReLU(W T y+ b) w.h.p. by We re-use the tail bound P[Zi ≥ ε] given in (Rangamani et al., 2017),
Theorem 3.1.
Moreover, one can also see that with high probability zi > a1/2 if i ∈ S and zi < a2δ
√
k < a1/4
otherwise. This results hold w.h.p. uniformly for all i and so x = threshold1/2(z) has the same
support as x∗ w.h.p. 
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3.8 Proof of Theorem 3.5.1
3.8.1 Case (i): Mixture of Gaussians
We start with simplifying the form of gi using the generative model 3.4.1 and Theorem 3.4.1.
First, from the model we can have pi = P[x∗i 6= 0] = Θ(1/m) and E[η] = 0 and E[ηηT ] = σ2ηI.
Second, by Theorem 3.4.1 in (i), 1xi 6=0 = x
∗
i = 1 with high probability. As such, under the event we
have xi = σ(W
T
i y + bi) = (W
T
i y + bi)1x∗i 6=0 for both choices of σ (Theorem 3.4.1).
To analyze gi, we observe that
γ = E[(W Ti yI + biI + yW Ti )(y −Wx)(1x∗i 6=0 − 1xi 6=0)]
has norm of order O(n−w(1)) since the failure probability of the support consistency event is
sufficiently small for large n, and the remaining term has bounded moments. One can write:
gi = −E[1x∗i 6=0(W
T
i yI + biI + yW
T
i )(y −Wx)] + γ
= −E[1x∗i 6=0(W
T
i yI + yW
T
i + biI)(y −WiW Ti y − biWi)] + γ
= −E[1x∗i 6=0(W
T
i yI + yW
T
i )(I −WiW Ti )y] + biE[1x∗i 6=0(W
T
i yI + yW
T
i )]Wi
− biE[1x∗i 6=0(I −WiW
T
i )y] + b
2










Next, we study each of g
(t)
i , t = 1, 2, 3, by using the fact that y = Ai + η as x
∗
i = 1. To simplify the





i (Ai + η)I + (Ai + η)W
T
i )(I −WiW Ti )(Ai + η)1x∗i 6=0]
= −E[(λiI +AiW Ti + 〈Wi, η〉I + ηW Ti )(I −WiW Ti )(Ai + η)1x∗i 6=0]
= −(λiI +AiW Ti )(Ai − λiWi)P[x∗i 6= 0]− E[(〈Wi, η〉I + ηW Ti )(I −WiW Ti )η1x∗i 6=0]
= −piλiAi + piλ2iWi − E[(〈Wi, η〉I + ηW Ti )(I −WiW Ti )η1x∗i 6=0],
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where we use pi = P[x∗i 6= 0] and denote ‖Wi‖ = 1. Also, since η is spherical Gaussian-distributed,
we have:




η(1− ‖Wi‖2)Wi = 0,
To sum up, we have
g
(1)
i = −piλiAi + piλ
2
iWi (3.6)
For the second term,
g
(2)
i = biE[1x∗i 6=0(W
T
i yI + yW
T
i )]Wi = biE[1x∗i 6=0(W
T
i (Ai + η)I + (Ai + η)W
T
i )]Wi
= biE[(λiWi + ‖Wi‖2Ai)1x∗i 6=0]
= pibiλiWi + pibiAi. (3.7)




i = −bi(I −WiW
T
i )E[y1x∗i 6=0] = −bi(I −WiW
T
i )E[(Ai + η)1x∗i 6=0]
= −pibi(I −WiW Ti )Ai
= −pibiAi + pibiλiWi (3.8)
Putting (3.6), (3.7) and (3.8) together, we have
gi = −piλiAi + pi(λ2i + 2biλi + b2i )Wi + γ





λi, gi roughly points in the same desired direction to A
∗ and suggests the correlation of gi with
Wi −Ai. Now, we prove this result.
Proof of Lemma 3.5.1. Denote v = pi(λ
2
i + 2biλi + b
2
i − λi)Wi + γ. Then
gi = −piλiAi + pi(λ2i + 2biλi + b2i )Wi + γ (3.9)
= piλi(Wi −Ai) + v,
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Using this equality and taking inner product with Wi −Ai to both sides of (3.9), we get







We need an upper bound for ‖v‖2. Since
|(bi + λi)2 − λi| ≤ 2(1− λi)
and
2(1− λi) = ‖Wi −Ai‖2,
we have:
|(bi + λi)2 − λi| ≤ ‖Wi −Ai‖2 ≤ δ‖Wi −Ai‖
Notice that
‖v‖2 = ‖pi(λ2i + 2biλi + b2i − λi)Wi + γ‖2
≤ 2p2i δ2‖Wi −Ai‖2 + 2‖γ‖2.
Now one can easily show that








3.8.2 Case (ii): General k-Sparse Coding
For this case, we adopt the same analysis as used in Case 1. The difference lies in the distributional
assumption of x∗, where nonzero entries are independent sub-Gaussian. Specifically, given the
support S of size at most k with pi = P[i ∈ S] = Θ(k/m) and pij = P[i, j ∈ S] = Θ(k2/m2), we
suppose E[x∗i |S] = 0 and E[x∗Sx∗TS |S] = I. For simplicity, we choose to skip the noise, i.e., y = Ax∗
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for this case. Our analysis is robust to i.i.d. additive Gaussian noise in the data; see Chapter 1 for
a similar treatment. Also, according to Theorem 3.4.1, we set bi = 0 to obtain support consistency.
With zero bias, the expected update rule gi becomes
gi = −E[(W Ti yI + yW Ti )(y −Wx)1xi 6=0].
For S = supp(x∗), then y = ASx
∗
S . Theorem 3.4.1 in (ii) shows that supp(x) = S w.h.p., so under
that event we can write Wx = WSxS = WS(W
T
S y). Similar to the previous cases, γ denotes a
general quantity whose norm is of order n−w(1) due to the converging probability of the support
consistency. Now, we substitute the forms of y and x into gi:
gi = −E[(W Ti yI + yW Ti )(y −Wx)1xi 6=0]
= −E[(W Ti yI + yW Ti )(y −WSW TS y)1x∗i 6=0] + γ












































i 6=0|S] = 1 if j = l ∈ S and






















(I −WSW TS )(W Ti Aj)Aj1[i, j ∈ S],
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where we use the earlier notation λi = W
T
i Ai. Now, we compute its expectation over S. In the
following, pijk = P[i, j, k ∈ S] in which we use the convention that pijk = pij if k ∈ {i, j}, and













ES [W Ti Aj)Aj1[i, j ∈ S]] +
m∑
j,k=1


































= −piλiAi + piλ2iWi + g̃
(1)
i (3.10)





























i (I −WSW TS )Aj1[i, j ∈ S],
122
and its expectation can be simplified using ‖Wi‖ = 1 as
g
(2)






ES [(W Ti Aj)Aj1[i, j ∈ S]] +
m∑
j,k=1































k Aj)Aj . (3.11)
Now we combine the results in (3.10) and (3.11) to get




i + γ, (3.12)
where the perturbation terms are defined in (3.10) and (3.11). Observe that ignoring lower order
terms, gi can be written as piλi(Wi−Ai) + piλi(λi− 1)Wi, which roughly points in the same desired
direction to A. Rigorously, we argue the following:
Lemma 3.8.1. Suppose W is (δ, 2)-near to A. Then




Proof. We proceed with similar steps as in the proof of Lemma 3.5.1. By nearness,
‖W‖ ≤ ‖W −A‖+ ‖A‖ ≤ 3‖A‖ ≤ O(
√
m/n).
Also, pi = Θ(k/m) and pij = Θ(k
2/m2). Then, using similar proofs in Case (iii) (Section 3.8.3), one
can show that
‖g̃(1)‖ ≤ O(pik/n), ‖g(2)‖ ≤ O(pik/n).
Now we denote




gi = piλi(Wi −Ai) + v
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where ‖v‖ ≤ piλi(δ/2)‖Wi −Ai‖+O(pik/n) + ‖γ‖. Therefore, we obtain







where we assume that ‖γ‖ is negligible when compared with O(pik/n). 
Adopting the same arguments in the proof of Case (i), we are able to get the descent property
column-wise for the normalized gradient update with the step size ζ = maxi(1/piλi) such that there
is some τ ∈ (0, 1):
‖W s+1i −Ai‖
2 ≤ (1− τ)‖W si −Ai‖2 +O(pik2/n2λi).
Since pi = Θ(k/m), Consequently, we will obtain the descent in Frobenius norm stated in Theo-
rem 3.5.1, item (ii).
Lemma 3.8.2 (Maintaining the nearness). ‖W −A‖ ≤ 2‖A‖.
The proof proceeds similarly to that of (Arora et al., 2015a, Lemma 24 and Lemma 32). One
can instead perform a projection on convex set B = {W |W is δ-close to A∗ and ‖W‖ ≤ 2‖A‖} to
guarantee the nearness. The details can be found in (Arora et al., 2015b).
3.8.3 Case (iii): Non-negative k-Sparse Coding
We proceed with the proof similarly to the above case of general k-sparse code. Additional effort
is required due to the positive mean of nonzero coefficients in x∗. For x = σ(W T y + b), we have the
support recovery for both choices of σ a shown in (ii) and (iii) of Theorem 3.4.1. Hence we re-use
the expansion in (Rangamani et al., 2017) to compute the expected approximate gradient. Note
that we standardize Wi such that ‖Wi‖ = 1 and ignore the noise η.
Let i be fixed and consider the approximate gradient for the ith column of W . The expected
approximate gradient has the following form:
gi = −E[1xi 6=0(W
T
i yI + biI + yW
T















+ 2κ1pibiλi + 2κ1
∑
j 6=i
pijbi〈Wi, Aj〉+ pib2i ;

















and ei is a term with norm ‖ei‖ ≤ O(max (κ21, κ22)pik/m) – a rough bound obtained in (Rangamani
et al., 2017) (see the proof of Lemma 5.2 in pages 26 and 35 of (Rangamani et al., 2017).) As a
sanity check, by plugging in the parameters of the mixture of Gaussians to αi, βi and ei, we get the
same expression for gi in Case 1. We will show that only the first term in αi is dominant except















Proof. We bound the corresponding terms in αi one by one. We start with the second term:
m∑
j 6=i










since pij = Θ(k
















which leads to a bound on the third and the sixth terms. Note that this bound will be re-used to
bound the corresponding term in βi.




























−i for Qjl = pijl for j 6= l and Qjl = 0 otherwise. Again,
A−i denotes the matrix W with its i
th column removed. We have pijl = Θ(k
3/m3) ≤ O(qik2/m);
therefore, ‖M‖ ≤ ‖Q‖F ‖A‖2 ≤ O(qik2/m). 
Claim 3.8.2.









Proof. We proceed similarly to the proof of Claim 3.8.1. Due to nearness and the fact that
‖A∗‖ = O(
√









































































When bi = 0, from (3.8.1) and (3.8.2) and bi ∈ (−1, 0), we have:
αi = pi(κ2λ
2













where we implicitly require that k ≤ O(
√
n), which is even weaker than the condition k = O(1/δ2)
stated in Theorem 3.4.1. Now we recall the form of gi:
gi = −κ2piλiAi + pi(κ2λ2i + 2κ1pibiλi + b2i )Wi + v (3.13)






m)Wi + ei. Therefore




Lemma 3.8.3. Suppose A is δ-close to A∗ and the bias satisfies |κ2λ2i + 2κ1pibiλi + b2i − κ2λi| ≤
2κ2(1− λi), then







The proof of this lemma and the descent is the same as that of Lemma 3.5.1 for the case of
Gaussian mixture. Again, the condition for bias holds when bi = 0 and the thresholding activation
is used; but breaks down when the nonzero bias is set fixed across iterations.
Now, we give an analysis for a bias update. Similarly to the mixture of Gaussian case, the bias
is updated as
bs+1 = bs/C,
for some C > 1. The proof remains the same to guarantee the consistency and also the descent.
The last step is to maintain the nearness for the new update. Since it is tedious to argue
that for the complicated form of gi, we can instead perform a projection on convex set B =
{W |W is δ-close to A∗ and ‖W‖ ≤ 2‖A‖} to guarantee the nearness. The details can be found
in (Arora et al., 2015b).
3.8.4 Auxiliary Lemma
In our descent analysis, we assume a normalization for W ’s columns after each descent update.
The descent property is achieved for the unnormalized version and does not directly imply the
δ-closeness for that current estimate. In fact, this is shown by the following lemma:
Lemma 3.8.4. Suppose that ‖W si ‖ = ‖Ai‖ = 1 and ‖W si − Ai‖ ≤ δs. The gradient update W̃
s+1
i
satisfies ‖W̃ s+1i −Ai‖ ≤ (1− τ)‖W si −Ai‖+ o(δs). Then, for
1+δs
2+δs
≤ τ < 1, we have
‖W s+1i −Ai‖ ≤ (1 + o(1))δs,





Proof. Denote w = ‖W̃ s+1i ‖. Using a triangle inequality and the descent property, we have
‖W̃ s+1i − wAi‖ = ‖W̃
s+1
i −Ai + (1− w)Ai‖
≤ ‖W̃ s+1i −Ai‖+ ‖(1− w)Ai‖ (‖Ai‖ = 1)
≤ (1− τ)‖W si −Ai‖+ (1− τ)‖W si −Ai‖+ o(δs)
≤ 2(1− τ)‖W si −Ai‖+ o(δs).
At the third step, we use |1 − w| ≤ ‖W̃ s+1i − Ai‖ ≤ (1 − τ)‖W si − Ai‖ + o(δs). This also implies
w ≥ 1− (1− τ − o(1))δs. Therefore,
‖W s+1i −Ai‖ ≤
2(1− τ)
w
‖W si −Ai‖+ o(δs)
≤ 2(1− τ)
(1 + (1− τ − o(1))δs)
‖W si −Ai‖+ o(δs).
This implies that when the condition 1+δs2+δs ≤ τ < 1 holds, we get:
‖W s+1i −Ai‖ ≤ (1 + o(1))δs.

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CHAPTER 4. GRADIENT DYNAMICS OF OVER-PARAMETERIZED
AUTOENCODERS
A remarkable recent discovery in machine learning has been that deep neural networks can
achieve impressive performance (in terms of both lower training error and higher generalization
capacity) in the regime where they are massively over-parameterized. Consequently, over the past
year, the community has devoted growing interest in analyzing optimization and generalization
properties of over-parameterized networks, and several breakthrough works have led to important
theoretical progress. However, the majority of existing work only applies to supervised learning
scenarios and hence are limited to settings such as classification and regression.
In contrast, the role of over-parameterization in the unsupervised setting has gained far less
attention. In this chapter, we study the inductive bias of gradient descent for two-layer over-
parameterized autoencoders with ReLU activation. We first provide theoretical evidence for the
memorization phenomena observed in recent work using the property that infinitely wide neural
networks under gradient descent evolve as linear models. We also analyze the gradient dynamics
of the autoencoders in the finite-width setting. We make very few assumptions about the given
training dataset (other than mild non-degeneracy conditions). Starting from a randomly initialized
autoencoder network, we rigorously prove the linear convergence of gradient descent in two learning
regimes, namely:
1. the weakly-trained regime where only the encoder is trained, and
2. the jointly-trained regime where both the encoder and the decoder are trained.
Our results indicate the considerable benefits of joint training over weak training for finding global
optima, achieving a dramatic decrease in the required level of over-parameterization.
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We also analyze the case of weight-tied autoencoders (which is a commonly used architectural
choice in practical settings) and prove that in the over-parameterized setting, training such networks
from randomly initialized points leads to certain unexpected degeneracies.
4.1 Introduction
Deep neural networks have achieved great success in a variety of applications such as image and
speech recognition, natural language processing, and gaming AI. Remarkably, neural networks that
achieve the state-of-the-art performance in each of these tasks are all massively over-parameterized,
with far more weight parameters than the sample size of training data or the input dimension.
Such networks can gain impressive performance in terms of both (near) zero training error and
high generalization capacity, which seemingly contradicts the conventional wisdom of bias-variance
tradeoffs. Surprising enough is the fact that (stochastic) gradient descent or its variants can
effectively find global and generalizable solutions. Explaining this phenomenon has arguably become
one of the fundamental tasks for demystifying deep learning.
As a consequence, there has been growing interest in understanding the power of the gradient
descent for over-parameterized networks. Over the past year, a specific line of research (Li and
Liang, 2018; Allen-Zhu et al., 2018; Zou et al., 2018; Du et al., 2018; Oymak and Soltanolkotabi,
2019; Arora et al., 2019b; Zou and Gu, 2019) has led to exciting theoretical progress. In particular,
the seminal work of Du et al. (2018) shows that gradient descent on two-layer neural networks
with ReLU activation provably converges to some global minimum at a geometric rate, provided a
sufficiently large number of neurons that is of polynomial order in the sample size. The key idea
that leads to this result is the following: once the network is sufficiently wide, gradient descent
does not change the individual weights much, but results in a non-negligible change in the network
output that exponentially reduces the training loss with iteration count. This line of thinking has
been subsequently refined and linked to the stability of a special kernel, called the neural tangent
kernel (NTK) (Jacot et al., 2018). Arora et al. (2019b) showed that the minimum eigenvalue of the
limiting kernel governs both the algorithmic convergence and the generalization performance.
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Despite these exciting results, the majority of existing work has focused on supervised settings
and hence are limited to tasks such as classification and regression. In contrast, the role of over-
parameterization in the unsupervised setting (for tasks such as reconstruction, denoising, and
visualization) has gained much less attention. An early related example in unsupervised learning
can be traced back to learning over-complete dictionaries with sparse codes (Olshausen and Field,
1997). Another example is the problem of learning mixtures of k well-separated spherical Gaussians,
where Dasgupta and Schulman (2007) showed that initializing with O(k log k) centers enables
expectation-maximization to correctly recover the k components.
Interesting (but limited) progress has been made towards understanding over-parameterization
for autoencoders, a popular class of unsupervised models based on neural networks. Zhang et al.
(2019) provided an extensive study of training highly over-parameterized autoencoders using a
single sample. They empirically showed that when learned by gradient descent, autoencoders with
different architectures can exhibit two inductive biases: memorization (i.e., learning the constant
function) and generalization (i.e., learning the identity mapping) depending on the non-linearity
and the network depth. Radhakrishnan et al. (2019) showed that over-parameterized autoencoder
learning is empirically biased towards functions that concentrate around the training samples and
hence exhibits memorization. Buhai et al. (2019) empirically showed that over-parameterization
benefits learning in recovering generative models with single-layer latent variables (including the
sparse coding model).
However, there has been a lack of theoretical evidence that supports these observations. Zhang
et al. (2019) were able to prove a result for a simple one-layer linear case while Radhakrishnan
et al. (2019) also proved the concentration of outputs near the training examples for a single-layer
network under a data-restrictive setting. Moreover, none of the above papers have rigorously studied
the training dynamics of autoencoder models. The loss surface of autoencoder training was first
characterized in (Rangamani et al., 2017). In Chapter 3, we proved that under-parameterized
(and suitably initialized) autoencoders performed (approximate) proper parameter learning in the
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regime of asymptotically many samples, building upon techniques in provable dictionary learning;
cf. Chapter 1 and Chapter 2.
Our contributions. In this chapter, we provide the first rigorous analysis of inductive bias of
gradient descent and gradient dynamics of over-parameterized, shallow (two-layer) autoencoders.
To examine the inductive bias, we use an infinite-width approximation to derive the output
reconstruction in terms its input. For the gradient dynamics, we study different training schemes
and establish upper bounds on the level of over-parameterization under which (standard) gradient
descent, starting from randomly initialized weights, can linearly converge to global optima provided
the training dataset obeys some mild assumptions. Our specific contributions are as follows:
1. First, we build upon the results by Lee et al. (2019) to characterize the evolution of autoencoder
output via linearization and infinite-width approximation. Then, we establish the inductive
bias of infinite-width autoencoders trained with gradient descent and provide insights into
the memorization phenomena. While our analysis is asymptotic with respect to the network
width, empirical results in (Lee et al., 2019; Zhang et al., 2019) strongly suggest that similar
phenomena are exhibited at finite widths as well.
2. Next, we extend the results by Du et al. (2018) to the setting of over-parameterized two-layer
autoencoders. This involves developing a version of the NTK for multiple outputs, which can
be done in a straightforward manner by lifting the kernel matrix of a single output into a
higher-dimensional space via Kronecker products.
3. Next, we study the gradient dynamics of the weakly-trained1 case where the training is done
only over the weights in the encoder layer. We obtain a bound on the number of hidden
neurons (i.e., level of over-parameterization) required to achieve linear convergence of gradient
descent, starting from random initialization, to global optimality.
4. Next, we study the gradient dynamics of the jointly-trained case where both the encoder and
decoder are trained with gradient descent. We obtain a bound analogous to the weakly-trained
1This distinction of weak- vs. joint-training has been introduced in earlier work such as Arora et al. (2019a).
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case for the level of over-parameterization required for global convergence. Interestingly, our
bound for over-parameterization in the jointly trained case is significantly better compared
with the weakly-trained case.
5. Finally, we study a special family of autoencoders for which the encoder and decoder are
weight-tied, i.e., the two layers share the same weights (this is a common architectural choice
in practical applications). For the weight-tied case, we show that even without any training,
O(d/ε) hidden units are able to achieve ε-test error where d is the input dimension. Indeed,
as the number of hidden unit increases, the autoencoder approximately recovers an identity
map. Since the identity map is not particularly useful in representation learning, we speculate
that training of weight-tied autoencoders under over-parameterization may lead to unexpected
degeneracies.
Techniques. Our analysis extends the techniques of Lee et al. (2019) and Du et al. (2018) for
analyzing the global convergence of gradient descent in overparameterized neural networks using
the neural tangent kernel. The special case of autoencoder networks is somewhat more complicated
since we now have to deal with multiple outputs, but the use of Kronecker products enables us to
derive concise NTK’s for our setting.
The work of Du et al. (2018) and subsequent papers study the weakly-trained case for the
supervised setting where the second layer is fixed. We derive analogous bounds for the autoencoder
setting. Moreover, we derive a new result for the jointly-trained case and obtain a significantly
improved bound on the requisite level of over-parameterization. Our result is based on three key
insights:
(i) the linearization enables us to derive the autoencoder’s reconstruction for a given input as a
linear combination of the training samples weighted by kernel scores;
(ii) thanks to the linear decoder, the corresponding kernel is smooth, and the improved smoothness
allows gradient descent to move greater amount from the initial point; and
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(iii) with this improved smoothness, we can derive a sharper characterization of the descent
trajectory length in Frobenius norm instead of column-wise Euclidean norm.
4.2 Overview of Main Results
Notation. We use uppercase letters to denote matrices, and lowercase for vectors or scalars.
An expectation is the notation C which represents a generic scalar constant, whose value can change
from line to line. A vector is interpreted as a column vector by default. We denote by xi ∈ Rd
the ith-column (or sample) of the data matrix X, and W = [w1, . . . , wm] ∈ Rd×m denotes a weight
matrix. Whenever necessary, we distinguish between the weight vector wr at different algorithmic
steps using an explicit wr(t) indexed by the step t. For a matrix A = [a1, . . . , am] ∈ Rd×m,
vec(A) = [a11, . . . , ad1, . . . , a1m, . . . adm]
> vectorizes the matrix A by stacking its columns. The
symbol ⊗ denotes the Kronecker product.
We use N (·) and Unif(·) to denote the Gaussian and uniform distributions respectively. We
simply write Ew instead of Ew∼N (0,I) for brevity. Throughout the paper, we refer to an arbitrary
δ ∈ (0, 1) as the failure probability of some event under consideration.
4.2.1 Two-layer Autoencoders
Our goal is to understand the inductive bias and the learning dynamics of learning two-layer
autoencoders with gradient descent. We focus on the two-layer autoencoder architecture with the
rectified linear unit (ReLU), defined by φ(z) = max(z, 0) for any z ∈ R. In below, when φ is applied
to a vector or a matrix, the ReLU function is applied element-wisely. Given an input sample x ∈ Rd,












where W = [w1, . . . , wm] and A = [a1, . . . , am] are weight matrices of the first (encoder) and second
(decoder) layers respectively. We do not consider bias terms in this work. However, in principle, the
bias vector for the hidden layer can be regarded as the last column of W with the last dimension of
x always being 1.
135





m is the factor for the first layer and 1/
√
d for the second layer. Such scaling has
been utilized in mathematical analyses of supervised networks (Jacot et al., 2018) as well as of
autoencoders (Li and Nguyen, 2018). Since the ReLU is homogeneous to scaling, such factors can
technically be absorbed into the corresponding weight matrices W and A, but we find that keeping
such factors explicit is crucial to understand the asymptotic behavior of neural network training as
the network widths (i.e., m in this case) go to infinity.
Let us now set up the problem. Suppose that we are given n training samples X = [x1, x2, . . . , xn].
We assume that each weight is randomly and independently initialized. Then, we train the














‖xi − ui‖2. (4.1)
Throughout the paper, unless otherwise specified, we make the following assumptions:
Assumption 4.2.1. All training samples are normalized, i.e., ‖xi‖ = 1 for i = 1, . . . , n.
We gather the training samples into the data matrix X = [x1, x2, . . . , xn] and define λn , ‖X>X‖.
Assumption 4.2.1 implies that ‖X‖F =
√
n and hence 1 ≤ λn ≤ n. We regard λn as a parameter
that depends on the data geometry. For certain families of matrices (e.g., those with independent
Gaussian entries), λn ∼ O(max(n/d, 1)), which can be o(n) depending on how large n is in terms
of d. We note that throughout our analysis, X is regarded as fixed, and we will focus on the
randomness in the weights.
Assumption 4.2.2. Consider a random vector w ∼ N (0, I) and define x̃i = 1[w>xi ≥ 0]xi for each
i ∈ [n]. Let X̃ =
[
x̃1, . . . , x̃n
]
. Assume min(λmin(Ew[X̃>X̃]), λmin(Ew[φ(X>w)φ(w>X)])) = λ0 > 0.
The matrix Ew[X̃>X̃] is the so-called Gram matrix from the kernel induced by the ReLU
transformation and has been extensively studied in (Xie et al., 2016; Tsuchida et al., 2017; Du et al.,
2018; Arora et al., 2019b). Although this condition is difficult to interpret, one sufficient condition
established in (Oymak and Soltanolkotabi, 2019) (Lemma H.1 and Lemma H.2) is that as long as
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the squared minimum singular value σ2min(X ?X) > 0 where ? denotes the Khatri-Rao product, then
Assumption 4.2.2 holds. In this sense, our assumption is similar to that of Oymak and Soltanolkotabi
(2019) and slightly weaker than of Du et al. (2018), which only require λmin(Ew[X̃>X̃]) > 0.
The above assumptions about the data are relatively mild, which are in sharp contrast with
assuming a specific generative model for the data (e.g., dictionary models, mixture of Gaussians
(Nguyen et al., 2019; Buhai et al., 2019)) that have so far been employed to analyze autoencoder
gradient dynamics.
4.2.2 Learning dynamics
Depending on which weight variables are being optimized, we consider three training regimes:
• Weakly-trained case: This corresponds to the regime where the loss function (4.1) is
optimized over the weights W while keeping A fixed. A different form of weak training is
to fix the encoder and optimize (4.1) over A. Indeed, this practice is perhaps a folklore: it
corresponds to standard kernel regression where the global convergence depends on the Hessian
associated with random ReLU features. We do not pursue this case any further since kernel
methods are well understood, but note in passing that the Hessian will eventually show up in
our analysis.
• Jointly-trained case: This corresponds to the regime that (4.1) is optimized over both W
and A. This case matches practical neural network training, and performs better than the
weakly trained case. We will show that the contrast between weakly-trained and jointly-trained
cases arises due to the nature of the different NTK’s and our analysis may pave the way to
better understanding of autoencoder training.
• Weight-tied case: Weight-tying is another common practice in training autoencoders. Here,
one sets the encoder and decoder weights to be the same, i.e., A = W , and optimizes (4.1) over
the common variables W . We study this problem from the perspective of over-parameterization
and show that this case leads to somewhat unexpected degeneracies.
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We adopt the framework introduced in (Du et al., 2018). Our proofs proceed generally as follows:
(i) We will consider the continuous flow of the autoencoder outputs U(t) = [u1(t), u2(t), . . . , un(t)]
corresponding to the samples in X at time t. This continuous flow can be morally viewed as
the execution of gradient descent with infinitesimal learning rate. This enables us to write:
dvec(U(t))
dt
= K(t)vec(X − U(t)),
where K(t) is a kernel matrix.
(ii) From this characterization, we can infer that the spectrum of K(t) governs the dynamics of
the outputs. To derive explicit convergence bounds, we will first prove that K(0) has positive
minimum eigenvalue with high probability. This is achieved via using concentration arguments
over the random initialization. Then, we will upper-bound the movement of each individual
weight vector from the initial guess and hence bound the deviation of K(t) from K(0) in terms
of spectral norm.
(iii) By discretizing the continuous-time analysis, we will obtain analogous bounds for gradient
descent with a properly chosen step size and show that gradient descent linearly converges to
a global solution.
Our convergence results are informally stated in the following theorems:
Theorem 4.2.1 (Informal version of Theorems 4.5.1 and 4.5.2). Consider an autoencoder that
computes output u = 1√
md
Aφ(W>x) where the weight vectors are initialized with independent vectors




some large enough constant C, the gradient descent over W linearly converges to a global minimizer
with probability at least 1− δ over the randomness in the initialization.
Theorem 4.2.2 (Informal version of Theorems 4.6.1 and 4.6.2). Consider an autoencoder that
computes output u = 1√
md
Aφ(W>x) where the weight vectors are initialized with independent vectors






large enough constant C, the gradient descent jointly over W and A linearly converges to a global
minimizer with probability at least 1− δ over the randomness in the initialization.
Comparisons with existing work. We summarize the quantitative implications of our
results in Table 4.1. In this table, we compare with Du et al. (2018); Oymak and Soltanolkotabi
(2019); Zou and Gu (2019) that achieve the best known bounds to our knowledge.
We emphasize that the factor d in our bounds arises due to the fact that our network produces
high-dimensional outputs (dimension d in the case of autoencoders) while the previous works have
focused on scalar outputs. Note also that the input dimension d is implicitly hidden in λ0 and λn.
For weakly-trained networks with a single output, we (slightly) improve the order of over-












in (Du et al., 2018, Theorem
3.2) by explicitly exposing the role of the spectral norm λn of the data.
For the jointly-trained regime, we obtain a significantly improved bound over (Du et al., 2018,
Theorem 3.3). Our result is consistent with (Oymak and Soltanolkotabi, 2019, Theorem 6.3), but we
have both layers jointly trained; the proof technique in (Oymak and Soltanolkotabi, 2019, Theorem
6.3) is different from ours (bounding Jacobian perturbations), and does not seem to be easily
extended to the jointly trained case.
Let us better understand the intuition behind the bounds in Table 4.1 in terms of the dimension
d and the sample size n. We emphasize that in the fairly typical regime of machine learning where
n ≥ d and λn ∼ n/d, the level of over-parameterization for the single output is moderate (of order
n4/d3). Since autoencoders have an output dimension d, the factor-d in the bounds is natural in the
jointly-trained case by characterizing the trajectory length by Frobenius norm. This is consistent
with the result in (Zou and Gu, 2019). Our bound is different from that in Zou and Gu (2019) in
that we make assumption on the minimum eigenvalue λ0 while they assume a lower bound on the
sample separation ∆. A direct universal comparison between the two bounds is difficult; however,
Oymak and Soltanolkotabi (2019) shows an upper bound λ0 ≥ ∆/100n2. Finally, we note that
initializing A with i.i.d. Rademacher entries keeps our analysis in line with previous work, and an
extension to Gaussian random initialization of A should be straightforward.
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Table 4.1 Comparison of our over-parameterization bounds with the known results in (Du
et al., 2018, Theorem 3.2 and Theorem 3.3), (Oymak and Soltanolkotabi, 2019,
Theorem 6.3) and (Zou and Gu, 2019, Table 1). Here, d is the input dimension,
n is the training size, λ0 is the smallest eigenvalue of the Gram matrix, λn is the
maximum eigenvalue of the covariance matrix and C is some sufficiently large
constant. ∆ is the smallest distance between any pair of distinct training points.
Regime Reference Single output Multiple output
Weakly-trained




































The following theorem establishes a result on the inductive bias of the infinitely wide autoencoders
trained with gradient descent.
Theorem 4.2.3. Let K∞ = EW (0),A(0)[K(0)] and assume λmin(K∞) > 0. Under gradient descent
with learning rate η < ηcritical = 2(λmax(K
∞) + λmin(K
∞))−1, for every normalized x ∈ Rd as the









where each Λi ∈ Rd×d depends on the kernel score between the input x and each training sample xi
and K∞. f0(x) is the autoencoder reconstruction of x at initialization.
We prove this result in Section 4.3.2. Essentially, Theorem 4.2.3 generalizes the simple result in
(Zhang et al., 2019, Theorem 1) to non-linear autoencoders and multiple-sample training despite its
asymptotic nature. The closer the new test input x is to the span of training data X, the more its
140
reconstruction concentrates around these seen points. This coincides with the observation about
“memorization” by Radhakrishnan et al. (2019).
4.3 Neural Tangent Kernel and Linearized Autoencoders
4.3.1 NTK for Generic Autoencoders
Let us first derive the neural tangent kernels for general autoencoders (possibly deep and
with more than 2 layers) with multiple outputs in a compact form. Given n i.i.d samples X =













where θ is a vector that stacks all the network parameters (e.g. W and A) and ui = f(θ, xi) ∈ Rd
denotes the corresponding output for every i = 1, 2, . . . ,m. The evolution of gradient descent on





The time-dependent NTK for autoencoders can be characterized as follows:
Lemma 4.3.1. Denote by U(t) = [u1(t), u2(t), . . . , un(t)] ∈ Rd×n the corresponding outputs of all
the samples in X, i.e., ui(t) = f(θ(t), xi). The dynamics of U(t) is given by the ODE:
dvec(U(t))
dt
= K(t)vec(X − U(t)),













Proof. Note that in the supervised learning setting with a single output, the (i, j)-th block is a
single scalar equal to the inner product of two gradients. We prove this using simple calculus. The







where ∂ui/∂θ denotes the Jacobian matrix of the output vector ui with respect to θ. Combining















Vectorizing dU(t)dt , we get
dvec(U(t))
dt
= K(t)vec(X − U(t)),



















One can easily verify that K(t) is positive semi-definite.

If the parameters θ(0) are assumed to be stochastic, then the (deterministic) neural tangent
















Note that K∞ is time-independent. If the network is randomly initialized and its width is allowed
to grow infinitely large, K(t) converges to K∞, and remains constant during training. Our goal is
to show that if the width is sufficiently large (not necessarily infinite), then K(t) ≈ K(0) ≈ K∞,
and the gradient dynamics are governed by the spectrum of K∞.
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4.3.2 Linearized Autoencoders
While the NTK allows us to analyze the gradient dynamics of autoencoders, it does not provide a
straightforward characterization of the reconstruction given any new input. This makes it difficult to
reason about the inductive bias of the over-parameterization and gradient descent for autoencoders,
which were empirically studied in (Zhang et al., 2019; Radhakrishnan et al., 2019). Here, we
theoretically justify these results by using linearization and infinite approximation based on the
result of Lee et al. (2019).
For the autoencoder f(θ, x), we denote by θ(t) the parameter vector at time t and by θ(0) its initial
value. Let us simplify the notation by denoting ft(x) = f(θ(t), x) and ft(X) = [ft(x1), . . . , ft(xn)].






‖xi − f(θ, xi)‖2,




Consider the following linearized autoencoder via the first order Taylor expansion of ft(x) around
θ(0):




Here, ωt = θ(t)− θ(0) is the parameter movement from its initialization. The first term f0(x) or
the initial reconstruction of x remains unchanged during training over θ whereas the second term








(xi − f lint (xi)), (4.5)









(xi − f lint (xi)).


















K0 , ∇θf0(X)∇θf0(X)> ∈ Rnd×nd.
The last quantity is known as the neural tangent kernel matrix evaluated at θ(0), which is presented
in the earlier section. Following from Lee et al. (2019), we have the closed form solutions for the
ODEs in (4.5) and (4.6) as follows:
ω(t) = −∇θf0(X)>K−10 (I − e
−K0t)vec(X − f lin0 (X)), (4.7)
vec(f lint (X)) = (I − e−K0t)vec(X) + e−K0tvec(f0(X)). (4.8)
Moreover, given any new input x, the lineared output is f lint (x) = µt(x) + γt(x) where the signal
and noise terms are given by
µt(x) = K0(x,X)K−10 (I − e
−K0t)vec(X), (4.9)
γt(x) = f0(x)−K0(x,X)K−10 (I − e
−K0t)vec(f0(X)). (4.10)
These equations characterize the dynamics of reconstruction (up to scaling) for the linearized
network. Now, we establish the connection between the infinitely wide autoencoder and its linearized
version, and prove Theorem 4.2.3.
Proof of Theorem 4.2.3. We simply invoke Theorem 2.1 in (Lee et al., 2019) for the autoencoder
case. Denote by K∞ = EW (0),A(0)[K(0)] the neural tangent kernel of the two-layer autoencoder.
Assume λmin(K
∞) > 0 and let ηcritical , 2(λmax(K∞) + λmin(K∞))−1. Lee et al. (2019) shows that
under gradient descent with learning rate η < ηcritical, for every x ∈ Rd such that ‖x‖ ≤ 1, as the
width m→∞, the autoencoder ft(x) converges in f lint (x) given by Equation (4.9) and Equation
(4.10). 
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4.3.3 NTK for Two-layer Autoencoders
Let us now specialize to the case of two-layer autoencoders with ReLU activation. Since we
consider the two training regimes, including the weakly-trained and jontly-trained, we first give the
expression of a few base kernels whose appropriate compositions produce the final kernel for each
individual case. The precise derivation of each regime is given in the next few sections.















where the weights are independently initialized such that:
wr(0) ∼ N (0, I), ar(0) ∼ Unif{−1, 1}d, r = 1, . . . ,m.
Here the minimization can be either over the encoder weights W , or the decoder weights A, or both




>x1 ≥ 0]x1, . . . ,1[wr(t)>xn ≥ 0]xn
]
.
















Writing these kernels in Kronecker product form allows us to clearly visualize the connection to
the supervised learning case, and enables characterization of their spectrum. Intuitively, in the
jointly-trained case, since both W and A depend on t, an invocation of the chain rule leads to the
sum G(t) +H(t) being the “effective” kernel that governs the dynamics.
In the infinite-width limit where m → ∞, the NTKs in the corresponding training regimes












Somewhat curiously, we will show that the crucial component of the time-dependent kernel in
the jointly-trained regime, H(t) (within H(t) + G(t)), is better-behaved than the corresponding
kernel in the weakly-trained regime, G(t), thanks to its better Lipschitz smoothness, even though
the respective limiting kernels are the same. This improved smoothness allows us to derive a
much better bound on kernel perturbations with respect to changing weights, and this results in a
significant improvement in the level of over-parameterization (Theorem 4.2.2).
4.4 Inductive Biases of Over-parameterized Autoencoders
In principle, the training dynamics of over-parameterized autoencoders are similar to those
of supervised networks. However, the generalization properties or inductive biases of the over-
parameterization are different and underexplored. In this section, we rigorously analyze the
observations in (Zhang et al., 2019; Radhakrishnan et al., 2019) using the results we have developed.
4.4.1 One-sample Training
This training setting was exclusively studied in Zhang et al. (2019) with interesting insights on
the memorization phenomemnon and the role of the depth and width. They were able to give some
theoretical evidence for their observation in a simple one-layer linear case. Using linearization, we
generalize this result for non-linear networks. We particularly focus on the two-layer architecture,
but the results can be extended to networks of any depth. Although our result is asymptotic, Lee
et al. (2019) showed that networks with finite, large width exhibit the same inductive bias.











′)−K0(x′, x)K−10 (I − e
−K0t)f0(x). (4.12)
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As the learning rate for gradient desent is sufficiently small, the autoencoder output ft(x
′)→ f lint (x′)







>x ≥ 0]ar(0)ar(0)> + φ(wr(0)>x)2I
→ 1
d




since wr(0), ar(0) are independent and wr(0)
>x ∼ N (0, 1). Therefore, the reconstruction is governed
by the similarity between x′ and x via the kernel function. Specifically,
µt(x
′)→ d ·K0(x′, x)(1− e−t/d)x,
γt(x

















>x′ ≥ 0, wr(0)>x ≥ 0]x′>xar(0)ar(0)> + φ(wr(0)>x′)φ(wr(0)>x)I
→ 1
d
Ew[1[w>x′ ≥ 0, w>x ≥ 0]x′>x] + Ew[φ(w>x′)φ(w>x)I]
= 〈x′, x〉π − arccos(〈x
′, x〉)
πd




When x′ is close to x, K0(x
′, x) ∼ I/d, the signal term µt(x′) ≈ d ·K0(x′, x)x ≈ x dominates the
zero-mean noise term γt(x
′) ≈ f0(x′)− f0(x), then the reconstruction is close to x that explains the
memorization. When x′ is far from x, µt(x
′) ∼ 0 while γt(x′) is a random, so the reconstruction is
governed by a random noise. See (Zhang et al., 2019) for more details on the empirical evidence.
4.4.2 Multiple-sample Training
For the training with many samples, Radhakrishnan et al. (2019) showed that overparameterized
autoencoders exhibit memorization by learning functions that concentrate near the training examples.
They proved that single-layer autoencoders project data onto the span of the training examples. We









′)−K0(x′, X)K−10 (I − e
−K0t)vec(f0(X)).
The signal part of the reconstruction is a linear combination of training samples weighted by the
kernel K0(x












The closer the new test input x′ is to the span of training data X, the more its reconstruction
concentrates around these seen points. This coincides with the observation about “memorization”
by Radhakrishnan et al. (2019).
4.5 Weakly-trained Autoencoders
We now analyze various training regimes; these will follow from different compositions of the
above NTK’s. In each of the analyses, we will first set up the corresponding NTK, study the gradient
dynamics with infinitesimal step size (gradient flow), and then appropriately discretize the flow to
get our final results.
4.5.1 Gradient Flow










where the corresponding minimization is only performed over W . Suppose that the weight matrices
W and A are randomly initialized such that
wij(0) ∼ N (0, 1), aij(0) ∼ Unif({±1})
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are drawn independently for each all (i, j). After the initialization, we keep A fixed throughout and
apply gradient descent learning over W with step size η:
W (k + 1) = W (k)− η∇WL(W (k)), k = 0, 1, 2, . . . .
Let us derive the neural tangent kernel for this training regime. We first calculate the gradient of




r x) for any x ∈ Rd, it is convenient to
compute the gradient with respect to each column wr. The gradient ∇wrL(W ) of the loss in (4.13)










1[wTr xi ≥ 0]xia>r (xi − ui), (4.14)
where Jr(ui)










1[wTr xi ≥ 0]arx>i . (4.15)
Let us consider the gradient flow for the weight vector wr(t) via the following ODE:
dwr(t)
dt
= −∇wrL(W (t)). (4.16)




















K(t)vec(X − U(t)), (4.17)

















>x1 ≥ 0]x1, . . . ,1[wr(t)>xn ≥ 0]xn
]
.
2Note that φ(z) is differentiable everywhere except at z = 0, at which the derivative will be considered as 0.
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Since W (0) and A(0) are randomly initialized, in the limit as m→∞, K(0) converges to the NTK:
K∞ = EW (0),A(0)[K(0)]
= Ew(0),a(0)[X̃(0)>X̃(0)⊗ a(0)a(0)>]
= Ew[X̃>X̃]⊗ I,
where the last step follows from the independence of w(0) and a(0).
By Assumption 4.2.2, λmin(K
∞) = λmin(Ew[X̃>X̃]) = λ0 > 0. In other words, the NTK kernel
is strictly positive definite. We want to bound the minimum eigenvalue of K(0) at the initialization
W (0) and prove K(t) ≈ K(0) ≈ K∞ when m is large enough.
Now, we state the main theorem for the convergence of the gradient flow:
Theorem 4.5.1 (Linear convergence of gradient flow, weakly-trained regime). Suppose Assumptions
4.2.1 and 4.2.2 hold. Suppose at initialization that the weights are independently drawn such that
wr ∼ N (0, I) and ar ∼ Unif({±1}d) for all r ∈ [m]. If m ≥ C n
5d4λn
λ40δ
2 for a constant C > 0, then
with probability at least 1− δ





‖X − U(0)‖2F .
To prove this theorem, we use the auxiliary results from Lemmas 4.5.1, 4.5.2 and 4.5.3.




for some large enough constant C, then
with probability at least 1− δ, one obtains ‖K(0)−K∞‖ ≤ λ0/4 and λmin(K(0)) ≥ 3λ0/4 .
The proof of this Lemma is given in Appendix 4.8.
Remark 4.5.1. Compared with the results in (Du et al., 2018; Song and Yang, 2019), our bound
exposes the dependence on the data X through the spectral norm of X and the dimension d. When
λn is much smaller than n, our bound improves over these aforementioned results. For example, if
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the training samples are drawn from certain distributions (e.g., Gaussians, or from sparsely used
dictionary models), the bound can be as low as m ∼ Õ(d).
The next step in our analysis is to upper bound the spectral norm of the kernel perturbation,
‖K(t)−K(0)‖, with high probability.
Lemma 4.5.2. Suppose wr ∼ N (0, I) and ar ∼ Unif({±1}d) are drawn independently for all












Remark 4.5.2. One may ask why not to directly bound K(t)−K(0) for each time t but need the
supremum over the ball near each wr. Basically, since w(t) depends on W (0) and A(0), directly
working on K(t)−K(0) is difficult. The uniform bound (4.18) allows us to overcome this dependence
when applied to K(t)−K(0).
Note that in this lemma we use K(w) to indicate that the kernel K is being evaluated at the
weight vectors wr and ignore the time index t. In this Lemma, we use X̃(wr) to denote X̃r evaluated
at wr.
Proof. For simplicity of notation, we use supw̃ to represent the supremum in (4.18), and supw̃r to
represent sup{w̃r:‖w̃r−wr‖≤R}. To prove this lemma, we work on the Frobenius norm instead of the
spectral norm. Let us first write
zijr = 1[w̃
>
r xi ≥ 0, w̃>r xj ≥ 0]− 1[w>r xi ≥ 0, w>r xj ≥ 0].
Next,






































































Next, we bound Ew[supw̃r |zijr|]. By definition of zijr,
|zijr| = |1[w>r xi ≥ 0, w>r xj ≥ 0]− 1[w̃>r xi ≥ 0, w̃>r xj ≥ 0]|
≤ |1[w>r xi ≥ 0]− 1[w̃>r xi ≥ 0]|+ |1[w>r xj ≥ 0]− 1[w̃>r xj ≥ 0]|
≤ 1[|w>r xi| ≤ R] + 1[|w>r xj | ≤ R]. (4.19)
The last step follows from the results in (Du et al., 2018, Lemma 3.2). So we get
Ew[sup
w̃r
|zijr|] ≤ Ew[1[|w>r xi| ≤ R] + 1[|w>r xj | ≤ R]]
















Corollary 4.5.1. Suppose ‖wr(t)−wr(0)‖ ≤ R , λ0δ8n2d for all r ∈ [m] and t ≥ 0 with probability at










Proof. This is the direct consequence of Lemma 4.5.1 and Lemma 4.5.2. Since ‖wr(t)− wr(0)‖ ≤
R = λ0δ
8n2d
with probability at least 1− δ for all t ≥ 0, then
‖K(t)−K(0)‖ < 2n2dRδ = λ0
4
with probability at least 1− 2δ. Using Weyl’s inequality, we can bound:
λmin(K(t)) ≥ λmin(K(0))− ‖K(t)−K(0)‖ > λ0/2




as stated in Lemma 4.5.1.

In what follows, we show that ‖wr(t) − wr(0)‖ ≤ R with high probability if m is sufficiently
large.
Lemma 4.5.3. Fix t > 0. Suppose λmin(K(s)) ≥ λ0/2 for all 0 ≤ s < t. Then,





‖X − U(0)‖2F .







Proof. For all s ∈ [0, t), we have
d
ds










by the assumption λmin(K(s)) ≥ λ0/2. Therefore, the loss at time s is upper-bounded by












‖X − U(0)‖2F , (4.20)
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which decays exponentially with time s at rate λ0/d.
To upper bound the movement of the weights ‖wr(t)− wr(0)‖, we use the above result while
expanding the derivative of wr(s) over time 0 ≤ s < t:∥∥∥∥ ddswr(s)





1[w>r xi ≥ 0]xia>r (xi − ui(s))
∥∥∥∥
=













‖X − U(0)‖F ,
where the last step follows from ‖ar‖2 = d, ‖X‖2 = λn and Eq. (4.20). From the differential
equation, wr(s) is continuous for all s ∈ [0, t), and so is ‖wr(s)−wr(0)‖. Consequently, we can take
the limit for t′ → t:
‖wr(t)− wr(0)‖2 = lim
t′→t




























is continuous at s = t. Therefore, we finish the proof.

Lemma 4.5.4. If R′ < R, then λmin(K(t)) ≥ 12λ0 for all t ≥ 0. Moreover, ‖wr(t)− wr(0)‖ ≤ R
′
and ‖X − U(t)‖2F ≤ exp(−
λ0t
d )‖X − U(0)‖
2
F for all r ∈ [m].
Proof. We will prove this by contradiction. Assume the conclusion does not hold, meaning there
exists t0 such that:
t0 = inf {t > 0 : λmin(H(t)) ≤ λ0/2} .
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We will argue that t0 > 0 using the continuity. Since wr(t) is continuous in t, K(t) and λmin(K(t))
are also continuous. Therefore, there exists t′ > 0 such that for any 0 < ε < λ0/4 we have
λmin(K(t
′)) > λmin(K(0))− ε > λ0/2.
Since t0 > 0, then for any 0 ≤ s < t0, λmin(H(s)) ≥ λ0/2. By Lemma 4.5.3, we have for all
r ∈ [m]:
‖wr(t0)− wr(0)‖ ≤ R′ < R.
Corollary 4.5.1 implies that λ0(H(t0)) > λ0/2, which is a contradiction.
Therefore, we have proved the first part. For the second part, we have for all t ≥ 0, λmin(K(t)) ≥
1
2λ0 and it follows from Lemma 4.5.3 that: ‖wr(t)−wr(0)‖ ≤ R
′ for all r ∈ [m] and ‖X −U(t)‖2F ≤




Now, we bound ‖X − U(0)‖F to upper bound R′.
Claim 4.5.1. For any δ ∈ (0, 1), then ‖X − U(0)‖2F ≤
2n
δ with probability at least 1− δ.
Proof. We prove this using Markov’s inequality. We use the independence between A(0) and W (0)
to derive expressions for the expectation. In this proof, the expectations are evaluated over W (0)
and A(0).

























where in the fourth step we use E[A(0)>A(0)] = dI, and in the last step we use the independence of
the columns of W (0). Using Markov, we get:
‖X − U(0)‖2F ≤
2n
δ
with probability at least 1− δ. 






≤ R = δλ0
8n2d
,
then Lemma 4.5.3 follows. Using the condition with the bound ‖X−U(0)‖F ≤
√
2n/δ in Claim 4.5.1,






. This bound dominates the order of m required for the concentration of
K(0) in the Corollary 4.5.1, and therefore Theorem 4.5.1 follows. 
4.5.2 Gradient Descent
The above result for gradient flow can be viewed as a convergence rate for gradient descent in
the weakly-trained regime with infinitesimally small step size. We now derive a convergence rate for
gradient descent with finite step sizes.
Theorem 4.5.2. Suppose Assumptions 4.2.1 and 4.2.2 hold. The initial weights are independently
drawn such that wr ∼ N (0, I) and ar ∼ Unif({±1}d) for all r ∈ [m]. If m ≥ C n
5d4λn
λ40δ
3 for some large
enough constant C, then with probability at least 1 − δ the gradient descent on W with step size
η = Θ( λ0ndλn ),





‖X − U(0)‖2F (4.21)
for k = 0, 1, . . .
We will prove Theorem 4.5.2 by induction. The base case when k = 0 is trivially true. Assume
Eq. (4.21) holds for k′ = 0, 1, . . . , k, then we show it holds for k′ = k+ 1. To this end, we first prove
‖wr(k + 1)− wr(0)‖ is small enough; then we use that property to bound ‖X − U(k + 1)‖2F .
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Lemma 4.5.5. If (4.21) holds for k′ = 0, 1, . . . k, then we have for all r ∈ [m],






Proof. We use the expression of the gradient in (4.14), which is:










Then, the difference of the weight vector wr is:

































































Now, let us derive the form of X − U(k + 1). First, we compute the difference of the prediction
between two consecutive steps, similar to deriving dui(t)dt . For each i ∈ [n], we have



























We split the right hand side into two parts: v1,i represents the terms that the activation pattern does
not change and v2,i represents the remaining term that pattern may change. Formally speaking, for
each i ∈ [n], we define
Si = {r ∈ [m] : 1[wr(k + 1)>xi ≥ 0] = 1[wr(k)>xi ≥ 0]}, and S⊥i = [m]\Si.





































1,2, . . . , v
>
1,n)
> and do the same for v2, so
vec(U(k + 1)− U(k)) = v1 + v2.














>xi ≥ 0, wr(k)>xj ≥ 0]ara>r .
































(K(k)−K⊥(k))vec(X − U(k)), (4.23)
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and expand ‖X − U(k + 1)‖2F :
‖X − U(k + 1)‖2F = ‖vec(X − U(k + 1))‖2
= ‖vec(X − U(k))− vec(U(k + 1)− U(k))‖2F
= ‖X − U(k)‖2F − 2vec(X − U(k))>vec(U(k + 1)− U(k))
+ ‖U(k + 1)− U(k)‖2F .
We can further expand the second term above using (4.23) as below:
vec(X − U(k))>vec(U(k + 1)− U(k))
= vec(X − U(k))>(v1 + v2)




vec(X − U(k))>K(k)vec(X − U(k))− η
d
vec(X − U(k))>K(k)⊥(X − U(k))
+ vec(X − U(k))>v2.








vec(X − U(k))>K(k)⊥(X − U(k)),
C3 = − 2vec(X − U(k))>v2,
C4 = ‖U(k + 1)− U(k)‖2F .
Proof of Theorem 4.5.2. We are now ready to prove the induction hypothesis. What we need to is
to prove





holds for k′ = k + 1 with probability at least 1− δ. In fact,
‖X − U(k + 1)‖2F = ‖X − U(k)‖2F + C1 + C2 + C3 + C4




+ 8ηnR+ 8ηnR+ η2nλn
)
,
with probability at least 1− δ where the last step follows from Claim 4.8.1, 4.8.2, 4.8.3, and 4.8.4.
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Choice of η and R. We need to choose η and R such that
(1− ηλ0
d




If we set η = λ04ndλn and R =
λ0
64nd , we have
8ηnR+ 8ηnR = 16ηnR ≤ ηλ0
4d










‖X − U(k)‖2F ·
holds with probability at least 1− δ if 2n exp(−mR) ≤ δ/3.
















where the first bound on R comes from the gradient descent whereas the second is required in
Lemma 4.5.2. By Claim 4.5.1 that ‖X − U(0)‖F ≤
√
2n








for a sufficiently large constant C > 0 so that the descent holds with probability 1− δ.

We give proofs for Claims 4.8.1, 4.8.2, 4.8.3, and 4.8.4 in Appendix 4.8.
4.6 Jointly-trained Autoencoders
In the previous section, we analyzed the gradient dynamics of a two-layer autoencoder under
the weakly-trained regime. We now analyze the jointly-trained regime where the loss is optimized
over both sets of layer weights. For consistency of our presentation, we reuse some key notations in














The difference is that the optimization is now taken over both weights W and A. To make the
comparison easier, the matrices W and A are randomly initialized in the same way such that
wij(0) ∼ N (0, 1), aij(0) ∼ Unif({−1, 1})
are drawn independently for each pair (i, j). W and A are then updated using gradient descent
with step size η:
W (k + 1) = W (k)− η∇WL(W (k), A(k)), k = 0, 1, . . . (4.26)
A(k + 1) = A(k)− η∇AL(W (k), A(k)), k = 0, 1, . . . (4.27)
Similar to the previous case, we derive the gradients of L(W,A) with respect the column wr of W













φ(w>r xi)(xi − ui). (4.29)
Consider two ODEs, one for each weight vector over the continuous time t:
dwr(t)
dt
= −∇wrL(W (t), A(t)), (4.30)
dar(t)
dt
= −∇arL(W (t), A(t)). (4.31)
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Using (4.28), (4.29), (4.30) and (4.31), the continuous-time dynamics of the predicted output,















































1[wTr xi ≥ 0, wTr xj ≥ 0]x>i xjara>r + φ(w>r xi)φ(w>r xj)I
)
(xj − uj).
In these expresssions, we skip the dependence of the weight vectors on time t and simply write them
as wr and ar. Vectorizing
dU(t)









vec(X − U(t). (4.32)











>x1 ≥ 0]x1, . . . ,1[wr(t)>xn ≥ 0]xn
]








Let us emphasize again that G(t) is precisely the kernel that governs the dynamics for the weakly-
trained case. On the other hand, H(t) is a Kronecker form of the Hessian of the loss function
derived with respect to A, using the features produced at the output of the ReLU activations.
As shown in Section 4.3, assuming randomness and independence of W (0) and A(0), we can prove
that as m→∞, H(0) and G(0) converge to the corresponding NTKs whose minimum eigenvalues
are assumed to be positive. More specifically, we have
G∞ = EW (0),A(0)[G(0)]
= Ew(0),a(0)[X̃(0)>X̃(0)⊗ a(0)a(0)>]
= Ew[X̃>X̃]⊗ I. (4.35)
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and
H∞ = EW (0),A(0)[H(0)]
= Ew(0),a(0)[φ(X>w(0))φ(w(0)>X)]⊗ I. (4.36)
Denote the time-dependent kernel K(t) = G(t) + H(t). Since both G(t) and H(t) are positive
semi-definite, we only focus on H(t) for reasons that will become clear shortly.
Since G(t) is also positive definite with high probability (Section 4.5.1), the flow convergence
can be also boosted by the positive definiteness of G∞. By Assumption 4.2.2,
λmin(K
∞) ≥ λmin(H∞) ≥ λ0 > 0.
Since G(0) is positive semi-definite, in order to bound the minimum eigenvalue of K(0), all we need
is to bound that of H(0). Importantly, we observe that the smoothness of the kernel H(t) is much
better as a function of the deviation of the weights from the initialization. This allows the weights
to change with a larger amount than merely using G(t), and enables us to significantly reduce the
number of parameters required for the gradient to reach a global optimum.
Our main result for gradient flow of the jointly-trained autoencoder is given by:
Theorem 4.6.1 (Linear convergence of gradient flow, jointly-trained regime). Suppose Assump-
tions 4.2.1 and 4.2.2 hold. The initial weights are independently drawn such that wr ∼ N (0, I) and




2 for some large enough constant C, then with
probability at least 1− δ,





‖X − U(0)‖2F .
Remark 4.6.1. We initialize the second-layer weights A with independent Rademacher entries. This
is for convenience of analysis because such A has constant-norm columns. However, similar results
should easily follow for initialization with more practical schemes (for example, i.i.d. Gaussians).
We will first state and prove a few auxiliary results in Lemmas 4.6.1, 4.6.2, and 4.6.6 and then
use them to prove Theorem 4.6.1.
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Lemma 4.6.1. For any δ ∈ (0, λ0
12dλ2n
), if m ≥ C ndλn log
2(nd/δ)
λ20
for some large enough constant
C, then with probability at least 1 − 1/(2nd)2 lognd −mδ, one obtains ‖H(0) −H∞‖ ≤ λ0/4 and
λmin(H(0)) ≥ 3λ0/4 .
The proof of this Lemma is deferred to Appendix 4.9.




Particularly, if λnm (2‖W (0)‖+Rw)Rw ≤
λ0
4 , then ‖H(t)−H(0)‖ ≤
λ0
4 . Therefore, λmin(K(t) >
λ0
2
if λmin(H(0)) ≥ 3λ04 .
Remark 4.6.2. Let us compare with Lemma 4.5.2. Note that compared with that bound, O(n2dRw)
on the kernel perturbation, here the spectral norm bound on H(t)−H(0) is significantly better in
two ways:
(i) the bound scales with 1/
√
m, which later determines the over-parameterization and
(ii) the movement is now characterized by the total ‖W (t)−W (0)‖F . This is possible due to the
smoothness of the ReLU activation, which is the reason why we focus on H(t) instead of G(t).
Proof. We apply the triangle inequality and use the Lipschitz property of the rectified linear unit to












Then, we can upper bound the perturbation as follows:
‖H(t)−H(0)‖ ≤ 1
m
∥∥φ(X>W (t))φ(W (t)>X)− φ(X>W (0))φ(W (0)>X)∥∥
≤ 1
m




‖φ(X>W (t))− φ(X>W (0))‖‖φ(W (0)>X)‖
≤ 1
m
‖X‖2 (‖W (t)‖+ ‖W (0)‖) ‖W (t)−W (0)‖F
≤ λn
m




In the third step, we use the fact that the ReLU function is 1-Lipschitz and ‖φ(X>W (t)‖ ≤
‖X‖‖W (t)‖. The last step follows by ‖W (t)−W (0)‖F ≤ Rw.
Using the condition and Weyl’s inequality, one can easily show that λmin(K(t)) ≥ λmin(H(t)) >
λ0/2.

We haved proved that as long as the weight matrix W (t) do not change much over t, the
minimum eigenvalue of K(t) stays positive. Next, we show that this implies the exponential decay
of the loss with iteration, and give a condition under which the weights do not change much.
Lemma 4.6.3. Fix t > 0. Suppose λmin(K(s)) ≥ λ02 for all 0 ≤ s < t. Then





‖X − U(0)‖2F .














‖X − U(s)‖2F , (4.37)
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since λmin(H(s)) ≥ λ02 . Therefore,











‖X − U(0)‖2F .

Lemma 4.6.4. Fix t > 0. Suppose λmin(K(s)) ≥ λ02 and ‖A(s)− A(0)‖F ≤ Ra for all 0 ≤ s < t.
For all r ∈ [m], we have






Proof. For s ∈ [0, t), we have
d
ds










X̃r(X − U(s))>r ar(s).






















‖X − U(0)‖F .
In the second step, we use the fact ‖CD‖F ≤ ‖C‖F ‖D‖ for any matrices C,D, and ‖X‖2 = λn.
The last step follows from ‖A(s)‖ ≤ ‖A(0)‖+Ra and Lemma 4.6.3. Using the same continuity, we
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have








































Lemma 4.6.5. Fix t > 0. Suppose λmin(K(s)) ≥ λ02 and ‖W (s)−W (0)‖F ≤ Rw for all 0 ≤ s < t,




dλn(‖W (0)‖+Rw)‖X − U(0)‖F√
mλ0
, R′a.
Proof. For s ∈ [0, t), we use the gradient derived in (4.29) and (4.31) to obtain:
d
dts
































‖X − U(0)‖F ,
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where we use ‖X‖ ≤
√
λn, ‖W (s)‖ ≤ ‖W (0)‖+Rw. The last step follows from Lemma 4.6.3. Now,





















dλn(‖W (0)‖+Rw)‖X − U(0)‖F√
mλ0
= R′a,
which is what we need.

Lemma 4.6.6. If R′w < Rw and R
′
a < Ra, then for all t ≥ 0, we have
(i) λmin(K(t)) ≥ λ02 ; and for all r ∈ [m], ‖W (t)−W (0)‖F ≤ R
′
w, ‖A(t)−A(0)‖F ≤ R′a;




‖X − U(0)‖2F .
Proof. Suppose on the contrary that
T =
{
t ≥ 0 : λmin(K(t)) ≤
λ0
2
or ‖W (t)−W (0)‖F > R′w or ‖A(t)−A(0)‖F > R′a
}
. (4.38)
is not an empty set. Therefore, t0 , inf T exists. Using the same contuinity argument as in
Lemma 4.5.3, one can verify that t0 > 0. First, if λmin(K(t0)) ≤ λ02 , then by Lemma 4.6.2,
‖W (t0)−W (0)‖F > Rw > R′w, which is a contradiction because it violates the minimality of t0.
The other two cases are similar, so we will prove one of them. If it holds true that
‖W (t)−W (0)‖F > R′w.
The definitions of t0 and T implies that for any s ∈ [0, t0), λmin(K(s)) ≥ λ02 and ‖A(s)−A(0)‖F ≤ R
′
a.
Then, Lemma 4.6.4 leads to:
‖W (t0)−W (0)‖F ≤ R′w,
which is a contradiction. Therefore, we have finish the proof.

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Proof of Theorem 4.6.1. With the results, we can can prove the Theorem. From Lemma 4.6.6, if
R′w ≤ Rw and R′a ≤ Ra, then





‖X − U(0)‖2F .
We only need the conditions R′w = R
′















Note that ‖X − U(0)‖2F ≤ 3n/2δ with probability at least 1− δ. Also, using a standard bound on








d with probability at






. Therefore, we finished the proof
for the gradient flow Theorem.

4.6.2 Gradient Descent
As above, we will now appropriately discretize the gradient flow to obtain a convergence result
for gradient descent with finite step size for the jointly-trained regime.
Theorem 4.6.2. Suppose Assumptions 4.2.1 and 4.2.2 hold. At initialization, suppose the weights





for some large enough constrant C, then with probability at least 1− δ the gradient descent on W
with step size η = Θ( λ0nλn ),
‖X − U(k)‖2F ≤ (1−
ηλ0
2d
)k‖X − U(0)‖2F . (4.39)
We will prove 4.6.2 by induction. The base case when k = 0 is trivially true. Assume holds for
k′ = 0, 1, . . . , k and we want to show (4.39) for k′ = k+ 1. First, we prove that ‖W (k+ 1)−W (0)‖F
and ‖A(k + 1)−A(0)‖F are small enough, and we then use that to bound ‖X − U(k + 1)‖2F .
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dλn(‖W (0)‖+Rw)‖X − U(0)‖F√
mλ0
, R′a.
First, we show the following auxiliary lemma.
Lemma 4.6.7. If the condition (4.39) holds for k′ = 0, 1, . . . k, then we have
‖W (k + 1)−W (0)‖F ≤ R′w, and ‖A(k + 1)−A(0)‖F ≤ R′a
with probability at least 1− δ for any δ ∈ (0, 1).
Proof. We prove this by induction. Clearly, both hold when k′ = 0. Assuming that both hold for
k′ ≤ k. We will prove both hold for k′ = k + 1.
We use the expression of the gradients over wr and ar in (4.28) and (4.29):




















Then, the difference of the weight matrix W is:










































where the third step and fourth step follow from ‖X̃r(k′)‖ ≤ ‖X‖ =
√
λn and the induction







Similarly, we bound the difference of the weight matrix A between time k + 1 and 0:




































where the third step and fourth step follow from the facts that ‖φ(X>W (k′))‖ ≤ ‖X‖‖W (k′)‖ and
‖X‖ =
√
λn, and ‖W (k′)‖ ≤ ‖W (0)‖+Rw.
We have therefore shown that ‖W (k′)−w(0)‖F ≤ R′w and ‖A(k′)−A(0)‖F ≤ R′a for k′ = k+1. 
Now, we expand ‖X − U(k + 1)‖2F in terms of the step k. Recall the update rule in (4.26) and
(4.27) that
W (k + 1) = W (k)− η∇WL(W (k), A(k)), k = 0, 1, . . . (4.40)
A(k + 1) = A(k)− η∇AL(W (k), A(k)), k = 0, 1, . . . (4.41)
where the gradients is given above. Next, we compute the difference of the prediction between two
consecutive steps, a discrete version of dui(t)dt . For each i ∈ [n], we have













































where the first part corresponds to kernel G(t) and the second part corresponds to the H(t) shown
up in the gradient flow analysis. With this intuition, we split the right hand side into two parts.
v1,i represents the terms that the pattern does not change and v2,i represents the remaining term
that pattern may changes.
For each i ∈ [n], we define Si = {r ∈ [m] : 1[wr(k + 1)>xi ≥ 0] = 1[wr(k)>xi ≥ 0], and

























1,2, . . . , v
>
1,n)
> and do the same for v2. Hence, we write
vec(U(k + 1)− U(k)) = v1 + v2.
































Using the fact that φ(z) = z1[z ≥ 0] and the definition of Si, we expand the forms of the gradients


























G(k)i,j −G(k)⊥i,j +H(k)i,j −H(k)⊥i,j
)
(xj − uj) + v3,i,











(K(k)−K⊥(k))vec(X − U(k)) + v3, (4.43)
in which K(k) = G(k) +H(k) — the discrete NTK kernel and K⊥(k) = H⊥(k) +G⊥(k). Lastly,
we come to the main prediction dynamics in discrete time for vec(U(k + 1)− U(k)) as:
vec(U(k + 1)− U(k)) = η
d
(K(k)−K⊥(k))vec(X − U(k)) + v2 + v3.
Using this equation, we can rewrite ‖X − U(k + 1)‖22 in terms of X − U(k) as follows:
‖X − U(k + 1)‖2F = ‖vec(X − U(k + 1))‖2
= ‖vec(X − U(k))− vec(U(k + 1)− U(k))‖2F
= ‖X − U(k)‖2F − 2vec(X − U(k))>vec(U(k + 1)− U(k))
+ ‖U(k + 1)− U(k)‖2F
= ‖X − U(k)‖2F −
2η
d




vec(X − U(k))>K(k)⊥vec(X − U(k)
− 2η
d
vec(X − U(k))>(v2 + v3)
+ ‖U(k + 1)− U(k)‖2F .
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C5 = ‖U(k + 1)− U(k)‖2F .
Notice that C1 can be upper bounded in terms of λmin(K(k)) ≥ λmin(H(k)), which is ensured as
long as the movement in the weight is sufficiently small (shown in Lemma 4.6.7.) C2 can be upper
bounded also using the kernel with bound on its spectral norm.
Proof of Theorem 4.6.2. We will prove Theorem 4.6.2 by induction. The base case when k = 0 is
trivially true. Assume that the claim holds for k′ = 0, 1, . . . , k and we want to show that (4.39) also
holds for k′ = k + 1. For k′ = k + 1, we have
‖X − U(k + 1)‖2F = ‖X − U(k)‖2F + C1 + C2 + C3 + C4 + C5
Now, we invoke the bound for each of these terms from Claims 4.9.4, 4.9.5, 4.9.6, 4.9.7 and 4.9.8 in


























If we set η = λ064nλn and use ‖X − U(0)‖F ≤ C
√














‖X − U(k + 1)‖2F ≤ (1−
ηλ0
2d
)‖X − U(k)‖2F .
174













2 exp(−m) ≤ δ
where the first bound on Rw comes from the result on gradient descent and the condition in
Lemma 4.6.2, whereas the second bound is required by the above Claims. By Claim 4.5.1 that
‖X − U(0)‖F ≤
√
2n






for a sufficiently large constant C > 0 so that the claim holds with probability 1− δ.

4.7 Weight-tied Autoencoders
We conclude with the case of training two-layer autoencoders whose weights are shared (i.e.,
A = W ). This is a common architectural choice in practice, and indeed previous theoretical analysis
for autoencoders (Rangamani et al., 2017; Nguyen et al., 2019; Li and Phan-Minh, 2019) have
focused on this setting. We will show that somewhat surprisingly, allowing the network to be
over-parameterized in this setting leads to certain degeneracies. First, we prove:
Lemma 4.7.1. Let x be any fixed sample. The weight W is randomly initialized such that wr ∼


















Wφ(W>x)‖2] = 2d+ 3
m
.
For an arbitrary small ε > 0, the expected reconstruction loss is at most ε if m ≥ Ω(d/ε).
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which does not exceed ε if m ≥ 3d/ε for ε > 0. Provided that the data samples are normalized, if
m is sufficiently large, even with random initialization the reconstruction loss is very close to zero
without any need for training. Therefore, mere over-parameterization already gets us to near-zero
loss; the autoencoder mapping 1mWφ(W
>x) ≈ x for any unit-norm x. It suggests that training of
weight-tied autoencoders under high levels of over-parameterization may be degenerated.
Proof. We will use Ewr as a shorthand for Ewr∼N (0,σ2I). We expand the reconstruction loss:
‖x− 1
m
Wφ(W>x)‖2 = ‖x− 1
m
























































Due to the normalization ‖x‖ = 1, we can also write 1σw = ux + v such that x
T v = 0, then
u = 〈w, x〉 ∼ N (0, 1) and v ∼ N (0, I − xxT ) are conditionally independent given x. Note that since
the conditional distribution of u is unchanged with respect to x, this implies that u is independent
of x; as a result, u and v are (unconditionally) independent.
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Also, denote αq = Ez∼N (0,1)[zq1(z ≥ 0)] for the exact value . Using Stein’s Lemma, we can
compute the exact values: α = Ew[u1(u ≥ 0)] = Ez∼N (0,1)[z1(z ≥ 0)] = 1√2π , β = Ew[u
2
1(u ≥ 0)] =
1
2 , γ = Ew[u
4
1(u ≥ 0)] = 32 , which are all positive. Write φ(z) = max(0, z) = 1(z ≥ 0)z, and
Ew∼N (0,I)[φ(wTx)2‖w‖2] = Ew[1(〈w, x〉 ≥ 0)〈w, x〉2‖w‖2]
= Ew[1(u ≥ 0)u2(u2 + ‖v‖2)] (‖x‖ = 1)





Changing variables by scaling the variance:
















The second result directly follows from the Lemma with the specific values of ‖x‖, σ plugged in.

4.8 Additional Proofs of Weakly-trained Case
4.8.1 Useful Facts
Lemma 4.8.1 (Stein’s Lemma). For a random vector w ∈ Rd such that w ∼ N (0, I) and function









Lemma 4.8.2. Denote Si = {r ∈ [m] : 1[wr(k + 1)>xi ≥ 0] = 1[wr(k)>xi ≥ 0], and S⊥i = [m]\Si.
If ‖wr(k)− wr(0)‖ ≤ R, then
m∑
r=1
1[r ∈ S⊥i ] ≤ 4mR
with probability at least 1− n exp(−mR).
This result is borrowed from the proof of (Song and Yang, 2019, Claim 4.10).
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4.8.2 Proof of Lemma 4.5.1
Proof. Recall that K(0) = 1m
∑m
r=1 X̃r(0)
>X̃r(0)⊗ ara>r . In this proof, we omit the argument t = 0
in X̃r(0), and simply write X̃r for clarity.
Consider the random matrix Zr = X̃
>
r X̃r ⊗ ara>r and Z̄r = Ewr [X̃>X̃] ⊗ I. Note that Zr is
positive semi-definite. One can easily show two facts:
‖Zr‖ = ‖X̃>r X̃r ⊗ ara>r ‖ = ‖X̃>r X̃r‖‖ara>r ‖ = ‖ar‖2‖X̃>r X̃r‖ ≤ dλn,
in which we use ‖ar‖2 = d; and







bixi‖2 = ‖X>X‖ = λn. (4.50)
Similarly, ‖Z̄r‖ ≤ λn, and hence ‖Zr − Z̄r‖ ≤ (d+ 1)λn. Moreover,
Ewr,ar [(Zr − Z̄r)2] = Ewr,ar [(Zr − Z̄r)(Zr − Z̄r)>]
= Ewr,ar [ZrZ>r ]− Z̄2r
= Ewr,ar [(X̃>r X̃r)2 ⊗ ‖ar‖2ara>r ]− (Ew[X̃>X̃])2 ⊗ I
 dEwr [(X̃>r X̃r)2]⊗ I.
By the above argument, ‖Ewr [(X̃>r X̃r)2]‖ ≤ λ2n, so ‖
∑
r E((Zr − Z̄r)2)‖ ≤ mdλ2n.
From matrix Bernstein’s inequality (Tropp, 2012, Theorem 1.4 of),












where we pick ε = mλ0/4. Therefore,
‖K(0)−K∞‖ ≤ λ0/4






To prove the bounds in Claims 4.8.1, 4.8.2, 4.8.3, and 4.8.4, we use the bound ‖wr(k+1)−wr(0)‖ ≤
R′ for all r ∈ [m] in Lemma 4.5.5. In what follows, we assume R′ < R, which is the weight movement
allowed to achieve Lemma 4.5.2. This assumption holds with high probility as long as m is large
enough.
Claim 4.8.1. Let C1 = −2ηd vec(X − U(k))




‖X − U(k)‖2F .
with probability at least 1− δ.





Therefore, λmin(K(k)) ≥ λ0/2 with probability at least 1− δ. As a result,
vec(X − U(k))>K(k)vec(X − U(k)) ≥ λ0
2
‖X − U(k)‖2 = λ0
2
‖X − U(k)‖2F ,
and C1 ≤ −ηλ0d ‖X − U(k)‖
2
F with probability at least 1− δ.

Claim 4.8.2. Let C2 =
2η
d vec(X − U(k))
>K(k)⊥(X − U(k)). We have
C2 ≤ 8ηnR‖X − U(k)‖2F .
with probability at least 1− n exp(−mR).
179


































1[r ∈ S⊥i ]
)2
≤ 16n2d2R2
with probability 1− n exp(−mR) where the last step follows from Lemma 4.8.2. Then, with that








≤ 8ηnR‖X − U(k)‖2F .

Claim 4.8.3. Let C3 = −2vec(X − U(k))>v2, then with probability at least 1− n exp(−mR)
C3 ≤ 8ηnR‖X − U(k)‖2F .
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≤ 16nλnR2η2‖X − U(k)‖2F
≤ 16n2R2η2‖X − U(k)‖2F .










‖X − U(k)‖F ,
and the last step follows from from Lemma 4.8.2 that
∑m
r=1 1[r ∈ S⊥i ] ≤ 4mR with probability at
least 1− n exp(−mR). Substitute the bound into C3, then we finish the proof. 
Claim 4.8.4. Let C4 = ‖U(k + 1)− U(k)‖2F . Then we have
C4 ≤ η2nλn‖X − U(k)‖2F .
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‖X − U(k)‖F .








































= η2nλn‖X − U(k)‖2F
≤ n2η2‖X − U(k)‖2F .
Therefore, we finish the proof. 
4.9 Additional Proofs for Jointly-trained Case
4.9.1 Proof of Lemma 4.6.1
We re-state and prove the concentration of H(0) in Lemma 4.6.1.
Lemma 4.9.1. For any δ ∈ (0, λ0
12dλ2n
), if m ≥ Cmax(n,d)λn log
2(nd/δ)
λ20
for some large enough constant
C, then with probability at least 1 − 1/(2nd)2 lognd −mδ, one obtains ‖H(0) −H∞‖ ≤ λ0/4 and





















We use Lemma B.7 of Zhong et al. (2017b) and verify the required conditions by the next results.
Claim 4.9.1 (Condition I for H(0)). The following are true:
(i). ‖Zr‖ ≤ λn‖wr‖2.
(ii). Pwr [‖wr‖2 ≤ 4d
√
log(2/δ)] ≥ 1− δ for any δ ∈ (0, 1).
Proof. (i) We have
‖Zr‖ = ‖φ(X>wr)φ(w>r X)‖ = ‖φ(X>wr)‖2 ≤ ‖X>X‖‖wr‖2 ≤ λn‖wr‖2,
which gives the first part (i). For the second part, we use the fact ‖wr‖2 is a chi-squared random










For any δ ∈ (0, 1) and ε2 = 9d log(2/δ) ≥ 8d log(2/δ), we have
|‖wr‖2 − d| ≤ 3
√
d log(2/δ)
with probability at least 1− δ. Then, ‖wr‖2 ≤ d+ 3
√
d log(2/δ) ≤ 4d
√
log(2/δ) with probability at
least 1− δ. 























where x̃i = xi1[w
>
r xi ≥ 0] for each i ∈ n. Then, we can write
‖Ewr [ZrZ>r ]‖ ≤ ndλn.

Claim 4.9.3 (Condition IV for H(0)). sup{b:‖b‖=1}(E[(b>Zrb)2])1/2 ≤
√
3dλn.
Proof. Recall Zr = φ(X
>wr)φ(w
>
r X), and for any unit-norm vector b ∈ Rn
(b>Zrb)
2 = ‖b>φ(X>wr)‖4 ≤ ‖φ(X>wr)‖4 ≤ λ2n‖wr‖4.
Moreover, ‖wr‖2 is a chi-squared random variable with d degree of freedom, so
E[‖wr‖4] = 3d2.
Therefore, sup{b:‖b‖=1}(E[(b>Z>r b)2])1/2 ≤
√
3dλn. 
Proof of Lemma 4.6.1. With the conditions fulfilled in Claims 4.9.1, 4.9.2 and 4.9.3, we can now











For the target bound, we choose ε‖E[Zr]‖ = λ0/4, t = log(2nd) and note that λ0 ≤ ‖E[Zr]‖ =


















In the proof of the next claims, we assume that ‖W (0)‖ ≥ R′w > Rw and ‖A(0)‖ ≥ R′a > Ra.
Also, assume d m. These conditions will hold with high probability when m is large enough.
Claim 4.9.4. Let C1 = −2ηd vec(X − U(k))




‖X − U(k)‖2F .







Moreover, G(k) is p.s.d, therefore λmin(K(k)) ≥ λmin(H(k)) ≥ λ0/2, and as a result,
vec(X − U(k))>K(k)vec(X − U(k)) ≥ λ0
2
‖X − U(k)‖2 = λ0
2
‖X − U(k)‖2F .
and C1 ≤ −ηλ0d ‖X − U(k)‖
2
F . 
Claim 4.9.5. Let C2 =
2η
d vec(X − U(k))





with probability at least 1− 2 exp(−m).
Proof. We need to bound the spectral norm of K(k)⊥, defined as K(k)⊥ = G(k)⊥ +H(k)⊥. We




















































vec(X − U(k))>K(k)⊥vec(X − U(k))
≤ 8ηλn
d
with probability at least 1− 2 exp(−m).

We re-state the results in the proof in Lemma 4.6.4 and Lemma 4.6.5 to bound the remaining
terms C3, C4, C5:




‖X − U(k)‖F ‖A(k)‖. (4.52)




‖X − U(k)‖F ‖W (k)‖. (4.53)







with probability at least 1− 3 exp(−m).
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Proof. We have vec(X − U(k))>v2 ≤ ‖v2‖‖X − U(k)‖F , so we need to bound ‖v2‖. Let Di =













































with probability at least 1− 3 exp(−m). Since ‖W (k + 1)‖ ≤ 2‖W (0)‖ and ‖A(k + 1)‖ ≤ 2‖A(0)‖.





nλn‖X − U(k)‖2F .







nλ2n‖X − U(k)‖2F ‖X − U(0)‖F
with probability at least 1− 2 exp(−m).
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Proof. We have vec(X − U(k))>v3 ≤ ‖v3‖‖X − U(k)‖F . We want to bound ‖v3‖. Let D′i =
diag(1[w1(k)









































‖X − U(k)‖2F ‖X − U(0)‖F
since ‖X − U(k)‖F ≤ ‖X − U(0)‖F by the induction hypothesis.





‖X − U(k)‖2F .
with probability at least 1− 3 exp(−m).
Proof. We bound this by re-iterating the proof of Claim 4.9.6:
‖U(k + 1)− U(k)‖2F =
1
m2























with probability at least 1− 3 exp(−m).

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CHAPTER 5. BLACK-BOX OPTIMIZATION WITH SURROGATE
LANGEVIN DYNAMICS
We consider the problem of optimizing by sampling under multiple black-box, expensive con-
straints. We leverage the posterior regularization framework and show that the constraint satisfaction
problem can be formulated as sampling from a Gibbs distribution. The main challenges come from
the black-box nature of the constraints, for example the ones obtained by solving complex PDEs. To
circumvent these issues, we introduce Surrogate-based Constrained Langevin dynamics for black-box
sampling. We devise two approaches for learning surrogate gradients of the black-box functions.
The first approach exploits zero-order approximation of the gradients in the Langevin sampling. In
practice, this approach can be prohibitive due to the need to evaluate the expensive functions. The
second approach approximates the gradients in the Langevin dynamics with deep neural networks,
providing us an efficient sampling strategy using the surrogate models. We prove the convergence
of both approaches when the target distribution is log-concave and smooth. We also show the
effectiveness of our approaches over Bayesian optimization in designing optimal nano-porous material
configurations, where the goal is to produce nano-pattern templates with low thermal conductivity
and reasonable mechanical stability.1
5.1 Introduction
In many real-world design problems, optimal designs simultaneously satisfy multiple conflicting
constraints that can be expensive to evaluate. As an example, in computational material design the
main goal is to fabricate new material configurations that meet a series of physical constraints. These
constraints are often specified by Partial Differential Equations (PDEs) via black-box numerical
solvers. Such solvers (such as one solving the Boltzmann Transport Equation) are complex, expensive
1This work was done in part during my internship at IBM Research.
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to evaluate, and offer no access to the inner variables or the gradients. As another example, consider
black-box adversarial learning where the goal is to design adversarial perturbations to a given input
that are simultaneously imperceptible and yet cause the target (unknown) model to make incorrect
predictions.
Black-box optimization. The black-box nature of the above problems prevents the use
of gradient-based optimization, and several alternative approaches have been proposed. The
first common approach is based on finite differences using Gaussian smoothing (or zero-order
optimization) to estimate gradients (Nesterov and Spokoiny, 2017; Duchi et al., 2015; Ghadimi
and Lan, 2013). Another alternative for optimizing expensive black-box functions is Bayesian
Optimization (BO) (Mockus, 1994; Jones et al., 1998; Frazier, 2018). Standard BO starts with an
initial set of observations and fits a surrogate model (e.g., a Gaussian process) of the function values.
At each subsequent round, new candidates are adaptively selected by maximizing an acquisition
function (e.g., expected improvement). The candidate points are then passed to the black-box
function to produce new observations for updating the surrogate model.
Black-box sampling. Similar to black-box optimization, the problem of sampling from a
distribution with unknown likelihood that can only be point-wise evaluated is called black-box
sampling (Chen and Schmeiser, 1998; Neal, 2003). Naturally, zero-order methods via Gaussian
smoothing (Nesterov and Spokoiny, 2017) can be extended to black-box sampling, for example using
Langevin dynamics (Shen et al., 2019). Compared with optimization, sampling approaches are
natural for optimal design, since one might require a distribution of candidate designs rather than
one single point. However, one shortcoming of the aforementioned approaches is the computational
cost of repeatedly querying the black-box functions.
In this chapter, we consider the problem of optimizing multiple black-box objectives. We pose
this optimization problem as sampling from a Gibbs distribution with compact support. We show
that the sampling problem can be cast in the framework of constrained Langevin dynamics; our
contribution is to extend the traditional Langevin dynamics in the black-box case with constraints
and compact support.
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To alleviate the computational burden in zero-order methods, we propose Surrogate Model-Based
Langevin dynamics that consists of two steps: (i) Learning (using training data) a surrogate of the
gradient of the potential of the Gibbs distribution. We show that learning the gradient, rather than
the potential itself, is important for the mixing of the Langevin dynamics towards the target Gibbs
distribution. We devise several objective functions, as well as deep neural-network parameterization
to learn such a surrogate. (ii) Using the surrogate model in the constrained Langevin dynamics in
lieu of the black-box potential. Using the surrogate enables more efficient sampling since it avoids
expensive queries (such as PDE forward solvers); moreover, obtaining the gradient is as efficient as
evaluating the learned function by automatic differentiation.
To summarize, we make the following contributions:
1. We cast the problem of optimizing a target function under constraints in the black-box setting
as sampling from a Gibbs distribution.
2. We introduce Constrained Zero-Order Langevin Monte Carlo, using projection or proximal
methods, and prove the convergence to the target Gibbs distribution.
3. We introduce Surrogate Langevin Monte Carlo by learning surrogate gradient of the potential
of the Gibbs distribution using deep neural networks. We prove the convergence to the target
distribution when the surrogate is used in conjunction with projection or proximal methods. We
show the importance of learning the surrogate and achieve this via Hermite and Taylor learning.
4. We demonstrate the effectiveness of the proposed approach in optimizing a benchmark function
and in the design of nano-porous configurations with improved thermoelectric efficiency and
mechanical stability. We show favorable results of our approach over BO.
5.2 Constrained Optimization as Gibbs Sampling
In black-box optimization problems, the goal is to find a posterior distribution q of samples
satisfying a series of equality and inequality constraints: ψj(x) = yk, j = 1 . . . Ce, and φk(x) ≤
bk, k = 1 . . . Ci where x ∈ Ω and Ω ⊂ Rd is a bounded domain. We assume a prior distribution p0
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whose analytical form is known. The main challenge is that the functions ψj and φk can be only
evaluated point-wise, and neither do we have functional forms nor access to their gradients. For
example, ψ and φ might be obtained via aggregating some statistics on the solution of a nonlinear
PDE given by a complex solver (e.g. in nano-material design).
To make the problem of learning under constraints tractable, we choose Lagrangian parameters






where L(q) = KL(q, p0) +
∑Ce
j=1 λjEx∼q(ψj(x)− yk)2 +
∑Ci
k=1 λkEx∼q(φk(x)− bk)+.
The formulation in Eq. 5.1 is similar in spirit to the posterior regularization framework of
Ganchev et al. (2010); Hu et al. (2018). However, we highlight two differences: (i) our focus is on
constrained settings (where Ω is bounded), and (ii) we assume a black-box setting. We first obtain:
Lemma 5.2.1 (Constraint Satisfaction as Sampling from a Gibbs Distribution). The solution to









k=1 λk(φk(x)−bk)+ and Z=
∫
x∈Ω exp (−U(x)) dx.
Lemma 5.2.1 shows that the constraint satisfaction problem formulated in Eq. 5.1 amounts to
sampling from a Gibbs distribution defined on a compact support given in Eq. 5.2. Sampling from
a Gibbs distribution (also known as Boltzmann distribution) using Langevin dynamics has a long
history. In the white-box setting where the functions defining the constraints have explicit analytical
forms as well as their gradients, Langevin dynamics for Gibbs distribution sampling defined on a
compact domain Ω and their mixing properties were actively studied in Bubeck et al. (2015); Brosse
et al. (2017). We provide a more detailed review in the next section.
Remark 5.2.1. Throughout the chapter, we will assume p0 to be the uniform distribution on Ω,
which means that its gradients are zero on the support of Ω. Known priors on p0 can be also
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incorporated. Otherwise, if p0 is known and belongs to, for instance, an exponential family or
a generative model prior (such as normalizing flows), we can sample from π using a mixture of
black-box sampling on the constraints (ψj , φk) and white-box sampling on log(p0).
5.3 Constrained Langevin Dynamics
We review in this section Langevin dynamics in the unconstrained case (Ω = Rd) and the
constrained setting (Ω ⊂ Rd). Below, ‖·‖ denotes the Euclidean norm unless otherwise specified.





Preliminaries. We give here assumptions, definitions and a few preliminary known facts that will
be useful later. These assumptions are commonly used in Langevin sampling analysis (Dalalyan,
2017; Bubeck et al., 2015; Brosse et al., 2017; Durmus et al., 2019).
1. Assumption A: Ω is a convex set such that 0 ∈ Ω, Ω contains a Euclidean ball of radius r,
and Ω is contained in a Euclidean ball of radius R. (e.g., Ω might encode box constraints.) The
projection onto Ω, PΩ(x) is defined as follows: for all x ∈ Ω, PΩ(x)=arg minz∈Ω‖x− z‖2. Let
R = supx,x′∈Ω ||x− x′|| <∞.
2. Assumption B: We assume that U is convex, β-smooth, and with bounded gradients:
‖∇xU(x)−∇yU(y)‖ ≤ β‖x− y‖, ∀x, y ∈ Ω.
‖∇U(x)‖ ≤ L, ∀x ∈ Ω (Boundedness).
The Total Variation (TV) distance between measures µ, ν is defined by
TV(µ, ν) = sup
A
|µ(A)− ν(A)| .




Unconstrained Langevin dynamics. In the unconstrained case, the goal is to sample from a
Gibbs distribution π(x) = exp(−U(x))/Z that has unbounded support. This sampling can be done
via the Langevin Monte Carlo (LMC) algorithm, which is given by the following iteration (LMC):
Xk+1 = Xk − η∇xU(Xk) +
√
2ληξk (5.4)
for k = 0 . . .K − 1, where ξk ∼ N (0, Id), η is the learning rate, and λ > 0 is a variance term.
Constrained Langevin dynamics. In the constrained case, the goal is to sample from π(x) =
exp(−U(x))/Z1x∈Ω. We discuss two variants:
Projected Langevin dynamics. Similar to projected gradient descent, Bubeck et al. (2015)
introduced Projected Langevin Monte Carlo (PLMC) and proved its mixing propreties towards the
stationary distribution π. PLMC is given by the following iteration for k = 0 . . .K − 1 (PLMC):
Xk+1 = PΩ
(





In essence, PLMC consists of a single iteration of LMC, followed by a projection on the set Ω using
the operator PΩ.
Proximal Langevin dynamics. Similar to proximal methods in constrained optimization, Brosse













where η is the step size and γ is a regularization parameter. In essence, ProxLMC (Brosse et al.,
2017) performs an ordinary LMC on Uγ(x) = U(x) + iγΩ(x), where i
γ




where iΩ(x) = 0 for x ∈ Ω and iΩ(x)=∞ for x /∈ Ω. Therefore, the update in Eq. 5.6 is a regular
Langevin update (as in Eq. 5.4) with potential gradient ∇xUγ(x) = ∇xU(x) + γ−1(x− PΩ(x)).
We denote by µPLMCK and µ
ProxLMC
K the distributions of XK obtained by iterating Eq. 5.5 and
Eq. 5.6 respectively. Under Assumptions A and B, both these distributions converge to the target
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Gibbs distribution π in the total variation distance. In particular, Bubeck et al. (2015) showed that
for η = Θ̃(R2/K), we obtain:
TV(µPLMCK , π) ≤ ε for K = Ω̃(ε−12d12). (5.7)
Likewise, Brosse et al. (2017) showed we can obtain the following for 0 < η ≤ γ(1 + β2γ2)−1:
TV(µProxLMCK , π) ≤ ε for K = Ω̃(ε−6d5), (5.8)
where the notation αn=Ω̃(βn) means that there exists c ∈ R, C > 0 such that αn ≥ Cβn logc(βn).
5.4 Black-Box Constrained Langevin Dynamics
We now introduce our variants of constrained LMC for the black-box setting where the explicit
potential gradient is unavailable. We explore two strategies for approximating the gradient of U
in the black-box setting. In the first strategy, we borrow ideas from derivative-free optimization
(in particular, evolutionary search). In the second strategy we learn a surrogate deep model that
approximates the gradient of the potential. Below, let G : Ω→ Rd be a vector valued function that
approximates the gradient of the potential, ∇xU . We make the following assumption:
Assumption C. The surrogate gradient G satisfies E‖G(Yk)‖2 <∞,∀k.
Surrogate projected Langevin dynamics. Given Y0, the Surrogate Projected LMC (S-PLMC)
replaces the potential gradient ∇xU in Eq. 5.5 with the surrogate gradient G (S-PLMC):
Yk+1 = PΩ
(




, k = 0 . . .K − 1 (5.9)
Surrogate proximal Langevin dynamics. Similarly, the Surrogate Proximal LMC (S-ProxLMC)
replaces the unknown potential gradient ∇xU in Eq. 5.6 with the gradient surrogate G, for












We now present our main theorems on the approximation properties of surrogate LMC (S-PLMC,
and S-ProxLMC). We do so by bounding the total variation distance between the trajectories of the
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surrogate Langevin dynamics (S-PLMC, and S-ProxLMC) and the true LMC dynamics (PLMC
and ProxLMC). Theorem 5.4.1 is an application of techniques in Stochastic Differential Equations
(SDE) introduced in Dalalyan and Tsybakov (2012) and is mainly based on a variant of Grisanov’s
Theorem for change of measures (Lipster and Shiryaev, 2001) and Pinsker’s Inequality that bounds
total variation in terms of Kullback-Leibler divergence.
Theorem 5.4.1 (S-PLMC and S-ProxLMC Mixing Properties). Under Assumption C, we have:
1. S-PLMC convergence. Let µPLMCK be the distribution of the random variable XK obtained by
iterating PLMC Eq. 5.5, and µS-PLMCK be the distribution of the random variable YK obtained by
iteration S-PLMC given in Eq. 5.9. We have TV(µS-PLMCK , µ
PLMC










2. S-ProxLMC convergence. Let µProxLMCK be the distribution of the random variable XK obtained
by iterating ProxLMC Eq. 5.6, and µS-ProxLMCK be the distribution of the random variable YK













From Theorem 5.4.1, we see that it suffices to approximate the potential gradient ∇xU(X) (and
not the potential U(X)) in order to guarantee convergence of surrogate-based Langevin sampling.
Using the triangle inequality, and combining Theorem 5.4.1 and bounds in Eqs. 5.7 and 5.8 we
obtain:
Theorem 5.4.2. (Convergence of Surrogate Constrained LMC to the Gibbs distribution.) Under
assumptions A, B and C we have:
1. Assume in S-PLMC that there exists δ > 0 such that E‖G(Yk) −∇xU(Yk)‖2 ≤ δ, ∀k ≥ 0. Set
λ = 1, and η = Θ̃(min(R2/K,α/K2)) where α = 1/(δ + β2R2). Then for K = Ω̃(ε−12d12), we
have:
TV(µS-PLMCK , π) ≤ ε.
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2. Assume in S-ProxLMC that there exists δ > 0 such that E‖G(Xk) − ∇xU(Xk)‖2 ≤ δ, ∀k ≥ 0.
Set λ = 1, and η = min(γ(1 + β2γ2)−1, 1
δK2
). Then for K = Ω̃(ε−6d5) we have:
TV(µS-ProxLMCK , π) ≤ ε.
5.5 Zero-Order Constrained Langevin Dynamics
In zero-order optimization (Nesterov and Spokoiny, 2017; Duchi et al., 2015; Ghadimi and
Lan, 2013; Shen et al., 2019), one considers the Gaussian smoothed potential Uν defined as
Uν(x) = Eg∼N (0,Id)U(x+ νg), and its gradient given by ∇xUν(x) = Eg
U(x+νg)−U(x)
ν g. The following











where g1, . . . gn are i.i.d. standard normal vectors.
Zero-Order sampling from log-concave densities was recently studied in Shen et al. (2019). We
extend it here to the constrained sampling case of log-concave densities with compact support.
We define Constrained Zero-Order Projected LMC (Z-PLMC) and Zero-Order Proximal LMC
(Z-ProxLMC) by setting G(x) = ĜnU(x) in Eq. 5.9 and Eq. 5.10 respectively.
Lemma 5.5.1 (Zero-Order Gradient Approximation (Nesterov and Spokoiny, 2017; Shen et al.,








Thanks to Lemma 5.5.1 that ensures uniform approximation of gradients in expectation, we can
apply Theorem 5.4.2 and get the following corollary for Z-PLMC and Z-ProxLMC:
Corollary 5.5.1 (Zero-order Constrained Langevin approximates the Gibbs distribution). Under
Assumptions A and B, let δ ∈ [0, 1], for n ≥
(




/δ, we have the following
bounds in expectation:
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1. Set λ = 1, and η = Θ̃(min(R2/K,α/K2)) where α= 1/(δ + β2R2). For K = Ω̃(ε−12d12), we
have:
Eg1,...gnTV(µZ-PLMCK , π) ≤ ε. (5.13)
2. Set λ = 1, and η = min(γ(1 + β2γ2)−1, 1
δK2
). For K = Ω̃(ε−6d5) we have:
Eg1,...gnTV (µZ-ProxLMCK , π) ≤ ε. (5.14)
Remark 5.5.1. For simplicity, we state the above bound in terms of expectations over the random-
ness in estimating the gradients. It is possible to get finite-sample bounds using the Vector Bernstein
concentration inequality, coupled with covering number estimates of Ω but omit them due to space.
5.6 Surrogate Constrained Langevin Dynamics
Despite its theoretical guarantees, zero-order constrained Langevin (Z-PLMC and Z-ProxLMC)
has a prohibitive computation cost as it needs O(nK) black-box queries (in our case, invocations of
a nonlinear PDE solver). To alleviate this issue, we introduce in this Section a neural surrogate
model as an alternative to the gradient of the true potential.
5.6.1 Hermite Learning of Gradients
From Theorem 5.4.2, we saw that in order to guarantee the convergence of constrained Langevin
dynamics, we need a good estimate of the gradient of the potential of the Gibbs distribution.
Recall that the potential given in Lemma 5.2.1 depends on ψj and φk, which are scalar outputs
of computationally heavy PDE solvers in our material design problem. To avoid this, we propose
to train surrogate neural network models approximating each PDE output and their gradients.
Concretely, suppose we are given a training set S for a PDE solver for the property ψ (dropping
the index j for simplicity): S = {(xi, yi = ψ(xi), ỹi = Ĝnψ(xi)), xi ∼ ρΩ i.i.d., i = 1, . . . , N}, where
ρΩ is the training distribution and Ĝnψ(.) is the zero-order estimate of the gradient of ψ given in
Eq. 5.12. We propose to learn a surrogate model belonging to a function class Hθ, f̂θ ∈ Hθ, that
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{(yi − fθ(xi))2 + ‖∇xfθ(xi)− ỹi‖2} (5.15)
The problem in Eq. 5.15 was introduced and analyzed in Shi et al. (2010) where Hθ is a ball in
a Reproducing Kernel Hilbert Space (RKHS). Following Shi et al. (2010), we refer to this type
of learning as Hermite Learning. In the deep learning community, this type of learning is called
Jacobian matching and was introduced in Srinivas and Fleuret (2018); Czarnecki et al. (2017) where
Hθ is a deep neural network parameterized with weights θ. When fθ is a deep network, we can
optimize this objective efficiently using common deep learning frameworks (PyTorch, TensorFlow).
(Shi et al., 2010) have shown that when Hθ is an RKHS ball and when ỹi = ∇xψ(xi) are exact
gradients, for a sufficiently large training set with N = O(1/ε1/(2rζ)) (where r, ζ are exponents in
[0, 1] that depend on the regularity of the function ψ). Under the assumption that ψ ∈ Hθ we have:∫
Ω‖∇xfθ(x)−∇xψ(x)‖
2ρΩ(x)dx ≤ ε. Since we are using inexact zero-order gradients, we incur an
additional bounded numerical error (see Lemma 5.5.1).
5.6.2 Taylor Learning of Gradients
While Jacobian matching of zero-order gradients is a sound approach, it remains expensive to
construct the dataset, as we need for each point to have 2n + 1 queries of the PDE solver. We
exploit in this section the Taylor learning framework of gradients that was introduced in Mukherjee
and Zhou (2006); Mukherjee and Wu (2006), and Wu et al. (2010). In a nutshell, Mukherjee and
Zhou (2006) suggests learning a surrogate potential fθ and gradient GΛ that are consistent with the
first-order taylor expansion. Given a training set S = {(xi, yi = ψ(xi)), x ∼ ρΩ, i = 1 . . . N}, Wu








wσij(yi − fθ(xj) + 〈GΛ(xi), xj − xi〉)2), (5.16)





, Hθ is an RKHS ball of scalar valued functions, and HdΛ is an RKHS
ball of vector valued functions.
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Under mild assumptions, for N = O(1/εd/2) we have
∫
Ω‖GΛ(x) − ∇xψ(x)‖
2ρΩ(x)dx ≤ ε as
demonstrated by Mukherjee and Zhou (2006). We simplify the problem in Eq. 5.16 and propose the
following two objective functions and leverage a deep learning toolkit to parameterize the surrogate





















wσij(yi−yj+〈∇xfθ(xi), xj − xi〉)2.
The objective in Eq. 5.17 uses a single surrogate to parameterize the potential and its gradient.
The objective in Eq. 5.18 is similar in spirit to the Jacobian matching formulation in the sense that
it adds a regularizer on the gradient of the surrogate to be consistent with the first-order Taylor
expansion in local neighborhoods. The advantage of the Taylor learning approach is that we do not
need to perform zero-order estimation of gradients to construct the training set and we rely instead
on first-order approximation in local neighborhoods.
5.6.3 Surrogate Constrained LMC
Consider the surrogate model fθ obtained via Hermite Learning (Eq. 5.15) or via Taylor
learning (Eqs. 5.16, 5.17, 5.18). We are now ready to define the surrogate model LMC by replacing
G(x) = ∇xfθ(x) in the constrained Langevin dynamics in Eqs 5.9 and 5.10.
Both Hermite and Taylor learning come with theoretical guarantees when the approximation
function space is an RKHS under some mild assumptions on the training distribution and the
regularity of the target function ψ. In Hermite learning, Theorem 2 in Shi et al. (2010), we
have: Ex∼pΩ‖∇xfθ(x)−∇xψ(x)‖2 ≤ ε for sufficiently large training set N = O(1/ε1/(2ζr)), where
exponents ζ, r ∈ [0, 1] depend on regularity of ψ. In Taylor Learning with the objective function
given in Eq. 5.16, Proposition 7 in Wu et al. (2010), we have: Ex∼ρΩ‖GΛ(x) −∇xψ(x)‖2 ≤ ε for
N = O(1/εd/2). In order to apply Theorem 5.4.2, we need this gradient approximation error to
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hold in expectation on all intermediate distributions in the Langevin sampling. Hence, we need the
following extra-assumption on the training distribution pΩ:
Assumption D: Assume we have a learned surrogate G on training distribution ρΩ such that
Ex∼ρΩ‖G(x)−∇xU(x)‖2≤ ε. Assume ρΩ(x) > 0, ∀x ∈ Ω and that it is a dominating measure of
Langevin (PLMC, S-PLMC, Prox-LMC, S-ProxLMC) intermediate distributions µk, i.e. ∃C > 0
s.t.:
µk(x) ≤ CρΩ(x), ∀x ∈ Ω, ∀k = 0, . . .K − 1.






hence we can apply Theorem 5.4.2 for δ = Cε, and we obtain an ε-approximation of the target
Gibbs distribution in terms of total variation distance.
Remark 5.6.1. Assumption D on the ε-approximation of the gradient can be achieved for a large
enough training set N , when we use Hermite learning in RKHS under mild assumptions and in
Taylor learning. The assumption on the dominance of the training distribution is natural and
means that we need a large training set that accounts to what we may encounter in Surrogate LMC
iterations.
In what follows we refer to surrogate constrained LMC, as x-PLMC or x-ProxLMC where x
is one of four prefixes ({Z-Hermite, Taylor-2, Taylor-1, Taylor-Reg}).
5.7 Related Work
Zero-order methods. Zero-order optimization with Gaussian smoothing was studied in
Nesterov and Spokoiny (2017) and Duchi et al. (2015) in the convex setting. Non-convex zero
order optimization was also addressed in Ghadimi and Lan (2013). The closest to our work is the
zero-order Langevin Shen et al. (2019) introduced recently for black-box sampling from log concave
density. The main difference in our setting is that the density has a compact support and hence the
need to appeal to projected LMC (Bubeck et al., 2015) and Proximal LMC (Brosse et al., 2017). It
is worth nothing that Hsieh et al. (2018) introduced recently mirror Langevin sampling.
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Gradients and score functions estimators. We used the approach of gradient distillation
(Srinivas and Fleuret, 2018) and learning gradients of the potential of the Gibbs distribution (Wu
et al., 2010), since they are convenient for training on different constraints and they come with
theoretical guarantees. However, other approaches can be also leveraged such as the score matching
approach for learning the gradient of the log likelihood (Hyvärinen, 2005) and other variants
appealing to dual embeddings (Dai et al., 2018). Estimating gradients can be also performed using
Stein’s method as in (Li and Turner, 2017), or via maintaining a surrogate of the gradient as in
Stein descent without gradient (Han and Liu, 2018).
Optimization approaches. A popular approach to deal with optimization of expensive black-
box functions is Bayesian Optimization (BO) (Mockus, 1994; Jones et al., 1998; Frazier, 2018).
The standard BO protocol is comprised of estimating the black-box function from data through a
probabilistic surrogate model, usually a Gaussian process, and maximizing an acquisition function
to decide where to sample next. BO is often performed over a latent space, as in (Gómez-Bombarelli
et al., 2018). Hernández-Lobato et al. (2016) proposed an information-theoretic framework for
extending BO to address optimization under black-box constraints which is close to our setting.
Another popular approach is Genetic Algorithms (GA), a class of meta-heuristic based evolutionary
optimization techniques, is another widely used approach for generating (material) samples with
desired property (Jennings et al., 2019) and has been also used for handling optimization under
constraints (Chehouri et al., 2016). However, GA typically requires a large number of function
evaluations, can get stuck in local optima, and does not scale well with complexity. Finally, Zhou et al.
(2019) has used deep reinforcement learning technique of Deep Q-networks to optimize molecules
under a specific constraint using desired properties as rewards. The advantage of our framework is
that we obtain a distribution of optimal configurations (as opposed to a single optimized sample)
that does not rely on training on a specific pre-existing dataset and can be further screened and
tested for their optimality for the task at hand.
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5.8 Experiments
In this section, we demonstrate the effectiveness of our black-box sampling approach in optimizing
a synthetic function, and in designing optimal nano-porous configurations. We demonstrate the
ability of surrogate models to learn the potential function by showcasing results using four objectives:
standard regression, Taylor regularization, Taylor-1 and Taylor-2. We then show that surrogate-
based Langevin MC can successfully generate new nano-configurations under given thermal and
mechanical constraints.
5.8.1 Synthetic Experiment
We use the Goldstein-Price function f (Eq. 5.19) as defined in Schonlau (1997) for our synthetic
experiment. This function is a standard benchmark for numerical optimization problems and has
been widely used in baselining the performance of BO. For x ∈ [−2, 2]2, f(x) is given by:
a = 19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22,
b = 18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22,
f(x) =
(
1 + a · (x1 + x2 + 1)2
) (
30 + b · (2x1 − 3x2)2
)
. (5.19)
Table 5.1 Results of BO and our approach applied to find the global minimum of Gold-
stein-Price function in Eq. 5.19. Exact-PLMC is Langevin with the exact
gradient of f(x). 3and 7 indicate whether the corresponding method uses the
gradient of f(x) or training data. The running time of BO includes the surrogate
fitting. For the surrogate-based Langevin methods, we only report sampling
time because the surrogate models were pre-trained. Training these surrogates
does not incur a big overhead, in roughly 40-60 seconds for this problem.
Method ∇f given Best value No. training samples Sam. time (s)
Oracle Exact-PLMC 3 3.0 7 20.6
Baseline BO 7 3.0383 1K 387.6
Ours
Zero-order-PLMC 7 3.0002 7 6.6
Taylor-Reg-PLMC 7 3.0004 5K 19.6
Taylor-1-PLMC 7 5.0863 5K 19.4
Z-Hermite-PLMC 7 3.0004 5K 20.2
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The task is to find the global minimum of f(x) that is 3.0 attained at x = (0,−1), using BO
and our proposed approach. We use the off-the-shelf BOTorch library by Balandat et al. (2019)
to perform BO. For a fair comparison, we start BO and our approach with the same 10 random




























Figure 5.1 Visualization of the benchmark Goldstein-Price function in Eq. (5.19) and its
contour plot. The global minimum is f(0,−1) = 3, shown with the star symbol
in the plots.
Implementation details of surrogate models. We use neural networks to model a surrogate
for the ground-truth f(x) in Eq. 5.19. The network comprises of 3 hidden layers of the sizes 512, 512,
and 128 respectively. To train the surrogate network, we generate 5K training samples and take
additional 2K samples for validation. We apply some data processing before training. Specifically,
we first take log of f(x) and normalize such that the final target values are in [0, 1]. The network’s
output layer computes the sigmoid function. We train the network with three variants of the training
objectives: Taylor-1 (Eq. 5.17), Taylor-Reg (Eq. 5.18) and Z-Hermite (Eq. 5.15). The network is
trained with default Adam optimizer for 30 epochs. For Taylor-1, we use learning rate 0.01 without
decay. Taylor-Reg is trained with learning rate 0.005 and decay 0.7, and Z-Hermite with learning
rate 0.01 with decay 0.7.
Langevin MC sampling. Armed with the learned surrogates, we use our proposed projected
Langevin method to find the optimum of f . We run the projected Langevin dynamics with step
size η = 10−5 for 1000 steps. For BO, we use the same model and parameter setup as we use for the
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Figure 5.2 (Left) The performance of the surrogate learning with Hermite and Taylor
learning in mean square error. (Right) Visualization of the Langevin trajectory
using exact and surrogate gradients.
material design application, except that the number of candidates is 10 at each round and we run
BO for 1000 steps. The source code is provided in the supplemental material.
Note that due to the box constraint, both BO and our approach involve a projection step,
hence we only report the projected Langevin methods in this study. We can see that our proposed
zero-order and surrogate sampling methods achieve lower value than BO when searching the global
minimum (except for Taylor-1-PLMC), with significantly smaller runtime. The runtime difference
between the Zero-order-PLMC and Exact-PLMC comes from the fact that estimating the gradient
using Gaussian smoothing is faster than using auto-differentiation. Finally, Taylor-1-PLMC is less
effective than our other methods, as the Taylor expansion objective (Eq. 5.17) does not fit the
function well.
5.8.2 Nano-porous Design Application
Next, we demonstrate the usability of our proposed black-box Constrained Langevin sampling
in nano-configuration design under multiple constraints. The typical goal is to develop new material
configurations (see Fig. 5.3) that enjoy high thermoelectric efficiency. However, while achieving
the minimal thermal conductivity can be fulfilled without much difficulty (e.g. structures with all
pores aligned along the vertical axis), such structures are often mechanically unstable and hard to
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fabricate. To design better nano-configurations, we take into account both thermal conductivity and
mechanical stability. These physical constraints are respectively specified by thermal conductivity
κ(x) and mechanical von Mises stress σ(x), and they can be obtained by solving the non-linear
PDEs (Boltzmann Transport Equation and the continuum linear elasticity Equation resp.). We use
specialized numerical PDE solvers for each configuration x.
More concretely, we aim at producing a series of samples x that minimize κ(x) to achieve high
thermoelectric efficiency while maintaining σ(x) lower than some threshold (see below). Based
on the posterior regularization formulation in Section 5.2, we pose the constraint satisfaction as
sampling from the following Gibbs distribution:
π(x) = p0(x)
exp(−λ1κ(x)2 − λ2[σ(x)− τ ]+)
Z
1x∈[0,1]20 ,
where p0(x) is the uniform distribution over the unit square, which is equivalent to the Poisson
process of 10 pores on the square, and τ is a threshold on the maximum value of σ. With this
framework, we relax the inequality constraint to the Hinge loss term on von Mises stress.
Sampling from the above Gibbs distribution is challenging as neither the potential function
E(x) = λ1κ(x)
2 + λ2[σ(x)− τ ]+, nor its gradient is known. This is the motivation for proposing our
black-box sampling approach. Our first task is to have good surrogates for the gradient of E(x).
Table 5.2 Result summary over 20 new samples obtained by our sampling methods on π(x)
with κ and σ constraints Eq. 5.8.2 and the BO baseline. The starting samples
are reused from the single constraint case (min κ = 0.0759, mean κ = 0.1268,
and mean σ = 0.8181. Note that σ can be as high as 16.)
Model Min κ / Resp. σ Min κ / satisfied σ Runtime (s)
Baseline Bayesian Opt 0.0552 / 0.5933 0.0846 / 0.4655 1614
Ours
Taylor-Reg-PLMC 0.0613 / 1.4037 0.0732 / 0.4401 952
Taylor-1-PLMC 0.0544 / 0.8004 0.0963 / 0.4677 852
Zero-order-PLMC 0.0471 / 0.5594 0.0697 / 0.4764 15677
Taylor-Reg-ProxLMC 0.0639 / 0.8789 0.0666 / 0.4467 856
Taylor-1-ProxLMC 0.0548 / 0.6549 0.0876 / 0.4481 972
Zero-order-ProxLMC 0.0354 / 0.6471 0.0808 / 0.4991 15080
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κ = 0.0871 κ = 0.0802, κ = 0.0732
σ = 0.4826 σ = 0.6681 σ = 0.4401
Figure 5.3 Example of nano-porous structures with corresponding heat flux shown using
a color gradient. Yellow regions indicate high phonons flux. The thermal
conductivity κ and von Mises stress σ are reported below each structure. The
arrows show the moving directions of the pores from their positions on the
left structure. (Left) A random sample. (Middle) The sample obtained by
Taylor-Reg PLMC starting from the left structure with κ constraint. (Right)
The sample obtained by Taylor-Reg PLMC with both κ and σ constraints.
Data. We want to learn surrogate models to approximate the gradient of the potential from
data. To this end, we generate a dataset of 50K nano-porous structures, each of size 100nm × 100nm.
Number of pores is fixed to 10 in this study and each pore is a square with a side length of 17.32nm.
We sample the pore centers uniformly over the unit square and construct the corresponding structure
after re-scaling them appropriately. Then, using the solvers OpenBTE (Romano and Grossman,
2015) and Summit (
∑
MIT Development Group, 2018), we obtain for each structure x a pair of
values: thermal conductivity κ and von Mises stress σ. Finally, we collect two datasets: {(xi, κi)}Ni=1
and {(xi, σi)}Ni=1 sharing the same xi inputs, each of N = 50K samples.
Features. The pore locations are the natural input features to the surrogate models. Apart
from the coordinates, we derive other features based on physical intuitions. For example, the
distances between pores and the alignment along axes are informative of thermal conductivity
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(Romano and Grossman, 2016). As such, we compute pore-pore distances along each coordinate
axis and add them as additional features.
Surrogate gradient methods. We use feed-forward neural networks to model the surrogate
gradients, since obtaining their gradients is efficient, thanks to automatic differentiation. We use
networks comprised of 4 hidden layers with sizes 128, 72, 64, 32 and apply the same architecture
to approximate the gradients for κ and σ separately. The hidden layers use ReLU activations
whereas sigmoid is used at the output layer (after the target output is properly normalized). For
the Taylor-2 variant (in Eq. 5.16), we have an additional output vector of the same size as the input
for the gradient prediction. The networks are trained using Adam optimizer with learning rate 10−4
and decay 1.0. We fine-tune the networks with simple grid-search and select the best models for
comparison. The results are presented in Appendix 5.9.
Bayesian optimization as baseline. We use BOTorch library Balandat et al. (2019). The
function we wish to optimize is slightly different from the above potential E(x):
g(x) = −κ(x)−0.1 · [σ(x)− τ ]+ s.t. x ∈ [0, 1]20.
We optimize g(x) with BOTorch using QExpected Improvement (qEI) as the acquisition function.
We initialize using the same 20 random samples used by our Langevin sampling approach and return
20 new candidates each round. For optimizing the acquisition function, the number of restarts is 20
with 200 raw samples. The number of Monte Carlo samples to estimate the qEI function is 2000.
We run BO with 10 steps and report the best result.
Comparison metrics. Starting from 20 samples initialized from p0(x), we run our proposed
black-box Langevin MCs and BO to obtain 20 new realizations from the target distribution π(x).
To compare sampling outcomes, we report the minimum value of κ and the corresponding σ. We
also report the minimum achieved κ when its corresponding σ is below τ . Finally, we qualitatively
compare the samples generated by different surrogate Langevin sampling methods.
Discussion. The results are summarized in Table 5.2. Note that all the surrogate Langevin
MCs are initialized from the same set of 20 samples as above. In this experiment, we set τ = 0.5,
λ1 = 100, λ2 = 1 the step size η = 1e−3 and the exponential decay rate 0.8. The results suggest
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that our approach can effectively sample new configurations under multiple competing constraints
at a significantly low computational cost. Taylor-Reg-ProxLMC achieves the best performance while
offering 15x speedup over Zero-order PLMC. Compared with BO, our approach achieves higher
thermoelectric efficiency. The running time of BO includes data generation and surrogate fitting;
however, our approach only requires to fit the surrogate once for each threshold τ and hence has
higher reusability. We show additional examples of new nano-configurations in Appendix 5.9.
5.9 Additional Experimental Results
5.9.1 Nano-porous Design
Surrogate gradient methods. We use feed-forward neural networks to model the surrogates
because obtaining gradients for such networks is efficient thanks to automatic differentiation
frameworks. We use networks comprised of 4 hidden layers with sizes 128, 72, 64, 32 and apply the
same architecture to approximate the gradients for κ and σ separately. The hidden layers compute
ReLU activation whereas sigmoid was used at the output layer (after the target output is properly
normalized). For the Taylor-2 variant (in Eq. 5.16), we have an output vector for the gradient
prediction. The networks are trained on the corresponding objective functions set up earlier by
Adam optimizer with learning rate 10−4 and decay 1.0. We fine-tune the networks with simple
grid-search and select the best models for comparison.
As emphasized throughout, our focus is more on approximating the gradient rather than learning
the true function. However, we need to somehow evaluate the surrogate models on how well they
generalize on a hold-out test set. Like canonical regression problems, we compare the surrogate
variants against each other using root mean square error (RMSE) on the test set. Figures 5.4 and 5.5
shows the results. The left figure shows RMSE for predicting κ and the right one shows RMSE
for the von Mises stress σ. We can see that the Taylor-Reg generalizes better and also converges
faster than Taylor-1 and Taylor-2 to target RMSE for κ, while all methods result similarly for σ
prediction. This is reasonable because the objectives of Taylor-1 and Taylor-2 are not to optimize
the mean square error, which we evaluate on here. Figure 5.5 shows the learning in terms of sample
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Figure 5.4 Comparison of the surrogate variants in testing RMSE. (Left) prediction accu-
racy for the thermal conductivity κ. (Right) prediction accuracy for mechanical
stability σ. Note the difference in scale of κ and σ.
complexity. Again, Taylor-Reg outperforms Taylor-1 and Taylor-2 for κ prediction. In contrast,
most models work similarly for σ regression, particularly when the training size is reduced to 50%
(25K).
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Figure 5.5 Comparison of the surrogate models in RMSE on the same test set when the
training size is varied. Note the scale difference in the figures due to the different
range of values.
Additional generated samples. We show additional configurations generated by our sampling
approach (Taylor-Reg ProxLMC, Taylor-1 ProxLMC and Zero-order ProxLMC) in Figs. 5.6 and
5.7.
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κ = 0.0871, σ = 0.4826 κ = 0.0834, σ = 0.4638 κ = 0.0942, σ = 0.4566
Figure 5.6 Example of nano-porous structures with corresponding heat flux shown using
a color gradient. Yellow regions indicate high phonons flux. The thermal
conductivity κ and von Mises stress σ are reported below each structure. The
arrows show the moving directions of the pores. (Left) A random sample.
(Middle) The sample obtained by Taylor-Reg ProxLMC starting from the
left structure with κ constraint. (Right) The sample obtained by Taylor-Reg
ProxLMC with both κ and σ constraints.
5.10 Background on Stochastic Differential Equations
Theorem 5.10.1 (Grisanov Theorem, Change of Measure for Brownian Motion (Lipster and
Shiryaev, 2001), Theorem 6.3 page 257). Let (Wt,Ft) be a Wiener process (Brownian motion) and
(βt,Ft) a random process such that for any T > 0∫ T
0
‖βt‖2dt <∞ a.s
Then the random process : dW̃t = dWt − βtdt or written equivalently: W̃t = Wt −
∫ t
0 βsds, is a


























κ = 0.0871, σ = 0.4826 κ = 0.0834, σ = 0.4638 κ = 0.0942, σ = 0.4566
Figure 5.7 Example of nano-porous structures with corresponding heat flux shown using
a color gradient. Yellow regions indicate high phonons flux. The thermal
conductivity κ and von Mises stress σ are reported below each structure. The
arrows show the moving directions of the pores. (Left) A random sample.
(Middle) The sample obtained by Taylor-1 ProxLMC starting from the left
structure with κ constraint. (Right) The sample obtained by Taylor-1 ProxLMC
with both κ and σ constraints.
Theorem 5.10.2 (Grisanov Theorem, Change of Measure for Diffusion Processes, (Lipster and
Shiryaev, 2001), ()). Let (Xt)t≥0 and (Yt)t≥0
dXt = αt(X)dt+ dWt
dYt = βt(Y )dt+ dWt
where X0 = Y0 is an F0 measurable random variable. Suppose that the non-anticipative functionals
αt(x) and βt(x) are such that a unique continuous strong solutions exits for both processes. If for
any T > 0:∫ T
0
‖αs(X)‖2 + ‖βs(X)‖2ds <∞(a.s) and
∫ T
0
‖αs(Y )‖2 + ‖βs(Y )‖2ds <∞(a.s).




























5.11 Background on Zero-Order Optimization
Consider the smoothed potential Uν defined as follows:
Uν(x) = Eg∼N (0,Id)U(x+ νg)
















where g1, . . . gn are iid standard Gaussians vectors.
Using known results in zero order optimization under assumptions on smoothness and bounded
gradients of the gradients we have for all x ((Nesterov and Spokoiny, 2017; Shen et al., 2019)):
Eg‖Ĝ1(x)−∇xU(x)‖2 ≤
(










Finally by independence of u1, . . . un we have:
Eg1,...,gn‖Ĝn(x)−∇xU(x)‖2 ≤
(





























































, x ∈ Ω
and
q(x) = 0, x /∈ Ω,
First order optimality on η give us:
∫
Ω q(x) = 1, we conclude by setting e exp(−η) = Z. 
Proof of Theorem 5.4.1 1) Projected Langevin. Let us define the following continuous processes by




where Ũt(X̃) = −
∑∞
k=0∇xU(X̃kη)1t∈[kη,(k+1)η](t). Similarly let us define :
dỸt = PΩ(Gt(Ỹ )dt+
√
2λdWt)
where Gt(Ỹ ) = −
∑∞
k=0G(Ỹkη)1t∈[kη,(k+1)η](t).






























Assume that X0 = Y0 there exists Q such that , XT = Q({Wt}t∈[0,T ]) and YT = Q((W̃t)t∈[0,T ]).
Let µX̃T be the law of X̃t∈[0,T ]. Same for µ
Ỹ
T . The proof here is similar to the proof of Lemma 8 in
(Bubeck et al., 2015). By the data processing inequality we have:
KL(µX̃T , µ
Ỹ
T ) ≤ KL(Wt∈[0,T ], W̃t∈[0,T ]),
Now using Grisanov’s Theorem for change of measure of Brownian Motion (Theorem 5.10.1) we
have:













































where in the last inequality we used the fact that ||a− b||2 ≤ 2(||a||2 + ||b||2). Note that we have
by smoothness assumption on U :
‖∇xU(Ykη)−∇xU(Xkh)‖2 ≤ β2‖Xkh − Ykh‖2
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Now using Pinsker inequality we have:
TV (µX̃T , µ
Ỹ
T )








Hence for T = Kη we have:














Proof of Theorem 5.4.1 2) Proximal LMC. Let us define the following continuous processes by








γ (X̃kη − PΩ(X̃kη)))1t∈[kη,(k+1)η](t). Similarly let us define :
dỸt = Gt(Ỹ )dt+
√
2λdWt




γ (Ỹkη − PΩ(Ỹkη)))1t∈[kη,(k+1)η](t). Now applying Grisanov’s











































Hence for T = Kη we have:














Proof of Theorem 5.4.2 . S-PLMC. If we set λ = 1, η ≤ α/K2, where α = 1/(δ + β2R2), in this





. Assuming A, B and C we consider
η ≤ min(R2/K,α/K2), and K = Ω̃(ε−12d12). Now using the triangle inequality together with the





PLMC , π) ≤ ε+ 1√
K
.
S-ProxLMC. We conclude with a similar argument for TV (µS−ProxLMCK , π) using Eq.s 5.8.
Considering η = min(γ(1 + β2γ2)−1, 1
δK2
), and K = Ω̃(ε−6d5), we obtain (ε+ 1√
K
) approximation
in TV of the target Gibbs distribution.

Proof of Corollary 5.5.1. Z-PLMC: We have:










Taking the expectation we have:
















by Jensen inequality. Note now that we have:
Eg1...gn‖GnU(Ykη)−∇xU(Ykη)‖2 ≤ δ, ∀Ykη.
For n ≥
(




/δ The rest of the proof is an application of Theorem 5.4.2.
Z-ProxLMC. A similar argument holds. 
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Conclusion. In this chapter, we introduced Surrogate-based Constrained Langevin dynamics
for black-box sampling from a Gibbs distribution defined on a compact support. We devised two
approaches for learning surrogate gradients, using (i) zero-order methods and (ii) neural network-
based surrogate models. We proved the convergence to the target distribution for both approaches
in the log-concave and smooth case. We showed the usability of our approach in optimizing a
synthetic function. We also applied our black-box sampling scheme to nano-material configuration
design, where black-box constraints are given by expensive PDE solvers.
We demonstrated the efficiency of our approach in finding optimal configurations over Bayesian
Optimization, and showed that learning surrogate models offers a better trade-off between computa-
tion and efficiency than the zero-order methods. Finally, Taylor-Reg-ProxLMC is a viable option
that achieves the best performance while offering 15x speedup over Zero-order PLMC.
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CHAPTER 6. FUTURE WORK
In this final chapter, we lay out two potential directions for future work to be built upon the
understanding developed in this thesis. Moreover, merging two lines of research in gradient flow
analysis with Langevin dynamics as well as inverse problems using generative priors could be an
interesting direction.
6.1 Black-box Variational Inference
Autoencoders are a powerful framework for unsupervised learning, with several successful
variants, including one studied in the earlier chapters. Variational autoencoders (VAEs), however,
can learn the underlying data distributions and has capability of generating new samples consistent
with the data. While understanding of regular autoencoders in terms of what distributions they
learn is limited, the gradient dynamics in VAEs are rather under-explored.
In VAEs, the goal is to learn a latent variable model of pθ(x) for an observed variable x ∈ Rd




Since the integral is intractable in general, directly maximizing the marginal likelihood for θ is not
feasible. In VAEs, one seeks a variational posterior qφ(z|x) in the variational family parameterized
by some neural network φ that minimizes KL(qφ||pθ). This is equivalent to maximizing the evidence
lower bound (ELBO) of log pθ(x):







Given training data X = {xi}ni=1 and pθ(x) as a black-box model, we want to fit φ by maximizing
the evidence lower bound:
arg max
φ
L(φ) = Ex∼pdata [ELBO(x)].
In the black-box setting, θ is fixed and unknown. We want to optimize over φ using gradient descent.




In VAEs, we use reparameterization trick such that for each x:
z ∼ qφ(z|x)⇐⇒ z = fφ(x, ε), ε ∼ N (0, I).














where the neural tangent kernel is:
Kij = (∇φfφ(xi, ε))>(∇φfφ(xj , ε))
The natural question is can we analyze this PDE with NTK analysis and/or Langevin dynamics
and reason about the convergence of qφ?
6.2 Inverse Problems with Langevin Dynamics
The second direction is the land of inverse problems with generative priors. One typical example
is compressive sensing whereby the signal x ∈ Rd is unknown, distributed as some generative prior
p(x), similar to Bayesian formulation. Given x, noisy measurements y satisfy:
p(y|x) = N (Ax, σ2I).
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We stretch two ways to pose compressive sensing as sampling based on generative priors using









KL(q||p) s.t. Ex∼q[‖y −Ax‖2] ≤ ε. (6.3)
where p(x) is the prior and Q is a variational family. The optimal q∗ of the Lagrangian relaxed
form, minq∈QKL(q||p) + λEq[‖y −Ax‖2], is
q∗(x|y) = p(x) exp(−λ‖y −Ax‖
2)∫
u p(u) exp(−λ‖y −Au‖2)
, (6.4)
with λ > 0 being the Lagrangian multiplier. If we interpret λ as the precision of the Gaussian
measurements y, then we recover the optimal condition distribution p(x|y) above.
To sample from p(x|y) or q∗(x|y) above, Langevin dynamics is naturally a method of choice when
it is easy to obtain gradient of the generative model p(x) or ∇x log p(x). Precisely, take x0 ∼ p(x),
the Markov chain is:
xt+1 = xt − ηλ∇x‖y −Ax‖2 + η∇x log p(x) +
√
2ηN (0, I).
We can think of it as a discretized version of an infinitesimal flow. In case of implicit models such as
GANs or VAEs, one contribution would be to estimate the gradient of their log-density (cf. (Song
and Ermon, 2019).
An alternative is to work on latent space for implicit latent models. Recall Equations 2 and 3 in
(Lindgren et al., 2020), which basically have the same form, except that we are doing on the space
of x instead of latent space z. Now, one can also formulate the problem on the latent space:
min
q∈Q
KL(q||N (0, I)) s.t. Ez∼q[‖y −Af(z)‖2] ≤ ε, (6.5)
whose relaxed form gives the optimal posterior:





Again, we can sample directly from this posterior instead of learning a parametric implicit model as
done by Lindgren et al. (2020). The Langevin dynamics is:
zt+1 = (1− η)zt − ηλ∇z‖y −Af(z)‖2 +
√
2λN (0, I). (6.7)
Theoretically, we can prove the convergence of the stationary distribution of qt to the target
distribution using Wasserstein gradient flow with condition on f(z).
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