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Abstract
Many applications call for universal compression of strings over large, possibly inﬁnite, alphabets.
However, it has long been known that the resulting redundancy is inﬁnite even for i.i.d. distributions.
It was recently shown that the redundancy of the strings’ patterns, which abstract the values of the
symbols, retaining only their relative precedence, is sublinear in the blocklength n, hence the per-
symbol redundancy diminishes to zero. In this paper we show that pattern redundancy is at least
(1.5log2e) n1/3 bits. To do so, we construct a generating function whose coefﬁcients lower bound the
redundancy, and use Hayman’s saddle-point approximation technique to determine the coefﬁcients’
asymptotic behavior.
© 2004 Published by Elsevier B.V.
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1. Introduction
Many applications require compression of data generated by an unknown distribution.
For example, while data often needs to be compressed to accomodate bandwidth constraints
in wireless communications, its distribution is rarely known.
∗ Corresponding author. CSE Department, University of California, San Diego, 9500 Gilman Drive, La Jolla
CA 92093-0114, USA.
E-mail addresses: njevtic@ucsd.edu (N. Jevtic´), alon@ucsd.edu (A. Orlitsky), nsanthan@ucsd.edu
(N.P. Santhanam).
0304-3975/$ - see front matter © 2004 Published by Elsevier B.V.
doi:10.1016/j.tcs.2004.10.038
294 N. Jevtic´ et al. / Theoretical Computer Science 332 (2005) 293–311
A typical approach to this problem assumes that the underlying distribution, though
unknown, belongs to a known collection P of possible distributions, for example, the set
of i.i.d. or Markov distributions.
When the underlying distribution is known, sources can be compressed to essentially
their entropy. Even with the distribution unknown, we attempt to compress the data with a
universal code so that the number of bits used is not much larger than the entropy of the
underlying distribution, no matter which one inP it may be. The minimum number of extra
bits used by any universal code in the worst case is the redundancy, Rˆ(P) of the collection
P of distributions.
Let P be a collection of distributions over a setX. Shtarkov [26] showed that
Rˆ(P) = log
( ∑
x∈X
max
p∈P
p(x)
)
, (1)
where throughout the paper, logarithms are taken to base 2. For the collection Inm of i.i.d.
distributions over length-n strings froman alphabet of a ﬁxed sizem, a number of researchers
have shown [5–7,18,24,27,29,35] that as n increases
Rˆ(Inm) =
m− 1
2
log
n
2
+ log 
m( 12 )
(m2 )
+ om(1), (2)
where  is the gamma function, and the om(1) term diminishes with increasing n at a rate
determined by m.
This redundancy grows logarithmically with the blocklength n, hence as n increases, the
per-symbol redundancy Rˆ(Inm)/n diminishes, implying that asymptotically, strings gener-
ated by an unknown distribution in Inm can be compressed essentially as well as when the
underlying distribution is known.
However, inmany applications, such as languagemodeling, text, and image compression,
the alphabet size m is large, often comparable to the blocklength, and the redundancy
calculated in (2) high.
In the limit, Kieffer [17] showed that universal compression of i.i.d. sequences over
inﬁnite alphabets requires inﬁnite per-symbol redundancy, and speciﬁed the condition for
a collection of distributions to have negligible per-symbol redundancy.
Motivated by (2) and by Kieffer’s result, researchers have generally avoided direct com-
pression of sequences over inﬁnite or large alphabets. Therefore, several researchers have
attempted to get around Kieffer’s negative result.
One line of work, along the lines of [8,11,13,31,15] constructed compression algorithms
for collections satisfying Kieffer’s condition. For example, [8] considered the collection of
i.i.d. distributions that assign non-increasing probabilities to positive integers.
A second approach [1,16] does not restrict the collection of distributions, but separates
the description of the sequence into two parts: a description of the symbols appearing in the
string, and of the pattern they form. For example, the string
“abracadabra”
can be described by conveying the pattern,(“abracadabra”),
“12314151231”
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and the dictionary
Index 1 2 3 4 5
Letter a b r c d
.
Together, the pattern and the dictionary specify that the string “abracadabra” consists of
the ﬁrst letter to appear (a), followed by the second letter to appear (b), then by the third to
appear (r), the ﬁrst that appeared (a again), the fourth (c), the ﬁrst (a), etc.
In many applications [2–4,12,28,32,36], the description of patterns is more important
than the dictionary. For example, in language modeling, the pattern reﬂects the structure of
the language while the dictionary plays a less important part. Consequently, we concentrate
on the redundancy of compressing the patterns.
Any distribution induces a distribution on patterns, assigning to a pattern the probability
p() def= p{x : (x) = }
of all sequences whose pattern is .
Letting n denote the set of all length-n patterns, Shtarkov’s sum (1) implies that the
pattern redundancy of In, i.e., the redundancy of the collection of distributions induced on
patterns by In is
Rˆ(In) = log
( ∑
∈n
max
p∈In
p()
)
.
It has been shown [22] that, irrespective of the alphabet size, patterns of i.i.d. distributed
strings can be compressed with redundancy of at most
Rˆ(In)
(

√
2
3
log e
)√
n
bits. Hence as the blocklength n grows, the redundancy of patterns increases sublinearly
with n, and the per-symbol redundancy diminishes to zero, even for inﬁnite alphabets.
In this paper we improve on a lower bound on Rˆ(In) presented in [22]. To do so, we
lower bound the highest probability of a pattern  by the highest probability of any single
i.i.d. string whose pattern is . We obtain,
Rˆ(In)Rˆ−(In)
def= log
( ∑
∈n
n∏
=1
(
n
)() )
,
where () is the number of symbols appearing  times in . Rˆ−(In) is of mathematical
interest of its own and its simple formulation allows for a precise evaluation of its growth
order. In Theorem 10, we use Hayman’s saddle point analysis on its generating function to
show that
Rˆ−(In) =
(
3
2
log e
)
n
1
3 − 1
3
log n− 2
3
log e− 1
2
log 3+ o(1). (3)
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This bound is related to the bound for ﬁxed m,
Rˆ(Inm)
m− 1
2
log
n
2
+ log 
m( 12 )
(m2 )
+ om(1), (4)
presented in Appendix 1 of [27]. However, it is not clear whether the latter bound holds
when m grows with n (see Discussion in Section 5.2 of [19]). If Bound (4) held for m
growing as 3
√
n, then it could be applied to obtain a lower bound on Rˆ(In), as described
in [1]. However, this approach of [1] would yield only the (matching) leading coefﬁcient of
Bound (3), and it can be shown that if additional coefﬁcients were calculated, they would
not exceed those in Bound (3). We note that recently Shamir [25] showed that a weaker
form of the lower bound in Corollary 11 applies to average-case redundancy.
An interesting property of patterns arises also in connection with Good Turing estima-
tors.Applications considered here, like language modeling, text compression etc., typically
involve distributions over a large alphabet, with most letters in the alphabet having insignif-
icant probabilities. The maximum likelihood estimates of the distribution from a given data
sample are known to be unreliable for these applications, and of the several alternatives
proposed, the Good Turing estimate and its modiﬁcations are known to perform well. In
contrast to the maximum likelihood estimate which explains the count of each symbol,
these estimates look at the number of symbols appearing once, twice, and so on. It can be
shown, e.g., [22], that the i.i.d. distribution assigning the highest probability to a pattern is
the best i.i.d. distribution to explain this statistic. For a detailed discussion along this angle,
see [20,21].
2. Patterns and their redundancy
We formally deﬁne patterns and discuss their compression.
LetA be any alphabet. For x = x1 . . . xn def= xn1 ∈An,
A(x)
def= {x1, . . . ,xn}
is the set of symbols appearing in x. The index of x ∈A(x) is
™x(x)
def= min {|A(xi1)| : 1 in and xi = x},
one more than the number of distinct symbols preceding x’s ﬁrst appearance in x. The
pattern of x is the concatenation
(x) def= ™x(x1)™x(x2) . . . ™x(xn),
of all indices. For example, if x = “abracadabra”, ™x(a) = 1, ™x(b) = 2, ™x(r) = 3,
™x(c) = 4, and ™x(d) = 5, hence
(abracadabra) = 12314151231.
Let
(An) = {(x) : x ∈An}
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denote the set of patterns of all strings inAn. For example, ifA consists of two elements,
then(A) = {1},(A2) = {11, 12},(A3) = {111, 112, 121, 122}, etc. Let
n def= ⋃
A
(An)
be the set of all length-n patterns, and let
∗ def=
∞⋃
n=0
n
be the set of all patterns. For example,
0 = {},
1 = {1},
2 = {11, 12},
3 = {111, 112, 121, 122, 123},
where  is the empty string, and so on.
It is easy to see that a string  is a pattern if and only if the ﬁrst occurance of any i∈Z+
in  precedes that of i+1. For example, 1, 12, and 1213 are patterns, while 21, 1312 are
not.
Every probability distribution p overA∗, the collection of all strings of symbols from
A induces a distribution p over patterns on∗, where
p()
def= p({x ∈A∗ : (x) = }),
is the probability that a string generated according to p has pattern . When pattern prob-
abilities p() are evaluated, the subscript  can be inferred, and is hence omitted. For
example, let p be a uniform distribution over {a, b}2. Then p induces on2 the distribution
p(11)= p({aa, bb}) = 1
2
,
p(12)= p({ab, ba}) = 1
2
.
For a collection P of distributions overA∗ let
P def= {p : p ∈ P}
denote the collection of distributions over∗ induced by probability distributions in P .
The pattern redundancy of P , namely the worst case redundancy of universally coding
patterns generated according to an unknown distribution in P, is
Rˆ(P) = inf
q
sup
p∈P
sup
∈∗
log
p()
q()
,
where q is any distribution on∗. Clearly, the pattern redundancy of allP is non-negative.
We will be mainly interested in pattern redundancy of the collection In of all i.i.d.
distributions, that is, we compare any distribution q’s probabilities to the maximum i.i.d.
probabilities of patterns, pˆ() def= supp∈In p().
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We illustrate the computation of maximum probabilities for a few simple patterns. Ob-
serve that since any distribution p has p(1) = 1, we have pˆ(1) = 1. Since any distribution
p concentrated on a single element has p(1 . . . 1) = 1 for any number of 1’s, we obtain
pˆ(1 . . . 1) = 1, and, since any continuous distribution p has p(12 . . . n) = 1, we derive
pˆ(12 . . . n) = 1.
In general it is difﬁcult to determine the maximum probability of a pattern. For example,
some work [23] is needed to show that pˆ(112) = 14 . Since it is difﬁcult to obtain the
maximum probability of patterns, it is difﬁcult to compute the pattern redundancy of In
exactly. In [22], an upper bound was obtained for the redundancy of patterns, showing that
the per-symbol pattern redundancy of In diminishes to zero with increasing blocklengths.
However, we prove here that the pattern redundancy of In is not less than O(n 13 ).
3. The generating function
Asmentioned earlier, it is difﬁcult to obtain themaximumprobability of patterns. Instead,
we lower bound these probabilities of patterns, and use Shtarkov’s sum to derive a lower
bound on redundancy.
Let
−1p () = {x ∈A∗ : (x) =  and p(x) > 0}
be the support of a pattern  with respect to a distribution p. For every  ∈ n,
sup
p∈In
p() = sup
p∈In
p
(
−1p ()
)
 max
p∈In
max
x∈−1p ()
p(x).
Let the number of symbols occuring  times in  be . Standard maximum-likelihood
arguments imply that
max
p∈In
max
x∈−1p ()
p(x) =
n∏
=1
(
n
)
,
hence
sup
p∈In
p()
n∏
=1
(
n
)
. (5)
Let
n = {(1, . . . ,n) : i0,
n∑
=1
 = n},
and
 = { :  symbols appear  times in pattern }.
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Incorporating (5) into Shtarkov’s sum (1), we obtain
Rˆ(In) = log

 ∑
∈n
∑
∈
sup
p∈In
p()


 log

 ∑
∈n
∑
∈
n∏
=1
(
n
)
= log
( ∑
∈n
n!∏n
=1 (!)!
n∏
=1
(
n
))
def= log g(n). (6)
Direct computation of g(n) appears to be difﬁcult. Instead, we evaluate a generating
function of g(n),
G(z)
def=
∞∑
n=0
g(n)
nn
n! z
n, (7)
from which the asymptotics of g(n) can be obtained using Hayman’s analysis [14].
To express the generating function G(z) in a more explicit form, observe that
G(z)=
∞∑
n=0
∑
(1,...,n)∈n
∏
1
(
z
!
) 1
!
= ∑
(0,1)
∏
1
(
z
!
) 1
!
= ∏
1
∑
0
(
z
!
) 1
!
,
thus yielding
G(z) = exp
( ∞∑
k=1
kkzk
k!
)
. (8)
4. Hayman’s analysis
In the last section, we lower bounded Rˆ(In) in terms of the coefﬁcients of a generating
function G(z). Hayman [14] developed a technique to compute the asymptotics of the
coefﬁcients of power series that satisfy certain properties, which, as shown later,G(z) also
satisﬁes. In this section we describe Hayman’s analysis. We follow the terminology used
in [30].
Theorem 1 (Hayman). For
f (z) =
∞∑
n=0
anz
n,
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let
a(z)
def= d log f (z)
d log z
and b(z)
def= d
2 log f (z)
d(log z)2
= za′(z), (9)
and let the saddle point rn be the solution of
a(rn) = n.
If for some real R1, the following three conditions hold:
Nonnegativity: ∃R0 < R1 such that for R0 < x < R1,
f (x)0;
Fast growth: As x → R1 − 0, namely, x approaches R1 from below, b(x) →∞;
Basic split: ∃	(x) > 0, called the basic split such that
Local approximation: for |
|	(x), uniformly in 
 as x → R1
f (xei
) ∼ f (x) exp(ia(x)
− 

2
2
b(x));
Fast taper: for 	(x) < |
| < , uniformly in 
 as x → R1
f (xei
) ∼ o(f (x))√
b(x)
;
then,
an ∼ f (rn)
rnn
√
2b(rn)
.
Hayman’s analysis can also be viewed as a special case of the class of saddle point
approximations. It exploits the fact that for functions satisfying the conditions of
Theorem 1, the value of Cauchy’s integral
∫
C
f (z)/zn+1 around a contour C through the
saddle point rn is captured by a short arc around rn. For more details on the saddle point
approximation and related results, see [10,14,30].
For the generating function G deﬁned in Eq. (8), the functions a(z) and b(z) of Eq. (9)
are
a(z) =
∞∑
k=1
kk+1zk
k! and b(z) =
∞∑
k=1
kk+2zk
k! . (10)
We pick R1 = 1e . The ﬁrst two conditions are clearly satisﬁed for G(z). For 	(x) =
(1−ex) 65 , we show inTheorem6, that the local approximation forG holds, and inTheorem7
that |G(z)| does drop rapidly for |
|	(x).
5. Preliminaries
We outline some results that will be extensively used in this paper.
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Observe that we can expand G(xei
) in 
 as
G(xei
)=G(x) exp
(
∞∑
l=1
(i
)l
l!
dl logG(z)
d(log z)l
∣∣∣∣
z=x
)
=G(x) exp
(
∞∑
l=1
(i
)l
l!
∞∑
k=1
kk+lxk
k!
∣∣∣∣
z=x
)
.
We ﬁrst check for convergence of each of the summations over k.
Lemma 2. For any l,
∑∞
k=1 k
k+lxk
k! converges for x < 1e .
Proof. By the Cauchy ratio test, e.g., [33]. 
Therefore, in order to evaluate the n′th coefﬁcient in the Taylor series, Hayman’s theorem
approximates the value of G(z) in the complex integration over the circle |z| = x by a
correction over the value G(x) for points on the circle near the positive real line, and by a
term much smaller than G(x) for points on the circle away from the positive real line.
Intuitively speaking it follows that at the basic split 	, the contribution of higher order
terms is negligible and that the contribution of the second coefﬁcient is large enough to
satisfy fast taper. We choose a 	 based on these criteria, and then prove that our choice
indeed works.
We also use Feller’s bounds [9] on Stirling’s approximation for all n1,
√
2n
(n
e
)n
n!√2n
(n
e
)n
e
1
12n , (11)
extensively in the paper. Further, we shall denote by C positive constants that are, in partic-
ular, independent of x, 
 and l.
6. Locating the basic split
We locate the basic split 	 for
G(xei
) = G(x) exp
(∞∑
l=1
(i
)l
l!
∞∑
k=1
kk+lxk
k!
)
.
To do so, we estimate the magnitude of the coefﬁcients of 
, and ensure that at our choice
of 	, the second term is unbounded, and the contribution of any term beyond the second is
negligible. In Theorems 6 and 7, we show that this choice works.
We upper bound the magnitude of the coefﬁcients of 
 as follows.
Lemma 3. For integers l2 and x < 1e ,
∞∑
k=1
kk+lxk
k! 
√
(2l)!
2l (1− ex)l+ 12
.
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Proof. From Feller’s bounds (11),
∞∑
k=1
kk+lxk
k! 
1√
2
∞∑
k=1
klxkek√
k
.
Squaring the right side,( ∞∑
k=1
klxkek√
k
)2
=
∞∑
k=2
xkek
k−1∑
m=1
((k −m)m)l−1/2

∞∑
k=2
xkek(k − 1)
(
k
2
· k
2
)l−1/2
 1
22l−1
∞∑
k=0
k2lxkek
 (2l)!
22l−1
∞∑
k=0
(
k + 2l
2l
)
xkek
= (2l)!
22l−1(1− ex)2l+1 .
Taking the positive square root proves the lemma. 
We lower bound the magnitude of the coefﬁcient of 
2 as follows.
Lemma 4. For 56e < x <
1
e ,
∞∑
k=1
kk+2xk
k! 
C
(1− ex) 52
.
Proof. From Feller’s bounds (11),
∞∑
k=1
kk+2xk
k! C1
∞∑
k=1
k2xkek√
k
.
Squaring the right side,( ∞∑
k=1
k2xkek√
k
)2
=
∞∑
k=2
xkek
k−1∑
m=1
((k −m)m)3/2

∞∑
k=2
xkek
 3k4 ∑
m= k4 
((k −m)m)3/2

∞∑
k=2
xkek
k
2
(
3k
4
· k
4
)3/2
= C2
∞∑
k=2
k4xkek
 C24!
∞∑
k=2
(
k
4
)
xkek
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= C24! · (xe)4 ·
∞∑
k=4
(
k
4
)
xk−4ek−4
 C3
(1− ex)5 .
In the last step we observed that 56 < xe < 1, and thus included it in the constant. Taking
the positive square root proves the lemma. 
The following Lemma locates the basic split.
Lemma 5. ∃	(x) so that
lim
x→ 1e
	(x)2
∞∑
k=1
kk+2xk
k! → ∞
and simultaneously for l3,
lim
x→ 1e
	(x)l
∞∑
k=1
kk+lxk
k! = 0.
Proof. Take 	(x) = (1− ex) with 76 <  < 54 . From Lemma 4,
lim
x→ 1e
	(x)2
∞∑
k=1
kk+2xk
k!  limx→ 1e
C	(x)2
(1− ex) 52
→∞
because  < 54 , and from Lemma 3,
lim
x→ 1e
	(x)l
∞∑
k=1
kk+lxk
k!  limx→ 1e
	(x)l
√
(2l)!
2l (1− ex)l+ 12
= 0
because  > maxl3(1+ 12l ) = 76 . Therefore all 	(x) = (1− ex) with 76 <  < 54 satisfy
the lemma. In particular we will use 	(x) = (1− ex) 65 . 
7. Local approximation
We show that all points on the circle |z| = x with argument |
|	(x) = (1− ex) 65 can
be approximated by a small correction over the value on the positive real line.
Theorem 6. Let 	(x) = (1− ex) 65 . Uniformly in 
, for 0 |
|	(x),
G(xei
) ∼ G(x) exp
(
i
a(x)− 

2
2
b(x)
)
,
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i.e., for 0 |
|	(x), ∀ > 0, ∃() such that if 0 < |x − 1e | < ,∣∣∣∣∣∣
G(xei
)
G(x) exp
(
i
a(x)− 
22 b(x)
) − 1
∣∣∣∣∣∣ < .
Proof. Observe that
G(xei
)= exp
(
∞∑
k=1
kkxkeik

k!
)
= exp
( ∞∑
k=1
kkxk
k!
∞∑
l=0
(ik
)l
l!
)
= exp
(∞∑
l=0
(i
)l
l!
∞∑
k=1
kk+lxk
k!
)
.
The rearrangement can be done for all x < 1e , as the original series is absolutely convergent
for x < 1e . Split the term in the exponent as,
∞∑
l=0
(i
)l
l!
∞∑
k=1
kk+lxk
k! =
∞∑
k=1
kkxk
k! + i

∞∑
k=1
kk+1xk
k!
−

2
2
∞∑
k=1
kk+2xk
k! +
∞∑
l=3
(i
)l
l!
∞∑
k=1
kk+lxk
k!
= log(G(x))+ i
a(x)− 

2
2
b(x)+
∞∑
l=3
(i
)l
l!
∞∑
k=1
kk+lxk
k! .
Observing that if |t | < 1, |et − 1| |e|t | − 1| < (e − 1)|t | < (e − 1), an equivalent
statement for the local approximation would be that for |
| < 	(x), given  > 0, ∃ ()
such that for |x − 1e | < ,∣∣∣∣∞∑
l=3
(i
)l
l!
∞∑
k=1
kk+lxk
k!
∣∣∣∣ < .
To reduce the above expression note that each term, (i
)
l
l!
∑∞
k=1 k
k+lxk
k! , approaches 0 as
x → 1e , and that the summation converges by Cauchy’s root test e.g., [34]. Therefore,∣∣∣∣∞∑
l=3
(i
)l
l!
∞∑
k=1
kk+lxk
k!
∣∣∣∣ (a)≤ ∞∑
l=3
|
|l
l!
∞∑
k=1
kk+lxk
k!
(b)≤
∞∑
l=3
	(x)l
l!
√
(2l)!
2l (1− ex)l+ 12
=
∞∑
l=3
(1− ex) l5− 12
√
(2l)!
2l l!
=
(
∞∑
m=0
(1− ex)m5 √(2m+ 6)!
2m+3(m+ 3)!
)
(1− ex) 110 . (12)
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(a) is the mod-sum inequality and (b) follows from Lemma 3. Observe that the coefﬁcient
of (1−ex) 110 converges when ex1. To see this, use Cauchy’s root test for the convergence
of the series. Since expression (12) can be made smaller than  by taking x close enough to
1
e , the theorem follows. 
8. Fast taper
We prove that our choice, 	(x) = (1− ex) 65 from Lemma 5 is indeed a basic split.
Theorem 7. Let 	(x) = (1− ex) 65 . Uniformly in 
 as x → 1e∣∣∣G(xei
)∣∣∣ ∼ o(G(x))√
b(x)
∀
 : 0 < 	(x) |
| < 
i.e., for 	(x) |
| < , ∀ > 0, ∃() such that if |x − 1e | < ,∣∣∣∣∣∣
G2
(
xei

)
b(x)
G2(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑∞
k=1 k
k+2
k! x
k
exp
(
4
∑∞
k=1 k
k
k! xk sin
2
(
k

2
))
∣∣∣∣∣∣ < .
Proof. We ﬁrst upper bound b(x) using Lemma 3.
We bound the denominator separately in the regions (1 − ex) 65  |
|(1 − ex) 18 and
(1 − ex) 18  |
|. The bound for the second region will apply uniformly in any range
lower bounded by (1− ex) with  < 14 , in particular, we choose 18 .
We ﬁrst consider the second region. Let 	′(x) = (1− ex) 18 . In the sum
∞∑
k=1
kk
k! x
k sin2
(
k

2
)
,
reject all terms for which
∣∣∣ k
2
∣∣∣ is less than 14	′(x) or between± 14	′(x). The sequence ∣∣ 12
∣∣,∣∣
∣∣ . . . ∣∣ k2
∣∣ . . .will never have 2 consecutive terms< 14	′(x) or between± 14	′(x) because
	′(x) |
|. Consequently, for any M consecutive terms, after this rejection process,
we will have at least M2  terms remaining. Lower bounding all remaining sin2
(
k

2
)
by
sin2
(
	′(x)
4
)
allows us to factor the sin2
(
	′(x)
4
)
term out of the summation. Call the sum
of the remaining terms residual summation. The terms kk
k! x
k decrease monotonically with
k for x 1
e
. So the lower bound for any residual summation is, using Lemma 8,
sin2
(
	′
4
) ∞∑
k=2
keven
kk
k! x
kC
sin2
(
	′(x)
4
)
√
1− ex .
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Deﬁne v = 14√1−ex . Combining all that has been proved so far∣∣∣∣∣∣
∑∞
k=1 k
k+2
k! x
k
exp
(
4
∑∞
k=1 k
k
k! xk sin
2
(
k

2
))
∣∣∣∣∣∣ 
Cv10
ecv
,
which can be made smaller than any  > 0, for all |
|(1− ex) 18 by choosing |x − 1e | <
1(). Note that the sin
2(	′(x))
4√1−ex →∞ for  <
1
8 , and equals 1 for  = 18 .
To tackle the remaining region, i.e., (1 − ex) 65  |
|(1 − ex) 18 , we use the following
inequality for k
2 

2 ,∣∣∣∣sin
(
k

2
)∣∣∣∣  2 k
2 .
In this region, we will have 
 terms for which the inequality holds with both sides being
positive.
We write 
 = (1 − ex). Therefore 18 65 . Squaring and substituting the above
inequality into the left side of the Theorem,∣∣∣∣∣∣
∑∞
k=1 k
k+2
k! x
k
exp
(
4
∑∞
k=1 k
k
k! xk sin
2
(
k

2
))
∣∣∣∣∣∣ 
∣∣∣∣∣∣∣
∑∞
k=1 k
k+2
k! x
k
exp
(
16
2
∑ 


k=1
kk
k! xk
k2
2
4
)
∣∣∣∣∣∣∣ .
We lower bound (1− ex)2∑ (1−ex)k=1 kk+2xkk! using Lemma 9,
(1− ex)2

(1−ex)∑
k=1
kk+2xk
k! 


C
(1−ex) 2
1
81
C
(1−ex) 52−2
1 65 .
Deﬁne v = 116√1−ex . We conclude∣∣∣∣∣∣
∑∞
k=1 k
k+2
k! x
k
exp
(
4
∑∞
k=1 k
k
k! xk sin
2
(
k

2
))
∣∣∣∣∣∣ 
Cv40
ecv
,
which, for	(x) |
| 8√1− ex, can bemade smaller than  > 0, by taking |x− 1e |2().
Picking  = min(1, 2) = 2 concludes the proof for all (1− ex) 65 	(x).
We prove Lemmas 8 and 9 used in Theorem 7.
Lemma 8. For 56e < x <
1
e ,
∞∑
k=2
keven
kk
k! x
k C√
1− ex .
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Proof. From Feller’s bounds (11),
∞∑
k=2
keven
kk
k! x
k e
− 112√
2
∞∑
k=2
keven
1√
k
(ex)k.
To lower bound the sum on the right observe that,
 ∞∑
k=2
keven
(ex)k√
k


2
=
∞∑
k=4
keven
(ex)k
k−2∑
l=2
leven
1√
l(k − l)

∞∑
k=4
keven
(ex)k
k
4
2
k
= (ex)
4
2(1− ex)(1+ ex)
 C
1− ex .
By observing that 56 < ex < 1 we incorporate ex and 1 + ex into a constant. Taking the
positive square root proves the lemma. 
Lemma 9. For x > 56e ,
(1− ex)2
2
(1−ex)∑
k=1
kk+2xk
k! 


C
(1−ex) 2
1
C
(1−ex) 52−2
1.
Proof. For any m, from Feller Bounds (11),
m∑
k=1
kk+2xk
k! C1
m∑
k=1
k2xkek√
k
.
We ﬁrst show that if k < 3ex2(1−ex) , the k
′th term is less than the k + 1′th term in the above
summation.
To see that observe that the ratio of the k + 1′th to the k′th term is(
1+ 1
k
)3/2
xe
and that(
1+ 1
k
)3/2
xe
(
1+ 3
2k
)
xe1,
where the second inequality holds if k < 3ex2(1−ex) . Since ex >
5
6 , the terms before k =
5
4(1−ex) in the summation are nondecreasing.
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For 1, observe that
1
(1− ex) 
1
(1− ex) ,
so that
2
(1−ex)∑
k=1
k3/2xkek 
5
4(1−ex)∑
1
(1−ex)
k3/2xkek
(a)≥ 1
(1− ex) 32 
(xe)
1
(1−ex) 1
4(1− ex)
(b)≥ 1
4(1− ex) 52 
1
4
,
where (a) follows by replacing all terms of the summation with the ﬁrst term in the sum-
mation and (b) because for all 12y < 1,
y
1
(1−y) y
1
1−y 
(
1
2
)2
.
We complete the proof for  > 1 by using the lemma for  = 1, which we just proved.
For  > 1, observe that
1
(1− ex) >
1
(1− ex) .
Using the inequality,
(1− ex)2
1
(1−ex)∑
k=1
kk+2xk
k! 
C
(1− ex) 12
,
observe that
(1− ex)2
2
(1−ex)∑
k=1
kk+2xk
k!  (1− ex)
2
2
(1−ex)∑
k=1
kk+2xk
k!
 C
(1− ex) 52−2
. 
9. Evaluation of coefﬁcients
Using Hayman’s analysis, we evaluate the lower bound on Rˆ(In), namely n!nn times the
n′th coefﬁcient of the expansion of G(z).
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Theorem 10.
Rˆ−(In) =
(
3
2
log e
)
n
1
3 − 1
3
log n− 2
3
log e− 1
2
log 3+ o(1).
Proof. From (6)–(8), we have that
∞∑
n=0
2Rˆ
−(In) n
n
n! z
n = G(z) = exp
( ∞∑
k=1
kkzk
k!
)
.
From the observations following (10) andTheorems 6 and 7, we conclude thatG(z) satisﬁes
the conditions of Theorem 1.
To use (9), we need to evaluate the function a(z) shown in (10) to be
∞∑
k=1
kk+1zk
k! .
We do so using the related “tree function” [30]
T (z) =
∞∑
k=1
kk−1zk
k! ,
which satisﬁes [30] the equation
T (z) = zeT (z). (13)
Therefore,
∞∑
k=1
kkzk
k! =
T (z)
1− T (z) . (14)
By differentiating Eqs. (13) and (14) and using the absolute convergence of the series, we
obtain
a(z) = T (z)
(1− T (z))3 , and b(z) =
2T (z)2 + T (z)
(1− T (z))5 .
At z = 1e , we have the following singular expansion [30],
1
1− T (z) =
1√
2(1− ez) +
1
3
−
√
2
24
√
1− ez+ O(1− ez).
Consequently, it can be veriﬁed that
a(z) = 1
(2(1− ez)) 32
+ O
(
1√
1− ez
)
,
and the solution to a(rn) = n is
rn = 1
e
(
1− 1
2n
2
3
)
+ O
(
1
n
4
3
)
.
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The n′th coefﬁcient of the G(z) therefore equals
G(rn)
rnn
√
2b(rn)
(1+ o(1)). (15)
We evaluate the terms to be
G(rn)= exp(n 13 − 23 + O(n
− 13 )),
rnn = exp(−n−
1
2
n
1
3 + O(n− 13 ))(1+ O(n− 23 )), and
b(rn)= 3n 53 + O(n),
and use them to evaluate Rˆ−(In),
Rˆ−(In) =
(
3
2
log e
)
n
1
3 − 1
3
log n− 2
3
log e− 1
2
log 3+ o(1). 
We note that this is the highest accuracy of the asymptotic expansion allowed by the
Hayman’s theorem, limited by the form of Eq. (15).
Corollary 11. Rˆ(In)
(
3
2
log e
)
n
1
3 − 1
3
log n− 2
3
log e− 1
2
log 3+ o(1).
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