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Abstract
In this short note we consider a dynamic assortment planning problem under the capacitated multinomial logit (MNL) bandit model.
We prove a tight lower bound on the accumulated regret that matches existing regret upper bounds for all parameters (time horizon
T , number of items N and maximum assortment capacity K) up to logarithmic factors. Our results close an O(
√
K) gap between
upper and lower regret bounds from existing works.
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1. Introduction
We consider the question of dynamic assortment planning
with an multinomial logit (MNL) choice model and capacity
constraints [1, 2, 3, 4, 5]. In this model, N items are present,
each associated with a known revenue parameter ri > 0 and an
unknown preference parameter vi > 0. For a total of T epochs,
at each epoch t a retailer, based on the purchasing history of
previous customers, selects an assortment S t ⊆ [N] of size at
most K (i.e., |S t| ≤ K) to present to an incoming customer; the
constraint |S t| ≤ K on the size of assortments {S t} is referred to
as capacity constraints throughout this paper. The retailer then
observes a purchasing outcome it ∈ S t ∪ {0} sampled from the
following discrete distribution:
Pr[it = j] =
v j
1 +
∑
j′∈S t v j′
, v0 = 1,
and collects the corresponding revenue rit (if it = 0 then no
item is purchased and therefore no revenue is collected). The
objective is to find a policy π that minimizes the worst-case
expected regret
Regπ(N, T, K) := sup
v,r
E
 T∑
t=1
Rv(S
∗
v) − Rv(S t)
 , where
Rv(S ) := E [ri|S ] =
∑
i∈S rivi
1 +
∑
i∈S vi
.
Here Rv(S ) is the expected revenue collected on assortment S
and S ∗v := argmaxS⊆[N]:|S |≤K Rv(S ) is the optimal assortment in
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hindsight. It is also commonly assumed that the revenue param-
eters {ri}Ni=1 are normalized and therefore uniformly bounded,
meaning that ri ≤ 1 for all i ∈ [N].
It was shown in [1, 2] that Upper Confidence Band
(UCB) or Thompson sampling based policies achieve regret
O(
√
NT logT K). Furthermore [1] shows that no policy can
achieve a regret smaller than Ω(
√
NT/K). There is an appar-
ent gap between the upper and lower bounds when K is large.
In this note we close this gap by proving the following result:
Theorem 1. Suppose K ≤ N/4. There exists an absolute con-
stant C ≥ 10−3 independent of N, T and K such that for all
policy π,
Regπ(N, T, K) ≥ C ·min{
√
NT , T }. (1)
Remark 1. When the revenue parameters {ri}Ni=1 are uniformly
bounded (i.e., ri ≤ 1 for all i), a trivial policy that outputs an
arbitrary fixed assortment attains regret O(T ), meaning that the
Ω(
√
NT ) regret cannot be optimal when T ≪ N. In the more
common scenario of T = Ω(N), the
√
NT term in Eq. (1) dom-
inates, leading to an Ω(
√
NT ) regret lower bound.
Theorem 1 matches the upper bound O(
√
NT logT K) for all
three parameters N (number of items), T (time horizon) and K
(maximum allowed size of assortments), except for a logarith-
mic factor of T . The proof technique is similar to the proof
of [6, Theorem 3.5]. The major difference is that for the MNL-
bandit model with assortment size K, a “neighboring” subset S ′
of size K−1 rather than the empty set is considered in the calcu-
lation of KL-divergence. This approach reduces an O(
√
1/K)
factor in the resulting lower bound, which matches the existing
upper bound in [1, 2] up to poly-logarithmic factors.
We also remark that the “capacity constraint” K ≤ N/4 in
Theorem 1 is essential. Indeed, when no capacity constraint is
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imposed (i.e., K = N) it is known that a regret that grows loga-
rithmically with or even completely independent of the number
of items N is possible [7, 8]. In the case of N/4 < K < N,
we conjecture that the lower bound in Theorem 1 remains valid
provided that K/N → γ for some constant γ < 1/2, by selecting
constants in Eq. (7) more carefully. It is, however, unclear to us
how the regret will behave for γ ≥ 1/2 and we leave it as an
interesting technical open problem. We remark that for capac-
itated problems the K ≤ N/4 condition is very weak and could
be easily satisfied in practice, because at each time an incoming
customer can only be offered an assortment with much fewer
items (as compared to the entire commodity pool).
Finally, there is still a gap of O(logT ) between our Theorem
1 and the regret upper bounds established in [1]. We leave this
as another interesting open question.
2. Roadmap of the proof
In this section we give the roadmap of our proof of Theorem
1, including the construction of adversarial problem instances
and how such adversarial construction is analyzed to prove the
regret lower bound in Theorem 1.
Throughout the proof we set r1 = · · · = rN = 1 and
v1, · · · , vN ∈ {1/K, (1+ǫ)/K} for some parameter ǫ ∈ (0, 1/2] to
be specified later. For any subset S ⊆ [N], we use θS to indicate
the parameterization where vi = (1+ ǫ)/K if i ∈ S and vi = 1/K
if i < S .
For the ease of presentation, we further define some nota-
tions. We use SK to denote all subsets of [N] of size K; that is,
S ∈ SK implies |S | = K. Clearly, |SK | =
(
N
K
)
. We use PS and
ES to denote the law and expectation under the parameteriza-
tion θS .
The first step in our proof is to show that under problem pa-
rameter θS 0 for some fixed S 0 ∈ SK , any assortment selection
S˜ t ∈ SK that differs significantly from S 0 would incur a large
one-stage regret. This is formalized in Lemma 1, which shows
that, if a δ portion of items differ between S 0 and S˜ t then the
assortment S˜ t incurs a one-stage regret of Ω(δǫ). This reduces
the problem of lower bounding the regret of any policy to lower
bounding the (expected) number of times a specific item i ∈ [N]
is offered, denoted as N˜i in our proof.
At the second step we show, through a “neighboring ar-
gument” detailed in Eq. (5), the question of bounding E[N˜i]
can be reduced to upper bounding the discrepancy between
ES [N˜i] and ES ′ [N˜i] under two “neighboring” parameterizations
θS and θS ′ . Such an upper bound can be established by using
the Pinsker’s inequality, together with an upper bound on the
Kullback-Leibler (KL) divergence between PS and PS ′ , which
is stated in Lemma 2.
Finally, by appropriately setting the parameter ǫ which
scales with N, T and K (more specifically, ǫ is set to ǫ =
min{0.05√N/T , 0.5}), we complete the proof of Theorem 1,
3. Proof of Theorem 1
3.1. The counting argument
We first prove the following lemma that bounds the regret of
any assortment selection S˜ t ∈ SK :
Lemma 1. Fix arbitrary S 0 ∈ SK and let v be the parameter
associated with θS 0 ; that is, vi = (1 + ǫ)/K for i ∈ S 0 and
vi = 1/K for i ∈ [N]\S 0, where ǫ ∈ (0, 1/2]. For any S˜ t ∈ SK ,it
holds that
max
S∈SK
{Rv(S )} − Rv(S˜ t) ≥ δǫ
9
,
where δ = 1 − (|S˜ t ∩ S 0|/K).
Proof. By construction of v, it is clear that maxS∈SK {Rv(S )} =
Rv(S 0) = (1 + ǫ)/(2 + ǫ). On the other hand, Rv(S˜ t) =
(1 + (1 − δ)ǫ)/(2 + (1 − δ)ǫ). Subsequently,
max
S∈Sk
{Rv(S )} − Rv(S˜ t) = 1 + ǫ
2 + ǫ
− 1 + (1 − δ)ǫ
2 + (1 − δ)ǫ
=
δǫ
(2 + ǫ)(2 + (1 − δ)ǫ) ≥
δǫ
9
,
where the last inequality holds because 0 < ǫ ≤ 1/2.
For each assortment selection S t ⊆ [N], |S t| ≤ K, let S˜ t ⊇ S t
be an arbitrary subset of size K that contains S t; that is, S˜ t ⊇ S t,
S˜ t ⊆ [N] and |S˜ t| = K. For example, when |S t| = K one may
directly set S˜ t = S t. Define N˜i :=
∑T
t=1 I[i ∈ S˜ t]. Using Lemma
1 and the fact that {S˜ t}Tt=1 suffers less regret than {S t}Tt=1, we
have
max
S∈SK
ES
 T∑
t=1
Rv(S ) − Rv(S t)
 ≥ max
S∈SK
ES
 T∑
t=1
Rv(S ) − Rv(S˜ t)

≥ 1|SK |
∑
S∈SK
ES
 T∑
t=1
Rv(S ) − Rv(S˜ t)
 (2)
≥ 1|SK |
∑
S∈SK
∑
i<S
ES [N˜i] · ǫ
9K
(3)
=
ǫ
9
T − 1|SK |
∑
S∈SK
1
K
∑
i∈S
ES [N˜i]
 . (4)
Here Eq. (2) holds because the maximum regret is always lower
bounded by the average regret (averaging over all parameteri-
zation θS for S ∈ SK), Eq. (3) follows from Lemma 1, and
Eq. (4) holds because
∑N
i=1 ES [N˜i] = ES
[∑N
i=1 N˜i
]
= T K for
any S ⊆ [N]. The lower bound proof is then reduced to finding
the largest ǫ such that the summation term in Eq. (4) is upper
bounded by, say, cT for some constant c < 1.
3.2. Pinsker’s inequality
The major challenge of bounding the summation term on the
right-hand side of Eq. (4) is the
∑
i∈S ES [N˜i] term. Ideally,
we expect this term to be small (e.g., around K/N fraction of∑N
i=1 ES [N˜i] = KT ) because S ∈ SK is of size K. However,
a bandit assortment selection algorithm, with knowledge of S ,
could potentially allocate its assortment selections so that N˜i
becomes significantly larger for i ∈ S than i < S . To over-
come such difficulties, we use an analysis similar to the proof
2
of Theorem 3.5 in [6] to exploit the
∑N
i=1 ES [N˜i] = NK prop-
erty and Pinsker’s inequality [9] to bound the discrepancy in
expectations under different parameterization.
Let S(i)
K−1 = SK−1 ∩ {S ⊆ [N] : i < S } be all subsets of size
K − 1 that do not include i. Re-arranging summation order we
have
1
|SK |
∑
S∈SK
1
K
∑
i∈S
ES [N˜i] =
1
K
N∑
i=1
1
|SK |
∑
S∈SK ,i∈S
ES [N˜i]
=
1
K
N∑
i=1
1
|SK |
∑
S ′∈S(i)
K−1
ES ′∪{i}[N˜i]. (5)
Denote P = PS ′ and Q = PS ′∪{i}. Also note that 0 ≤ N˜i ≤ T
almost surely under both P and Q. Using Pinsker’s inequality
we have that
∣∣∣EP[N˜i] − EQ[N˜i]∣∣∣ ≤ T∑
j=0
j ·
∣∣∣P[N˜i = j] − Q[N˜i = j]∣∣∣
≤ T ·
T∑
j=0
∣∣∣P[N˜i = j] − Q[N˜i = j]∣∣∣
≤ T · ‖P − Q‖TV ≤ T ·
√
1
2
KL(P‖Q).
Here ‖P − Q‖TV = supA |P(A) − Q(A)| and KL(P‖Q) =∫
(log dP/dQ)dP are the total variation and the Kullback-
Leibler (KL) divergence between P and Q, respectively. Sub-
sequently,
1
|SK |
∑
S∈SK
1
K
∑
i∈S
ES [N˜i]
≤ 1
K
N∑
i=1
1
|SK |
∑
S ′∈S(i)
K−1
ES ′ [N˜i] + T
√
1
2
KL(PS ′‖PS ′∪{i})
. (6)
The first term on the right-hand side of Eq. (6) is easily
bounded:
1
K
N∑
i=1
1
|SK |
∑
S ′∈S(i)
K−1
ES ′ [N˜i] =
1
|SK |
∑
S ′∈SK−1
1
K
∑
i<S ′
ES ′ [N˜i]
≤ 1|SK |
∑
S ′∈SK−1
1
K
N∑
i=1
ES ′ [N˜i]
=
|SK−1|
K|SK |
· T K =
(
N
K−1
)
K
(
N
K
) · T K = T K
N − K + 1≤
T
3
. (7)
Here the last inequality holds because K ≤ N/4 and hence
T K
N−K+1 ≤ T K3K+1 ≤ T3 . Combining all inequalities we have that
max
S∈SK
ES
 T∑
t=1
Rv(S
∗
v) − Rv(S t)

≥ ǫ
9
2T3 − T|SK |
∑
S ′∈SK−1
1
K
∑
i<S ′
√
1
2
KL(PS ′‖PS ′∪{i})
 . (8)
It remains to bound the KL divergence between two “neigh-
boring” parameterization θS ′ and θS ′∪{i} for all S ′ ∈ SK−1 and
i < S ′, which we elaborate in the next section.
3.3. KL-divergence between assortment selections
Define Ni :=
∑T
t=1 I[i ∈ S t]. Note that because S t ⊆ S˜ t,
we have Ni ≤ N˜i almost surely and hence
∑N
i=1 ES [Ni] ≤∑N
i=1 ES [N˜i] = T K for all S ⊆ [N].
Lemma 2. Suppose ǫ ∈ (0, 1/2]. For any S ′ ∈ SK−1 and i < S ′,
it holds that KL(PS ′‖PS ′∪{i}) ≤ ES ′ [Ni] · 63ǫ2/K.
Before proving Lemma 2 we first prove an upper bound on
KL-divergence between categorical distributions.
Lemma 3. Suppose P is a categorical distribution with param-
eters p0, · · · , pJ, meaning that P(X = j) = p j for j = 0, · · · , J,
and Q is a categorical distribution with parameters q0, · · · , qJ.
Suppose also p j = q j + ε j for all j = 0, · · · , J. Then
KL(P‖Q) ≤
J∑
j=0
ε2
j
q j
.
Proof. We have that
KL(P‖Q) =
J∑
j=0
(q j + ε j) log
q j + ε j
q j
(a)≤
J∑
j=0
(q j + ε j)
ε j
q j
(b)
=
J∑
j=0
ε2
j
q j
.
Here (a) holds because log(1 + x) ≤ x for all x > −1 and (b)
holds because
∑J
j=0 ε j = 0.
We are now ready to prove Lemma 2.
Proof. It is clear that for any S t ⊆ [N], |S t| ≤ K such that
i < S t, we have KL(PS ′ (·|S t)‖PS ′∪{i}(·|S t)) = 0. Therefore, we
shall focus only on those S t ⊆ [N] with i ∈ S t, which happens
for ES ′ [Ni] epochs in expectation. Define K
′ := |S t| ≤ K and
J := |S t ∩ S ′| ≤ K − 1. Re-write the probability of it = j as
p j = v j/(a+ Jǫ/K) and q j = v j/(a+ (J + 1)ǫ/K) under PS ′ and
PS ′∪{i}, respectively, where a = 1+K′/K ∈ (1, 2]. We then have
that ∣∣∣p0 − q0∣∣∣ = ∣∣∣∣∣ 1a + Jǫ/K − 1a + (J + 1)ǫ/K
∣∣∣∣∣ ≤ ǫK ;
∣∣∣p j − q j∣∣∣ ≤ 1 + ǫ
K
∣∣∣∣∣ 1a + Jǫ/K − 1a + (J + 1)ǫ/K
∣∣∣∣∣ ≤ 2ǫK2 ,
if 1 ≤ j ≤ N, j , i;
∣∣∣p j − q j∣∣∣ ≤ ∣∣∣∣∣ 1K 1a + Jǫ/K − 1 + ǫK 1a + (J + 1)ǫ/K
∣∣∣∣∣
≤ ǫ
K
1
a + (J + 1)ǫ/K
+
1
K
∣∣∣∣∣ 1a + Jǫ/K − 1a + (J + 1)ǫ/K
∣∣∣∣∣
3
≤ ǫ
K
+
1
K
· ǫ
K
≤ ǫ
K2
+
ǫ
K
≤ 4ǫ
K
, if j = i.
Note that q0 ≥ 1/3 and q j ≥ 1/(3K) for j ≥ 1, because
ǫ ∈ (0, 1/2], a ∈ (1, 2] and J ≤ K − 1. Invoking Lemma 3 we
have that
KL(PS ′ (·|S t)‖PS ′∪{i}(·|S t)) ≤
3ǫ2
K2
+ 3K · 4Jǫ
2
K4
+ 3K · 16ǫ
2
K2
≤ 3ǫ
2
K2
+
12ǫ2
K2
+
48ǫ2
K
≤ 63ǫ
2
K
.
3.4. Putting everything together
Using Ho¨lder’s inequality, we have that
T
|SK |
∑
S ′∈SK−1
1
K
∑
i<S ′
√
1
2
KL(PS ′‖PS ′∪{i})
≤ T |SK−1|
K|SK |
· max
S ′∈SK−1
∑
i<S ′
√
1
2
KL(PS ′‖PS ′∪{i})
= max
S ′∈SK−1
T
N − K + 1
∑
i<S ′
√
1
2
KL(PS ′‖PS ′∪{i}).
By Jensen’s inequality and the concavity of the square root, we
have
1
N − K + 1
∑
i<S ′
√
1
2
KL(PS ′‖PS ′∪{i})
≤
√
1
2(N − K + 1)
∑
i<S ′
KL(PS ′‖PS ′∪{i}).
Invoking Lemma 2, we obtain
1
N − K + 1
∑
i<S ′
KL(PS ′‖PS ′∪{i}) ≤ 1
N − K + 1
∑
i<S ′
ES ′ [Ni] · 63ǫ
2
K
≤ 63ǫ
2
K(N − K + 1)
N∑
i=1
ES ′ [Ni]
≤ 126ǫ
2
NK
· T K = 126T ǫ
2
N
.
Subsequently, setting ǫ = min{0.05√N/T , 0.5} the term in-
side the bracket on the right-hand side of Eq. (8) can be lower
bounded by T/3. The overall regret is thus lower bounded by
ǫT/27 ≥ min{0.001
√
NT , T/54}. Theorem 1 is thus proved.
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