Introduction
Molecular Dynamics (MD) is an invaluable computational tool for the bridging of realand phonon-space analysis techniques. A key advantage of MD over conventional lattice dynamics methods is that it allows for the natural inclusion of anharmonic effects, which are crucial in estimating most thermophysical properties [1] .
The application of MD to the quantitative analysis of material response and properties is predicated upon the availability of accurate and efficient potentials. In principle, such potentials are intended to represent interatomic interactions between charged atomic particles. While ab initio MD is possible, its scope is extremely limited due to its prohibitive computational cost. Moreover, potential energy surfaces, which are solutions of the electronic Schrödinger equation within the Born-Oppenheimer approximation, are not readily available for most interesting systems. For this reason, one typically relies on a coarse empirical approximation to the true quantum-mechanical potential. Ideally, empirical potentials should have a simple functional form to speed up the evaluation of the forces acting on an atom and also be transferable to many systems under different loading conditions. Thus, designing a general empirical interatomic potential that approximates the actual (unknown) solution of the Schrödinger equation is a challenging task. In practice, the choice of functional form and parameters is often based on fitting to available experimental data (e.g., equilibrium geometry of stable phases, cohesive energy, elastic moduli, vibrational frequencies, temperatures of the phase transitions, etc.). Unsurprisingly, a potential that is tailored to one set of experimental data for a given material does not necessarily predict with accuracy the response of the same material beyond the narrow scope of this data. For example, if a potential has been designed to reproduce mechanical properties, such as the experimental values of the lattice constant and elastic constants for a crystal phase, one should not expect it to accurately predict thermal transport properties [2] .
Recent analytical work has introduced a general method of constructing interatomic potentials based on a truncated Taylor series expansion of the (unknown) potential function of the crystal to a given order [3, 4] . The coefficients in the Taylor series may be obtained from a given interatomic potential or through ab initio methods, e.g., Density Functional Theory (DFT) calculations. The latter enables the use of interatomic potentials of ab initio accuracy for MD simulations, thereby removing one of the major limitations of classical MD, that is, the dependence on purely empirical potentials.
While past work [3, 4] focused on the application of the method of truncated Taylor se-ries potential, it did not include any information on the conditions under which this method is applicable. Further, it is not clear how many terms in the Taylor series expansion are required to accurately estimate thermophysical properties of crystal lattices, such as heat capacity and thermal conductivity, the latter of which depends strongly on the degree of anharmonicity of the potential energy. This is particularly important because inclusion of higher-order terms becomes computationally expensive in terms of storage of force constants. In addition, calculating these higher-order force constants for real materials using an ab initio method such as DFT is extremely challenging. As a result, most DFT-based methods are currently limited to computation of terms up to the third-order in the Taylor series expansion.
This article expands on the previous work by addressing the range of applicability of the truncated Taylor series expansion method. It also demonstrates the effectiveness of this method in yielding accurate estimates of equilibrium properties such as heat capacity as well as transport properties such as thermal conductivity. The latter affirms the sufficiency of the third-order terms in representing the anharmonicity of crystal lattices, thereby clarifying the importance of the third-order terms in relation to higher-order terms in the potential energy expression of solid crystals. For simplicity, the method is illustrated for an ideal Lennard-Jones (LJ) crystal, as the closed functional form of an LJ solid allows for an accurate determination of the error incurred in the estimation of thermophysical properties by approximating the potential energy with a truncated Taylor series. It must be noted that the predictive capacity of this method is not limited to materials whose potential is explicitly known. Indeed, the real utility of this method is in enabling the use of interatomic potentials of ab initio accuracy to make more accurate predictions of thermophysical properties for a range of temperatures.
The article is organized as follows: Section 2 includes an introduction of the fundamental concepts of the truncated Taylor series technique and addresses the conditions under which it may be applied. It also includes a section on the appropriate statistical mechanical expressions for stress and heat flux to be used with the truncated Taylor series potential.
Details on the implementation of the method for the case of a Lennard-Jones (LJ) crystal are presented in Section 3. This is followed in Section 4 by a discussion of implementation and a comparison of specific heat and thermal conductivity values using this method and a classical LJ potential. Concluding remarks are offered in Section 6.
Theory

Background on interatomic potentials
In any crystal at finite temperature, the atoms undergo small-amplitude vibrations about their equilibrium lattice positions. This allows the potential energy U to be expanded in a Taylor series about its equilibrium value U 0 in terms of the displacements of the atoms from their equilibrium positions, in the form
Here, u denotes the atomic displacement, i, j, k label the different atoms and α, β, γ denote the Cartesian directions. In addition, the force constants (FCs) Π α i , Φ αβ ij , Ψ αβγ ijk denote respectively the first, second and third partial derivatives of U with respect to the displacements evaluated in the equilibrium configuration. Without loss of generality, the constant term U 0 may be set to 0 by adjusting the reference level of the potential energy.
Furthermore, Π α i = 0 since the equilibrium configuration corresponds to a minimum of the potential energy, Therefore, Equation (1) may be reduced to
The components F α i of the total force acting on atom i may be obtained from Equation (2) as
For simple systems (e.g., an LJ crystal) the FCs may be calculated analytically. However, for many realistic systems, where highly accurate interatomic potentials are not known, ab initio methods based on DFT may be employed to compute the FCs in Equation (3) . In this manner, one may, in principle, construct interatomic potentials of ab initio accuracy up to any given order.
Range of validity
Classical MD simulations are meaningful when the temperature is high enough to render the classical Maxwell-Boltzmann distribution of atomic velocities a good approximation to the corresponding quantum statistical distribution. This is the case when the temperature is at least in the range of the Debye temperature of the material [5, Chapter 23] .
For the purpose of accurately estimating many thermophysical properties of materials, including transport properties such as thermal conductivity, it is sufficient to include the effect of anharmonicity of the potential and truncate the Taylor series in Equation (2) at the third order [4] , as discussed in the Introduction. This truncation is predicated on the assumption that the displacement u of the atoms about their equilibrium positions is "small" in the sense that
for all pairs of atoms (i, j) with equilibrium positions R i and R j . This truncation also serves the purpose of limiting the computational expense of the resulting MD simulations.
For solids, condition (4) is typically satisfied unless the temperature is close to the melting point.
The precise meaning of the inequality condition (4) may be articulated as follows:
the temperature of the solid must remain low enough so that no atom displaces so far away from its equilibrium position that the resultant force on it is directed away from that position. Figure 1 illustrates, for the simple case of a single-variable potential, the existence of a critical displacement beyond which an initially restoring force on an atom becomes disturbing in the case of an anharmonic potential. It can be seen from the figure that while this issue does not arise for purely harmonic potentials, all higher-order approximations suffer from this phenomenon. In general, the addition of a fourth-order term has minimal effect on the critical displacement because: (a) the FCs are typically much smaller in magnitude than their third-order counterparts and (b) the correction provided by the fourth-order is only appreciable at displacements much larger than the critical one, where anyway inequality (4) is violated. Therefore, if there exists a critical displacement in the third-order truncation, then it will persist even in the presence of higher-order terms. In summary, the proposed method is most applicable in a range of temperatures bounded from below by the Debye temperature of the material and from above by the temperature for which condition (4) no longer holds for any given atom in the crystal.
The latter temperature depends on the width of the interatomic potential function well at the global minimum corresponding to the equilibrium configuration and, hence, must be determined by trial-and-error for each material.
Stress and heat flux
Following Irving and Kirkwood [6] , the expressions for the stress tensor and the heat flux may be derived in terms of atomistic variables. This procedure was originally developed for pair potentials only. A suitable generalization which is compatible with the multibody potential in Equation (2) is derived in [7] and leads to the definition of the instantaneous macroscopic stress tensorT as
where p i and m i denote the momentum and mass of the i-th atom respectively, v =
denotes the macroscopic velocity vector, and r ij denotes the vector connecting the positions of the i-th and j-th atoms. Also, the forces F ij and F ijk are defined by
and
where u 2 (r i , r j ) and u 3 (r i , r j , r k ) denote the two-and three-body contributions to the total potential energy, respectively. Similarly, the instantaneous macroscopic heat fluxJ Q is given in [8] as
where I denotes the second-order identity tensor and e i denotes the total energy per atom, defined as
3 Application to the LJ potential
The proposed technique of expanding potentials in a Taylor series is illustrated by application to a solid described by the Lennard-Jones interatomic potential. The simple analytical form of the LJ potential allows the exact computation of the expressions for the FCs in the Taylor series expansion up to a given order, thereby serving as a very good test model for this technique.
By way of background, recall that in an LJ solid the potential energy between two atoms i and j, separated instantaneously by distance r ij , is defined as
where A and B are constants. These constants are related to the standard LJ parameters as A = 4ǫσ 12 and B = 4ǫσ 6 , where ǫ and σ are the standard LJ parameters. Consequently, the total potential energy of an LJ crystal is given by the sum of all pairwise interaction energies between the atoms in the crystal according to
where the factor 1 2 compensates for the double-counting of the pairwise interactions.
To expand U in a Taylor series as in Equation (1), it is first necessary to express U ij in terms of the displacements u i and u j . This can be achieved by noting that
where u ij = u j − u i and θ ij is the angle between R ij and u ij , as shown in Figure 2 .
Substituting the expression for r ij in Equation (10) allows for expanding U ij in a Taylor series around u ij = 0. This series may be truncated at third order, leading to
Thus, the pairwise potential term U ij has been approximated in terms of ascending powers
According to Equation (2), the constant term U 0,ij and the linear term U 1,ij do not contribute to the total crystal potential energy, hence they are ignored. The quadratic term U 2,ij may be compactly expressed as
where
Likewise, the cubic terms U 3,ij may be written as
Substituting the expression for U ij from Equation (14) to Equation (11) leads to a representation of the total crystal energy in terms of ascending powers of u in the form
ij U 3,ij ) contain the quadratic and cubic terms in u ij , respectively. For notational simplicity, the self-interaction terms (corresponding to i = j) in Equation (20) are set to zero, thus allowing the elimination of the extra condition j = i henceforth.
The quadratic term U 2 in (20) may be expressed in Cartesian component form as
Since the order of i and j in the sums may be interchanged without altering the values of
and ij,αβ
Therefore, it follows from Equation (21) that
Comparing the preceding expression to the quadratic term in Equation (2) leads to the representation of the harmonic FC Φ αβ ij for an LJ crystal in the form
where δ αβ and δ ij both denote the Kronecker delta symbol. It can be readily concluded that the expression for the harmonic FC in (25) satisfies the Acoustic Sum Rule (ASR), which is a statement of translation-invariance of the potential energy of the crystal [9] .
Furthermore, it is also easy to verify that the harmonic FCs automatically satisfy the linearized version of rotational invariance, which is sufficient, insofar as the linear theory of elasticity gives physically reasonable results [10] .
A similar procedure may be carried out for the cubic term U 3 in Equation (20), leading to
Simplifying the preceding expression using the symmetries of D ij and E ij results in
Comparing (27) to the cubic term in Equation (2) results in an expression for the anharmonic FC Ψ αβγ ijk for a LJ crystal in the form
It may be again verified that this expression for the cubic FC satisfies the ASR as generalized to higher-order FCs [3] .
From Equations (25) For LJ solids, it is sufficient to take the cutoff distance to be greater than 2. 
Simulation procedure
The proposed technique is implemented for a crystal lattice in LAMMPS [11] , a widely used general-purpose classical molecular dynamics code which runs on a multitude of serial and parallel computer architectures.
Implementation as an interatomic potential
The primary utility of any interatomic potential is in the computation of the total potential energy of the system and the total force on every atom at each time-step. For the truncated Taylor series potential, these quantities are computed according to Equations (2) and (3) Unlike a conventional LJ potential, which depends exclusively on the current distance between atoms, the truncated Taylor series potential of Equation (2) depends on the displacement of atoms from their equilibrium lattice positions. Since most MD codes do not store the equilibrium positions, these need to be extracted from information contained in the current atomic positions. This is possible as long as assumption (4) holds true, since, in that case, the equilibrium position of an atom is the nearest lattice site. The resulting map of atoms to lattice sites is represented by a table, termed here "TableID".
This approach is analogous to the total Lagrangian finite element formulation in continuum mechanics [12] . The algorithm implemented in the interatomic potential consists of the following key steps:
1. At each time-step, the equilibrium lattice position of every atom, which is the nearest lattice site to its current position, is identified.
For each atom, a list of all of its neighbors within a given cutoff distance is compiled
by a low-cost binary search, such as binning. This is a standard feature available in all MD codes.
For each neighbor of a given atom, its TableID is determined with respect to the
given atom using the lattice equilibrium positions of the two atoms.
4. TableID is used to identify the appropriate FCs from the lookup table for computing the force on a given atom due to each of its neighbors.
5. The resultant force on each atom and the total energy of the crystal lattice are computed according to Equations (2) and (3), in which the FCs for the case of the LJ solid are computed using equations (25) and (28).
The algorithm to determine the equilibrium lattice position of every atom is detailed in the Appendix.
Computation of specific heat capacity for solid Ar
To assess the numerical accuracy of the proposed technique, solid Ar is chosen as a test material. Ar (atomic mass = 39.948 gm/mol) is well-described with the LJ potential with the LJ parameters ǫ = 0.0104 eV and σ = 3.40Å [5] .
As argued in Section 2.2, the temperature range within which condition (4) remains valid depends on the width of the potential well at equilibrium. For solid Ar modeled using LJ with the potential function truncated at third order it was observed that the MD simulations become unstable at temperatures above 10 K. The instability is due to the thermal motion of atoms past a critical distance from their equilibrium positions at some point of time during the simulation.
The crystal structure of solid Ar is a face-centered cubic (FCC) lattice with one basis atom per lattice site. The lattice constant for FCC Ar is determined by performing NPT simulations at a constant pressure of 1 bar and at temperatures ranging from 2 K to 10 K, as discussed in [13] . All of the MD simulations were performed with a time-step of 4 fs, which is found to be sufficient to resolve all the lattice vibrations, and cutoff of 3.1σ [13] .
The specific heat of solid Ar may be estimated from MD simulations using a formula which relates it to the fluctuations of the total energy of the system under thermodynamic equilibrium in a canonical (i.e., NVT) ensemble according to
see, e.g., [14] . Here, (δE 2 ) denotes the ensemble average of the mean square deviation of A Nosé-Hoover thermostat [15, 16] is employed in the NVT system to ensure that when the temperature of the system reaches beyond a certain window around the target temperature it is restored back to the target temperature by the application of appropriate fictitious forces. One of the critical thermostat parameters in an NVT simulation is the rate ζ at which the system is restored to the target temperature, as this determines the magnitude of the fluctuations in the total energy of the system at equilibrium. Since the computed value of the heat capacity and other thermophysical properties determined from equilibrium fluctuations (e.g., thermal conductivity using the Green-Kubo formula [17] )
depend on the size of these fluctuations, the thermostat parameter ζ should be set to an appropriate value while performing MD simulations in an NVT ensemble. To determine the appropriate value of ζ for the NVT ensemble of LJ Ar, a pure harmonic crystal of solid Ar is considered, for which the heat capacity C v is derived by the Dulong-Petit law as
where N denotes the total number of atoms in the system [18] . The pure harmonic crystal is simply realized by using the truncated Taylor 
Computation of thermal conductivity for solid Ar
To test the efficiency of this method in capturing anharmonicity, a transport property such as the bulk thermal conductivity κ may be employed, as its value depends strongly on the anharmonic terms in the potential energy. The thermal conductivity of a material is computed from an NVT ensemble using the Green-Kubo formula [19] 
whereJ Q is the heat flux in the system under thermodynamic equilibrium in a canonical ensemble and · denotes ensemble average. In practice, the upper limit of the integral in Equation (31) is replaced by a finite time (τ C ), which must be taken to be long enough for the correlations between the heat flux to decay to nearly zero in that time interval [20] .
The relative error in the computed value of a transport property computed by the Green-Kubo method is given by ∆κ
where τ denotes the total number of time-steps during the simulation [21] . Hence, having chosen a suitable correlation time τ C , the total simulation time for a desired accuracy
Using this result, it is possible to estimate the minimum simulation time required to obtain the thermal conductivity to any desired accuracy.
Results
Each MD simulation was run for 7,000,000 time steps and each of the results obtained are averaged over an ensemble of 10 independent runs, while the errors reported are taken to be the standard deviation in the result over the 10 runs. Figure 3 shows a plot of the specific heat capacity obtained from MD simulations on pure harmonic Ar in an NVT ensemble. The specific heat capacity (including error bars indicating its standard deviation)
is computed using Equation (29) The difference in the specific heat capacities of the pure harmonic crystal and the LJ crystal is due to the anharmonicity in the latter [5, Chapter 22] . Thus, the excellent agreement between the values of C v for the standard LJ potential and its truncated counterpart shows that, within the given temperature range, the cubic terms are sufficient to capture the anharmonicity of the LJ Ar crystal.
To confirm the effectiveness of this method in capturing the anharmonicity of LJ Ar, the thermal conductivity for solid Ar obtained for the truncated potential is compared to that obtained for the standard LJ potential. To this end, first the correlation time to be used as the upper limit of the integral in Equation (31) is determined by noting the value at which the heat flux autocorrelation function decays to zero. The correlation time is not a constant but depends on the temperature of the simulation and must be determined by trial and error. For instance, it was found that at 2 K, τ C must be taken to be 1024 ps, whereas at 6 K, it is sufficient to take τ C to be 256 ps. Then, the total number of time-steps required to be performed for the relative error in the computed value of thermal conductivity to be about 10% is determined according to (33). This procedure is repeated for the same unit cell sizes in order to ensure convergence with respect to domain size to within 10%. 
where m 1 , m 2 and m 3 denote some integer values.
To describe the algorithm succinctly, let A denote the matrix whose columns are the components of the lattice basis vectors a 1 , a 2 and a 3 . The problem is to find the nearest lattice site to a given arbitrary position vector r. Let m 1 , m 2 and m 3 denote integers representing the unit cell of the lattice site R nearest to the current position r. The algorithm consists of the following steps:
1. For each basis atom i, solve the linear system of equations given by
where n = [n 1 , n 2 , n 3 ] T represents the solution to the aforementioned linear system.
Note that n will have non-integral components in general. 3. If the distance between r and R is less than half the nearest-neighbor distance in the crystal lattice, then R is the desired nearest equilibrium lattice position to the current position.
4. If the aforementioned condition is not satisfied, then a series of parallelepipeds of increasing sizes centered at R are constructed. For each parallelepiped, the distance between each lattice site on the surface of the parallelepiped and r is computed and the smallest distance for that parallelepiped is noted. If this smallest distance is larger than the smallest distance between r and a lattice site found so far, this means that the parallelepiped completely envelopes the sphere with center at r and radius equal to this shortest distance. This implies that no parallelepiped of larger size can contain the nearest lattice site on its surface and so the search is terminated with the lattice site R giving the shortest distance so far. 
