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The optically excited system of electronic excitations in semiconductor nanostructures is analyzed
theoretically. A many-body theory based on an equation-of-motion approach for the interacting
electron, hole, photon, and phonon system is reviewed. The inﬁnite hierarchy of coupled equations
for the relevant correlation functions is systematically truncated using a cluster-expansion scheme.
The resulting system of equations describes the optical generation of semiconductor quasi-particle
conﬁgurations with classical or quantum mechanical light sources, as well as their photon-assisted
spontaneous recombination. The theory is evaluated numerically to study semiclassical and quantum
excitation under different resonant and non-resonant conditions for a wide range of intensities. The
generation of a correlated electron–hole plasma and exciton populations is investigated. It is shown
how these states can be identiﬁed using direct quasi-particle spectroscopy with sources in the
terahertz range of the electromagnetic spectrum. The concept of quantum–optical spectroscopy is
introduced and it is predicted that semiconductor excitation with suitable incoherent light directly
generates quantum-degenerate exciton states. The phase space for this exciton condensate is
identiﬁed and its experimental signatures are discussed.
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Semiconductors and their nanostructures efﬁciently interact with the light ﬁeld if the optical
frequency is in the spectral vicinity of the direct material band gap. This light–matter coupling
is mediated by transitions of electrons between the valence and the conduction band. Since the
missing valence-band electrons are treated as ‘‘holes’’, we speak of optically assisted
electron–hole-pair transitions. The properties of the valence-band holes are those of the
missing electrons, i.e. they are Fermions and have a spin, charge, effective mass and so on,
which are opposite to those of the valence-band electrons. Since the electron charge is jej,
where e is the elementary charge, the holes are positively charged and there is an attractive
Coulomb interaction between the valence-band holes and the conduction-band electrons.
(For more details and background information see Refs. [1–4] and work cited therein.)
The quantum mechanical problem of a single electron–hole pair in a homogeneous
semiconductor leads to the Wannier equation which, for a parabolic bandstructure, is
mathematically identical to the Schro¨dinger equation for the relative-motion problem of
the hydrogen atom [5]. This equation can be solved analytically in three and two
dimensions, which is relevant for idealized bulk or quantum-well (QW) structures.
Solutions are also available for quasi-one and zero-dimensional systems, however, their
treatment requires the regularization of the Coulomb interaction potential [1].
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by a binding energy and a Bohr radius that, for systems with not too strong Coulomb
attraction, signiﬁcantly exceeds the characteristic length scale of the atomic unit cell.
However, instead of the roughly 13.6 eV binding energy (Rydberg energy) in atomic
hydrogen, the excitonic Rydberg energy is typically in the range of a few to 100meV. This
reduction in the pair-state binding energy is a consequence of the effective electron and
hole masses which are substantially lighter than the free electron and proton masses.
Furthermore, the semiconductor background dielectric constant reduces the Coulomb
interaction strength roughly by one order of magnitude compared to that of hydrogen.
Nevertheless, pronounced excitonic resonances can be seen especially in the low-
temperature linear optical absorption spectra of most good quality direct-gap semi-
conductors, see e.g. Refs. [2,10–14]. An interesting topic in this context is the question
under which conditions a truly bound exciton population exists and how it can be
identiﬁed experimentally. Excitonic features in linear absorption spectra clearly cannot be
related to any population effect since only an induced optical polarization and no
population exists in the linear regime. The presence of some form of an electron–hole-pair
population is required to observe photoluminescence (PL) under incoherent conditions.
However, the mere appearance of excitonic resonances in PL spectra is not sufﬁcient to
draw conclusions about the presence of excitons since also unbound electron–hole pairs
can give rise to these features [15].
An unambiguous method to identify exciton populations is to perform terahertz (THz)
spectroscopy, i.e. to probe transitions between excitonic eigenstates [16–21]. Under
incoherent conditions, the observation of resonances due to these transitions is a clear
signature of an exciton population. However, since these resonances correspond to
differences between energy eigenvalues related to the relative electron–hole motion, they
are independent of the exciton’s center-of-mass energy. Therefore, the induced THz
absorption is insensitive to the exciton-distribution function.
In the past decade, the consistent microscopic analysis of semiconductor properties on
the basis of Coulomb interacting Fermionic electron and hole excitations has lead to a
number of new insights [15,18,22–38]. In this review, we give an overview of the
microscopic theory for the interacting system of electrons, holes, photons, and phonons.
We deﬁne our basic system in Section 2 by discussing the different relevant quasi-particle
excitations and the basic Hamiltonian governing our many-body system. In Section 3, we
present an equation-of-motion approach that allows us to include the different interaction
effects in a microscopically consistent way. As a consequence of these interactions, the
equations for the correlation functions couple to correlations of ever increasing order. We
show how this hierarchy problem can be treated systematically using the cluster-expansion
method [39–46]. In Section 4, we discuss the different levels of approximations and show
how to obtain consistent solutions.
The optical part of the problem is analyzed in Section 5 where we present the Maxwell-
semiconductor Bloch equations (MSBEs) and examples of their solutions. We introduce
coherent and incoherent correlation effects and investigate the induced optical polariza-
tion, its radiative decay, as well as the concept of excitation induced dephasing.
In Section 6, we analyze in detail the relation between polarization dephasing and the
concomitant formation of incoherent populations. Here, we pay particular attention to the
build-up and the dynamics of excitonic correlations in the excited semiconductor system.
We carefully distinguish between correlated electron–hole plasma conﬁgurations and
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microscopic theory of direct optical quasi-particle spectroscopy using light in the THz
range of the optical spectrum. We show how the induced THz absorption gives us reliable
and unique informations about the transitions between different many-body conﬁgura-
tions in the interacting semiconductor system.
Numerical solutions of the full set of coupled equations are presented in Sections 7 and 8
where we study a wide variety of optical and excitonic effects. In Section 7, we analyze
uniquely different optical excitation conﬁgurations, starting from resonant pumping at the
1s-exciton frequency, pumping at the 2s-resonance, all the way to non-resonant interband
continuum excitation. For all these cases, we present the conversion dynamics from
coherent optical polarization into incoherent populations. We discuss the nature of the
generated quasi-particle states and their dynamic evolution.
The entire Section 8 is devoted to the analysis of exciton formation under incoherent
conditions. Quasi-stationary exciton populations are determined for different density and
temperature conditions. These results are compared to estimates obtained by postulating a
pure quasi-thermodynamic conﬁguration.
The developed theory can directly be generalized to include quantum-optical effects. In
Section 9, we derive the semiconductor luminescence equations (SLEs) [15,23,26] which are
the basis for our consistent description of the spontaneous light emission from
semiconductors and the accompanying recombination of different quasi-particle excita-
tions. We ﬁrst discuss speciﬁc properties of the excitonic luminescence and the
recombination rates of different quasi-particle states. This analysis leads us to the new
concept of quantum-optical spectroscopy [36,37] where the quantum statistics of the light
ﬁeld controls important aspects of the generated quasi-particle states. In particular, we
show that one can directly excite a quantum-degenerate exciton population with a
macroscopic occupation of one single state, i.e. an exciton condensate.
Finally, we discuss in the Appendices some technical aspects and explicit equations that
appear in our derivations. In Appendix A, we present the detailed Hamiltonian of the
system. In Appendix B, we introduce a highly compact implicit notation that allows us to
perform the systematic derivations of the many contributions arising at advanced levels of
the cluster-expansion scheme. The explicit forms of the coupled equations arising at the
singlet–doublet approximation level are summarized in Appendices C and D. In Appendix
E, we present a useful classiﬁcation of the different correlation contributions. Appendix F
then summarizes the explicit form of the exciton correlation dynamics and Appendix G
focuses on the contributions due to excitation induced dephasing effects.
2. Quantum-electrodynamic theory
The quantum properties of the interacting carrier–photon–phonon system in
semiconductors are governed by the many-body Hamiltonian Hsys. Since most aspects
of this Hamiltonian are thoroughly discussed in the literature [1,26,47,48], we present here
only a brief overview with the goal to deﬁne our notation and the concepts relevant for the
theoretical developments in this review. We present the equations in a form which is
directly applicable to planar nanostructures of direct-gap semiconductors, such as QW
systems or planar arrangements of identical quantum wires (QWIs). These QWIs are
assumed to be electronically uncoupled and spatially arranged with a mutual distance
much less than the relevant optical wavelength such that no diffraction pattern is
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dimensional simpliﬁcation of the effectively two-dimensional QW, see e.g. Ref. [46].2.1. Quantization of carriers, photons, and phonons
The semiconductor electrons can be described quantum mechanically using ﬁeld
operators,
CðrÞ ¼
X
k
akfkðrÞ; CyðrÞ ¼
X
k
a
y
kf
%
k ðrÞ, (1)
that annihilate (C) or create (Cy) an electron at position r. It is often useful to express these
ﬁeld operators in the basis of single-particle wavefunctions fkðrÞ which form a complete set
of orthogonal states. Each of these states is uniquely identiﬁed by the generic quantum
number kk, which will be speciﬁed in more detail later.
Since electrons are Fermions, the operators ak and a
y
k obey anticommutation relations:
½ak; ayk0 þ ¼ aka
y
k0 þ a
y
k0ak ¼ dk;k0 ,
½ak; ak0 þ ¼ ½ayk; ayk0 þ ¼ 0. (2)
In most cases, it is convenient to choose an orthogonal basis which diagonalizes the
Schro¨dinger equation for the electron moving in the effective lattice periodic potential
ULðrÞ
p^2
2m0
þ ULðrÞ
 
fkðrÞ ¼ kfkðrÞ, (3)
where m0 is the free-electron mass. The eigenstates to this equation deﬁne the
bandstructure k of the system.
For many experimentally relevant situations, it is sufﬁcient to consider carrier
transitions between one conduction and one valence band. We therefore restrict most of
the explicit calculations in this review to such a two-band model which is well suited to
investigate many interesting semiconductor optical effects. Unless noted otherwise, we will
always use in our explicit examples and numerical evaluations typical GaAs parameters
providing 4.18meV exciton binding energy and a Bohr radius of a0 ¼ 12:5 nm for a three-
dimensional system.
Since we deal with planar structures and use QWs (QWIs) as explicit examples, it is
useful to separate the three-dimensional space coordinate r ¼ ðrk; r?Þ into the two-(one-)
dimensional component rk in the QW plane and the one-(two-)dimensional component r?
perpendicular to it. For the QW system, the corresponding electron wavefunction within
the envelope-function approximation [1] is given as
fl;l;s;kk ðrÞ ¼ xl;lðr?Þ
1ﬃﬃﬃ
S
p eikkrkwl;l;s;kk ðrÞ, (4)
where l refers to a speciﬁc band, l deﬁnes the subband index, s denotes the spin index, and
kk is the carrier momentum in the QW plane. In total, f contains the conﬁnement
wavefunction xl;lðr?Þ, a plane wave contribution with quantization area S, and the lattice-
periodic Bloch function wl;l;s;kk ðrÞ.
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particle conﬁned to a potential structure. Since such a problem typically has many bound-
state solutions, they introduce several conﬁnement levels, i.e. subbands, labeled by the
quantum number l. To retain our two-band approximation, we assume a sufﬁciently
strong conﬁnement potential and consider only the transitions between the states
corresponding to the lowest level l ¼ 1. In order to simplify the notation, we use from
now on the index l as a general label which implicitly includes also the subband index l as
well as the spin index s. Hence, we deﬁne
al;kk  al;l;s;kk . (5)
For the case of two bands, we only need to consider the cases where l ¼ c refers to
conduction-band electrons and l ¼ v denotes valence-band electrons.
For a quantum mechanical description of the transverse electro-magnetic ﬁeld, we start
from the vector potential A within the canonical quantization scheme (for textbook
discussions, see e.g. Refs. [48,49]). The general vector potential is expanded in terms of the
steady-state eigenmodes Ua;qðrÞ where q is the wavevector and a deﬁnes the polarization
direction of the mode. The steady-state solutions to Maxwell’s equations lead to the
Helmholtz equation
½r2 þ q2n2ðrÞUa;qðrk; r?Þ ¼ 0. (6)
Here, nðrÞ is the passive, position dependent refractive index provided by the unexcited
semiconductor together with the surrounding passive material such as dielectric mirrors,
antireﬂection coating, barriers, and buffer layers. Since we investigate planar structures,
nðrÞ has only an r?-dependence.
The eigenstates are normalized viaZ
d3r n2ðrÞU%a0;q0 ðrÞ Ua;qðrÞ ¼ dq;q0da;a0 . (7)
For a sufﬁciently large in-plane extension of the QW and quantization area S, the
eigenmode solutions can be separated into in-plane and r?-dependent parts
Ua;qðrÞ ¼
1ﬃﬃﬃ
S
p ua;qðr?Þ eiqkrk , (8)
where q ¼ ðqk; q?Þ. The remaining r?-dependent component can be determined with the
help of the transfer-matrix technique outlined e.g. in Refs. [26,50]. By using the
corresponding complete mode basis, the operator A can be expressed via the mode
expansion
AðrÞ ¼
X
a;qk;q?
Eq
oq
½ua;qðr?Þ eiqkrkBa;qk;q? þ c:c:, (9)
where the optical frequency oq ¼ cjqj is identiﬁed together with a constant EqBa;qk;q? whose
explicit form is deﬁned after the light is quantized.
Altogether, the mode expansion of the vector ﬁeld leads to a structure that resembles the
form of the electronic ﬁeld operators given in the Bloch basis. In particular, ua;qðr?Þ
corresponds to the electronic eigenstate while Ba;qk;q? is analogous to the electronic
operators. Hence, the rigorous quantization procedure of the electromagnetic ﬁeld [48]
replaces the complex-valued expansion coefﬁcients by the photon creation, By, and
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½Ba;q; Bya0;q0  ¼ Ba;qBya0 ;q0  Bya0 ;q0Ba;q ¼ da;a0dqk;q0kdq?;q0? ,
½Ba;q; Ba0;q ¼ ½Bya;q; Bya0;q0  ¼ 0. (10)
The quantization procedure also ﬁxes the vacuum-ﬁeld amplitude
Eq ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_oq=ð20Þ
q
. (11)
In the literature, the quantization volume V is sometimes deﬁned into Eq via
Eq !
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_oq=ð20ÞV
p
. However, in this review we choose the notation such that V is
included with the mode functions by implementing the normalization (7). This way, we not
only obtain a formal similarity between the mode and the Bloch functions but we can also
address the quantization volume once and for all in the mode function calculations.
The quantization introduces quantum statistics to the light modes Ua;qk;q?ðrÞ in the sense
that each light mode is characterized by non-trivial quantum ﬂuctuations besides its
classical expectation value. The quantized transverse electric and magnetic ﬁelds can be
evaluated from the general relations
ET ¼ 
qA
qt
; B ¼ r A, (12)
respectively. As for the carrier system, it is also beneﬁcial to simplify the notation for the
light ﬁeld by introducing an implicit labeling,
Bq ¼ Bqk;q?  Ba;qk;q? , (13)
where the polarization is included with the in-plane momentum qk.
To treat the lattice vibrations, we introduce the ﬁeld operator for the quantized
displacement of the lattice ion at the position r as
QðrÞ ¼
X
a;pk;p?
Qa;pk;p?½Da;pk;p? þ Dya;pk;p? e
iðpkrkþp?r?Þ. (14)
Here, Qa;p denotes the vacuum-displacement amplitude while the three-dimensional
phonon momentum is decomposed into its in-plane, pk, and perpendicular parts, p?. The
different phonon branches are labeled by a. The quantized phonon ﬁelds are Bosonic such
that they obey the commutation relations:
½Da;p; Dya0 ;p0  ¼ Da;pDya0;p0  Dya0 ;p0Da;p ¼ da;a0dpk;p0kdp?;p0? ,
½Da;p; Da0 ;p ¼ ½Dya;p; Dya0 ;p0  ¼ 0. ð15Þ
Similarly to the photons, we also introduce here an implicit notation
Dp ¼ Dpk;p?  Da;pk;p? . (16)
Besides the momentum p, each phonon mode can be associated with a phonon energy _Op.
The acoustical phonons have a liner dispersion while Op is nearly constant for optical
phonons. In general, one always ﬁnds three branches a of acoustic phonons in a three-
dimensional semiconductor [51] corresponding to the three independent modes of sound
waves in a solid. In lattices with more than one atom within a unit cell, additional optical
phonon branches are present.
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Since detailed discussions of the system Hamiltonian Hsys can be found in Refs. [1,26],
we restrict the discussion here to a brief summary of those aspects that are explicitly needed
for the subsequent derivations. We write the total Hamiltonian as
Hsys ¼ H0 þ HC þ HD þ HP. (17)
Here, the non-interacting parts of the carrier–photon–phonon system are contained in H0.
Additionally, we have the Coulomb interaction among the carriers in HC, the dipole
interaction between light and matter in HD, and the phonon interaction in HP,
respectively.
The explicit form of the different terms is
H0 ¼
X
l;kk
elkka
y
l;kk
al;kk þ
X
qk;q?
_oq Byqk;q?Bqk;q? þ
1
2
 
þ
X
pk;p?
_Op Dypk;p?Dpk;p? þ
1
2
 
, ð18Þ
HC ¼
1
2
X
l;l0
X
kk;k0k;qka0
V qka
y
l;kkþqka
y
l0 ;k0kqk
al0;k0kal;kk , (19)
HD ¼ i_
X
l;kk;qk
½Blqk;S  ðB
l¯
qk;SÞ
yayl;kkal¯;kkqk , (20)
HP ¼ _
X
l;kk;pk
½Dlpk;S þ ðD
l
pk;SÞ
yayl;kkal;kkpk . (21)
Here, we used an implicit notation for the indices of the carrier, photon, and phonon
operators. The detailed index structure and other formal aspects of the Hamiltonian are
discussed in Appendix A. Furthermore, we still have to deﬁne the different matrix elements
appearing in Eqs. (18)–(21).
The ﬁrst term in Eq. (18) contains the kinetic energies of the Bloch electrons,
eckk ¼
_2k2k
2me
; evkk ¼ 
_2k2k
2mh
 Eg, (22)
in the conduction and valence band, respectively. These bands are separated by the band-
gap energy Eg. Close to the band extrema, we may apply a parabolic approximation [1,51]
to introduce effective masses me and mh for the electrons and holes, respectively. For the
two-band systems under strong conﬁnement conditions, the envelope functions xlðr?Þ for
electrons and holes are identical, i.e. xcðr?Þ ¼ xvðr?Þ ¼ xðr?Þ. Thus, the Coulomb-matrix
element does not depend on the band and sub-band indices [52],
Vqk ¼
e2
20jqkj
Z
dr? dr0?jxðr?Þj2 ejqkðr?r
0
?Þjjxðr0?Þj2. (23)
Here, 0 is the permittivity of the vacuum and  is the dielectric constant of the
semiconductor material. Expression (23) approaches the Fourier transformation of the
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inﬁnitely thin, i.e. jxðr?Þj2 ! dðr?Þ. The multi-band generalization of Eq. (23) is discussed
in Appendix A.
The strength of the light–matter interaction is directly connected to the generalized
dipole-matrix element between the two electronic bands,
dl;l
0 ;s;kk
a;qk;q?
¼ 1
v0
Z
v0
d3r w%l;s;kk ðrÞ Qr  eaðqÞwl0 ;s;kkqk ðrÞ, (24)
where eaðqÞ is the polarization direction of the light mode q and Q is the electric charge of
the electrons. Note, that the dipole-matrix element does not involve the conﬁnement
functions since the integration over the unit-cell volume v0 is sensitive only to the lattice-
periodic wavefunctions.
For the two-band systems investigated here, only the contributions for lal0 are relevant
for optical transitions. Since dl;l
0 ;s;kk has only a weak kk dependence, we set kk ¼ 0 in the
matrix element to obtain
dlqk;q?  d
l;l¯;s;kk
a;qk;q?
¼ dl;l¯;s;0a;qk;q? , (25)
where l¯ is deﬁned via
c¯ ¼ v; v¯ ¼ c (26)
for our two-band system. The light–matter interaction can be presented in a compact form
by introducing the collective photon operator
Blqk;S 
X
q?
Flqk;q?Bqk;q? (27)
which combines all photon operators with the same in-plane component qk. The different
modes are weighted via the coupling matrix element
Flqk;q? 
1
_
dlqk;q?Eq ~uqk;q? , (28)
including the effective mode function obtained from uqðr?Þ ¼ uqðr?Þeq using
~uqk;q? ¼
Z
dr?jxðr?Þj2uqk;q?ðr?Þ. (29)
Since we are only interested in planar structures that are much thinner than the typical
optical wavelength, we can approximate ~uqk;q?  uqk;q?ð0Þ.
At low temperatures and carrier energies in close vicinity of the band extrema, the
coupling to lattice vibrations in GaAs-like systems follows dominantly from the interaction
with longitudinal acoustical phonons. While the carriers in the QW are strongly conﬁned,
the lattice vibrations extend throughout the entire three-dimensional sample, i.e. QW
(or QWI) plus barrier material. When the QW is thin enough, the conﬁned system does not
change the properties of the otherwise three-dimensional phonons. Thus, we may use the
same phonon dispersion as for the bulk semiconductor. These observations deﬁne the
strength of the phonon–carrier interaction via [1]
Glp ¼ Fl
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_jpj
2cLArML
3
s Z
dr?jxðr?Þj2 eip?r? (30)
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the lattice ions rM, and the quantization volume L
3. In the same way as for the photons, we
may also introduce a collective phonon operator
Dlpk;S 
X
p?
Glpk;p?Dpk;p? . (31)
With the help of this deﬁnition, we can write the phonon–carrier interaction Hamiltonian
in the compact form of Eq. (21).3. Equations of motion hierarchy
A measurement on a quantum mechanical system, such as a semiconductor QW or QWI
interacting with classical or quantum light ﬁelds, can determine the expectation value hOi
of the corresponding operator O. If we want to analyze experimental results by a
comparison with our calculations or if we want to predict the outcome of a measurement,
we have to compute the relevant expectation values. One systematic way to do this is to
derive the dynamical equations for the needed operators and then take the appropriate
expectation values.
For this purpose, we start from the Heisenberg equation,
i_
q
qt
hOi ¼ h½O; Hsysi, (32)
to derive the quantum dynamics for the interacting carrier–photon–phonon system. When
we use the many-body Hamiltonian deﬁned in Eqs. (17)–(21) and explicitly evaluate the
commutator on the right-hand side of Eq. (32), we obtain an equation of motion for the
operator O that contains couplings to new operators which have a signiﬁcantly more
complicated structure than the original operator. This is the beginning of the well-known
hierarchy of inﬁnitely many coupled equations that emerges if one continues to generate
Heisenberg equations for the newly introduced, more complex operators. In the following,
we brieﬂy review how this hierarchy problem and thus the quantum dynamics of the
interacting carrier–photon–phonon system can be treated systematically via the so-called
cluster expansion [39–46].3.1. General operator dynamics
Since the entire system of quasi-particle excitations is described quantum mechanically
with the help of the Fermionic carrier and the Bosonic photon and phonon operators, it is
natural to start from the dynamics of these elementary operators. By evaluating the
Heisenberg equation of motion using the system Hamiltonian (17), we obtain the photon-
operator dynamics:
i_
q
qt
Bqk;q? ¼ _oqBqk;q? þ i_
X
l;kk
½Flqk;q?
%a
y
l;kk
al¯;kkþqk , ð33Þ
i_
q
qt
Byqk;q? ¼ _oqB
y
qk;q?
þ i_
X
l;kk
Flqk;q?a
y
l¯;kk
al;kkqk . ð34Þ
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i_
q
qt
Dpk;p? ¼ _OpDpk;p? þ _
X
l;kk
Glpk;p?a
y
l;kk
al;kkþpk , ð35Þ
i_
q
qt
Dypk;p? ¼ _OpD
y
pk;p?
 _
X
l;kk
Glpk;p?a
y
l;kk
al;kkpk . ð36Þ
Clearly, both the phonon and photon equations contain couplings to carrier operators.
However, due to the simple form of Eqs. (33) and (35), the photon- and phonon-operator
dynamics can be directly integrated to give
Bqk;q?ðtÞ ¼ Bqk;q?ð0Þ eioqt
þ
X
l;kk
½Flqk;q? 
%
Z t
0
du ayl;kk ðuÞal¯;kkþqk ðuÞ e
ioqðtuÞ, ð37Þ
Dpk;p?ðtÞ ¼ Dpk;p?ð0Þ eiOpt
þ i
X
l;kk
Glpk;p?
Z t
0
du ayl;kk ðuÞal;kkþpk ðuÞ e
iOpðtuÞ. ð38Þ
These results show that both, a single photon or a single phonon operator are formally
equivalent to a combination of two carrier operators. We will use this fact later on, when
we introduce systematic truncation schemes for the hierarchy problem.
From a purely formal point of view, Eqs. (37)–(38) relate different classes of photon,
phonon, and carrier operators. Clearly, a single photon or phonon operator corresponds
to a single-particle operator. A general N-particle operator has the form
ON ¼ By1 . . . ByN1D
y
1 . . . D
y
N2
a
y
1 . . . a
y
N3
aN3 . . . a1DN4 . . . D1BN5 . . . B1 (39)
with all possible combinations of Nj fulﬁlling N1 þ N2 þ N3 þ N4 þ N5 ¼ N. According
to this classiﬁcation, HC, HP, and HD correspond to two-particle interactions. We also
notice that the pure photon- and phonon-operator dynamics, Eqs. (33)–(36), involves only
single-particle terms.
We ﬁnd a more complicated dynamical equation for the carrier operators:
i_
q
qt
al;kk ¼ lkkal;kk þ
X
l0;k0k;lk
V lka
y
l0 ;k0kþlk
al0 ;k0kal;kkþlk
 i_
X
qk
½Blqk;S  ðB
l¯
qk;SÞ
y al¯;kkqk
þ _
X
pk
½Dlpk;S þ ðD
l
pk;SÞ
y al;kkpk , ð40Þ
i_
q
qt
a
y
l;kk
¼  lkka
y
l;kk

X
l0 ;k0k;lk
V lka
y
l;kkþlka
y
l0 ;k0k
al0 ;k0kþlk
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X
qk
½Bl¯qk;S  ðB
l
qk;SÞ
y ay
l¯;kkþqk
 _
X
pk
½Dlpk;S þ ðD
l
pk;SÞ
y ayl;kkþpk . ð41Þ
If we now analyze the structure of Eqs. (40)–(41) in detail, we notice terms that couple the
dynamics of single-carrier operators to: (i) three-carrier operators due to the Coulomb
interaction, (ii) a combination of a photon and a carrier operator due to the light–matter
interaction, as well as (iii) one phonon and one carrier operator due to the carrier–phonon
interaction. Since photon and phonon operators are formally equivalent to two-carrier
operators, all these complicated terms effectively lead to the coupling of one-carrier
operators to combinations of three-carrier operators. In general, Eqs. (33)–(36) and (40)–(41)
can be applied directly to derive the dynamics of any generic N-particle operator (39).
Eqs. (33)–(36) and (40)–(41) are the ﬁrst step in the inﬁnite hierarchy of equations where
the N-particle operator quantity is coupled to N þ 1 operators. Since the equations of
motion for expectation values are directly obtained from those of the operators, the
expectation values inherit the same hierarchy problem,
i_
q
qt
hNi ¼ T ½hNi þ V ½hN þ 1i. (42)
Here, the functional T results mainly from the non-interacting part of the Hamiltonian
while V originates from the interactions. These interactions couple the N-particle
expectation value hNi to hN þ 1i quantities. Consequently, Eq. (42) cannot be closed
and we must resort to a systematic truncation scheme in order to obtain controlled
approximations.
3.2. Cluster expansion
One successful approach to deal with the hierarchy problem is to use the so-called
cluster-expansion scheme [18,39,43,45]. This approach is well established, e.g. in quantum
chemistry where it is used to treat the many-body problems related to molecular
eigenstates [40–42]. In semiconductor systems, this method has been used to analyze a
variety of many-body and quantum-optical problems [18,26,37,43,45,46,53,54]. In the
following, we ﬁrst review the basic idea behind the cluster expansion and then discuss
speciﬁc aspects that are relevant for the investigations of our semiconductor system.
The cluster-expansion method is based on a clear physical principle where one
determines all consistent factorizations of an N-particle quantity hNi in terms of (i)
independent single particles (singlets), (ii) correlated pairs (doublets), (iii) correlated three-
particle clusters (triplets), up to (iv) correlated N-particle clusters. If we formally know all
expectation values from h1i to hNi, a speciﬁc correlated cluster can be constructed
recursively using
h2i ¼ h2iS þ Dh2i,
h3i ¼ h3iS þ h1iDh2i þ Dh3i,
hNi ¼ hNiS þ hN  2iSDh2i þ hN  4iSDh2iDh2i
þ    þ hN  3iSDh3i þ hN  5iSDh2iDh3i þ    þ DhNi. ð43Þ
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DhJi contain the purely correlated parts of the J-particle cluster. In Eq. (43), each term
includes a sum over all unique possibilities to reorganize the N coordinates among singlets,
doublets and so on. The different reorganizations are deﬁned by permutations of operator
indices. To guarantee the fundamental indistinguishability of particles, one must add up all
the permutations. For Fermionic operators, one has to take a positive sign for even
permutations and a negative sign for odd permutations. For Bosons, all permutations are
added with a positive sign. This way, all cluster groups in Eq. (43) are fully antisymmetric
for the Fermionic carriers and fully symmetric for the Bosonic photon and phonon
operators, respectively.
To obtain more insights into the different contributions appearing in Eq. (43), we ﬁrst
consider the singlet factorization. For pure carrier-operator terms, we ﬁnd the
Hartree–Fock factorization
hay1 . . . ayNaN . . . a1iS ¼
X
s
ð1Þs
YN
j¼1
hayj as½ji, (44)
where s is an element of the permutation group with indices 1; . . . ; N. Speciﬁcally, s½j
deﬁnes the mapping of the index j under the permutation s. In the sum over all
permutations, the even permutations lead to ð1Þs ¼ þ1 while the odd permutations lead
to ð1Þs ¼ 1. Eq. (44) can be written in a more compact form by noting that it actually
involves the determinant of a matrix, i.e.
Mj;k  hayj aki; hay1 . . . ayNaN . . . a1iS ¼ detðMÞ. (45)
Pure photon or phonon terms or a mixture of them also allow for a simple singlet
factorization
hby1 . . . byMbMþ1 . . . bNiS ¼ hby1i . . . hbyMihbMþ1i . . . hbNi, (46)
where MpN and b stands for a generic Boson operator (either photon or phonon)
identiﬁed by its index. Eq. (46) clearly describes a classical factorization since each
expectation value of a single Bosonic operator represents a complex-valued quantity,
bj ¼ hbji, such that one simply obtains the product of the different bj . With this
observation, we realize that also the combination of carrier and Boson operators produces
a simple singlet contribution which is obtained by replacing each Boson operator by the
corresponding classical bj while the remaining pure carrier part can be factorized using
Eq. (45).
The systematic cluster expansion is obtained by decomposing any given N-particle
quantity into C-particle correlations,
hNi1...C  hNiS þ hNiD þ    þ hNiC ¼
XC
J¼1
hNiJ , (47)
following directly from Eq. (43). Here, hNiS contains only singlets, hNiD contains all
combinations of doublets but no higher-order correlations and so on. The nature of the
respective physical problem determines the lowest possible level at which one might
truncate the cluster expansion. For example, one clearly needs calculations at least up to
the doublet level for electron–hole systems containing bound pairs, i.e. excitons [18,29,55].
Increasingly more clusters have to be included if one wants to describe excitonic molecules
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classical part of the ﬁeld while the quantum ﬂuctuations are determined by the higher order
correlations. In many quantum-optical phenomena, decisive contributions result from the
doublet correlation terms such as photon number and two-photon absorption correlations.
For many experimentally relevant situations, one can limit the description of the
semiconductor system to a phase space where plasma and excitons coexist but higher order
cluster are less important. In this regime, the singlet–doublet approximation describes a
multitude of microscopic effects via the factorized N-particle expectation value hNiSD. At
this level of approximation, we need to solve the dynamics of all possible singlets h1i and
doublets Dh2i because then any arbitrary hNi consist only of known combinations of
single-particle expectation values and two-particle correlations.
To see the general structure of the relevant singlet–doublet equations, we start from
Eq. (42) and apply the truncation (47) up to three-particle correlations (triplets)—i.e. one
level higher than a pure singlet–doublet theory since we want to extend some investigations
beyond the doublet level. We ﬁnd the general equation structure
i_
q
qt
h1i ¼ T1½h1i þ V1a½h2iS þ V1b½Dh2i, ð48Þ
i_
q
qt
Dh2i ¼ T2½Dh2i þ V2a½h3iSD þ V2b½Dh3i, ð49Þ
i_
q
qt
Dh3i ¼ T3½Dh3i þ V3½h4iSDT, ð50Þ
where T1ð2;3Þ and V 1ð2;3Þ are known functionals deﬁned by the respective Heisenberg
equations of motion. In this form, the structure of the singlet and doublet equations is
exact while only the triplet dynamics is approximated. Consequently, the hierarchy is
systematically truncated resulting in a ﬁnite number of coupled equations.
The evaluation of the full singlet–doublet–triplet approximation, Eqs. (48)–(50), is still
beyond current numerical capabilities if one wants to study QW or QWI systems.
However, one can ﬁnd clear physical principles to simplify the triplet dynamics (50) since it
contains two distinct classes of contributions: (i) the microscopic processes describing
scattering effects between two-particle correlations and single-particle quantities and (ii)
interactions which are responsible for the formation of genuine three-particle correlations
like trions. To the ﬁrst category belong effects where correlated electron–hole pairs scatter
with an electron, hole, or phonon. These interactions lead to screening of the Coulomb
interaction, dephasing of the coherences, and formation or equilibration of exciton
populations [18,29,55].
Since the formation of bound three-particle complexes is slow in QWs and QWIs after
optical excitations and requires high densities beyond the exciton Mott transition to
become relevant [56,57], we omit genuine three-particle correlations from the analysis.
Thus, we end up with a consistent singlet–doublet approach where we treat triplet
correlations at the scattering level. This leads us to the general equation structure
i_
q
qt
h1i ¼ T1½h1i þ V1½h2iS þ V 1½Dh2i,
i_
q
qt
Dh2i ¼ T2½Dh2i þ V2½h3iSD þ G½h1i;Dh2i. (51)
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Fig. 1. Visualization of the cluster-expansion approach up to the level where singlets and doublets are fully
included and the triplets are treated at the scattering level. The ﬁrst line deﬁnes the singlets, the second line shows
how the doublets are decomposed into their singlet contributions and the correlated part, and the third line depicts
how the triplets are expanded into products of three singlets, products of correlated doublets and singlets, and
correlated triplets which are replaced by the scattering-level approximation.
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the scattering level. The schematical structure of the approximation behind Eq. (51) is
depicted in Fig. 1.
The pure one- and two-particle dynamics can now be obtained from Eq. (51) by
evaluating the factorizations h2iSD and h3iSD. For the detailed calculations, we explicitly
need the different singlet–doublet factorizations which can be obtained directly by
applying Eqs. (43) and (47) for any combination of carrier, photon, or phonon operators.
The corresponding derivation of the singlet–doublet dynamics follows a straightforward
procedure after one evaluates the explicit forms of the needed factorizations. This is done
in Appendices C and D.
4. Singlet–doublet correlations
In this section, we start from Eqs. (48)–(50) and evaluate the general singlet–doublet
approximation for the QW and QWI system. In particular, we now have to explicitly
determine all functionals and their cluster-expansion factorizations. As discussed in Section
3.2, the closed set of Eqs. (51) truncates the inﬁnite equation hierarchy systematically by
including all possibilities to have two-particle correlations in the many-body system.
In practice, we explicitly evaluate the terms appearing in the singlet–doublet dynamics
(48)–(49) by using the operator Eqs. (33)–(36) and (40)–(41) as well as the truncation
formulas (C.3)–(C.13). The derivations are signiﬁcantly simpliﬁed with the help of the
compact-notation formalism introduced in Appendix B where the detailed derivations,
deﬁnitions, and several useful relations are summarized. In the discussion here, we
concentrate on the explicit physical content of the equations and therefore summarize only
few important intermediate steps together with the results of the detailed derivations.
4.1. Singlet– doublet quantities for homogeneous excitation
We ﬁrst set up the dynamical equations for the singlets
h1i ¼ fhayl;kkal0 ;k0k i; hBqk;q?i; or hDpk;p?ig. (52)
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consider situations where the system is excited with a homogeneous external light pulse
propagating perpendicular to the QW (QWI) structure. In this conﬁguration, all quantities
are homogeneous and the corresponding two-point expectation values vanish for kkak0k,
qka0, and pka0. Thus, we can only have a difference in the band or spin index in the
terms hayl;kkal0;k0k i, i.e.
hayl;kkal0;k0k i ¼ dkk;k0k ha
y
l;kk
al0 ;kk i. (53)
In the same way, the homogeneous coherent light and phonon ﬁelds have
hBqk;q?i ¼ dqk;0hB0;q?i; hDpk;p?i ¼ dpk;0hD0;p?i. (54)
In order to have a more compact notation, we deﬁne
Pl;l
0
kk ¼ ha
y
l;kk
al0;kk i; nlkk  P
l;l
kk ¼ ha
y
l;kk
al;kk i, (55)
where Pl;l
0al
kk determines the microscopic polarization and n
l
kk gives the microscopic carrier
occupation probability for the band l.
On our way to complete the equations for the singlet–doublet approach (48)–(49), we
proceed to determine the dynamics of the doublet correlations generated under
homogeneous conditions. As a consequence of the system’s homogeneity, the combined
in-plane momentum of all creation operators has to be equal to that of the annihilation
operators in all correlation terms. For two-particle carrier correlations, we therefore have
to demand that
Dhayl;kka
y
n;k0k
an0;k00kal
0 ;k000k
i ¼ dkkþk0k;k00kþk000k Dha
y
l;kk
a
y
n;k0k
an0;k00kal
0 ;k000k
i
 dk00k ;k0kþqkdk000k ;kkqkDha
y
l;kk
a
y
n;k0k
an0 ;k0kþqkal0;kkqk i, ð56Þ
where the last step deﬁnes the momentum condition with the help of a new momentum qk.
This is performed because this identiﬁcation simply presents the general form of the two-
particle carrier correlations as they appear in the further derivations. In our subsequent
calculations, we will often identify qk as the center-of-mass momentum of the correlated
two-particle entities.
For later use, we introduce an abbreviation
c
qk;k
0
k;kk
l;n;n0 ;l0  Dha
y
l;kk
a
y
n;k0k
an0 ;k0kþqkal0 ;kkqk i (57)
for the generic two-particle correlations. Here, the superscripts are arranged such that qk
indicates the momentum transfer, whereas k0k and kk are the momentum indices of the
second and ﬁrst creation operator, respectively. The combination of creation and
destruction operators in Eq. (57) shows that total momentum conservation is satisﬁed for
all band indices ðl; n; n0; l0Þ.
The doublet correlations with mixed combinations of carrier-, photon-, and phonon
operators obey the same conservation law for the in-plane momentum as the pure carrier
correlations. Thus, we ﬁnd that only the combinations
Dh2imix ¼ fDhByqk;q?a
y
n;kkqkan0 ;kk i;DhD
y
pk;p?
a
y
n;kkpkan0 ;kk i,
DhByqk;q?Dqk;p?i;DhBqk;q?Dqk;p?ig ð58Þ
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form
Dh2ibos ¼ fDhByqk;q?Bqk;q0? i;DhBqk;q?Bqk;q0? i,
DhDypk;p?Dpk;p0? i;DhDpk;p?Dpk;p0? ig. ð59Þ
Eqs. (57)–(59) deﬁne the generic two-particle correlations of homogeneous systems.4.2. Singlet dynamics
We start the analysis by investigating the singlet dynamics of the photons and phonons.
For the situation where the system is excited with a classical light pulse, we can use
Maxwell’s equations to compute the optical properties. For a quantum-optical description,
we have to solve Eqs. (33)–(34) and use the result in the mode expansion (9). If we assume
that the light ﬁeld propagates perpendicular to the planar QW (QWI) and differentiate the
vector potential twice with respect to time, we obtain
q2
qr2?
 n
2ðr?Þ
c2
q2
qt2
 
hAð0; r?Þi ¼ 
m0jxðr?Þj2
S
q
qt
X
kk;l
dl;l¯P
l;l¯
kk , (60)
as derived, e.g. in Refs. [48,26]. Using Eq. (12) we then ﬁnd the usual wave equation
q2
qr2?
 n
2ðr?Þ
c2
q2
qt2
 
hEð0; r?Þi ¼
m0jxðr?Þj2
S
q2
qt2
X
kk;l
dl;l¯P
l;l¯
kk . (61)
The explicit mode expansion of the electric ﬁeld depends on the used gauge [48,26].
However, one has the general expression,
EðrÞ ¼
X
qk;q?
½iEq?Uqk;q?ðr?ÞB0;q?  iEq?U%qk;q?ðr?ÞB
y
0;q?
, (62)
for the ﬁeld outside the QW (QWI). For later reference, it is convenient to deﬁne an
effective electric ﬁeld
Elqk 
dl;l¯
S
Z
d3rjxðr?Þj2EðrÞ eiqkrk ¼ i_½Blqk;S  ðB
l¯
qk;SÞ
y (63)
which follows directly from Eqs. (27)–(29).
To simplify the notation also for the phonon–carrier interaction problem, we deﬁne
Qlpk  _½D
l
pk;S
þ ðDlpk;SÞ
y (64)
in analogy to Eq. (63). These effective quantities have the following symmetry relations:
ðElqk Þ
y ¼ El¯qk ; E
l
qk
¼ ðEl¯qk Þ
y, ð65Þ
ðQlpk Þ
y ¼ Qlpk ; Q
l
pk
¼ ðQlpk Þ
y, ð66Þ
which are used frequently in the subsequent derivations.
The solution of the wave equation (61) describes the classical ﬁeld in the presence of the
induced optical polarization. An equivalent, alternative, solution is found by applying
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i_
q
qt
hB0;q?i ¼ _oq?hB0;q?i þ i_
X
l;kk
½Fl0;q?
%Pl;l¯kk , (67)
and by using this result together with the mode expansion (9).
Similarly, the coherent phonon dynamics resulting from Eq. (35) is
i_
q
qt
hD0;p?i ¼ _Op?hD0;p?i þ _
X
l;kk
Gl0;p?n
l
kk . (68)
Since phonons are coupled to the macroscopic environment surrounding the QW (QWI),
coherent phonons typically decay rapidly. In this review, we treat phonons only as a bath.
This implies that
hDpi ¼ hDypi ¼ 0, (69)
i.e. the phonon effects are fully incoherent in all our investigations.
The classical light-ﬁeld dynamics depends on the optical polarization in the
semiconductor. To complete the singlet investigation, we therefore have to solve the
Pl;l
0
kk dynamics. Evaluating the corresponding Heisenberg equations of motion (40)–(41),
we obtain
i_
q
qt
Pl;l
0
kk ¼ ðel
0
kk  elkk ÞP
l;l0
kk
þ
X
n;k0k;qka0
V qk ½hayl;kka
y
n;k0k
an;k0kþqkal0;kkqk i  ha
y
l;kkqka
y
n;k0kþqkan;k
0
kal
0;kk i

X
qk
½hEl0qka
y
l;kk
al¯0 ;kkqk i  hðE
l
qk
Þyay
l¯;kkqk
al0;kk i
þ
X
pk
½hQl0pka
y
l;kk
al0;kkpk i  hðQlpk Þ
yayl;kkpkal0;kk i, ð70Þ
where l¯ inverts the band index as deﬁned in Eq. (26). Eq. (70) shows that the polarization
dynamics has exactly the form of the schematic Eq. (48). Hence, we can directly apply the
cluster expansion to isolate the singlet and correlated-doublet contributions. With the help
of Eqs. (C.2)–(C.4) we can write Eq. (70) as
i_
q
qt
Pl;l
0
kk ¼ ð~l
0
kk  ~lkk ÞP
l;l0
kk þ OlkkP
l¯;l0
kk  P
l;l¯
0
kk O
l¯
0
kk
þ
X
n;k0k;qka0
Vqk ½c
qk;k
0
k;kk
l;n;n;l0  ðc
qk;k
0
k;kk
l0;n;n;l Þ%

X
qk
½DhEl0qka
y
l;kk
al¯0 ;kkqk i  DhðE
l
qk
Þyay
l¯;kkqk
al0 ;kk i
þ
X
qk
½DhQlqka
y
l;kk
al0 ;kkqk i  DhðQlqk Þ
yayl;kkqkal0 ;kk i. ð71Þ
Here, we deﬁned the renormalized kinetic energy
~lkk  lkk 
X
k0k
Vk0kkkn
l
k0k
, (72)
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Olkk  hEl0i þ
X
k0k
Vk0kkkP
l;l¯
k0k
. (73)
Eq. (71) is formally exact, and the quality of our results only depends on how
systematically we are able to evaluate the correlated doublets.4.3. Doublet dynamics
For our systematic treatment of the dynamical evolution of the correlated doublets Dh2i,
we follow a general and straightforward procedure. The equations of motion of the full h2i
are obtained from Eqs. (33)–(36) and (40)–(41). Clearly, these equations are coupled to
three-particle terms. At the same time, the equation for the correlated part of the doublets
can formally be written as
i_
q
qt
Dh2i ¼ i_ q
qt
h2i  i_ q
qt
h2iS, (74)
where the part q=qth2iS is fully determined by the singlet dynamics. As a next step, we now
apply the cluster expansion to the three-particle correlations h3i using Eqs. (C.6)–(C.13).
Following this procedure, the consistent singlet–doublet equations are obtained when the
truly correlated Dh3i are omitted. At this stage, our treatment corresponds to the level
deﬁned by Eqs. (48)–(49). As an improvement, we then include the triplets Dh3i at the
scattering level.4.3.1. Pure photon and phonon correlations
Eqs. (33)–(36) for the photon and phonon operators couple single-particle operators to
other single-particle operators. Thus, also the equations for the pure photon and phonon
doublets do not introduce a hierarchy problem. When we apply Eq. (74) together with
Eqs. (33)–(34), we ﬁnd the generic photon-correlation dynamics:
i_
q
qt
DhByqk;q?Bqk;q0? i ¼ _ðoq0  oqÞDhB
y
qk;q?
Bqk;q0? i
þ i_
X
l;kk
Flqk;q?Dha
y
l¯;kk
al;kkqkBqk;q0? i
þ i_
X
l;kk
½Flqk;q0? 
%DhByqk;q?a
y
l;kkqkal¯;kk i, ð75Þ
i_
q
qt
DhByqk;q?B
y
qk;q0? i ¼  _ðoq0 þ oqÞDhB
y
qk;q?
B
y
qk;q0? i
þ i_
X
l;kk
Flqk;q?Dha
y
l¯;kk
al;kkqkB
y
qk;q0? i
þ i_
X
l;kk
Flqk;q0?DhB
y
qk;q?
a
y
l¯;kkqk
al;kk i. ð76Þ
These equations couple the photon correlations to other doublet-correlation terms with
mixed photon-carrier operators. Consequently, the quality level of the solutions depends
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evaluated.
Using Eqs. (35)–(36) together with Eq. (74), we obtain the dynamics for the pure phonon
correlations:
i_
q
qt
DhDypk;p?Dpk;p0? i ¼ _ðOp0  OpÞDhD
y
pk;p?
Dpk;p0? i
 _
X
l;kk
Glpk;p?Dha
y
l;kk
al;kkpkDpk;p0? i
þ _
X
l;kk
Glpk;p0?
DhDypk;p?a
y
l;kk
al;kkþpk i, ð77Þ
i_
q
qt
DhDypk;p?D
y
pk;p0? i ¼  _ðOp0 þ OpÞDhD
y
pk;p?
D
y
pk;p0? i
þ _
X
l;kk
Glpk;p?Dha
y
l;kk
al;kkpkD
y
pk;p0? i
þ _
X
l;kk
Glpk;p0?DhD
y
pk;p?
a
y
l¯;kk
al;kkþpk i. ð78Þ
Due to the structural similarity between the phonon and the photon dynamics, we can
immediately draw the corresponding conclusions. In particular, we know that the quality
of the phonon correlations depends only on the accuracy of the solutions obtained for the
mixed phonon–carrier terms. We can also verify in a straightforward manner that the
mixed terms in Eqs. (75)–(78) satisfy the homogeneous conditions (58).4.3.2. Mixed carrier– photon– phonon correlations
The simplest mixed-operator correlation dynamics is obtained for combinations of a
photon and a phonon operator. Using Eqs. (33)–(36), we ﬁnd
i_
q
qt
DhByqk;q?Dqk;q0? i ¼ _ðOq0  oqÞDhB
y
qk;q?
Dqk;q0? i
þ i_
X
l;kk
Flqk;q?Dha
y
l¯;kk
al;kkqkDqk;q0? i
þ _
X
l;kk
Glpk;p0?
DhBypk;p?a
y
l;kk
al;kkþpk i, ð79Þ
i_
q
qt
DhByqk;q?D
y
qk;q0? i ¼  _ðoq0 þ OqÞDhB
y
qk;q?
D
y
qk;q0? i
þ i_
X
l;kk
Flqk;q?Dha
y
l¯;kk
al;kkqkD
y
qk;q0? i
þ _
X
l;kk
Glpk;p?Dha
y
l;kk
al;kkpkB
y
pk;p0? i. ð80Þ
Again, as in the case of the pure photon and phonon-correlation dynamics, Eqs. (79)–(80)
do not directly lead to a hierarchy problem. However, in order to solve Eqs. (75)–(80), we
need the explicit equations for the mixed photon–carrier and the phonon–carrier
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Pl
0 ;l
kk;qk;q?
 DhByqk;q?a
y
l0;kkqkal;kk i, ð81Þ
Xl
0 ;l
kk;qk;p?
 DhDyqk;p?a
y
l0;kkqkal;kk i, ð82Þ
respectively. Here, Pl
0 ;l describes photon-assisted carrier correlations while Xl
0 ;l is related
to phonon-assisted carrier correlations. As we will see, these correlations do involve
hierarchy problems.
The photon-assisted carrier correlation dynamics can be obtained in the spirit of
Eq. (74) by implementing Eqs. (34) and (40)–(41) together with the singlet–doublet
factorizations (C.3)–(C.13). Following this procedure, we ﬁnd
i_
q
qt
Pl
0 ;l
kk;qk;q?
¼ ð~lkk  ~l
0
kkqk  _oqÞP
l0;l
kk;qk;q?
þ ðnlkk  nl
0
kkqk Þ
X
lk
V lkkkP
l0 ;l
lk;qk;q?
þ Pl¯;lkk
X
lk
V lkkkP
l0 ;l¯
lk;qk;q?
 Pl0;l¯
0
kk
X
lk
V lkkkP
l¯
0
;l
lk;qk;q?
þ Pl¯
0
;l
kk DhByqk;q?E
l0
qk
i  Pl0;l¯kkqkDhB
y
qk;q?
El¯qk i
þPl¯
0
;l
kk;qk;q?
Ol
0
kkqk P
l0 ;l¯
kk;qk;q?
Ol¯kk
þ i_ Fl0q Pl¯
0
;l
kk ð1 nl
0
kkqk Þ  F
l¯
0
q P
l0 ;l
kk P
l0 ;l¯
0
kkqk þ
X
n;k0k
Fnqðc
qk;k
0
k;kk
l;n;n¯;l0 Þ%
2
4
3
5
þ Pl0;lkkqkDhB
y
qk;q?
Qlqk i  P
l0 ;l
kk DhByqk;q?Q
l0
qk
i
þ Vqk ðPl
0 ;l
kkqk  P
l0 ;l
kk Þ
X
n;lk
Pn;nlk;qk;q? þ V ½P
l0 ;l
kk;qk;q?
T. ð83Þ
Here, the last term contains the genuine three-particle correlations
V ½Pl0 ;lkk;qk;q?T ¼
X
n;k0k;lk
ðV lkDhByqk;q?a
y
l0;kkqka
y
n;k0kþqkan;k
0
kþlkal;kklk i
 V lkqkDhByqk;q?a
y
l0 ;kklka
y
n;k0kþlkan;k
0
kal;kk iÞ

X
lk
ðDhByqk;q?E
l¯
lka
y
l0;kkqkal¯;kklk i
 DhByqk;q?E
l0
qklka
y
l¯
0
;kklk
al;kk iÞ
þ
X
lk
ðDhByqk;q?Q
l
lka
y
l0 ;kkqkal;kklk i
 DhByqk;q?Q
l0
qklka
y
l0;kklkal;kk iÞ. ð84Þ
Clearly, these three-particle correlation terms fully conserve the in-plane momentum as
demanded by the homogeneity condition discussed in Section 4.1.
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derived as
i_
q
qt
Xl
0 ;l
kk;qk;q?
¼ ð~lkk  ~l
0
kkqk  _oqÞX
l0 ;l
kk;qk;q?
þ ðnlkk  nl
0
kkqk Þ
X
lk
V lkkkX
l0 ;l
lk;qk;q?
þ Pl¯;lkk
X
lk
V lkkkX
l0;l¯
lk;qk;q?
 Pl0 ;l¯
0
kkqk
X
lk
V lkkkX
l¯
0
;l
lk;qk;q?
þ Pl¯
0
;l
kk DhDyqk;q?E
l0
qk
i  Pl0 ;l¯kk DhDyqk;q?E
l¯
qk
i
þ Xl¯
0
;l
kk;qk;q?
Ol
0
kkqk  X
l0;l¯
kk;qk;q?
Ol¯kk
 _ Gl0q Pl
0;l
kk ð1 nl
0
kkqk Þ  F
l¯
0
q P
l¯
0
;l
kk P
l0;l¯
0
kkqk þ
X
n;k0k
Gnqðc
qk;k
0
k;kk
l;n;n;l0 Þ%
2
4
3
5
þ Pl0;lkkqkDhD
y
qk;q?
Qlqk i  P
l0 ;l
kk DhDyqk;q?Q
l0
qk
i
þ Vqk ðPl
0 ;l
kkqk  P
l0 ;l
kk Þ
X
n;lk
Xn;nlk;qk;q? þ V ½X
l0 ;l
kk;qk;q?
T. ð85Þ
Here, the triplet scattering terms have the generic form
V ½Xl0 ;lkk;qk;q? T
¼
X
n;k0k;lk
ðV lkDhDyqk;q?a
y
l0;kkqka
y
n;k0kþqkan;k
0
kþlkal;kklk i
 V lkqkDhDyqk;q?a
y
l0 ;kklka
y
n;k0kþlkan;k
0
kal;kk iÞ

X
lk
ðDhDyqk;q?E
l¯
lka
y
l0 ;kkqkal¯;kklk i  DhD
y
qk;q?
El
0
qklka
y
l¯
0
;kklk
al;kk iÞ
þ
X
lk
ðDhDyqk;q?Q
l
lka
y
l0 ;kkqkal;kklk i  DhD
y
qk;q?
Ql
0
qklka
y
l0;kklkal;kk iÞ. ð86Þ
Once again, Eqs. (83) and (85) are formally exact for homogeneous excitation conditions.
The quality of the solutions depends only on the accuracy of the results for the triplets.4.3.3. Pure carrier correlations
For the completion of our singlet–doublet analysis, we still need to determine the explicit
form of the pure carrier correlation dynamics. Because of the Fermionic nature of the
charge carriers, the pure carrier doublets exhibit an internal antisymmetry with respect to
the exchange of any two annihilation or creation operators. Consequently, cl;n;n0;l0 satisﬁes
the general symmetries
c
qk;k
0
k;kk
l;n;n0 ;l0 ¼ c
qk;kk;k0k
n;l;l0;n0 , (87)
c
qk;k
0
k;kk
l;n;n0 ;l0 ¼ c
jk;k0k;kk
l;n;l0 ;n0 , (88)
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qk;k
0
k;kk
l;n;n0 ;l0 ¼ c
jk;kk;k
0
k
n;l;n0 ;l0 , (89)
where we have identiﬁed a momentum combination
jk  k0k þ qk  kk: ð90Þ
Eq. (87) follows from the simultaneous exchange of creation and annihilation operators,
whereas Eqs. (89) and (88) are obtained by exchanging either just the annihilation or just
the creation operators, respectively.
In general, the symmetry relations (87)–(89) help us to identify the different terms
related to the different possibilities of exchanging Fermi operators in the expressions for
the doublet dynamics. In fact, it always is a good idea check to verify that the derived
singlet–doublet dynamics indeed obeys the conditions (87)–(89) which are required because
of the Fermionic antisymmetry of the many-body system. For this check, it is useful to
deﬁne a Fermionic antisymmetry operator
SymFð½ 
qk;k
0
k;kk
l;n;n0 ;l0 Þ ¼ ½ 
qk;k
0
k;kk
l;n;n0 ;l0 þ ½ 
qk;kk;k0k
n;l;l0;n0  ½ 
jk;k0k;kk
l;n;l0 ;n0  ½ 
jk;kk;k
0
k
n;l;n0l0 , (91)
for a generic correlation quantity ½ qk;k
0
k;kk
l;n;n0;l0 . This operator produces the following properties
for two correlations, denoted by c and ~c, yielding
SymFðc
qk;k
0
k;kk
l;n;n0;l0 Þ ¼ 4c
qk;k
0
k;kk
l;n;n0 ;l0 , (92)
SymFð½c þ ~c
qk;k
0
k;kk
l;n;n0 ;l0 Þ ¼ SymFð½c
qk;k
0
k;kk
l;n;n0 ;l0 þ ½~c
qk;k
0
k;kk
l;n;n0 ;l0 Þ
¼ SymFðc
qk;k
0
k;kk
l;n;n0 ;l0 Þ þ SymFð~c
qk;k
0
k;kk
l;n;n0;l0 Þ, ð93Þ
SymFðc
qk;kk;kk
l;l;n0;l0 Þ ¼ 0 3 c
qk;kk;kk
l;l;n0 ;l0 ¼ 0; 8qk; kk, (94)
SymFðc
qk;kkþq;kkqk
l;n;l0;l0 Þ ¼ 0 3 c
qk;kkþq;kkqk
l;n;l0 ;l0 ¼ 0; 8qk;kk. (95)
The ﬁrst relation, Eq. (92), veriﬁes that the doublet correlation is an eigenstate of SymFðcÞ,
and the following equations show that the Fermionic antisymmetry operation is additive
and that the doublet correlations vanish for identical indices of two creation or
annihilation operators.
It turns out that we may actually use SymFðcÞ to identify different classes of effects in the
correlation dynamics since each physically different contribution to cl;n;n0l0 must be an
eigenstate of SymF in the same way as cl;n;n0l0 . This observation allows for a compact
presentation of the singlet–doublet dynamics because we have to identify only one of the
four possible terms generated by Eq. (91).
For the explicit construction of the doublet equations, we use Eqs. (40)–(41) for the
individual carrier creation and destruction operators to evaluate the contributions to
Eq. (74). Then we implement the singlet–doublet factorizations (C.3)–(C.13) and sort the
resulting terms according to the different classes of physical effects. By applying Eq. (91) to
ARTICLE IN PRESS
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 179the different terms, we then obtain a set of contributions according to
i_
q
qt
c
qk;k
0
k;kk
l;n;n0;l0 ¼ ð~l
0
kkqk þ ~
n0
k0kþqk  ~
n
k0k
 ~lkk Þ c
qk;k
0
k;kk
l;n;n0 ;l þ SymFð½12 Sð1Þ  Sð2Þ
qk;k
0
k;kk
l;n;n0 ;l0 Þ
þ SymFð½DScr þ 14 D
ð0Þ
Coul  12 D
ð1Þ
Coul þ Dð2ÞCoul
qk;k
0
k;kk
l;n;n0 ;l0 Þ
þ SymFð½12Dclas þ DQED þ Dphon
qk;k
0
k;kk
l;n;n0;l0 Þ þ V 2½c
qk;k
0
k;kk
l;n;n0 ;l0 T. ð96Þ
Here, the second line contains only singlet terms SðjÞ, the third and fourth lines contain the
correlated doublets D, and the last term consists only of correlated triplets.
In order to get a feeling for the physical processes represented by the individual terms in
Eq. (96), we consider different idealized situations. For example, if we start from a mean-
ﬁeld electron–hole plasma, we have singlet contributions in the carrier system but the two-
and three-particle correlations initially vanish. The two-particle correlations can then be
generated only via the pure singlet sources:
½Sð1Þqk;k
0
k;kk
l;n;n0 ;l0  V qk ðPl;l
0
kk P
n;n0
k0k
 Pl;l0kkqkP
n;n0
k0þqk Þ, (97)
½Sð2Þqk;k
0
k;kk
l;n;n0 ;l0  V qk
X
b
P
l;b
kk P
b;l0
kkqk ðP
n;n0
k0k
 Pn;n0
k0kþqk Þ. (98)
These terms originate from the singlet parts of the Coulomb-interaction terms. The ﬁrst
one results from the Hartree–Fock factorization of two-particle expectation values and the
second term is obtained from the singlet contribution of three-particle expectation values.
It is straightforward to see that SymFðSð1ÞÞ produces the same contributions twice. As a
consequence of this degeneracy, the factor 1
2
appears in Eq. (96).
To gain some insight into the three-particle factorization terms, Sð2Þ, and the various
Coulomb-induced contributions D, we present them via diagrams. Here, we consider the
general situation that the Coulomb interaction produces three-particle terms with the
indices ðb; l; nÞ for the creation operators and ðb; n0; l0Þ for the annihilation operators. We
adopt the convention that the indices ðl; nÞ and ðn0; l0Þ stem from the original two-particle
correlation, whereas the common index b, referred to as the ‘‘interaction’’ index, is related
to the different possibilities to change and add correlations via the Coulomb interaction.
The diagrams representing the different conﬁgurations of creation and annihilation
operators are then constructed according to the following rules:(1) each Fermi creation operator is indicated by a ﬁlled circle and each annihilation
operator is symbolized by an open circle,(2) operators that appear within a doublet correlation are surrounded by a line (shaded
ellipse in Fig. 2),(3) operators with an ‘‘interaction’’ index are indicated by a short line attached to the
circle,(4) those diagrams, which are obtained via the exchange l2n or l02n0, are identical due
to the symmetry operation, Eq. (91).With the help of the diagram rules, we ﬁnd ﬁve different classes of contributions to the
singlet–doublet factorization of the three-particle terms appearing in Eq. (49), see Fig. 2.
The diagram in the top line of Fig. 2 follows from Eq. (98). It contains only singlet
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Fig. 2. Diagrammatic presentation of the singlet–doublet factorization for the Coulomb-induced three-particle
terms in the hierarchy problem, Eq. (49). The creation (annihilation) operators are depicted as ﬁlled (open) circles.
Operators with an ‘‘interaction’’ index, i.e. an index not appearing in the original doublet (see text), are marked by
a line attached to the circle. Operator pairs that appear inside correlated doublets are grouped within an ellipse.
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n1n2ð1 n3  n4Þ  ð1 n1  n2Þn3n4
¼ n1n2ð1 n3Þð1 n4Þ  ð1 n1Þð1 n2Þn3n4, ð99Þ
times a prefactor containing the Coulomb-matrix element which is responsible for the
momentum exchange between the carrier occupations nj . Eq. (99) has the typical form of a
Boltzmann scattering term. Hence, we can say that the singlet sources (97)–(98) represent
in- and out-scattering contributions of the different single-particle quantities. With this
scattering interpretation for the singlet terms, we identify the different index combinations
as density–density [as presented in Eq. (99)], polarization–density, or as polarization–
polarization scattering.
It is interesting to note that if we only include the singlet diagram depicted in the top line
of Fig. 2 to the doublet dynamics, the steady-state result of the corresponding Eq. (96)
produces exactly the same equations as the well-known (unscreened) second-Born
scattering approximation [1,22,52]. Thus, the full dynamic solution of Eqs. (96) with just
the simplest diagram is already a quantum-kinetic approximation beyond the Markov
limit. We can therefore generally conclude that the singlet terms, Eqs. (97)–(98), act as
scattering sources which spontaneously generate two-particle correlations.
Once correlation contributions exist, they are modiﬁed by the terms corresponding to
the diagrams in the second and third line of Fig. 2. All these terms contain products of
correlated doublets. The simplest doublet diagram consists of singlet terms that carry both
of the interaction indices times correlated pairs that have the same index combinations as
those in the original cl;n;n0l0 . Physically, these terms represent renormalizations of the
kinetic energy and the Rabi frequency entering the contribution
½Dclasqk;k
0
k;kk
l;n;n0 ;l0  Olkkc
qk;k
0
k;kk
l¯;n;n0 ;l0
 Ol¯
0
kkqkc
qk;k
0
k;kk
l¯;n;n0 ;l¯
0 . (100)
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this contribution in Eq. (96).
The third diagram in Fig. 2 identiﬁes contributions where both interaction indices
appear within the correlation terms, i.e.
½Dscrqk;k
0
k;kk
l;n;n0 ;l0  V qk ðPl;l
0
kk  P
l;l0
kkqk Þ
X
b;lk
c
qk;k
0
k;lk
b;n;n0 ;b : ð101Þ
Here, the b and lk sums indicate that all possibilities to alter the correlations are included
within this class of diagrams. The Coulomb-matrix element is outside the sum together
with a difference between singlet terms.
If only Sð1Þ and Dscr are included to Eq. (96) together with the kinetic-energy terms, we
would have an equation such as
i_
q
qt
c
qk;k
0
k;kk
l;n;n;l

Lind
¼ ð~lkkqk þ ~
n
k0kþqk  ~
n
k0k
 ~lkk  igÞc
qk;k
0
k;kk
l;n;n;l0
þ V qknnk0k ðn
l
kk  nlkkqk Þ
þ V qk ðnlkk  nlkkqk Þ
X
lk
c
qk;k
0
k;lk
l;n;n;l . ð102Þ
Here, we added a phenomenological dephasing and, for simplicity, we included only a part
of the possible Sð1Þ and did not symmetrize Dscr. Eq. (102) has the steady-state solution
c
qk;k
0
k;kk
l;n;n;l

Lind
¼
nnkk ðnlkkqk  nlkk ÞW qk ðnk0kþqk  
n
k0k
Þ
lkkqk þ nk0kþqk  
n
k0k
 lkk  ig
, (103)
W qk ðDEÞ 
Vqk
1 VqkLqk ðDEÞ
,
Lqk ðDEÞ 
X
kk
ðnlkkqk  nlkk Þ
lkkqk þ lkk þ DE  ig
, (104)
where we have identiﬁed the screened Coulomb interaction W and the Lindhard sum
LðDEÞ. Without Dscr, the steady-state solution, Eq. (103), has W replaced by V in the
numerator. Hence, we can conclude that Dscr produces terms which lead to screening of the
interaction potential. More precisely, these doublet contributions introduce Lindhard-type
screening for the singlet dynamics via the hierarchical coupling of singlets to doublets. As
long as we do not make a steady-state assumption, the dynamic build up of the singlet
screening is fully included via the doublet dynamics (96). At the next level, the doublet-
correlations are dynamically screened by speciﬁc triplet contributions, and so on. In other
words, the screening of the interaction potential in a given level of the cluster expansion is
always provided by contributions from the next higher cluster level.
The analysis of Eqs. (102)–(103) concentrated only on a subset of terms. In general,
SymF introduces exchange terms inﬂuencing screening [58–61]. In addition, the b sum may
lead to coupling between coherent and incoherent quantities via polarization. Thus, the
most general form of Dscr contains screening, Fermionic exchange, and coherent–
incoherent coupling dynamics.
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½Dð1ÞCoul
qk;k
0
k;kk
l;n;n0 ;l0 
X
b;lk
V lkqk ðPl;bkk ½c
lk;k0kþqk;kkqk
l0;n0;n;b %  P
b;l0
kkqkc
lk;k0k;kk
l;n;n0;b Þ,
½Dð2ÞCoul
qk;k
0
k;kk
l;n;n0 ;l0 
X
b;lk
V lkkk ðPl;bkk c
qk;k
0
k;lk
b;n0;n;l  Pb;l
0
kkqkc
qk;k
0
k;lk
l;n;n0;b Þ. (105)
Here, both a singlet and a doublet term, as well as the Coulomb-matrix element carry an
interaction index, rendering these contributions the most complicated class of diagrams.
Actually, there is a similar contribution
½Dð0ÞCoul
qk;k
0
k;kk
l;n;n0 ;l0 
X
lk
V lkqk ð½c
lk;k0kþqk;kkqk
l;n;n0 ;l0 %  c
lk;k0k;kk
l;n;n0 ;l0 Þ (106)
that only involves doublets and no singlets. Expressions (105)–(106) describe a class of
processes where the Coulomb interaction can add or change correlations. In other words,
the D
ðjÞ
Coul terms can generate new two-particle quasi-particles, such as excitons, in the many-
body system and they describe the scattering of these quasi-particles with singlets. Since the
symmetrization produces the same term four times for Dð0Þ and twice for Dð1Þ, they are
divided by 4 and 2, respectively, in Eq. (96).
The terms
½DQEDqk;k
0
k;kk
l;n;n0;l0  Pl;l¯
0
kk Dh½El¯
0
qk
yayn;k0kan0;k0kþqk i
 Pl¯;l0kkqkDh½E
l
qk
yayn;k0kan0 ;k0kþqk i ð107Þ
in Eq. (96) describe quantum-optical contributions to the pure carrier doublets. The
corresponding phonon contributions follow from
½Dphonqk;k
0
k;kk
l;n;n0 ;l0  Pl;l
0
kk Dh½Ql
0
qk
yayn;k0kan0;k0kþqk i
 Pl;l0kkqkDh½Q
l
qk
yayn;k0kan0 ;k0kþqk i. ð108Þ
These quantum-optical and phonon terms basically describe all possibilities to correlate
either the light field or the phonons with the carrier system in ways that create and modify
pure carrier correlations.
At this stage, we have now discussed all singlet–doublet contributions entering into the
carrier-doublet dynamics (96). Since all these contributions together drive and modify the
carrier correlations, and since Eq. (96) is non-linear, the different effects are clearly not
additive. Instead, one ﬁnds a complicated interplay between all the contributions such that
they usually cannot be separated. Thus, one has to perform a careful analysis for each
given excitation conﬁguration to determine which particular many-body and/or quantum-
optical effect may be dominant.
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appearing in Eq. (96). We obtain
V2½cqk;k
0
k;kk
l;n;n0 ;l0   þ
X
b;k00k ;lk
V lk ðDhayl;kka
y
n;k0k
a
y
b;k00k
ab;k00kan0;k
0
kþqkal0 ;kkqkþlk i
þ Dhayl;kka
y
n;k0k
a
y
b;k00k
ab;k00kan0;k
0
kþqkþlkal0;kkqk i
 Dhayl;kka
y
n;k0kþlka
y
b;k00klkab;k
00
kan0;k
0
kþqkal0 ;kkqk i
 Dhayl;kklka
y
n;k0k
a
y
b;k00k
ab;k00klkan0;k0kþqkal0 ;kkqk iÞ
þ
X
lk
ðDhE l¯lka
y
l¯;kklka
y
n;k0k
an0;k0kþqkal0 ;kkqk i
þ DhE n¯lka
y
l;kk
a
y
n¯;k0kþlkan0 ;k
0
kþqkal0;kkqk i
 DhEn0lka
y
l;kk
a
y
n;k0k
an¯0 ;k0kþqkþlkal0;kkqk i
 DhEl0lk a
y
l;kk
a
y
n;k0k
an0;k0kþqkal¯0 ;kkqklk iÞ

X
lk
ðDhQllka
y
l;kklka
y
n;k0k
an0 ;k0kþqkal0;kkqk i
þ DhQnlka
y
l;kk
a
y
n;k0kþlkan0;k
0
kþqkal0 ;kkqk i
 DhQn0lka
y
l;kk
a
y
n;k0k
an0 ;k0kþqkþlkal0 ;kkqk i
 DhQl0lk a
y
l;kk
a
y
n;k0k
an0 ;k0kþqkal0;kkqklk iÞ. ð109Þ
Here, the ﬁrst four lines result from the Coulomb interaction, the next four lines are due to
the light–matter interaction, and the last four lines are a consequence of the
carrier–phonon coupling. The systematic derivation of these different three-particle
scattering terms is discussed in the Appendices.
When the triplet terms are added to Eq. (96), the singlet–doublet dynamics is formally
exact and the quality of the results depends only on the accuracy with which we are able to
evaluate the three-particle correlation terms. The combination of Eqs. (67)–(68), (71),
(75)–(78), (79)–(80), (83), (85), and (96) is therefore the general starting point of any
singlet–doublet analysis.5. Excitonic effects in semiconductor optics
Semiconductor optical experiments with coherent laser sources can access a wide variety
of intriguing many-body phenomena. By suitably choosing the intensity, spectrum,
temporal duration, and/or the direction of the laser pulse or the pulse sequence, one can
realize many fundamentally different excitation conditions. Current experiments utilize a
large variety of laser sources ranging from ultrafast sub-picosecond pulsed systems [62–65]
all the way to continuous-wave (cw) operation. More and more sophisticated experiments
are done using coherent light in a wide range of the electromagnetic spectrum, covering the
THz and far-infrared [19,66–70] into the visible up to the ultra violet (uv) regime.
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character of the excited quasi-particles can be manipulated. One can apply different
measurement schemes to detect the excitation-induced changes in the optical response such
as light transmission, reﬂection, and absorption [10–14,71,72] as well as light scattering and
wave-mixing signatures [73–83]. This coherent laser excitation approach is widely used not
only to explore quantum-mechanical properties of many-body systems but also with the
goal to develop practical devices.5.1. Maxwell-semiconductor Bloch equations
An ideal, coherent laser generates a quantum ﬁeld that is as close as possible to classical
light. Therefore, the interaction of laser light and matter can often be described at the
semiclassical level. Here, one uses the classical electrodynamic theory in conjunction with a
quantum-mechanical approach to analyze the creation, annihilation and interaction of the
different material excitations. In this spirit, we now specialize the general singlet–doublet
formalism of Section 4 to the case of a classical light ﬁeld.
As discussed in Section 4.2, the classical light ﬁeld is described by the single-particle part,
hBqi, of the photon operators when they appear inside any expectation value. In this
classical factorization, Bq is taken out of the expectation values as a complex-valued ﬁeld.
Since this ﬁeld can be decomposed into an amplitude and a phase, the classical part of the
light ﬁeld is referred to as coherent while the remaining quantum-optical ﬂuctuations are
incoherent if they exist without the classical ﬁeld.
Based on the formal equivalence of light and particle correlations, the classical
excitations should—in ﬁrst order—generate single-particle carrier quantities. Thus, we
have to solve the full singlet dynamics in order to determine the principal effects of classical
optical excitations. In particular, we have to evaluate the dynamics of the microscopic
polarization and the carrier occupations during and after the excitation. For this purpose,
we introduce a simplifying notation for the microscopic polarization
Pkk  Pv;ckk ¼ ha
y
v;kkac;kk i, (110)
and for the electron and hole occupations
f ekk  nckk ¼ P
c;c
kk ¼ ha
y
c;kkac;kk i, (111)
f hkk  1 nvkk ¼ 1 P
v;v
kk ¼ 1 ha
y
v;kkav;kk i ¼ hav;kka
y
v;kk i. (112)
Using these notations in Eq. (71), we can write the general semiconductor Bloch equations
(SBE) [1,84]
i_
q
qt
Pkk ¼ ~kkPkk  ½1 f ekk  f hkk Okk þ G
v;c
kk þ G
QED
v;c;kk , (113)
_
q
qt
f ekk ¼ 2 Im½PkkO%kk þ G
c;c
kk þ G
QED
c;c;kk , (114)
_
q
qt
f hkk ¼ 2 Im½PkO%kk  G
v;v
kk  G
QED
v;v;kk . (115)
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renormalized Rabi frequency,
~kk  ckk  vkk 
X
k0k
Vkkk0k ðf
e
k0k
þ f hk0k Þ,
Okk  dc;vhEð0; tÞi þ
X
k0k
Vkkk0kPk0k , (116)
respectively. These familiar forms are obtained directly by combining Eqs. (62)–(63) and
(72)–(73) with the new deﬁnitions (110)–(112).
In Eqs. (113)–(115), the doublet contributions show up as quantum-optical correlations
GQED and as microscopic scattering terms
Gl;l
0
kk 
X
n;k0k;qka0
Vqk ½c
qk;k
0
k;kk
l;n;n;l0  ðc
qk;k
0
k;kk
l0;n;n;l Þ%
þ
X
qk
½DhQl0qka
y
l;kk
al0 ;kkqk i  DhðQlqk Þ
yayl;kkqkal0 ;kk i ð117Þ
due to the Coulomb (ﬁrst line) and the phonon–carrier (second line) interactions. In
general, the doublet terms Gl;l
0
introduce microscopic couplings to the two-particle
Coulomb and phonon correlations, which describe dephasing, energy renormalizations,
and screening, as well as relaxation of the carrier densities toward steady-state
distributions.
The quantum-optical two-particle correlations have the explicit form
GQEDl;l0;kk  
X
qk
½DhEl0qka
y
l;kk
al¯0 ;kkqk i  DhðE
l
qk
Þyay
l¯;kkqk
al0;kk i. (118)
They introduce all combinations of photon-assisted correlations which describe the
spontaneous recombination of carriers, entanglement effects, or the generation of densities
via quantum-light absorption. Since these effects often play a minor role in typical classical
optical experiments, we omit the GQED contributions for this discussion.
For a classical light ﬁeld, it is often sufﬁcient to evaluate the self-consistent coupling of
the SBE to Maxwell’s wave equation (61)
q2
qr2?
 n
2ðr?Þ
c2
q2
qt2
 
hEðr?; tÞi ¼ m0jxðr?Þj2
q2
qt2
P, (119)
where the classical light ﬁeld is directly inﬂuenced by the macroscopic optical polarization
given by
P ¼ dvc
S
X
kk
Pkk þ c:c:; (120)
with the quantization area S. Since the macroscopic polarization follows from the singlet
term Pkk , the wave equation involves only single-particle contributions without the
hierarchy problem. The classical ﬁeld hEðr?; tÞi can equivalent be computed directly from
the operator-singlet Eq. (67). To obtain the wave equation in the form of Eq. (119), we
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Eqs. (113)–(115) and (119) constitute the MSBE [1,84] which can be used as a general
starting point to investigate excitations induced by classical light ﬁelds in direct-gap
semiconductors. The form of the MSBE is formally exact and the quality of the results
depends only on how accurately Gl;l
0
and GQED can be evaluated.
In the remainder of this section, we concentrate on situations where the Coulomb and
classical light induced effects dominate and the photon-assisted correlation terms can be
omitted. In particular, we are interested to see which physical effects can be described via
the MSBE by including Gl;l
0
at different levels.5.2. Excitonic states
The homogeneous solution of Eq. (113) without the two-particle correlations deﬁnes the
eigen-value problem known as the Wannier equation
~kkf
R
l ðkkÞ  ð1 f ekk  f hkk Þ
X
k0k
Vkkk0kf
R
l ðk0kÞ ¼ ElfRl ðkkÞ (121)
which, for vanishing densities, has a one-to-one correspondence to the Schro¨dinger
equation for the relative-motion problem of atomic hydrogen [1]. The solutions of
Eq. (121) deﬁne the exciton states which describe how electrons and holes are bound together
due to the attractive Coulomb interaction of these oppositely charged quasi-particles.
As soon as carrier populations are present, f ekk and f
h
kk assume ﬁnite values with the
consequence that Eq. (121) deviates from the original hydrogen problem and becomes a
non-Hermitean equation. Consequently, Eq. (121) has both left-handed, fLl ðkkÞ, and right-
handed, fRl ðkkÞ, solutions connected via
fLl ðkkÞ ¼
fRl ðkkÞ
1 f ekk  f hkk
. (122)
These left- and right-handed solutions are normalized such thatX
kk
fLl ðkkÞfRn ðkkÞ ¼ dl;n. (123)
Since Eq. (121) deﬁnes a real-valued eigen-value problem, we may choose the eigenstates to
be real-valued in momentum space.
When we take another look at the term
ð1 f ekk  f hkk ÞVkkk0k  V effkkk0k , (124)
we notice that it can be viewed as an effective interaction. Since the phase-space ﬁlling
factor, ð1 f e  f hÞ, becomes negative for elevated densities, V eff changes its sign for a
certain range of momentum values as the density is increased. Consequently, the effective
Coulomb interaction changes from attractive for low densities to repulsive for sufﬁciently
large densities due to the Fermionic Pauli-blocking effects. The resulting Fermi pressure
prevents the existence of bound excitons in the many-body system, i.e. the excitonic Mott
transition is then reached [1,56,85–87].
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As a next step, we discuss now characteristic signatures of the exciton states in
semiclassical semiconductor spectroscopy. Using these states as a basis, we expand the
polarization
Pkk ¼
X
l
plf
R
l ðkkÞ; pl ¼
X
kk
fLl ðkkÞPkk . (125)
This way, Eq. (113) is converted into
i_
q
qt
pl ¼ Elpl  dvc
ﬃﬃﬃ
S
p
fRl ðrk ¼ 0ÞhEðtÞi  iGk, (126)
which shows that optical excitations involve only s-like states. For any other symmetry, the
exciton wavefunction in real space,
fRl ðrkÞ 
1ﬃﬃﬃ
S
p
X
kk
fRl ðkkÞ eikkrk (127)
vanishes at rk ¼ 0. Even though Eq. (126) has a seemingly simple form, the consistent
solution with the two-particle correlation terms Gl is highly non-trivial. Due to the relatively
difﬁcult mathematical structure of the exciton eigenfunctions, it is often advantageous in
practice to numerically evaluate the full problem in the original electron–hole picture.
When the two-particle correlation terms in Eqs. (113)–(115), e.g. the G term in Eq. (113),
can be neglected, the system is in the so-called coherent limit [1], where the excitation does
not suffer from irreversible decay. In this limit, we have the strict conservation law
ðf kk  12Þ2 þ jPkk j2 ¼ 14, (128)
where f kk  f ekk ¼ f hkk . Since this ideally coherent system does not have correlations, the
Hartree–Fock factorization is exact and we should be able to ﬁnd the many-body wavefunction
in the form of a Slater determinant. Thus, we look for a wavefunction in the form
jCcohi ¼
Y
kk
L
y
kk jC0i, (129)
where jC0i is the state of the completely empty semiconductor and Lykk is a Fermionic creation
operator such that jCcohi is a Slater determinant. Since jCcohi does not involve any correlations,
the only constraint is that it should produce the correct f kk and Pkk satisfying the condition
(128).
We can choose the operator as
L
y
kk ¼ e
ickk sin bkka
y
c;kk þ cos bkka
y
v;kk (130)
which has indeed a Fermionic character since
½Lkk ; Lk0k þ ¼ ½L
y
kk ; L
y
k0k
þ ¼ 0; ½Lkk ; Lyk0k þ ¼ dkk;k0k . (131)
Evaluating the expectation values with the coherent-state wavefunction (129), we directly
see that only diagonal contributions exist, i.e.
hayc;kkac;k0k icoh ¼ hav;k0ka
y
v;kk icoh ¼ dkk;k0k sin
2 bkk  dkk;k0k f kk , (132)
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ickk  dkk;k0kPkk . (133)
Using the basic properties of the trigonometric functions, it is easy to verify that
Eqs. (132)–(133) satisfy the coherent-limit condition (128). The explicit values of bkk and
ckk are then ﬁxed by the inverse of Eqs. (132)–(133), i.e.
bkk ¼ arcsin
ﬃﬃﬃﬃﬃﬃ
f kk
q
, (134)
e
ickk ¼ PkkjPkk j
, (135)
which now deﬁnes uniquely the many-body wavefunction (129).
Since the coherent limit can also be discussed in the exciton basis, Eq. (125), it is
worthwhile to study how excitonic features enter the exact wavefunction, Eq. (129). For
this purpose, it is convenient to introduce an exciton operator
X l;qk 
X
kk
fRl ðkkÞayv;kkqhac;kkþqe , (136)
containing the center-of-mass momentum qk and
qe ¼
me
me þ mh
qk; qh ¼
mh
me þ mh
qk: ð137Þ
The inverse transformation from the exciton to the electron–hole picture follows from
a
y
v;kkqhac;kkþqe ¼
X
l
fLl ðkkÞX l;qk , (138)
where we used the completeness relation,X
l
fLl ðk0kÞfRl ðkkÞ ¼ dkk;k0k , (139)
to simplify the l sum.
Sometimes, the optical properties of semiconductors are modeled by treating X l;qk as a
Bosonic operator. However, this approximation can seriously compromise the validity of
the description since exciton operators have a Fermionic substructure [18,23,88–90], which
cannot be ignored in most of the relevant semiconductor investigations. Thus, we always
perform our explicit calculations in the electron–hole picture. This way, we not only
include the correct Fermionic properties but we can also evaluate the excitonic features by
using the transformations (136) and (138).
Next, we introduce the operator
S ¼
X
l
½c%l X l;0  clX yl;0 (140)
which has the interesting property
eSayv;kke
S ¼ ayv;kk þ ½S; a
y
v;kk  þ
1
2!
½S; ½S; ayv;kk  þ   
¼ eickk sin bkkayc;kk þ cos bkka
y
v;kk ¼ L
y
kk . ð141Þ
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e
ickkbkk 
X
l
clf
R
l ðkkÞ. (142)
The inverse relation is
cl ¼
X
kk
fLl ðkkÞ eickkbkk . (143)
Consequently, we can write Lykk ¼ eSa
y
v;kke
S. Using this general connection, the coherent-
limit wavefunction can be expressed as
jCcohi ¼
Y
kk
ðeSayv;kkeSÞjC0i
¼ eS
Y
kk
a
y
v;kk
 !
eSjC0i ¼ eS
Y
kk
a
y
v;kk jC0i ð144Þ
since eSeS ¼ 1 and eSjC0i ¼ jC0i. With the help of this form, we see that
Q
kk a
y
v;kk jC0i 
jGi is the ground state of a semiconductor where the valence band is completely ﬁlled.
Thus, the coherent-limit state can equivalently be presented as
jCcohi ¼ eSjGi, (145)
showing that the classical excitation generates a well-deﬁned many-body state which is
known analytically before the scattering Gl sets in.
To study the coherent limit in more detail, we deﬁne the functional
D½c  eS½c ¼ e
P
l
ðc%l X l;0clX
y
l;0Þ (146)
which creates the coherent-limit wavefunction, jCcohi ¼ D½cjGi, according to Eq. (145).
The functional form of D resembles the displacement operator generating coherent states
for fully Bosonic ﬁelds [49]. Based on this formal analogy, we can argue that jCcohi
describes coherent exciton states. However, we should always keep in mind that the
operator X l;0 is fundamentally non-Bosonic [88] such that jCcohi should not be interpreted
as a Bosonic exciton. Moreover, jCcohi is still a Slater determinant of single-electron
functions in a conduction–valence-band superposition state. Hence, such a coherent
exciton state is fundamentally different from an incoherent population of truly bound
excitons which consists of strongly correlated two-particle electron–hole-pair states.
A proper interpretation of coherent excitons is obtained via Eqs. (129)–(130) showing
the full Fermionic substructure. Hence, such a coherent exciton is nothing but a state
where any single carrier with momentum kk is in a superposition state between the
conduction and valence band. The different carriers are completely uncorrelated; only the
conduction–valence band mixture of each carrier state is given by a collective phase and an
amplitude determined by b and c.
5.4. Linear optical response
Conceptually, the simplest experiment is to probe the linear response of the excited
semiconductor with a weak classical probe spectrally overlapping the interesting
transitions in the vicinity of the band-gap energy. The basic measurable quantities in
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wðoÞ  PðoÞ
0EðoÞ
(147)
which is obtained as the probe-induced macroscopic polarization, PðoÞ, divided by the
probe ﬁeld, EðoÞ. Later on, we discuss how wðoÞ deﬁnes transmission, reﬂection, and
absorption of the light ﬁeld. In these investigations, the inﬂuence of scattering events on P
becomes very important since the system may contain a large concentration of incoherent
quasi-particles which may lead to strong and non-trivial scattering effects. Since these
contributions cannot be described by coherent excitons alone, we have to revert to the full
MSBE (113)–(119).
5.5. Elliott formula
Before we discuss the full microscopic correlation contributions to the SBE, we ﬁrst
summarize the analytic solution of the linear problem. As a simpliﬁcation, we use a
phenomenological expression for G [1] since this allows us to identify the principal effects
beyond the coherent limit. To simplify the analysis, we start from an incoherent
semiconductor system, i.e. all polarizations vanish before the system is excited. In this
linear limit, f ekk and f
h
kk remain zero while only a small—linear—polarization Pkk is
generated. When the microscopic G is replaced by a phenomenological value igpl,
Eq. (126) becomes
_oplðoÞ ¼ ðEl  igÞplðoÞ  dvc
ﬃﬃﬃ
S
p
fRl ðr ¼ 0ÞhEðoÞi, (148)
where we Fourier transformed to the frequency space. The solution of Eq. (148) determines
the macroscopic polarization according to
PðoÞ ¼ dc;v
S
X
kk
Pkk ðoÞ ¼
dc;v
S
X
l
X
kk
fRl ðkkÞplðoÞ
¼ dc;vﬃﬃﬃ
S
p
X
l
fRl ðrk ¼ 0ÞplðoÞ ¼ jdcvj2
X
l
jfRl ðrk ¼ 0Þj2
El  _o ig
hEðoÞi, ð149Þ
where the last step follows from the solution of Eq. (148). Inserting (149) into Eq. (147),
we ﬁnd the famous Elliott formula [5] for the linear semiconductor susceptibility
wðoÞ ¼ jdcvj
2
0
X
l
jfRl ðr ¼ 0Þj2
El  _o ig
. (150)
Since the linear absorption is basically proportional to the imaginary part of the
susceptibility [1], the semiconductor absorption shows resonances at the frequencies o ¼
El=_ corresponding to excitonic energies.
The presence of excitonic resonances in wðoÞ should not be taken as evidence for the
existence of exciton populations in the probed systems. In fact, the largest and best deﬁned
resonances are observed for an originally unexcited low-temperature semiconductor. In
this case, the linear response does not involve any populations and the weak probe ﬁeld
merely tests the transition possibilities of the interacting system. In other words, the linear
response is exclusively determined by the linear polarization that deﬁnes the strengths of
the different allowed optical transitions. When the linear response shows well deﬁned,
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Fig. 3. Imaginary part of the susceptibility, Im½wðoÞ, obtained by evaluating the Elliott formula with a constant
dephasing g. Results for (a) a quantum-wire (QWI) system and (b) a quantum well (QW) are shown; to enhance
the visibility of higher excitonic resonances, the corresponding spectrum is multiplied by 5. The calculated spectra
for g ¼ 0:19meV are plotted as a solid line, whereas the light shaded area presents the results for g ¼ 0:38meV.
For comparison, we plot as a dark shaded area the spectra obtained from a calculation without Coulomb
interaction (g ¼ 0:38meV). The frequency detuning is chosen with respect to the lowest exciton resonance at the
energy E1s.
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transitions are particularly strong at these frequencies.
To illustrate the basic features of the linear optical properties, we present in Fig. 3 the
computed Im½wðoÞ for an unexcited QWI and QW system. We assumed phenomenological
dephasing constants for which we took the values g ¼ 0:19 and 0.38meV. Comparing the
QW and the QWI results, we immediately notice that the spectra look very similar. In both
cases, they are dominated by excitonic resonances whose spectral width is determined by
the phenomenological dephasing constant. From the energetically higher excitons, only the
n ¼ 2-state is well resolved. The other resonances merge with the onset of the continuum
absorption. A more pronounced difference between the QW and QWI systems is visible in
the results where we switched off the Coulomb interaction. Here, we obtain a peak just
above the band-gap energy (12meV above the 1s resonance) for the QWI case as a
consequence of the broadened 1=
ﬃﬃﬃﬃﬃﬃ
_o
p
singularity of the one-dimensional density of states.
For the QW system, the density of states is a step function.5.6. Self-consistent transmission and reflection
In the derivation of the Elliott formula, we treated the optical ﬁeld as an unmodiﬁed
external ﬁeld by solving the SBE without the coupling to the wave equation. If we want to
fully account for the self-consistent coupling between the polarization and the light ﬁeld,
we additionally have to include the wave equation (119) into our analysis. A typical QW
thickness is around 10 nm while the wavelength of the light is hundreds of nanometers.
Therefore, for normal incidence of the light ﬁeld, the QW practically acts as a d-function
sheet. Thus, Eq. (119) can be reduced to
q2
qr2?
 n
2
c2
q2
qt2
 
hEðr?; tÞi ¼ m0dðr?Þ
q2
qt2
P, (151)
where the conﬁnement function jxðr?Þj2 is replaced by dðr?Þ at the QW position r? ¼ 0.
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To gain analytic insight, we next assume that the QW and the barrier materials have a
negligible difference in their background refractive index, such that we can take
everywhere the same value for n. With these simplifying assumptions, one can show
[52], that the light ﬁeld is determined by the equation
hEðr?; tÞi ¼ hEðr?; tÞi0  m0
c
2n
q
qu
PðuÞ

u¼tjnr?j=c
, (152)
where hEðr?; tÞi0 is the incoming laser pulse that approaches the QW system from left to
right. The transmitted and reﬂected ﬁelds are then given by
hERðr?; tÞi ¼ m0
c
2n
q
qu
PðuÞ

u¼tjnr?j=c
; r?p0, (153)
hETðr?; tÞi ¼ hEðr?; tÞi0  m0
c
2n
q
qu
PðuÞ

u¼tjnr?j=c
; r?X0, (154)
respectively. Taking the Fourier transform of both expressions at the QW position r? ¼ 0,
we ﬁnd the spectrum of the reﬂected and transmitted ﬁelds
hERðoÞi ¼ im0
c
2n
oPðoÞ, (155)
hETðoÞi ¼ hEðoÞi0 þ im0
c
2n
oPðoÞ, (156)
which establishes exact relations for both, linear and non-linear excitation conditions. In
the linear case, we have PðoÞ ¼ 0wðoÞhETðoÞi since the macroscopic polarization is
directly proportional to the ﬁeld hETðoÞi at the QW position, see Eq. (147). Inserting these
relations into Eqs. (155)–(156), we ﬁnd the explicit form for the linear reﬂection and
transmission spectra,
hERðoÞi ¼
ixðoÞ
1 ixðoÞ hEðoÞi0, (157)
hETðoÞi ¼
1
1 ixðoÞ hEðoÞi0, (158)
xðoÞ  1
2
o
nc
wðoÞ ¼
X
l
Gradl;l
El  _o ig
, (159)
where c ¼ 1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃm00p is the speed of light in vacuum. We have also deﬁned the radiative
coupling constant
Gradl;n 
1
2
jdv;cj2
0
o0
nc
fRl ðrk ¼ 0ÞfRn ðrk ¼ 0Þ. (160)
In principle, Gradl;n should contain the frequency o instead of o0  Eg=_ corresponding to
the band-gap energy. However, since all interesting band-to-band transitions are within
few percent of o0, we may ignore the full frequency dependency in Eq. (160). For a QWI
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Gradl;n 
1
2
jdv;cj2
0
o0
nc
nwiref
R
l ðrk ¼ 0ÞfRn ðrk ¼ 0Þ. (161)
In our numerical evaluations, we adjust nwire such that the QWI array produces the same
Grad1s;1s as the corresponding QW system.
Along the lines of these arguments, we can now identify the reﬂection and transmission
coefﬁcients in the linear regime as
RðoÞ  hERðoÞihEðoÞi0
¼ ixðoÞ
1 ixðoÞ , (162)
TðoÞ  hETðoÞihEðoÞi0
¼ 1
1 ixðoÞ , (163)
respectively. From these, we obtain the linear absorption as
aðoÞ  1 jRðoÞj2  jTðoÞj2 ¼ 2 Im½xðoÞ
1þ jxðoÞj2 þ 2 Im½xðoÞ , (164)
which deﬁnes the scaled intensity difference of the incoming and the sum of the reﬂected
and the transmitted ﬁelds.
For sufﬁciently low densities, xðoÞ is clearly dominated by the 1s resonance as shown in
Fig. 3. Consequently, in the spectral range of the 1s-exciton resonance xðoÞ can often be
approximated by the ﬁrst term in the sum (159). This approximation produces
RðoÞ ¼ iG
rad
1s;1s
E1s  _o iðgþ Grad1s;1sÞ
, (165)
TðoÞ ¼ E1s  _o ig
E1s  _o iðgþ Grad1s;1sÞ
, (166)
aðoÞ  2gG
rad
1s;1s
ðE1s  _oÞ2 þ ðgþ Grad1s;1sÞ2
, (167)
showing that the self-consistent light–matter coupling introduces an additional broadening
Grad1s;1s of the absorption resonance [52,93–96].
If we assume that Im½xðoÞ and jxðoÞj2 are small in magnitude (51), we ﬁnd that the
absorption spectrum reduces to the form
aElliottðoÞ ¼ 2 Im½xðoÞ ¼
o
nc
Im½wðoÞ ¼
X
l
2gGradl;l
ðEl  _oÞ2 þ g2
(168)
which connects the Elliott formula and the QW absorption. In the Elliott result, the
light–matter coupling is not included fully self-consistently since the excitonic resonances
are not additionally broadened by Gradl;l . Nevertheless, aElliottðoÞ should describe the QW
absorption accurately as long as the non-radiative homogeneous dephasing strongly
exceeds the radiative dephasing, i.e. gbGradl;l , which often is the case in real semiconductor
structures.
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absorption for a thin QW even when the response function xðoÞ does not have a
Lorentzian form. In particular, these relations tell us how the self-consistent light–matter
coupling transforms the linear susceptibility wðoÞ into measurable quantities. For example,
the true single QW absorption, Eq. (164), can deviate signiﬁcantly from its inconsistent
counterpart, aElliottðoÞ ¼ 2Im½xðoÞ ¼ ðo=ncÞ Im½wðoÞ, for situations where the radiative
coupling is dominant.
It is interesting to note that the Eqs. (162)–(164) suggest a scheme to extract both g and
G1s;1s using the measured width of the 1s resonance and the measured value of the peak
absorption, transmission, or reﬂection. As an illustration, we consider a case where the
strongest 1s resonance has a dominantly Lorentzian lineshape. In this situation, we may
directly apply the relations (165)–(167) to obtain
a1s 
2gGrad1s;1s
ðgþ Grad1s;1sÞ2
; T1s ¼
g
gþ Grad1s;1s
; R1s ¼ 
Grad1s;1s
gþ Grad1s;1s
(169)
at _o ¼ E1s. If we now take the measured values of the 1s-peak absorption, ameas, and its
width gmeas, Eq. (169) implies that the actual g and G1s;1s are determined by the simple pair
of equations,
ameas ¼
2gGrad1s;1s
ðgþ Grad1s;1sÞ2
; gmeas ¼ gþ Grad1s;1s. (170)
The solutions are
Grad1s;1s ¼
gmeasð1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2ameas
p Þ
2
; g ¼ gmeasð1	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2ameas
p Þ
2
. (171)
Similarly, we obtain
Grad1s;1s ¼ gmeasð1 jT1sjÞ; g ¼ gmeasjT1sj, (172)
Grad1s;1s ¼ gmeasjR1sj; g ¼ gmeasð1 jR1sjÞ, (173)
from either the experimental transmission or reﬂection. Thus, the measurement of the
single-QW absorption, transmission, or reﬂection spectra in absolute units can be used to
extract the actual values of the radiative and non-radiative dephasing constants.
To investigate how the self-consistent light–matter coupling changes the usual Elliott
absorption, we compute the actual absorption for a QW and a QWI system using
Eq. (164). The results are presented in Fig. 4 and compared with those obtained from
Eq. (168) using different phenomenological dephasings g. In Figs. 4a and d, we see that for
g close to or smaller than the radiative damping, the light–matter coupling strongly
modiﬁes the absorption at the 1s resonance. The true 1s absorption becomes considerably
smaller in magnitude and broader in width as predicted by Eq. (167). The radiative
coupling reduces a mostly at the 1s peak; for the higher excitonic states, the coupling
effects are much weaker. These features are still clearly observable for the case of larger
dephasing, g ¼ 10G1s;1s, presented in Figs. 4b and e.
In Figs. 4c and f, the computed full 1s-absorption peak and the analytic result from
Eq. (169) are plotted as function of g. Even though the analytic formula includes only the
1s state, it reproduces the full result with great accuracy even for elevated g. The Elliott
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Fig. 4. Inﬂuence of the self-consistent light–matter coupling effects on the linear absorption. The true absorption
(solid line) is compared with aElliott (dashed, shaded area) which does not include radiative coupling. Frames (a),
(b), and (c) [(d), (e), and (f)] present the results for a QWI [QW] system using Grad1s;1s ¼ 20meV. The
phenomenological dephasing is taken as g ¼ Grad1s;1s in (a) and (d), and as g ¼ 10Grad1s;1s in (b) and (e). Frames (c) and
(f) compare the dephasing dependence of the peak absorption at the 1s resonance for the full calculation (solid
line) with the analytic result from Eq. (169) (shaded area) and the Elliott result, Im½x1s ¼ Grad1s;1s=g (dashed line).
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between Im½x and a1s gives an estimate how accurately the absorption peak height must be
measured in order to accurately construct the actual g and G1s;1s from Eqs. (171). We also
notice that the linear absorption is maximized when g is equal to the radiative dephasing.
For this case, 50% of the light is absorbed because only the cosine part (antinode at the
QW) of the plane wave can be absorbed. This maximum absorption is naturally changed in
we include, e.g. an air–QW–air index step to the analysis since then the structure acts as an
optical cavity where the light is multiply reﬂected resulting in standing-wave contributions.5.7. Radiative polarization decay
The exact solution (152) for the classical ﬁeld allows us to fully include the self-consistent
light–matter coupling to the SBE. In particular, applying Eq. (152) at the QW position
r? ¼ 0, we obtain
hEð0; tÞi ¼ hEð0; tÞi0  m0
c
2n
q
qt
PðtÞ,
¼ hEð0; tÞi0 
1
2n0c
dv;cﬃﬃﬃ
S
p
X
l
fRl ðrk ¼ 0Þ
q
qt
pl, ð174Þ
where hEð0; tÞi0 is the incoming laser ﬁeld and the macroscopic polarization is expressed in
the exciton basis (125). We notice from Eq. (126) that each different exciton component
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frequency are all within a few percent of the band-gap frequency
o0 
Eg
_
, (175)
we may use ðq=qtÞpl ¼ io0pl to simplify (174),
hEð0; tÞi ¼ hEð0; tÞi0 þ i
1ﬃﬃﬃ
S
p
20n
dv;co0
c
X
l
fRl ðrk ¼ 0ÞplðtÞ, (176)
just as in Eq. (160). If we now insert this solution back into Eq. (126), we obtain
i_
q
qt
pl ¼ Elpl  dvc
ﬃﬃﬃ
S
p
fRl ðrk ¼ 0ÞhEðtÞi0  i
X
b
Gradl;bpb  iGl. (177)
Here, the radiative decay constant Grad appears according to Eq. (160). If the excitation is
resonant with a particular exciton energy El, we may approximately assume that only the
component pn ¼ dn;lpl is excited. In this case, Eq. (177) predicts that this polarization
component decays exponentially with the rate Gradl;l =_ when the additional scattering Gl can
be omitted. This radiative decay of the QW polarization [97] is a consequence of the
lacking momentum conservation in the r? direction between the photon and the
polarization. For an inﬁnite bulk material, this radiative decay is replaced by polariton
oscillations resulting from the self-consistent coupling between the polarization and the
light ﬁeld [1,97–100].
An obvious way to improve the Elliott formula for a QW is to include the radiative
decay constant Gradl;l of each exciton state in Eq. (150), as suggested by our earlier result,
Eq. (167). As a consequence, each exciton resonance then experiences a different
broadening. To analyze the characteristic behavior of this radiative decay, we plot Gradl;l in
Fig. 5a and the radiative decay time,
tl ¼
_
2Gradl;l
, (178)a b
Fig. 5. Radiative decay rate for the s-like exciton states. (a) The computed Gradl;l and (b) the radiative decay time
are presented as function of exciton energy. These quantities have been evaluated using Eqs. (161) and (178),
respectively. The QWI results (solid line) are compared to those for a QW (dashed line). The ﬁlled circles (QWI)
and squares (QW) indicate the three ﬁrst bound states. The line between these points is only a guide to the eye
since there are no real states in between these points.
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active s-like excitons in the generic GaAs QW (solid line) and QWI (dashed line) system
used in all our computations. We see that the radiative decay constant decreases strongly
with increasing exciton quantum number.The 1s-exciton lifetime is roughly 15 ps for the
QWI and the QW system used in this review. For the other states, the lifetime approaches
the nanosecond range which clearly indicates that these states are only weakly coupled to
the light ﬁeld. In Fig. 5b, we note that the transition to the continuum states is indicated by
a sharp increase of tl.
So far, our analysis shows that the coherent optical polarization vanishes from the
system either via radiative decay or non-radiatively via scattering-induced Gl contribu-
tions. These effects can in principle be observed as spectral changes in the linear absorption
(see Fig. 4). One can also show that the Elliott formula remains structurally unchanged
even when the correlation contributions G in Eq. (126) are included microscopically.
However, in this case we have to allow for a more general interpretation of the terms
appearing in the Elliott formula. In particular, g then depends on both o and the exciton
state l, and one ﬁnds density-, exciton-index-, and frequency-dependent renormalizations
of both El and flðrk ¼ 0Þ [22,31,101].
5.8. Coherent and incoherent carrier correlations
Our analysis shows that it is natural to separate the singlet contributions into coherent
and incoherent parts, i.e. into the optical polarization and the carrier populations,
respectively. As shown in the previous section, the coherently induced polarization Pkk
decays on a picosecond time scale, whereas the characteristic lifetime of the incoherent
densities f ekk and f
h
kk is in the range of several nanoseconds.
In the same way as the singlets, also the carrier doublets can be divided into coherent
and incoherent correlations depending on their characteristic decay times. The character of
a generic two-particle correlation can be deduced from its singlet–doublet dynamics (96).
As a general starting point, the unexcited semiconductor has vanishing polarization,
densities, and correlations. As the excitation is applied, the ﬁeld induces a polarization
which then can be converted into different quasi-particle excitations and correlations. The
structure of Eq. (96) shows that a generic correlation is generated via the single-particle
source term
S
qk;k
0
k;kk
l;n;n0 ;l0  SymFð½12Sð1Þ  Sð2Þ
qk;k
0
k;kk
l;n;n0;l0 Þ. (179)
If Sl;n;n0;l0 exists only as long as the coherent polarization is present, this correlation is
coherent; otherwise it is incoherent. With this analysis, we ﬁnd that
Dh2icoh ¼ fc
qk;k
0
k;kk
c;c;c;v ; c
qk;k
0
k;kk
v;v;v;c ; c
qk;k
0
k;kk
v;v;c;c g (180)
represent the coherent correlations whereas
Dh2iinc ¼ fc
qk;k
0
k;kk
c;c;c;c ; c
qk;k
0
k;kk
v;v;v;v ; c
qk;k
0
k;kk
c;v;c;v g (181)
are the incoherent correlations, respectively.
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Before we investigate the non-linear optical properties, we ﬁrst study the response of a
semiconductor to a weak optical excitation. Even though we allow for the presence of ﬁnite
densities, we still include only contributions that are linear in the optical probe induced
polarization. Since we assume classical ﬁelds, we can omit the quantum-optical correction
in Eq. (113), i.e.
i_
q
qt
Pkk ¼ ~kkPkk  ½1 f ekk  f hkk Okk þ G
v;c
kk , (182)
Gv;ckk 
X
n;k0k;qka0
Vqk ½c
qk;k
0
k;kk
v;v;v;c þ cqk;k
0
k;kk
v;c;c;c  ðcqk;k
0
k;kk
c;v;v;v þ cqk;k
0
k;kk
c;c;c;v Þ%. (183)
In this form, the self-consistent light–matter coupling follows as we use the result (174) to
deﬁne the renormalized Rabi frequency Okk . Furthermore, the carrier densities are not
changed by the weak probe ﬁeld.
To solve Eqs. (182)–(183), we have to evaluate the dynamics of the coherent carrier
correlations cv;v;v;c, cv;c;c;c, cc;v;v;v, and cc;c;c;v. Since the formal dynamics of all of these terms
is very similar, the full singlet–doublet equations are presented only for cv;v;v;c in the
Appendix G. Furthermore, we elaborate here only those parts of cv;v;v;c that are important
for the linear response.
In general, cv;v;v;c couples also to incoherent density–density correlations cl;l;l;l and we
deﬁne
c
qk;k
0
k;kk
X  c
qk;k
0
k;kk
c;v;c;v (184)
which we will later relate to correlations of true exciton populations. We show in the
Appendices that also cX and cl;l;l;l are driven by the coherent light. However, these
contributions are non-linear such that cX and cl;l;l;l, if it exists, only contributes as
constant source to the linear response. In addition to these, cv;v;v;c also couples to the
coherent biexciton amplitude
c
qk;k
0
k;kk
BiX  c
qk;k
0
k;kk
v;v;c;c (185)
which is a coherent correlation. However, cBiX is irrelevant for the linear response since it
produces only non-linear contributions to the dynamics of cv;v;v;c.
We may now unravel the dynamics of cv;v;v;c with the help of Eqs. (96)–(109). The details
are given in the Appendices such that we can here directly apply the results by including
only those terms that are relevant for the linear response to a classical ﬁeld. We obtain
i_
q
qt
c
qk;k
0
k;kk
v;v;v;c ¼ ð~ekkqk þ ~
h
kk  ~hk0kþqk þ ~
h
k0k
 igÞcqk;k
0
k;kk
v;v;v;c
þ Sqk;k
0
k;kk
v;v;v;c þ ½Dqk;k
0
k;kk
v;v;v;c coh þ ½D
qk;k
0
k;kk
v;v;v;c inc, ð186Þ
where the triplet scattering is replaced by a phenomenological dephasing constant g.
The fully microscopic description of the triplets is discussed in the Appendices.
In general, Sv;v;v;c results from the singlet factorization of the Coulomb-induced three-
particle terms, i.e. from the terms represented by the simplest diagram in Fig. 2. Physically,
Sv;v;v;c acts as a source that generates cv;v;v;c even when the doublet correlations initially
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S
qk;k
0
k;kk
l;n;n0;l0  ds;s0V jk ½Pkkqk ðf hkk f hk0k f¯
h
k0kþqk ÞS  Pk0k ðf
h
kkf
e
kkqk f¯
h
k0kþqk ÞS
þ V qk ½Pkk ðf hk0k f
e
kkqk f¯
h
k0kþqk ÞS  Pkkqk ðf
h
kk f
h
k0k
f¯ hk0kþqk ÞS, ð187Þ
where we have denoted the explicit spin-index dependency for the combination that is
relevant for optical excitations, i.e.
cv;v;v;c  cðv;sÞ;ðv;s0Þ;ðv;s0Þ;ðc;sÞ; Sv;v;v;c  Sðv;sÞ;ðv;s0Þ;ðv;s0Þ;ðc;sÞ. (188)
We have also introduced the abbreviations
f¯ lkk ¼ 1 f¯ lkk , (189)
ðf lkk f l
0
k0k
f¯ l00k00k ÞS  f
l
kk f
l0
k0k
ð1 f l00k00k Þ þ ð1 f
l
kk Þð1 f l
0
k0k
Þf¯ l00k00k , (190)
jk  k0k þ qk  kk. (191)
Since Sv;v;v;c is the only term which drives the initially non-existing correlation, we conclude
that cv;v;v;c is generated only via polarization transfer because all terms in Sv;v;v;c contain P.
This observation also veriﬁes that cv;v;v;c is a coherent correlation as classiﬁed earlier in
Section 5.8.
Once cv;v;v;c is generated, it is modiﬁed by more complicated terms that contain the
Coulomb-matrix element and correlated doublets in the singlet–doublet factorization of
the hierarchy problem. Already in Section 4.3.3, we have shown that these contributions
can be subdivided into terms related to screening-type effects and build-up of new quasi-
particle states. By using the results derived in the Appendices, we obtain the contributions
for the linear response,
½Dqk;k
0
k;kk
v;v;v;c coh ¼ V qk ðf hk0kþqk  f
h
k0k
Þ
X
lk
ðcqk;lk;kkv;c;c;c þ cqk;lk;kkv;v;v;c Þ
þ V jk ðf hkk  f hkkþjk Þ
X
lk
ðcjk;k
0
k;lk
c;v;c;c þ cjk;k
0
k;lk
v;v;c;v Þ
þ ð1 f hkk  f hk0k Þ
X
lk
V lkþqk ½c
lk;k0kþqk;kkqk
c;v;v;v %
 ð1 f ekkqk  f
h
kk Þ
X
lk
V lkkc
qk;k
0
k;lk
v;v;v;c
þ ð1 f ekkqk  f
h
k0k
Þ
X
lk
V lk0kc
jk;lk;kk
v;v;v;c
þ ðf hk0kþqk  f
h
kk Þ
X
lk
V lkkc
jk;k0k;lk
v;v;c;v þ ðf hk0k  f
h
k0kþqk Þ
X
lk
V lkk0kc
qk;lk;kk
v;v;v;c
 ðf ekkqk  f
h
k0kþqk Þ
X
lk
V lkqkc
lk;k0k;kk
v;v;v;c , ð192Þ
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0
k;kk
v;v;v;c inc ¼ V qk ðPkk  Pkkqk Þ
X
lk
ðcqk;k
0
k;lk
c;v;v;c þ cqk;k
0
k;lk
v;v;v;v Þ
 V jk ðPk0k  Pk0kjk Þ
X
lk
ðcjk;lk;kkv;c;c;v þ cjk;lk;kkv;v;v;v Þ
þ
X
lk
V lkk ðPkkqkc
qk;k
0
k;lk
v;v;v;v  Pkk ½c
qk;k
0
k;lk
c;v;v;c  cjk;k
0
k;lk
c;v;c;v Þ

X
lk
V lkk0k ðPk0k ½c
qk;lk;kk
v;c;v;c  cjk;lk;kkv;c;c;v  þ Pkkqkc
jk;kk;lk
v;v;v;v Þ
þ
X
lk
V lkþqk ½P%kkc
lk;k0kþqk;kkqk
c;v;v;c þ P%k0kc
lk;k0kþqk;kkqk
c;v;c;v %

X
lk
V lkqkPkkqkc
lk;k0k;kk
v;v;v;v . ð193Þ
The close inspection shows that the ﬁrst two lines of Eqs. (192) and (193) contain terms
where the Coulomb-matrix element appears outside the sum. As discussed in Section 4.3.3,
such contributions yield Lindhard-type screening to the polarization dynamics while the
remaining, more complicated terms may lead to the formation of new quasi-particle
correlations.
When we solve Eqs. (182)–(183) and (186)–(193), we obtain a fully microscopic
description for the linear response to a classical probe. We have presented here only the
dynamics of cv;v;v;c. However, the other correlations can be obtained from Eqs. (186)–(193)
using the simple substitution rules
v2c; f e ! 1 f h; f h ! 1 f e (194)
and/or complex conjugation.
The incoherent quantities, such as f e, f h, cc;v;c;v, cv;v;v;v, and cc;c;c;c, are not changed by the
weak probe pulse such that they drive coherent correlations only as external sources
deﬁned by the excitation state of the semiconductor at the time when the system is probed.
Hence, when one uses ultrafast probe pulses, the system of incoherent quasi-particle
excitations can be regarded as quasi-stationary. Consequently, we take in the following f e,
f h, cc;v;c;v, cv;v;v;v, and cc;c;c;c as stationary quantities determined by the incoherent excitation
state of the system.
Since single-particle carrier densities are present when one probes an excited incoherent
semiconductor many-body state, they always contribute to the Coulomb induced
scattering via Eq. (187). At the same time, there exists a large phase space of
semiconductor states where the incoherent correlations are inﬁnitesimally small even
when large concentrations of incoherent quasi-particle excitations are present. For
example, an uncorrelated electron–hole plasma produces only vanishingly small
correlation contributions (193) to the scattering of polarization.
As the most prominent correlated state, the semiconductor may contain true excitons,
i.e. the Coulomb bound electron–hole pairs described by cX . Such terms enter to the
polarization dynamics exclusively via the ½Dv;v;v;cinc term. Also different conﬁgurations of
incoherent quantities can alter the non-radiative scattering and dephasing experienced by
the optical polarization. Thus, the presence of carrier densities or incoherent correlations
introduces excitation induced dephasing to the coherences [1,52,81,102–104]. In the
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microscopic theory.
5.10. Excitation induced dephasing
The essence of excitation induced dephasing can be understood as we investigate the linear
response of a semiconductor under quasi-stationary plasma conditions, i.e. we assume that
both exciton populations and density–density correlations are negligibly small. In practice,
this situation can be realized for elevated lattice temperatures and/or elevated carrier
densities [31]. Under these conditions, ½Dv;v;v;cinc can be omitted from the analysis such that
only the carrier densities determine the initial state of the probed semiconductor.
In simpliﬁed treatments, the full cv;v;v;c dynamics, Eq. (186), has been reduced further by
omitting also ½Dv;v;v;ccoh. This can be justiﬁed if coherences live only for much shorter times
than it takes to build up new quasi-particles via ½Dv;v;v;ccoh. In this case, the steady-state
result of Eq. (186), without the coherent or incoherent ½Dv;v;v;c, produces the well-known
second-Born scattering approximation [1,52] where one typically uses the steady-state
solution of cv;v;v;c within the Markov limit. At this level, one obtains a computationally
feasible scheme for semiconductor systems of any dimensionality. Since the second Born
linear response results have already shown excellent agreement between theory and
experiments for a wide range of parameters [1,22,105], it can be concluded that the
underlying assumptions represent a good approximation to the conditions realized in the
respective experiments.
For our numerical evaluations, we assume that we probe a system in which we have an
incoherent electron–hole plasma with Fermi–Dirac quasi-equilibrium distributions of
electrons and holes at the lattice temperature, T ¼ 40K. Figs. 6a and c, respectively,
present the computed absorption spectra for a QWI and a QW for three representativea b
dc
Fig. 6. Fully microscopically computed self-consistent absorption spectra. The QWI and QW spectra for three
different carrier densities are shown in (a) and (c), respectively. Frames (b) and (d) show the assumed Fermi–Dirac
quasi-equilibrium distributions ðf e þ f hÞ for the temperature 40K.
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lowest density, the population factor ðf ekk þ f hkk Þ is way below unity. Consequently, in the
corresponding spectra we observe clear absorption resonances at the 1s and the 2s energy.
A closer look reveals that the 2s resonance is spectrally broader than the 1s peak. This shows
one of the basic features of Coulomb interaction induced dephasing, i.e. the higher excitonic
states experience more dephasing than the lower ones. This trend is clearly opposite to that
of pure radiative dephasing. We can estimate from Fig. 6 that the excitation induced
dephasing produces a broadening in the range of g ¼ 1meV for the highest density used.
Thus, even moderate densities already lead to dephasing rates which largely exceed the
radiative decay Grad1s;1s ¼ 20meV. Hence, for these conditions the self-consistent light–matter
coupling effects become less prominent. As a general trend, we observe that the QW system
experiences a bit larger excitation-induced dephasing than the QWI since the phase-space for
Coulomb scattering events is larger in two dimensions than in one.
For elevated densities, also the 1s resonance is broadened and the absorption dip
between the bound and continuum states is gradually ﬁlled. This absorption increase is not
a consequence of the band-gap shift but is caused by the excitation induced resonance
broadening, i.e. the frequency dependent scattering [101]. Even for situations where ðf ekk þ
f hkk Þ is still relatively low, the 2s and higher excitons are already bleached. As a general
feature for both well and wire systems, we see that the spectral position of the 1s resonance
remains basically unchanged for different carrier densities, indicating that the microscopic
scattering leads to energy renormalizations which compensate the Hartree–Fock shifts. As
the density is increased, we see that the 1s resonance is nearly completely bleached. The
corresponding ðf ekk þ f hkk Þ is close to unity, indicating strong phase-space ﬁlling effects
which eventually eliminate the bound exciton states. Only ionized excitons exist beyond
this Mott transition [56,86,106]. As the density is increased further, the system enters to the
regime of negative absorption, i.e. optical gain [107–110].
Our numerical evaluations show that the full QWI computation and the second Born
results are very similar for the investigated conditions. Hence, we conclude that the
contributions of ½Dv;v;v;ccoh are not signiﬁcant for the plasma conditions analyzed here.
However, in cases where quasi-particle correlations are present, both the ½Dv;v;v;ccoh and
½Dv;v;v;cinc contributions become important.
To obtain a deeper understanding of the excitation-induced dephasing effects, we
introduce an analytic model. For this purpose, we start from Eqs. (182) to (183) and see
that we have the general conservation lawX
kk
Gv;ckk ¼ 0. (195)
This result suggests that the total polarization is conserved in the presence of pure
excitation-induced dephasing. As a result, the Coulomb scattering has a diffusive character
in the sense that it redistributes the microscopical polarization without changing the total
macroscopic polarization.
For a simple model where Gv;ckk is approximated by the constant dephasing igPkk , the
condition (195) cannot be satisﬁed since the diffusive scattering is replaced by a genuine
decay. To improve this approximation, we introduce a diffusive dephasing model
Gdiffkk ¼ ig½Pkk  12ðPkkþKk þ PkkKk Þ, (196)
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Fig. 7. Excitation induced dephasing via diffusive model. (a) Computed gl for a QWI system according to
Eq. (198); circles indicate the positions of the three lowest bound exciton states; the lines connecting bound states
are just a guide to the eye since there are no actual states in between. (b) The corresponding absorption (solid line)
is compared with a constant g computation (shaded area). The same analysis for a QW system is presented in
frames (c) and (d). The scattering parameters: Kka0 ¼ 1:25 and g are chosen to produce g1s ¼ 380meV for both
systems.
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clearly satisﬁes the fundamental relation (195).
When we use the ansatz (196) in the exciton basis Eq. (177), we obtain
i_
q
qt
pl ¼ ðEl  iGradl;l  iglÞpl  dvc
ﬃﬃﬃ
S
p
fRl ðr ¼ 0ÞhEðtÞi0, (197)
gl  g 1
X
kk
fLl ðkkÞfRl ðkk  KkÞ
" #
, (198)
where we have assumed that only the exciton state pl is excited. This result nicely explains
the exciton-index dependent dephasing observed in the full microscopic description. As an
illustration, we present in Figs. 7a and c results for gl obtained by evaluating Eq. (198) for
a QWI and a QW system, respectively. We clearly see the strong variation of the dephasing
for the different exciton states. The dephasing constant is several times larger for the 2s
than for the 1s state which suffers the weakest excitation induced dephasing effects.
According to our simpliﬁed model, the precise value of the dephasing for the energetically
higher states shows some non-monotonic variations which can be partly attributed to the
discrete nature of the diffusive model where only one scattering momentum is included.
Inserting the computed dephasing into the Elliott formula, we obtain the results shown in
Figs. 7b and d which qualitatively reproduce the main features of the full calculations,
Fig. 6. In particular, we immediately understand why the 1s state shows a clear resonance
while higher excitonic resonances merge into one common resonance close to the 2s state.
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pre-excited system to the optical probe ﬁelds. However, the underlying singlet–doublet
analysis can be directly extended to the non-linear regime. For these situations, the
inﬂuence of non-linear polarization terms (e.g. polarization–polarization scattering),
coupling to all classes of correlations, as well as non-Markovian features can become
important [27,52,104,111–114]. One can also extend this treatment to cover different
experimental geometries such as multiple wave-mixing conﬁgurations. For these situations,
one has to generalize the homogeneous equations to allow for spatially inhomogeneous
excitations, but the cluster-expansion scheme works also in that case.
If one limits the wave-mixing investigations to the coherent regime, one can introduce an
alternative systematic method, the so-called dynamical truncation scheme [115,116] where
the semiconductor response is presented via a power expansion in terms of the exciting
coherent ﬁeld. This approach produces a set of non-linearly coupled equations which can
be applied to determine, e.g. a non-linear susceptibility wðNÞ where N refers to the power of
hEiN . It is straightforward to show that the cluster expansion, performed up to N-particle
clusters, fully describes all microscopic contributions provided by the wð2N1Þ-level
approach while it simultaneously contains self-consistent contributions to all orders of
hEi. Since the cluster expansion also includes, e.g. the second Born approach, we may
conclude that it provides a unifying systematic generalization of both wðNÞ and the second
Born scattering schemes. Moreover, the cluster expansion contains a much more complete
equation structure than either one of the other schemes.
6. From polarization to incoherent populations
In the previous section, where we discussed coherent exciton states and their
properties, we concluded that these states do not describe truly bound electron–hole-
pair populations. Instead, the coherent exciton states correspond to the interband
polarization that deﬁnes the strength of the optical transitions. Furthermore, the
polarization decays on a picosecond or even sub-picosecond time scale due to radiative
and excitation-induced dephasing such that coherent excitons have a relatively short
lifetime.
In this section, we now investigate how the transition from the coherent to the
incoherent regime takes place after classical optical excitation. In particular, we investigate
the conditions under which the system contains incoherent excitons, i.e. Coulomb-bound
electron–hole-pair states which describe genuine two-particle objects. For this purpose, we
apply the full singlet–doublet theory at the level discussed in Section 4.
6.1. Energy transfer in the carrier system
In order to study the quasi-particle populations generated in the non-radiative decay of
the optically induced polarization, we follow the relevant processes by mapping how
energy is transferred between coherent and incoherent states. For this purpose, we start
from the pure carrier part of the system Hamiltonian (17)–(21),
Hcarr ¼
X
l;kk
elkka
y
l;kk
al;kk þ
1
2
X
l;l0
X
kk;k0k;qka0
Vqka
y
l;kkþqka
y
l0 ;k0kqk
al0;k0kal;kk . (199)
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since an electron is moved across the band gap from the valence into the conduction band.
Thus, using Eg as the zero energy level, we deﬁne the average carrier energy as
Ecarr  hHcarri  Eg
X
kk
f hkk ¼ EScarr þ EDcarr, (200)
EScarr ¼
X
kk
½eekk f ekk þ ehkk f hkk 
þ 1
2
X
kk;k0k
Vkkk0k ½f
e
kk f
e
k0k
þ f hkk f hk0k  
X
kk;k0k
Vkkk0kP
%
kkPk0k , ð201Þ
EDcarr ¼
X
kk;k0k;qk
½1
2
Vqk ðc
qk;k
0
k;kk
c;c;c;c þ cqk;k
0
k;kk
v;v;v;v Þ  Vk0kþqkkkc
qk;k
0
k;kk
X , (202)
where we assumed that the system is homogeneous. For this situation, the sum of the
singlet EScarr and doublet E
D
carr energy contributions determines the total energy of the
carrier system. While all singlets add to the energy of the system, it is interesting to see that
only the incoherent two-particle correlations appear in Eq. (202). Thus, the energy transfer
from the decaying polarization only occurs into incoherent quantities.
We now apply the microscopic equations at the singlet–doublet level to analyze the
energy redistribution due to the different scattering mechanisms. We furthermore
investigate which quasi-particle states are created or destroyed during the quantum-
dynamical processes. To monitor the energy transfer, we introduce scaled energies:
E¯  E¯S þ E¯D, (203)
E¯S  E
S
carrP
kkf
e
kk
; E¯D  E
D
carrP
kkf
e
kk
, (204)
where
P
kk f
e
kk ¼
P
kk f
h
kk deﬁnes the total number of optically excited carriers and E¯ deﬁnes
the total energy per particle.
6.2. From coherent to incoherent excitations
We focus our analysis on situations where a relatively short optical pulse induces
a polarization P in the semiconductor. To describe the subsequent interaction
induced temporal decay of this polarization, we clearly have to go beyond the linear
limit. Even though a linear optical ﬁeld can induce a linear polarization, the generation of
incoherent quantities requires interactions that appear in the equations only when we
consider effects that are non-linear with respect to the exciting ﬁeld. These non-linear
contributions become critically important especially in the long-time regime where all
coherences have vanished. Hence, a consistent analysis has to include higher orders of the
exciting light ﬁeld and at least the full dynamics of carriers and the two-particle
correlations.
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contributions
i_
q
qt
Pkk

scatt
¼ Gv;ckk;Coul þ G
v;c
kk;phon
, (205)
_
q
qt
f ekk

scatt
¼ 2 Im½Gc;ckk;Coul þ G
c;c
kk;phon
, (206)
_
q
qt
f hkk

scatt
¼ 2 Im½Gv;vkk;Coul þ G
v;v
kk;phon
. (207)
The explicit form of the Coulomb and phonon-induced scattering terms can be obtained by
identifying
Gl;l
0
kk;Coul

X
n;k0k;qka0
Vqk ½c
qk;k
0
k;kk
l;n;n;l0  ðc
qk;k
0
k;kk
l0;n;n;l Þ%, (208)
Gl;l
0
kk;phon

X
qk
½DhQl0qka
y
l;kk
al0 ;kkqk i  DhðQlqk Þ
yayl;kkqkal0 ;kk i, (209)
from Eq. (117).
To analyze the states that are generated via classical excitation of the originally
unexcited semiconductor, we compare the results of two calculations at different levels of
approximation for our QWI system. In one case, we perform the analysis only at the
singlet level. Here, we just solve the MSBE without the scattering terms. In the other case,
we evaluate the full singlet–doublet dynamics with the scattering terms (205)–(207) fully
included. We always assume a relatively weak excitation with a 500 fs pulse that is resonant
with the excitonic 1s-absorption peak. This way, we have strong absorption and at the
same time we can keep the excitation level sufﬁciently low such that most of the
interpretations used for the linear absorption case are still relevant. The phonons are
treated as a bath with a lattice temperature of 10K. In this situation, only the acoustical
phonons are relevant [117]; only these are included in the computations.
The upper panels of Fig. 8 present the laser pulse IðtÞ (dashed line), the generated
macroscopic polarization jPj2 (shaded area), and the total carrier density neh (solid line)
according to the following deﬁnitions:
IðtÞ  jhEðtÞij2, (210)
P  dv;c
L
X
kk
Pkk , (211)
neh 
1
L
X
kk
f ekk ¼
1
L
X
kk
f hkk , (212)
for the QWI system with normalization length L. The lower panels of Fig. 8 show the total
average energy per particle E¯ (solid line) and its subdivision into singlet E¯S (dashed line)
and doublet E¯D (dotted line) energies. The result of the full singlet–doublet analysis is
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Fig. 8. Comparison of the consistent singlet–doublet and singlet computations for a resonantly excited quantum
wire (QWI). The optical polarization (shaded area), the carrier density (solid line), and the excitation pulse
(dashed line) are shown for (a) the full singlet–doublet computation and (b) the singlet computation. Also the
corresponding energy per particle is shown; (c) the total energy (solid line) of the full singlet–doublet is also split
into its singlet (dashed line) and doublet (dotted line) contributions according to Eq. (204). (d) The energy for the
singlet computation consists only of the singlet part.
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 207presented in the left column while the singlet computation is presented in the right column
of Fig. 8.
We notice that the optically generated polarization in the singlet analysis vanishes purely
radiatively with the decay constant corresponding to the radiative decay time t1s ¼ 15 ps
determined earlier, see Fig. 5. The polarization falls off much faster for the full scattering
computation which yields an approximately 4 ps decay time for the chosen conditions.
Since the radiative decay is the same in both cases, the faster decrease in the full
singlet–doublet analysis is clearly a consequence of non-radiative processes.
We also notice signiﬁcant differences in the temporal evolution of the densities. In the
pure singlet analysis the density decays precisely with the same rate as jPj2. This can be
easily understood since in the singlet solution, i.e. without scattering, the system always
produces the coherent limit implying the strict connection, f kk / jPkk j2 / et=t1s , see
Eq. (128). This behavior is drastically changed as soon as microscopic scattering is
included. In this case, the polarization and the densities display signiﬁcantly different
dynamic behaviors. While the polarization decays rather rapidly, a large fraction of the
carriers remains in the system long after the coherences have vanished. In fact, we do not
note any appreciable carrier-density decay within the 20 ps time window shown in Fig. 8.
This demonstrates the general trend that incoherent quasi-particle excitations in
semiconductors exist much longer than the coherent quantities. This explains e.g. why
semiconductors can spontaneously emit light for very long times after the excitation.
Having seen that the scattering changes the quasi-particle excitations from purely
coherent to incoherent, it is interesting to analyze how the singlet and doublet components
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singlet–doublet analysis yield a total energy per particle that is close to the 1s-exciton
energy. Since this is also the average energy of the excitation, both computations fully
conserve the total energy. However, in the pure singlet analysis the doublet energy (thick
solid line) is always zero by deﬁnition. In other words, the coherent-limit quasi-particles
exhibit full energy conservation exclusively via the singlet contributions. When the
scattering is systematically included, we see in Fig. 8d that the light pulse ﬁrst pumps
energy into the singlets which then transfer their energy almost completely to the doublets
during the decay time of the polarization. As we see from Eq. (202), these doublets consist
of incoherent quasi-particle correlations besides the long-living densities.
To get more detailed information about the relevant incoherent correlations, we take a
closer look at the effects of Gv;cCoul and G
v;c
phon. First of all, we notice that G
v;c
Coul contains only
coherent carrier correlations. In the same way, also
Dh2iphoncoh ¼ fDhQlayvaci;DhQlaycavig (213)
represents coherent phonon-assisted correlations while the remaining group
Dh2iphoninc ¼ fDhQlaycaci;DhQlayvavig (214)
belongs to the class of incoherent phonon-assisted contributions. These groups are
analogous to Eqs. (180)–(181) for the pure carrier correlations.
In order to track how the energy transfer between singlets and doublets, we evaluate the
dynamics of EDcarr and investigate how it is changed by the coherent correlations Dh2icoh.
For this purpose, we have to solve the equations of motion for cc;c;c;c, cv;v;v;v, and
cc;v;c;v  cX , which is done in Appendices D–F. Using these results, we can write
i_
q
qt
EDcarr

coh
¼ 
X
kk;k0k;qk
Vk0kþqkkk i_
q
qt
c
qk;k
0
k;kk
X

coh
, (215)
where the subindex ‘‘coh’’ means that only coherent correlations are included in the
equations of motion. We notice that only the excitonic correlations cX appear whereas the
carrier correlations cc;c;c;c and cv;v;v;v do not contribute in Eq. (215).
The explicit dynamics of cX is given in Appendix F. There we show that the cX dynamics
in Eq. (215) can be replaced by
i_
q
qt
c
qk;k
0
k;kk
X

coh
! Gqk;k
0
k;kk
X ;Coul þ G
qk;k
0
k;kk
X ;phon , (216)
where we separate the Coulomb and phonon contributions according to
G
qk;k
0
k;kk
X ;Coul  Vqk ðP%kk  P%kkqk Þ
X
lk
ðcqk;k
0
k;lk
c;v;c;c þ cqk;k
0
k;lk
v;v;c;v Þ
 Vqk ðPk0kþqk  Pk0k Þ
X
lk
ðcqk;lk;kkc;c;c;v þ cqk;lk;kkc;v;v;v Þ, ð217Þ
G
qk;k
0
k;kk
X ;phon  P%kkDh½Qvqk 
yay
v;k0k
ac;k0kþqk i  P%kkqkDh½Q
c
qk
yay
v;k0k
ac;k0kþqk i
þ Pk0kDhQcqka
y
c;kkav;kkqk i  Pk0kþqkDhQvqka
y
c;kkav;kkqk i, ð218Þ
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(F.10), one notices that GX ;phon contains all coherent phonon-assisted correlations while
GX ;Coul contains only a subset of the coherent carrier correlations. The other coherent
carrier correlations do not participate in the energy transfer related to the non-radiative
scattering of the polarization. In addition, we notice that GX ;Coul and GX ;phon contain
exactly the same coherent correlations as those appearing in the polarization scattering
terms Gv;ckk;Coul and G
v;c
kk;phon
in Eqs. (208)–(209). Since essentially the same coherent
correlations determine both processes, i.e. the polarization decay and the correlation build-
up, we can conclude that the source of the cX correlations, GX , and the polarization
scattering contributions, G, are intimately related.
To fully appreciate the consequences of this relation, we now apply Eq. (216) in
Eq. (215) and obtain
i_
q
qt
EDcarr

coh
¼
X
kk;k0k
Vk0kkkP
%
kk
X
lk;qk;b
Vqk ½c
qk;lk;k
0
k
v;b;b;c  ðc
qk;lk;k
0
k
c;b;b;v Þ%
2
4
þ
X
qk
ðDhQcqka
y
v;k0k
ac;k0kqk i  DhðQvqk Þ
yayv;kkqkac;k0k iÞ
3
5
þ
X
kk;k0k
Vk0kkkPk0k
X
lk;qk;b
V qk ½c
qk;lk;kk
c;b;b;v  ðc
qk;lk;kk
v;b;b;c Þ%
2
4
þ
X
qk
ðDhQvqka
y
c;kkav;kkqk i  DhðQcqk Þ
yayc;kkqkav;kk iÞ
3
5, ð219Þ
after suitable exchanges of the summation variables, as shown in Appendix F.3. With the
help of Eqs. (208)–(209), this relation can be simpliﬁed to
i_
q
qt
EDcarr

coh
¼
X
kk;k0k
Vk0kkkP
%
kk ½G
v;c
k0k;Coul
þ Gv;c
k0k;phon

þ
X
kk;k0k
Vk0kkkPk0k ½G
c;v
kk;Coul
þ Gc;vkk;phon
¼ i_ q
qt
X
kk;k0k
Vk0kkkPk0kP
%
kk

scatt
, ð220Þ
where Eq. (205) has been used in the ﬁnal step. We now recognize that the right-hand side
of Eq. (220) is identical to the negative time derivative of the coherent singlet energy (201),
i.e.
q
qt
EDcarr

coh
¼  q
qt
ES;cohcarr

scatt
. (221)
It is interesting to note that this general relation is independent of the detailed form of the
coherent correlations. Hence, we can conclude that the decay of the polarization via Gc;v
leads to the generation of incoherent cX correlations via the GX ;Coul and GX ;phon terms. As
we discuss later in this review, cX fully includes the description of incoherent exciton
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responsible for the conversion of coherent polarization into incoherent exciton populations
via Coulomb- and phonon-induced scattering.
6.3. Dynamics of exciton correlations
In this section, we take a closer look at the correlations included in cX . For this purpose,
we write the singlet–doublet equations in the form
i_
q
qt
c
qk;k
0
k;kk
X ¼ ð~ek0kþqk þ ~
h
k0k
 ~ekk  ~hkkqk Þc
qk;k
0
k;kk
X þ S
qk;k
0
k;kk
X
þ ð1 f ekk  f hkkqk Þ
X
lk
V lkkkc
qk;k
0
k;lk
X
 ð1 f ek0kþqk  f
h
k0k
Þ
X
lk
V lkk0kc
qk;lk;kk
X
þ Gqk;k
0
k;kk
X ;Coul þ G
qk;k
0
k;kk
X ;phon þ D
qk;k
0
k;kk
X ;rest þ T
qk;k
0
k;kk
X . ð222Þ
Here, the ﬁrst line is the sum of the renormalized kinetic energy of the particles plus the
singlet source
S
qk;k
0
k;kk
X  ds;s0V jk ½ðf ek0kþqk f
h
k0k
f¯ ekk f¯
h
kkqk ÞS
þ P%kkPk0kþqk ðf
h
kkqk  f
h
k0k
Þ þ P%kkqkPk0k ðf
e
kk  f ek0kþqk Þ
þ V qk ½P%kkPk0k ðf
h
kkqk  f
e
k0kþqk Þ  P
%
kkqkPk0kþqk ðf
h
k0k
 f ekk Þ
 P%kkqkPk0k ðf
e
kk  f ek0kþqk Þ þ P
%
kkPk0kþqk ðf
h
k0k
 f hkkqk Þ. ð223Þ
This expression contains the singlet factorization of the Coulomb-induced two- and three-
particle terms, i.e. the simplest diagram in Fig. 2. For clarity, we explicitly write here the
spin dependence following from the sequence cX  cðc;sÞ;ðv;s0Þ;ðc;s0Þ;ðv;sÞ. Additionally, we
introduce the abbreviation
ðf lkkf l
0
k0k
f¯ l00k00k f¯
l000
k000k
ÞS  f lkk f l
0
k0k
ð1 f l00k00k Þð1 f
l000
k000k
Þ  ð1 f lkk Þð1 f l
0
k0k
Þf l00k00k f
l000
k000k
(224)
which identiﬁes the in- and out-scattering terms discussed earlier in connection with the
second-Born approximation, see Section 5.10. These terms act as a source to the cX
dynamics also in the purely incoherent regime, verifying once again that cX is
fundamentally an incoherent correlation.
The second and third lines of Eq. (222) contain the two most important contributions of
the incoherent Coulomb-induced correlations ½DX inc. The complete form of ½DX inc is
derived in Appendix F and presented in Eq. (F.6). In general, ½DX inc consists of terms such
as ðnl  nnÞPVcl;n;n0 ;l0 . As a result, ½DX inc can be considered as a systematic generalization
of the single-particle scattering SX because it involves higher-order clusters as scattering
partners. More speciﬁcally, these can be interpreted as microscopic processes where a
correlated two-particle quantity scatters from an incoherent carrier occupation nl ¼ f e or
nl ¼ 1 f h.
When the carrier densities are relatively low, the dominant scattering contributions
originate from those terms which contain a phase-space ﬁlling term ð1 f e  f hÞ. This
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dominant contributions of ½DX inc are included. This approach proves to be very useful
once we look for analytic solutions to Eq. (222). For this reason, we explicitly present only
the main-sum structure in the second and third lines of Eq. (222). These main-sum terms
describe the attractive interaction between electrons and holes, allowing them to become
truly bound electron–hole pairs, i.e. incoherent excitons.
Note that we include the full structure of ½DX inc in all our numerical evaluations. This
way, the analysis fully incorporates e.g. the microscopic restrictions for exciton
populations as a consequence of Pauli-blocking effects and scattering with electrons and
holes.
The fourth line of Eq. (222) contains GX ;Coul and GX ;phon which are responsible for the
generation of incoherent excitons via polarization scattering as discussed before. The
remaining two-particle contributions are denoted as Drest. They contain the terms beyond
the main-sum contributions as well as those coherent correlations that do not contribute to
the energy transfer between polarization and cX (see Eqs. (F.6)–(F.7) for the full forms). As
a last contribution, the cX dynamics contains TX which symbolizes the three-particle
Coulomb and phonon terms. As presented here, the cX dynamics (222) is formally exact
and the accuracy of the numerical solutions depends only on the accuracy with which the
three-particle correlation terms can be included to the analysis.
The dynamical equations for the correlations c
q;k0;k
l;n;n0 ;l0 are structurally similar to Eq. (222).
In the numerical solutions, we treat all of these equations together with the corresponding
equations for the singlets. This way, we fully include one- and two-particle correlations and
obtain a closed set of equations providing a consistent description of optical excitations in
semiconductors up to the level of three-particle correlations. In the following, we will
introduce different levels of approximations for these triplet contributions. Our most
sophisticated and still numerically feasible approximation describes the triplet terms at the
level where we include microscopic scattering among singlets and doublets. As we will
show, this is a very reasonable approximation for many interesting semiconductor
excitation conditions.
6.4. Incoherent excitons
As a very broad deﬁnition, an incoherent exciton is a quasi-particle that consists of a
Coulomb-bound electron–hole pair. Even though this statement seems simple and
straightforward, once one seriously considers the Fermionic nature of the constituent
electron and hole, one cannot simply deﬁne a pure Bosonic exciton operator or a rigorous
number operator for excitons in a Fermionic many-body system [88]. For the purposes of
this review, we need to develop a systematic deﬁnition for true excitons. In particular, we
may speak of exciton populations in a system only when we have correlations between at
least one electron and hole. Furthermore, excitons exhibit the correlation in the relative
coordinate between the electron and hole and the dependency of the pair wavefunction is
governed by the generalized Wannier equation. The bound (ionized) state solutions deﬁne
bound (ionized) excitons.
We ﬁnd a natural way to identify incoherent excitons once we evaluate the electron–hole
pair-correlation function
gehðrkÞ  hCyeðrkÞCyhð0ÞChð0ÞCeðrkÞi, (225)
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1ﬃﬃﬃ
S
p
X
kk
ac;kke
ikkrk ; CyhðrkÞ ¼
1ﬃﬃﬃ
S
p
X
kk
av;kke
ikkrk . (226)
Here, only the envelope part of the ﬁeld operator C^lðrkÞ is included since the characteristic
dimensions of Wannier excitons involve length scales much longer than the lattice periodic
part of the Bloch functions. In general, gehðrkÞ deﬁnes the conditional probability to ﬁnd an
electron at position rk when the hole is positioned at the origin. Thus, gehðrkÞ allows us to
identify what kind of correlations one can observe in the relative coordinate between the
electrons and holes in the many-body system.
It is useful to divide the pair-correlation function into singlet and doublet contributions.
Assuming homogeneous excitation conditions, we can write
gehðrkÞ  gSehðrkÞ þ DgehðrkÞ, (227)
gSehðrkÞ  nenh þ jPehðrkÞj2; PehðrkÞ 
1
S
X
kk
Pkke
ikkrk , (228)
DgehðrkÞ 
1
S2
X
kk;k0k;qk
c
qk;k
0
k;kk
X e
iðk0kþqkkkÞrk . (229)
We observe that the singlet part, gSehðrkÞ, consists of a background contribution, nenh,
which expresses the fact that the probability of simultaneously ﬁnding and electron and a
hole has a simple contribution which is nothing but the product of their densities. This
density product is rk independent, in contrast to the second singlet contribution jPehðrkÞj2
which expresses the fact that optical transitions connect those electrons and holes that are
spatially close to each other. This can be seen by transforming the SBE (113) into rk-space.
This procedure yields
i_
q
qt
PehðrkÞ ¼ 
_2
2m
r2k þ Eg 
e2
4p0rjrkj
 
PehðrkÞ  dðrkÞdv;chEðtÞi
þ i_ q
qt
PehðrkÞ

scatt
, ð230Þ
where we have applied the low-density limit and the effective-mass approximation, for
simplicity. We see from Eq. (230) that the optical ﬁeld generates electron–hole transitions
at rk ¼ 0 even in the artiﬁcial case without Coulomb interaction. Hence, the resulting
enhancement of jPehðrkÞj2 close to the origin is a general consequence of optical excitations
in direct-gap semiconductors, not a signature for the presence of excitons. As a result, true
exciton populations can be described only by the correlated two-particle contributions
DgehðrkÞ. Since these contributions are determined by the cX correlations, we clearly need
those to obtain a microscopic description of incoherent exciton populations in the many-
body system.
We now come back to the question which incoherent quasi-particles are generated by the
non-radiative scattering of the polarization. As the polarization decays, we enter into the
incoherent regime where the singlet part of the pair-correlation function reduces to
gSehðrkÞ ¼ nenh such that it does not exhibit any rk dependence. However, since the coherent
polarization may also be converted into incoherent cX correlations, the corresponding
pair-correlation function, DgehðrkÞ, may also show a genuine rk dependence. Thus, we
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Fig. 9. The pair-correlation function (solid line) after the decay of polarization via non-radiative scattering. The
shaded area shows the extension of jfR1sðrkÞj2 for a 1s-exciton state. The pair-correlation function is determined at
21.8 ps, i.e. the ﬁnal time in Fig. 8.
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suitable conditions.
To conﬁrm this conclusion, we analyze again Fig. 8 and plot the normalized
Dg¯ehðrkÞ  DgehðrkÞ=ðnenhÞ, (231)
in Fig. 9 as solid line at the ﬁnal time t ¼ 21:8 ps. At this moment, the polarization-to-
population conversion is completed as can be seen in Fig. 8. We also plot jfR1sðrkÞj2 (shaded
area) deﬁned by the Wannier Eq. (121) in order to show the spatial dependency of the 1s
exciton polarization. We observe a perfect match between Dg¯ehðrkÞ and the 1s-exciton state
demonstrating that electrons and holes are correlated to the degree described by the
1s-exciton wavefunction. Since all criteria for a true exciton are satisﬁed, we have shown
that non-radiative scattering can convert a coherent polarization, i.e. coherent excitons
into true incoherent exciton populations. As a further evidence, we observe in Fig. 8 that
incoherent excitons can have an energy per particle that corresponds to the 1s-exciton
binding energy.
6.5. Correlated electron– hole plasma
In the previous section, we have shown that the cX correlation dynamics can be used to
microscopically describe the generation of incoherent excitons. At the same time, we know
that cX involves a set of features such as scattering and screening as well as true excitons.
Thus, it is interesting to study what is the most general class of incoherent quasi-particle
excitations described by cX . With this knowledge, we can then precisely specify the
incoherent many-body states that can be observed in semiconductors as long as no clusters
occur that are of higher order than doublets. In other words, we are then able to deﬁne the
full phase-space of singlet–doublet quasi-particle excitations and their relevance under
different physical conditions.
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transform it into an exciton basis using
DhX yl;qkX n;qk i ¼
X
kk;k0k
fLl ðkkÞfLn ðk0kÞc
qk;k
0
kqh ;kkþqe
X  DNl;nðqkÞ, (232)
c
qk;k
0
kqh ;kkþqe
X ¼
X
l;n
fRl ðkkÞfRn ðk0kÞDNl;nðqkÞ, (233)
where we have applied the deﬁnition (136) for the exciton operator. In our investigations,
we use real-valued exciton functions in the momentum space. Consequently, we do not
have to keep track of complex conjugation, which simpliﬁes the notation in the
forthcoming investigations.
This exciton-basis representation can now be inserted into Eq. (229), which gives
DgehðrkÞ ¼
X
l;n
1
S
X
qk
DNl;nðqkÞ
0
@
1
AfRl ðrkÞfRn ðrkÞ. (234)
In situations where DgehðrkÞ exclusively displays a jfRb ðrkÞj2 dependence, it is obvious that
the
P
l;n sum is dominated by the element l ¼ n ¼ b. Since this corresponds to the case
where only b excitons exist, we conclude that
Dnb ¼ Dnb;b 
1
S
X
qk
DNb;bðqkÞ (235)
deﬁnes the density of b excitons in the system and
DNbðqkÞ  DNb;bðqkÞ (236)
is their momentum distribution. The physical relevance of these quantities is shown even
more clearly in Section 6.6 where we discuss how individual Dnb can be measured
experimentally.
Since only the diagonal part of DhX ylX ni corresponds to excitons, the off-diagonal
contributions must correspond to some other correlated quasi-particle states. To resolve
the character and relevance of these many-body states, we apply Eq. (233) to Eq. (222) and
obtain
i_
q
qt
DNl;nðqkÞ ¼ ðEn  ElÞDNl;nðqkÞ
þ ðEn  ElÞNl;nðqkÞS þ Sl;ncohðqkÞ
þ iGl;nðqkÞ þ Dl;nrestðqkÞ þ Tl;nðqkÞ, ð237Þ
where the incoherent part of the singlet scattering, SX , in Eq. (222) produces a source
Nl;nðqkÞS  hX yl;qkX n;qk iS ¼
X
kk
fLl ðkkÞf ekkþqe f
h
kkqhf
L
n ðkkÞ. (238)
This contribution has a ﬁnite value in the incoherent regime whenever we have any quasi-
particle excitation in the system. Particularly, it drives exclusively the non-diagonal
DhX ylX ni since it exists in Eq. (237) only when lan. Thus, we can already conclude at this
ARTICLE IN PRESS
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 215point that the incoherent part of the singlet scattering generates new correlated quasi-
particles that do not have the character of excitons.
The other sources to cX are expressed symbolically as S
l;n
cohðqkÞ containing the coherent
contributions of the singlet scattering. The polarization-to-population scattering is
determined by Gl;nðqkÞ  Gl;nX ;CoulðqkÞ þ Gl;nX ;phonðqkÞ. The contributions Dl;nrestðqkÞ result from
the remaining doublet correlations and the triplet-scattering term is denoted as Tl;nðqkÞ.
Since these remaining terms are cumbersome to write down in the exciton basis, it is
beneﬁcial to perform the fully systematic calculations in the original electron–hole picture
as given by Eq. (222). The exciton basis is useful mostly for the interpretation of the results.
Our previous discussion in Sections 6.1–6.4 shows that polarization-to-population
conversion can lead to a semiconductor state consisting mainly of incoherent exciton
populations. Thus, it is obvious that Gl;nðqkÞ can be dominantly diagonal. We also see from
the structure of Eq. (237) that the generated DhX ybXbi changes only due to the Db;brest and
Tb;b scattering terms as the incoherent regime is reached. We will show in our further
analysis that this scattering becomes weak for low enough densities and lattice
temperatures such that we can identify a physically relevant phase space where true
excitons exist in the system for very long times.
Since the nature of the other class of incoherent quasi-particles is still unknown, we next
try to determine when and how these quasi-particles are generated. For this purpose, we
assume completely incoherent conditions such that Sl;ncohðqkÞ and Gl;nðqÞ vanish for all times.
In addition, if we introduce an approximation where Dl;nrestðqÞ is neglected while the triplet
scattering is described phenomenologically via Tl;nðqÞ ¼ igDhX yl;qX n;qi in Eq. (237), we
obtain a simple steady-state solution
DNl;nðqkÞ ¼
En  El
En  El  ig
hX yl;qkX n;qk iS, (239)
whenever the carrier densities remain constant. In this form, we observe clearly that the
new class of incoherent excitations excludes excitons and depends only on carrier densities.
Thus, this part of the many-body state can be referred to as correlated electron– hole plasma
which is a state where electrons and holes attract each other without forming excitons.
The principal characteristics of the correlated electron–hole plasma is visualized in
Fig. 10 for the QWI and QW systems. These results are obtained by inserting Eq. (239) into
Eq. (234) for the dilute carrier densities of neh ¼ 104 cm1 for the wire and neh ¼
2 109 cm2 for the QW, respectively. In the numerical evaluations we used 40K
Fermi–Dirac distributions for the electrons and holes in both cases. We notice in Fig. 10
that the pair-correlation functions of the QW and the QWI systems are qualitatively
similar. In particular, Dg¯ehðrkÞ shows an elevated probability to ﬁnd electron and hole close
together. This probability is only weakly dependent on the precise value of the dephasing
constant g.
As a distinctive difference between the correlated plasma and the results for exciton
populations (see Fig. 9), we note that Dg¯ehðrkÞ for the correlated plasma becomes negative
for larger distances. This indicates that the electron–hole pairs reduce their average
separation by reorganizing the long and short-range parts of the joint probability
distribution. In the integrals
R
drkDg¯ehðrkÞ in one-dimensional and
R
drkrkDg¯ehðrkÞ in two-
dimensional the negative and the positive valued parts compensate each other to yield a
vanishing result.
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Fig. 10. Pair-correlation function for a correlated electron–hole plasma obtained by evaluating Eqs. (234) with
(239). (a) The normalized Dg¯eh is show for the QWI system with the carrier density 10
4 cm1 at 40K. The results
are obtained for the two dephasing constants, g ¼ 0:42meV (shaded area) and g ¼ 0:84meV (solid line). (b)
Magniﬁcation of the large distance part of frame (a). (c) The inﬂuence of real exciton populations is analyzed by
evaluating Dg¯eh. Here, a fraction of 0.16–0.8% (from bottom to top) of 1s-excitons is added to the correlated
electron–hole plasma. Also jf1sðrÞj2 (dashed line) and the correlated plasma result (shaded area) are shown. (d)–(f)
The same analysis as in (a)–(c) is presented for a QW system with 2 109 cm2 carrier density at 40K. Here, Dg¯eh
has been multiplied by r to obtain the radial probability distribution.
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populations to the correlated plasma modiﬁes Dg¯ehðrkÞ toward a pronounced 1s-like shape,
which produces an overall positive integration area. This indicates that Dg¯ehðrkÞ provides a
sensitive measure for the presence of truly bound excitons.
In order to understand the energetic differences between the correlated electron–hole
plasma and the exciton populations for a general incoherent many-body state, we analyze
the total average energy by expressing Eq. (200) in the exciton basis
Ecarr ¼
X
kk
½eekkf ekk þ ehkk f hkk  þ
X
kk;k0k
Vkkk0k ½f
e
kkf
e
k0k
þ f hkk f hk0k 
þ
X
l;qk
ElðqkÞ 
X
kk
ðeekk þ ehkk ÞfLl ðkkÞfRl ðkkÞ
" #
DNlðqkÞ

X
lan;qk
X
kk
ðeekk þ ehkk ÞfLl ðkkÞfRn ðkkÞ
" #
DNl;nðqkÞi
þ
X
kk;k0k;qk
1
2
V qk ðc
qk;k
0
k;kk
c;c;c;c þ cqk;k
0
k;kk
v;v;v;v Þ, ð240Þ
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_2q2k
2ðme þ mhÞ
. (241)
Here, ElðqkÞ deﬁnes the energy of an exciton with a center-of-mass momentum qk. When
the incoherent carrier system exists dominantly in the form of an exciton population
DNl;qk , we may omit the non-diagonal DhX ylX ni contributions to obtain
Ecarrjlpop ¼
X
kk
eekk f
e
kk 
X
qk
fLl ðkkÞfRl ðkkÞDNlðqkÞ
2
4
3
5
þ
X
kk
ehkk f
h
kk 
X
qk
fLl ðkkÞfRl ðkkÞDNlðqkÞ
2
4
3
5þX
qk
ElðqkÞDNlðqkÞ
þ
X
kk;k0k
Vkkk0k ½f
e
kk f
e
k0k
þ f hkk f hk0k 
þ
X
kk;k0k;qk
1
2
Vqk ðc
qk;k
0
k;kk
c;c;c;c þ cqk;k
0
k;kk
v;v;v;v Þ. ð242Þ
For the pure exciton case, the carrier distributions produce the same density as theP
qk
DNlðqkÞ term. In addition, these distributions very closely follow the shape of the
exciton wavefunction product, fLl ðkkÞfRl ðkkÞ. Consequently, the ﬁrst two kinetic energy
terms practically compensate each other. Since the remaining terms also vanish for
sufﬁciently dilute densities, we ﬁnd
lim
ne;h!0
Ecarrjlpop ¼
X
qk
ElðqkÞDNlðqkÞ. (243)
Hence, the average energy per particle is close to El which can be signiﬁcantly below the
band-gap energy, see Fig. 8. Due to the energy difference between the uncorrelated
electron–hole plasma (Ecarr40) and the exciton populations (Ecarro0), the formation of
excitons in an electron–hole plasma requires signiﬁcant dynamical rearrangements between
these two many-body states. Hence, we conclude from Eq. (237) that the phenomeno-
logical scattering model for Tl;nðqÞ is not good enough to describe formation of excitons in
the incoherent regime since such an approach only produces a correlated electron–hole
plasma.
If the system only contains the correlated electron–hole plasma, we have
Ecarrjcorr: plasma ¼
X
kk
½eekkf ekk þ ehkk f hkk  þ
X
kk;k0k
Vkkk0k ½f
e
kkf
e
k0k
þ f hkk f hk0k 

X
lan;qk
X
kk
ðeekk þ ehkk ÞfLl ðkkÞfRn ðkkÞ
" #
DNl;nðqkÞ
þ
X
kk;k0k;qk
1
2
V qk ðc
qk;k
0
k;kk
c;c;c;c þ cqk;k
0
k;kk
v;v;v;v Þ. ð244Þ
Since here all correlation terms are non-linear with respect to the carrier density, we can
understand that the formation of such a correlated electron–hole plasma yields only a very
small energy reduction compared to the uncorrelated plasma state. Since the correlated and
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uncorrelated electron–hole plasma can be converted rather easily into a correlated state
where electrons and holes attract each other without true exciton formation. This small scale
rearrangement can be well modeled by implementing a phenomenological dephasing Tl;nðqkÞ.6.6. Terahertz spectroscopy and excitons
In dilute gas spectroscopy, one often detects small concentrations of a particular species of
atoms or molecules by using an optical probe that is sensitive to transitions between the
eigenstates of the respective species. If the characteristic absorption resonances are observed
in the probe spectrum, the atoms or molecules must be present, and one can deduce their
relative concentration through proper normalization of the respective transition strength. To
understand why this simple scenario does not apply for interband optics in semiconductors,
we have to remember that the interband transitions in semiconductors do not conserve the
number of electron–hole pairs. In other words, each interband absorption process creates an
electron–hole pair while an interband emission process destroys such a pair. As a result,
interband absorption or emission leads to transitions that connect semiconductor eigenstates
with different numbers of electron–hole pairs.
In order to ﬁnd a direct analog between semiconductor optics and atomic spectroscopy,
we have to consider an energy range of light that does not change the number of
electron–hole-pair excitations, i.e. we need to consider intraband transitions where
electron–hole pairs are neither created nor destroyed. In particular, we want to look for
transitions between the exciton levels [16,17,118,119] to identify the presence of exciton
quasi-particles in semiconductors. Here, the most pronounced resonance is expected at
_ot ¼ _o2p  _o1s corresponding to the excitation of the exciton from its lowest, 1s, state
to the next higher, 2p, state. For many of the commonly studied direct-gap compound
semiconductors, the excitonic binding energies are in the range of a few meV such that the
transition energy _ot is in the THz part of the electromagnetic spectrum [16,17].
We next discuss the direct correspondence between atomic spectroscopy and THz
spectroscopy in semiconductors. A particular interest is here to ﬁnd a direct way to detect
the exciton number as deﬁned in Section 6.4. The theory for THz spectroscopy can be
described microscopically with the same precision as the optical interband spectroscopy by
applying the same cluster-expansion approach as we have used so far. However, here we
do not elaborate on the details of the calculations and emphasize only the fact that THz
spectroscopy can unambiguously identify true exciton populations. For this purpose, we
only brieﬂy summarize the main steps [18,30,33,34,44,120] needed to understand linear
THz absorption features.
In order to keep the analysis as simple as possible and to concentrate on the precise
identiﬁcation of genuine exciton populations, we focus here on a situation where all
interband coherences have decayed, i.e. P and all other coherent quantities vanish.
Furthermore, we consider here only classical THz ﬁelds described by the vector potential
hAi  hAðtÞieA. Under these conditions, the response of a semiconductor to a THz ﬁeld
follows from the current
J ¼ 1
S
X
kk;l
½jlðkkÞ  e2hAðtÞi=m0f lkk , (245)
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jlðkkÞ  jej_kk  eA=ml, (246)
where eA is the polarization direction of the THz ﬁeld. If we assume that the classical THz
ﬁeld propagates perpendicular to the QW or QWI system, the interaction of the carriers
with the THz ﬁeld is governed by the Hamiltonian
HTHz ¼ 
X
kk
jlðkkÞayl;kkal;kk hAðtÞi, (247)
as discussed in Refs. [18,37,120]. It can be shown that the pure THz absorption properties
follow entirely from the carrier-density dependent part of J [33,120], i.e.
JTHz ¼
1
S
X
k;l
jlðkÞf lk. (248)
To compute JTHz, we have to evaluate the dynamics of the densities
q
qt
f ekk ¼ 
2
_
Im
X
qk;k
0
k
Vk0kþqkkkc
qk;k
0
k;kk
X 
X
qk;k
0
k
Vqkc
qk;k
0
k;kk
c;c;c;c
2
4
3
5, (249)
q
qt
f hkk ¼ þ
2
_
Im
X
qk;k
0
k
Vk0kþqkkkc
qk;kk;k0k
X 
X
qk;k
0
k
V qkc
qk;k
0
k;kk
v;v;v;v
2
4
3
5, (250)
where we have assumed that the incoherent and homogeneous carrier system interacts with
a THz ﬁeld while phonon-coupling effects are neglected for simplicity. Eqs. (249)–(250)
show that the single-particle densities do not couple directly to the THz light. Thus, THz
absorption must involve at least two-particle correlations, which identiﬁes THz absorption
as a uniquely qualified method to directly detect many-body correlations for incoherent quasi-
particle excitations.
Starting from Eq. (247), we can easily convince ourselves that also cc;c;c;c and cv;v;v;v are
not directly coupled to the THz ﬁelds. Furthermore, we can show that the exciton
correlation is directly driven by
i_
q
qt
c
qk;k
0
k;kk
X

THz
¼ jðk0k þ qk  kkÞhAðtÞic
qk;k
0
k;kk
X , (251)
where we have identiﬁed the reduced current-matrix element,
jðkkÞ  jeðkkÞ þ jhðkkÞ. (252)
The THz contribution (251) now has to be added to the dynamics of cX , Eq. (222). With
the help of the transformation (233), we can express this THz contribution as
i_
q
qt
DNl;nðqkÞ

THz
¼
X
b
½Jl;bDNb;nðqkÞ  Jn;bDNl;bðqkÞhAðtÞi, (253)
where we identiﬁed the transition-matrix element between two exciton states,
Ja;b 
X
kk
fLa ðkkÞjðkkÞfRb ðkkÞ. (254)
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the exciton basis. We evaluate the excitonic signatures in the THz current by taking a time
derivative of JTHz. Using Eqs. (248)–(250) and (233), we obtain
q
qt
JTHz ¼
2
_
Im
1
S
X
qk;k
0
k;kk
V qk ðjeðkkÞc
qk;k
0
k;kk
c;c;c;c  jhðkkÞc
qk;k
0
k;kk
v;v;v;v Þ
2
4
3
5
þ 1
_
Im
1
S
X
qk;l;n
ðEn  ElÞJl;nDNl;nðqkÞ
2
4
3
5, ð255Þ
where the property (121) of the exciton states has been used to simplify the matrix elements
related to the exciton contributions. In general, cc;c;c;c and cv;v;v;v provide electron and hole
scattering to the THz currents, which essentially leads to a damping of JTHz.
At this stage, we can perform a full numerical analysis of Eqs. (237) and (253)–(255). Even
though we do this and present the results later, we ﬁrst want to gain some analytic insight
into the THz response. For this purpose, and not for the full numerical evaluations, we now
introduce a few simpliﬁcations that do not compromise the essential aspects of THz physics.
First, we assume that the incoherent semiconductor state is quasi-stationary. This means
that f e, f h and cX are known and stationary before the weak THz excitation of the system.
Since such weak THz ﬁelds induce only small currents which are damped as a consequence
of carrier scattering, it is reasonable to approximate the full microscopic scattering by a
phenomenological damping. In other words, for the analytic evaluations we replace the
contributions of cc;c;c;c and cv;v;v;v by gJJTHz in Eq. (255). We also limit the investigations to
the linear response. Here, the exciton correlation can be split into two parts,
DNl;nðqkÞ ¼ DNl;nðqkÞð0Þ þ DNl;nðqkÞð1Þ, (256)
where DhNið0Þ is the quasi-stationary exciton correlation and DhNið1Þ is the linear response to hAi.
Under these conditions, the exciton correlation dynamics can be linearized such that
Eqs. (237) and (253) together produce
i_
q
qt
DNl;nðqkÞð1Þ ¼ ðEn  El  igÞDNl;nðqkÞð1Þ
þ
X
b
½Jl;bDNb;nðqkÞð0Þ  Jn;bDNl;bðqkÞð0ÞhAðtÞi, ð257Þ
where the main-sum approximation has been used. Furthermore, in the THz generated
contributions, DhNið1Þ we have replaced the inﬂuence of three-particle scattering by a
constant dephasing rate [121].
Deﬁning the total density of exciton correlations as
DnðjÞl;n 
1
S
X
qj
DNl;nðqkÞðjÞ, (258)
we may sum Eq. (257) over qk and take the Fourier transformation to obtain
_oDnð1Þl;nðoÞ ¼ ðEn  El  igÞDnð1Þl;nðoÞ
þ
X
b
½Jl;bDnð0Þb;n  Jn;bDnð0Þl;bhAðoÞi. ð259Þ
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appears in the last term. In the same way, we Fourier transform also Eq. (255) to obtain
i_oJTHzðoÞ ¼  gJJTHzðoÞ
þ 1
2i
X
l;n
ðEn  ElÞJl;n½Dnð1Þl;nðoÞ  ðDnð1Þl;nðoÞÞ%, ð260Þ
where we replaced the microscopic scattering of the current by a decay constant gJ and
noticed that the quasi-stationary Dnð0Þl;n cannot contribute to the current.
Eqs. (259)–(260) are now closed and yield the solution
JTHzðoÞ ¼
1
_oþ igJ
X
n;l
ðSn;lðoÞDnð0Þn;l  ½Sn;lðoÞDnð0Þn;l%ÞhAðoÞi. (261)
From this expression, we see that the THz current only depends on the initial state of the
incoherent quasi-particle excitations, the spectrum of the THz ﬁeld, and the generic THz
response function
Sn;lðoÞ ¼
X
b
ðEb  EnÞJn;bJb;l
Eb  En  _o ig
. ð262Þ
The denominator of this response function introduces resonances corresponding to
transitions between different exciton states, whereas the product of the matrix elements
Jn;bJb;l provides the selection rules.
Just as in the case of linear interband absorption, the result (261) can be directly applied
to produce the linear susceptibility
wTHz 
PTHzðoÞ
0hEðoÞi
¼ JTHzðoÞ
0o2hAðoÞi
, (263)
where we used the general relations, hEðtÞi ¼ ðq=qtÞhAðtÞi and JTHzðtÞ  ðq=qtÞPTHzðtÞ to
evaluate hEðoÞi ¼ iohAðoÞi and PTHzðoÞ ¼ ði=oÞJTHzðoÞ, respectively. Since the QW is
thin compared with the THz wavelength (we have assumed that the planar conﬁnement is
much smaller than the optical wavelength), we may directly solve the linear propagation
problem via the analysis performed in Section 5.6. By applying Eqs. (159) and (164), we
obtain
xTHzðoÞ ¼
1
2
o
nc
wTHzðoÞ; aTHzðoÞ ¼ 2 Im½xTHzðoÞ, ð264Þ
which provides the linear THz absorption for jxTHzj51, as discussed earlier in Section 5.6.
As we insert the result (261) into Eq. (264), we ﬁnd
aTHzðoÞ ¼ Im
X
n;l
Sn;lðoÞDnð0Þn;l  ½Sn;lðoÞDnð0Þn;l%
0ncoð_oþ igJÞ
" #
(265)
which gives the THz absorption from a generic incoherent quasi-particle state.
To gain some more detailed insights, we ﬁrst analyze the THz absorption for the limiting
case where only diagonal correlations exist, i.e. Dnð0Þn;l ¼ dn;lDnð0Þn;n  dn;lDnn. In this
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aatomðoÞ ¼
o
0nc
Im
X
n
ðSnatomðoÞ  ½SnatomðoÞ%ÞDnn
" #
, (266)
SnatomðoÞ ¼
X
b
jDn;bj2
Eb  En  _o ig
. (267)
Here, we deﬁned the excitonic dipole-matrix element
Dl;n  hfLl jer  ePjfRn i ¼
i_
En  El
Jl;n, (268)
using the general connection of dipole- and current-matrix elements [1]. We have also
assumed that the ðEn  ElÞ in Eq. (268) as well as in the nominator of Eq. (262) can be
replaced by _o due to the narrow enough Lorentzian resonances in Sl;n. With these
assumptions, which are typical in atom optics, we ﬁnd that our THz analysis produces an
atom-like absorption spectrum for the case where different atomic levels are populated
according to Dnn. This results clearly establishes the close relation between excitonic THz
and atomic spectroscopy helping us to give physical support to our concept of exciton
populations.
To illustrate the principal features of the correlated electron–hole plasma and the
presence of exciton populations, we compute the THz absorption spectrum for different
experimentally relevant combinations. Examples for the results are summarized in Fig. 11.
In Fig. 11a we show a contour plot of the correlation function jDNn;lð0Þj, evaluated from
Eq. (239) using the same g ¼ 1:7meV as in Fig. 10. We observe clear plasma properties, i.e.
jDNn;lj extends over a large space of exciton states and it has no diagonal contributions,
signifying the absence of true exciton populations.
In Fig. 11b we show the same results as in Fig. 11a, however, for a situation where we
added a 5% fraction of 1s excitons. We observe that jDNn;lj now exhibits a dominant peak
at the 1s state. In Fig. 11c we plot the induced THz response for the correlated
electron–hole plasma with different percentages of 1s-excitons. We note that the pure
plasma produces a rather featureless THz response without resonances. Only when
1s-exciton populations are present, a pronounced 1s-to-2p transition resonance appears.
This resonance, which is located at the energy difference E2p1s  E2p  E1s, can therefore
be used as a qualitative signature in calculations as well as in real experiments, indicating
the presence of 1s-exciton populations.
Repeating the analysis for a QW, we obtain the results in Figs. 11d–f. Even though we
note some minor quantitative differences, the overall results are qualitatively the same for
QW and QWI systems. Hence, we can conclude that the THz response is excellently suited
to sensitively detect 1s-exciton population features.
So far, we have compared the pure correlated electron–hole plasma with conﬁgurations
where we have an admixture of bound 1s-exciton populations. Additionally, the phase-
space of possible quasi-particle states includes also ionized excitons. Since these ionized
states form a continuum, one can excite them only collectively. As a simple example, we
consider a Gaussian distribution,
DnGaussn;l  N0eððEnE0Þ
2=DE2ÞeððElE0Þ
2=DE2Þ, (269)
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Fig. 11. The contour plot of the exciton correlation, jDNn;lð0Þj for the s-like states is presented for (a) the
correlated electron–hole plasma and (b) an electron–hole plasma with 5% 1s excitons in a QWI system. The
contour lines are deﬁned with respect to the maximum value of jDNn;lj. Here, we represented the discrete states as
a 2meV wide area in order to increase their visibility; otherwise, jDNn;lj would just show discrete points at the
bound states. The arrows in the lower left corner indicate the actual position of the 1s state. (c) The corresponding
THz response is shown for the correlated electron–hole plasma (shaded area) and for the cases where the plasma
coexists with 1–5% 1s-exciton fraction (solid lines, from bottom to top). The same analysis for the QW system is
presented in frames (d)–(f). The carrier densities are chosen as in Fig. 10 and we use g ¼ gJ ¼ 1:7 and 2.2meV in
Eq. (265) for the QWI and the QW, respectively.
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The total number of ionized electron–hole pairs follows from
P
l Dnl;l.
Fig. 12 compares the correlated electron–hole-plasma state of Fig. 11 to the results for
the Gaussian ionized-exciton state for both QWI and QW systems. The comparison of
frames (a) and (b) for the QWI, respectively (d) and (e) for the QW, clearly demonstrates
that the correlated electron–hole plasma and the ionized exciton states look very different
once they are presented via a DNn;l contour plot. These drastic deviations clearly show the
need to distinguish between both cases. In particular, a Gaussian ionized-exciton state is
well-focused around its central energy leaving most of the exciton correlation
combinations unoccupied, in contrast to the correlated electron–hole plasma.
In Figs. 12c and f, we compare the THz response of the ionized exciton and the
correlated plasma states. In particular, we observe monotonously decaying and featureless
responses for both the QW and the QWI system. As a quantitative signature, the
correlated electron–hole plasma response extends toward larger frequencies and contains
some small but non-trivial oscillations. In contrast to this, ionized populations display a
smooth and much faster decaying THz response.
The THz response of the ionized exciton state exhibits a typical Drude-like variation
with a / ðo2 þ g2Þ1 dependence while the correlated electron–hole plasma obeys such a
relation only approximatively. Thus, the presence or absence of a clear Drude-like
response can be taken as a signature whether one is dealing with either a correlated
electron–hole plasma or an ensemble of ionized exciton states.
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Fig. 12. The results of Figs. 11a and d, are repeated in frames (a) and (d) for the comparison with an ionized
s-exciton population (b) and (e) in a Gaussian state according to Eq. (269). The ionized state is centered at
E0 ¼ 2meV above the band gap. Its energetic width is DE ¼ 1meV and the total population
P
l DNl;l
corresponds to a 5% fraction of excitons. In frames (c) and (f), the corresponding THz response is shown for the
bare correlated electron–hole plasma (shaded area) and the bare Gaussian ionized-exciton state (solid line). The
results for the QWI system are shown in frames (a)–(c) and for the QW system in frames (d)–(f), respectively.
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introducing a phenomenological dephasing. This clearly is the simplest approximation
for the microscopic scattering of electrons from other objects. The physical assumptions
behind such a discussion are the correlation of the electrons with other quasi-particles.
This is clearly the fundamental requirement for the Drude absorption. The examples for
the electron–hole system discussed here show how a Drude response emerges when the
electrons are correlated with holes via the Coulomb interaction. However, the other quasi-
particles could also be phonons, or even doping centers. Thus, the presented microscopic
THz theory can be directly generalized to compute THz and conductivity responses for a
wide variety of solid-state systems.
In general terms, the incoherent quasi-particle state DNn;l can have a very complicated
form. Especially, if one wants to determine its many-body dynamics, one needs the phase
informations of the off-diagonal terms DNnal as well as the admixture of p-like and higher
states. This complicated problem clearly requires a fully self-consistent solution of the
many-body problem. In the following sections, we present examples for such solutions.
There, we will use the idealized results of the present sections for comparison purposes
allowing us to identify the special characteristics of bound and ionized excitons and of the
correlated plasma contributions.
7. Optical semiconductor excitations
In this section, we study the resonant optical excitation of a semiconductor QW or QWI
system for a variety of experimentally relevant conditions. We place special emphasis to
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Fig. 13. Wavefunction of three lowest exciton states. The wavefunctions are presented (a) in the real-space and (b)
in the momentum space for the QWI system used in this review. Corresponding QW wavefunctions are shown in
frames (c) and (d) as cross-sections along the rx and kx axes.
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In particular, we carefully characterize the generated quasi-particle states and study their
dependency on intensity, and energy of the exciting ﬁeld. We use the quantity
xl 
Dnl
neh
¼
P
qk
DhX yl;qkX l;qk iP
kkf
eðhÞ
kk
(270)
to characterize the concentration of excitons in the state l relative to the total number of
excited carriers. Due to the numerical complexity of the coupled equations, we perform the
full computations for the QWI system but the presented results are qualitatively also valid
for QWs.
As an important piece of background information, we show in Fig. 13 the exciton
wavefunctions of the 1s (solid line), 2p (dashed line), and 2s (shaded area) states in both
real space and momentum space representation. These wavefunctions are computed in the
low-density limit assuming GaAs-like material parameters for the QWI (upper row) and
QW systems (lower row). The QW wavefunctions are presented as cross-sections along the
rx and kx axes. The corresponding 2p energy is approximately 7.6meV above the 1s state
while the 2s energy is approximately 7.9meV above the 1s state. Even though the 2s and 2p
states are energetically very close, it is interesting to notice that the realistic QW
conﬁnement, i.e. the quasi-two dimensional conﬁguration, lifts the energetic degeneracy
which is observed for the strictly two-dimensional system [1].
For the QWI system, the 2p state is the energetically lowest exciton conﬁguration with
an odd parity, i.e. f2pðkkÞ ¼ f2pðkkÞ. In analogy to the QW case, the QWI system has
similar but less degenerate 2p and 2s states than the QW system. Here, the used wire
conﬁnement produces 2p and 2s resonance at 5.8 and 7.7meV above the 1s state,
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similar, especially, with respect to nodes and symmetry characteristics. For example, the
s-like states are (radially) symmetric while the p-like state has an odd parity
f2pðkkÞ ¼ f2pðkkÞ.
7.1. Resonant 1s-excitation
We start our analysis by assuming a resonant excitation at the lowest bound exciton
energy, i.e. we extend the studies of Section 6.2 where we have already seen that such an
excitation can lead to the generation of a considerable concentration of incoherent excitons
for not too high intensities, see Figs. 8–10. Fig. 14 presents results of our full numerical
calculations. Fig. 14a shows the 0.9 ps long excitation pulse (scaled, dashed line), the
generated optical polarization jPj2 (scaled, shaded area), and the excited carrier density neh
(solid line). Fig. 14b compares the dynamical evolution of jPj2 (scaled, shaded area)
with the total fraction of 1s-exciton populations x1s (solid line), 2s-exciton populations
x2s (dashed line), and 2p-exciton populations x2p (dotted line). Fig. 14c shows the1s
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Fig. 14. Excitation at the 1s-exciton resonance. (a) The time-dependent excitation pulse (scaled, dashed line) is
compared with the generated optical polarization jPj2 (scaled, shaded area) and the excited carrier density (solid
line). (b) The dynamical evolution of jPj2 (scaled, shaded area) is compared with the total fraction of 1s (solid
line), 2s (dashed line), and 2p (dotted line) exciton populations. (c) The average energy per particle (solid line) is
presented together with the single-particle energy (dashed line) and the correlated two-particle energy (dotted
line). (d) The linear absorption spectrum; the spectral extension of the pulse (full width half maximum) is indicated
as shaded area. The arrows in panels (b) and (c) mark the temporal position of the pulse maximum.
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single-particle (dashed line) and correlated two-particle energy (dotted line). These
quantities are computed by evaluating Eqs. (201)–(204). In Fig. 14d we plot the linear
absorption spectrum. The center of the shaded rectangle denotes the central energetic
position of the Gaussian excitation pulse and its vertical extension indicates the position of
the half-maximum contour lines. The 0.9 ps excitation pulse corresponds to a 2meV broad
(full-width half-maximum value) spectrum.
As we can see in Figs. 14a and b, the decay of the polarization is accompanied by the
generation of a carrier population where close to 90% of the electrons and holes are bound
into 1s excitons. We have already discussed earlier that this polarization-to-population
conversion is mediated by the coherent two-particle scattering terms resulting from both
the phonon and Coulomb interactions. Fig. 14c indicates a nearly perfect energy
conservation between the exciting pulse and the generated incoherent quasi-particle state.
This energy is 12meV below the band gap. Note, that the unexcited system is deﬁned to
have a vanishing energy per particle. We see in Fig. 14c that the pulse ﬁrst transfers its
energy to the singlets who then release their energy to the two-particle correlations as the
coherences vanish.
7.1.1. Weak excitation
To obtain a more complete picture of the correlated electron–hole pairs, we now project
the exciton correlations into the exciton basis using Eq. (233). In particular, we investigate
the low-momentum exciton states
DNl;nð0Þ ¼ DhX yl;0X n;0i ¼
X
kk;k0k
fLl ðkkÞfLn ðk0kÞc
qk;k
0
k;kk
X . (271)
As discussed already in Section 6.4, the diagonal elements, DNl;lð0Þ, identify the genuine
exciton populations while the off-diagonal elements, DNl;nalð0Þ, deﬁne exciton transition
amplitudes. Since exciton correlations can be directly measured via a weak THz probe, we
also present the THz absorption spectra, Eq. (264), corresponding to the momentary
quasi-particle states. This way, we can identify the characteristic signatures of the
particular exciton states in THz measurements.
The left column of Fig. 15 shows DNl;nð0Þ for s-like states as function of the exciton
energies El and En for the same excitation conditions as in Fig. 14. The right column of
Fig. 15 shows the corresponding THz absorption spectra. At the early times, DNl;nð0Þ
extends over a relatively large portion of all bound and unbound exciton states and
signiﬁcant non-diagonal correlations are generated. With increasing time, DNl;nð0Þ rapidly
develops such that the dominant contribution is centered at the position of the 1s-exciton
population. The extension of DNn;l resembles that of a correlated electron–hole plasma
indicating that the discussed excitation scheme generates a mix of correlated electron–hole
plasma and a dominant 1s population.
The THz absorption qualitatively looks similar to that of the mixture of correlated
electron–hole plasma and 1s-exciton population, presented in Fig. 11. Checking the
absolute values of the induced THz absorption signal, we note that with increasing time the
strength of the 1s–2p resonance in the THz spectrum grows considerably in accordance
with the increasing number of 1s-excitons in the system.
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Fig. 15. Analysis of the excitonic correlations generated by the resonant 1s excitation of Fig. 14. The left column
presents the contour plots of the generated jDNn;lð0Þj for s-like states at different times after the excitation and the
right column shows the corresponding THz absorption spectra. The dashed line along the diagonal of the contour
plots indicates the location of true exciton populations. The arrows in the lower left corner mark the central
energy of the excitation.
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We now repeat our calculations for resonant 1s-excitation but this time we assume an
increased pump intensity. To characterize the resulting situation, we plot f ekk þ f hkk , i.e. the
sum of the single-particle carrier distributions, in Fig. 16. As a consequence of the stronger
excitation this population factor now reaches values around 0.5 indicating signiﬁcant
phase-space ﬁlling effects. Hence, one can expect that the Fermionic substructure of the 1s
excitons should become relevant.
The generated many-body state is analyzed in Fig. 17 by comparing jDNn;lð0Þj and the
induced THz absorption spectra for the strong and the weak excitation cases. We see that
qualitatively very different states are generated. For the weak excitation case, a signiﬁcant
population is observed at the discrete 1s state. In contrast, DNl;nð0Þ extends over several
energetically different states for the strong excitation. In fact, here the excitonic energies
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Fig. 16. The sum of the ﬁnal electron and hole distributions are compared for strong (solid line) and weak (dashed
line) excitations.
a
c
b
d
Fig. 17. Quasi-particle state and THz response after resonant 1s-excitation using strong [frames (a) and (b)] and
weak [frames (c) and (d)] excitation pulses. Frames (a) and (c) show the contour plots of the excitonic correlations
jDNn;lð0Þj; the arrows indicate the energetic position of the excitation. Frames (b) and (d) present the
corresponding THz absorption spectra.
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 229almost completely loose their discrete character, which implies that the 1s-exciton state is
almost ionized as a consequence of the Pauli-exclusion principle [56,30].
The differences between the weak and strong excitation scenarios also show up in their
respective THz responses. Whereas a pronounced 1s to 2p resonance is observed under
weak excitation conditions when the 1s-exciton state is populated, the strong excitation
produces a characteristic Drude-like response of an ionized plasma. Nevertheless, even the
ionized electron–hole pairs remain correlated as discussed in Ref. [56]. This conclusion is
supported by Fig. 17a which shows a pronounced maximum along the diagonal line
indicating the presence of a correlated ionized exciton population.
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Fig. 18. The polarization-to-population conversion efﬁciency for 1s (dashed line) and 2p excitons (solid line) is
plotted as function of excitation density n. The shaded area represents the result obtained without the phonon
scattering (after Ref. [30]).
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296230In Fig. 18, we summarize a series of many resonant 1s-excitation studies by presenting
the relative percentage of excitons in the different quantum states as function of the total
generated carrier density neh which in turn monotonously increases with the excitation
intensity. We note again, that for low carrier densities the optically induced polarization is
mainly converted into incoherent 1s excitons. However, the generated exciton population
drops well below 40% already at moderate densities above 105 cm1 where the phase-
space-ﬁlling factor ð1 f e  f hÞ still has a peak around 0.5. For even higher densities,
Dnn=neh vanishes since the excitons become completely ionized. A test computation where
we omit the phonon scattering contributions, Gphon, indicates that Coulomb scattering
alone would only be able to generated up to 15% of excitons. This switch-off analysis
conﬁrms that polarization-to-population conversion at sufﬁciently low densities is
dominated by phonon-induced scattering for resonant 1s excitations.
7.2. Resonant 2s-excitation
So far, we have seen that the resonant 1s excitation generates quasi-particle states where
the average energy per particle equals the mean photon energy. Thus, it is logical to check to
which degree one can control the quasi-particle states via excitation with different mean
frequencies. As an example, we simulate a situation where the optical excitation is resonant
with the 2s-exciton state. Otherwise, we assume the same pulse duration as for the 1s
excitation. The spectral width of the Gaussian pulse is  0:5meV, such that one has
essentially no energetic overlap with the 1s state. Since the optical absorption at the 2s
energy is roughly 20 times smaller than at the 1s energy, we increased the pulse intensity to
generate electron–hole densities comparable to those obtained for the resonant 1s excitation.
The resulting dynamics is presented in Fig. 19, where Fig. 19a shows the excitation pulse
(scaled, dashed line), the generated optical polarization jPj2 (scaled, shaded area), and the
generated carrier density neh (solid line). Fig. 19b compares the evolution of jPj2 (scaled,
shaded area) with the total fractions for three different exciton populations: x1s (dotted
line), x2s (dashed line), and x2p (solid line). Fig. 19c shows the average energy per particle
(solid line), together with the single-particle (dashed line) and correlated two-particle
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Fig. 19. Excitation at the 2s-exciton resonance. (a) The time-dependent excitation pulse (scaled, dashed line) is
compared with the generated optical polarization jPj2 (scaled, shaded area) and the excited carrier density (solid
line). (b) The dynamical evolution of jPj2 (scaled, shaded area) is compared with the total fraction of 1s (dotted
line), 2s (dashed line), and 2p (solid line) exciton populations. (c) The average energy per particle (solid line) is
presented together with the single-particle energy (dashed line) and the correlated two-particle energy (dotted
line). (d) The linear absorption spectrum; the spectral extension of the pulse (full width half maximum) is indicated
as shaded area. The arrows in panels (b) and (c) mark the temporal position of the pulse maximum.
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 231(dotted line) energies determined using Eqs. (201)–(204). The middle of the shaded
rectangle in Fig. 19d indicates the central energetic position of the Gaussian excitation
pulse with respect to the linear absorption spectrum. The width of the rectangle symbolizes
the half-width of the excitation.
We observe in Fig. 19a that for the chosen conditions the 2s excitation generates roughly
the same amount of carriers than the 1s excitation in Fig. 14a, however, the polarization
decays much faster. This phenomenon is directly related to the elevated excitation-induced
dephasing for the excited 2s-like polarization in comparison with the 1s-like polarization in
Fig. 14a. As the polarization decays, it transfers its energy to incoherent correlations.
In Fig. 19b we note the surprising result that the 2s-polarization is converted into a mix of
2s and 2p populations. This is clearly possible from the energy conservation point of view,
however, the direct optical generation of p-type excitons is unexpected at ﬁrst sight since it
involves a symmetry change of the optically induced 2s-type polarization. As we discuss
below, in Section 7.2.2, this symmetry breaking is directly related to the diffusive character
of the Coulomb-induced scattering. The energy conservation aspects of this process can be
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the excitation.
7.2.1. Terahertz gain
To better characterize the state that is generated by exciting at the 2s-exciton resonance,
we assume the same excitation conditions as in Fig. 19 and present in Fig. 20 contour plots
of jDNl;nð0Þj for s-like states in the plane of exciton energies En and El. At the early times,
this correlation function extends over a broad energy range, similar to the case of the 1s
excitation. However, with increasing time, jDNl;nð0Þj develops its maximum at the 2s
energy. Furthermore, we observe that the electron–hole quasi-particle state contains
signiﬁcant off-diagonal contributions and populations at elevated energies.
The right column of Fig. 20 contains the THz absorption spectra computed at the
respective times. As an important feature, we note that the THz absorption becomes
negative around the 2p–1s transition energy. In other words, the generated quasi-particlea
b
c
d
e
f
g
h
Fig. 20. Analysis of the many-body state generated by the resonant 2s excitation shown in Fig. 19. The left (right)
column presents the contour plot of jDNl;nð0Þj for s-like states (the THz absorption spectra). The dashed line at
the diagonal indicates the location of true exciton populations and the arrow at frame (d) indicates the central
energy of the excitation pulse.
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Fig. 21. Exciton 1s–2p population inversion and THz gain. The population inversion (a) and the THz peak gain
(b) are shown as function of the excitation energy as it is tuned across the 2s resonance. The linear low-density
optical absorption spectrum is plotted in frames (c) and (d) for comparison and the dashed line marks the peak of
the 2s-exciton resonance.
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 233state exhibits THz gain as a consequence of the population inversion between the 1s and 2p
states [30]. Very similar THz gain features have been observed in recent experiments [122]
performed with indirect semiconductors. This gain opens up the possibility to generate
THz lasers using the semiconductor as the active THz-gain medium. We notice in Fig. 20
that the THz spectrum is positive for small frequencies close to o ¼ 0, except for the early
times that are dominated by dynamical transients. These positive contributions stem from
the excitation of ionized populations together with the electron–hole plasma.
To check the detuning dependence of the predicted THz gain, we analyze the level of
population inversion Dninv ¼ Dn2p  Dn1s as function of the excitation frequency around
the 2s resonance. The result is plotted in Fig. 21 together with the THz peak gain. For the
assumed pumping strengths, the population inversion has a maximum around 5
103 cm1 for resonant 2s excitation. This level can be increased to some extent by elevating
the intensity of the excitation. Ultimately, however, the maximum 2p-excitation level is
restricted by the eventual ionization of the 2s and 2p exciton states. From an application
point of view, it is encouraging to note from Fig. 21 that population inversion and THz
gain are obtained for a relatively large range of frequencies which extends to detunings well
above the 2s state.
Clearly, the excitation induced ionization of the 2s and 2p states sets limits to the
amount of obtainable THz gain and 1s–2p population inversion. The dependency of these
effects on the excitation intensity is investigated in Fig. 22. Here, we have kept the center
frequency at the 2s resonance and increased the pump intensity. We have then determined
the corresponding concentrations for 1s excitons (dashed line), 2s excitons (shaded area),
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Fig. 22. Optically generated population of 1s (dashed line), 2p (solid line), and 2s (shaded area) excitons as
function of excitation density n for pumping at the 2s resonance. According to Ref. [30].
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296234and 2p excitons (solid line). We observe that THz gain is reached for densities up to
approximately 7 104 cm1. Due to their weaker binding and enhanced excitation induced
dephasing, the 2s and 2p excitons are ionized for lower densities than the 1s excitons.
7.2.2. Formation of 2p-excitons
The question remains why a substantial amount of population in the 2p-exciton state is
generated after pumping at the 2s resonance. Comparing calculations with and without the
inclusion of phonon scattering, we can conclude that the 2p-exciton generation is
dominated by the Coulomb scattering [30]. To understand how the Coulomb interaction
induces such symmetry changes in the polarization-to-population conversion, we take a
closer look at the scattering (G) and the conversion (G) mechanisms in Eqs. (205) and
(216)–(218), which both stem from the same basic Fermionic correlation cv;l;l;c ¼
Dhayvaylalaci. To get a feeling for the principle microscopic mechanism behind the con-
version, we consider a few analytic approximations that simplify cv;l;l;c but still preserve the
general character of the excitation-induced dephasing [46,30].
The simplest possible approximation,
V qk
X
nk;l
c
qk;nk;kk
v;l;l;c
2
4
3
5
app
¼ i g
2
Pkkdqk;0, (272)
introduces a phenomenological dephasing to the polarization Eq. (205), compare Section
6.2. Inserting this into Eqs. (205) and (216)–(217), we arrive at a decay model
iGappkk ¼
X
qk
Vqk
X
nk;l
c
qk;nk;kk
v;l;l;c
2
4
3
5
app
 c2v½ % ¼ igPkk , (273)
iG
qk;k
0
k;kk
app ¼ 2P%kkGPk0kdqk;0. (274)
These approximations conserve the property that ½P%kkPk0k þ
P
qk
c
qk;k
0
k;kk
X  is a constant of
motion with respect to the scattering. However, this model only allows for conversion of
s-type polarization to s-like exciton populations, in contrast to our microscopic results.
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Fig. 23. Schematic presentation of two polarization-to-population conversion schemes: (a) via the dephasing
model described by Eqs. (273)–(274) and (b) via the diffusive model described by Eqs. (278)–(279).
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 235The corresponding polarization-to-population conversion is schematically illustrated in
Fig. 23a.
For a better approximation, we look at the process of excitation-induced dephasing. We
notice that Coulomb-induced dephasing is actually a diffusive redistribution of the
microscopic k-state polarizations since it satisﬁes strict conservation lawsX
kk
Gkk ¼ 0, (275)
X
kk;k0k;qk
Gqk;k
0
k;kk ¼ 0. (276)
Clearly, our ﬁrst approximation violates these conditions. Therefore, we now introduce a
model which has the same structural form as the second-Born solution of cv;l;l;c [52].
For this purpose, we approximate
V qk
X
nk;l
c
qk;nk;kk
v;l;l;c
2
4
3
5
red
¼ iUqk ðPkk  Pkkqk Þ=2, (277)
where Uqk is chosen to be a real-valued, non-linear functional of f and P. By inserting this
into Eqs. (205) and (216)–(217), we ﬁnd a diffusive model,
iGredkk ¼
X
qk
Vqk
X
nk;l
c
qk;nk;kk
v;l;l;c
2
4
3
5
red
 c2v½ %
¼ i
X
qk
Uqk ðPkkqk  Pqk Þ, ð278Þ
iG
qk;k
0
k;kk
red ¼ ðP%kk  P%kkqk Þ V qk
X
nk;l
c
qk;nk;k0k
v;l;l;c
2
4
3
5
red
 ðPk0kþqk  Pk0k Þ Vqk
X
nk;l
c
qk;nk;kk
v;l;l;c
2
4
3
5
%
red
¼ iðP%kk  P%kkqk ÞUqk ðPk0kþqk  Pk0k Þ, ð279Þ
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population conversion is schematically illustrated in Fig. 23b. We observe that Gredkk
removes polarization from the state Pkk and redistributes it to Pkkqk . A slightly more
complicated redistribution is obtained for the populations.
The relatively simple form of Gred, allows us to transform it into the exciton basis. We
ﬁnd that the conversion rate to the exciton state n is
Gn;nredðqkÞ ¼
X
kk;k0k
fLn ðkkÞfLn ðk0kÞG
qk;k
0
kqh;kkþqe
red ¼ jMnðqkÞj2Uq, (280)
MnðqkÞ 
X
kk
fLn ðkkÞ Pkkþqe  Pkkqh
 
, (281)
indicating that Coulomb scattering leads to the generation of excitons with ﬁnite momenta.
However, no population in the qk ¼ 0 state is produced. For low to moderate 2s-
excitation, we may use the approximation Pkk / fR2sðkkÞ. With the help of the symmetries
fR2sðkkÞ ¼ fR2sðkkÞ and fR2pðkkÞ ¼ fR2pðkkÞ, we ﬁnd that 2s- and 2p-generation rates
follow from
M2sðqkÞ /
X
kk
fL2pðkkÞ½fR2sðkk þ qeÞ  fR2sðkk þ qhÞ, (282)
M2pðqkÞ /
X
kk
fL2pðkkÞ½fR2sðkk þ qeÞ þ fR2sðkk þ qhÞ (283)
which both vanish for qk ¼ 0 but become clearly non-zero for qka0.
For pumping at the 2s-resonance, the energy conservation aspects of Uq are practically
the same for 2s and 2p since these states are nearly degenerate. As a result, the overlap
of the wavefunctions with shifted arguments in MnðqkÞ determines the conversion rate
such that jMnðqkÞj2 can be used to estimate the ratio of generated 2s and 2p populations.
The qk-dependency of jM2sðqkÞj2 (dashed line) and jM2pðqkÞj2 (solid line) is shown in
Fig. 24a (b) for the QW (QWI), where we used the low-density exciton wavefunctions in
the evaluation. The computed 2p-distribution is plotted in Fig. 24c for the QWI after the
polarization-to-population conversion is complete. We observe that the approximative
analysis produces qualitatively similar distributions as the full computation. In addition,
the QW and QWI estimates are very close to each other. If we assume that the qk-
dependence of Uqk can be ignored,
P
qk
jM2sðqkÞj2 and
P
qk
jM2pðqkÞj2 describes the relative
conversion into 2s and 2p excitons, respectively. The discussed approximative analysis of
the conversion produces a ratio of 1.36 of 2s over 2p population for the QWI, which is
close to the fully numerical result. Repeating the same calculations for the QW, we get a
ratio 0.99 showing that the generation of p-like states is strong and qualitatively similar for
QWs and QWIs.
Since the Coulomb interaction conserves the angular momentum, one may ask how this
conservation law is fulﬁlled when a 2s-polarization is converted into 2p-excitons. This
problem is easily answered by noting that we have a many-body system where only the
total angular momentum and not that of any individual electron–hole pair is conserved.
As a simpliﬁed example, we can consider a many-body state consisting of two perfect
2p excitons. Thus, one exciton may be in a quantum state jfn;mi with the usual quantum
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Fig. 24. Analytically computed jM2sðqkÞj2 (solid line) and jM2pðqkÞj2 (shaded area) for (a) a QW and (b) a QWI.
(c) The numerically computed 2p distribution at the ﬁnal time moment of Fig. 19 (after Ref. [46]).
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 237numbers n ¼ 1, m ¼ 1 for 2p-excitons. Using the Clebsch–Gordan coefﬁcients for a two-
dimensional system, we may construct a two-exciton state with total (J ¼ 0, Jz ¼ 0)
jC0;0i ¼
1ﬃﬃﬃ
2
p ½jf1;m¼þ1i1jf1;m¼1i2 þ jf1;m¼1i1jf1;m¼þ1i2, (284)
showing that the many-body system can contain individual p excitons even though the
total angular momentum remains in an s-like state.
7.3. Nonresonant excitation
So far, our analysis has shown that the increase of the excitation frequency from the
1s- to the 2s-resonance leads to the generation of correlated electron–hole-pairs which are
less strongly bound, i.e. where the attractive interband Coulomb interaction plays a less
dominating role. If one continues to elevate the excitation frequency further, the light
eventually becomes energetically resonant with the ionized exciton states. Thus, we may
anticipate that in this situation the optically induced polarization leads to the creation of
incoherent many-body states where the mutual motion of carriers is completely unbound.
To keep the analysis as simple as possible, we consider continuum-excitation conditions
where the difference between the 1s-exciton state and the excitation energy is lower than
the longitudinal-optical (LO) phonon energy. Consequently, LO-phonons do not
signiﬁcantly contribute to the polarization-to-population conversion and the LO-phonon
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Fig. 25. Non-resonant excitation 12meV above the 1s resonance. (a) The time-dependent excitation pulse (scaled,
dashed line) is shown together with the generated optical polarization jPj2 (scaled, shaded area) and the excited
carrier density (solid line). (b) The dynamical evolution of jPj2 (scaled, shaded area) is compared with the total
fraction of 1s (dotted line), 2s (dashed line), and 2p (solid line) exciton populations. (c) The average energy per
particle (solid line) is presented together with the single-particle energy (dashed line) and the correlated two-
particle energy (dotted line). (d) The linear absorption spectrum; the spectral extension of the pulse (full width half
maximum) is indicated as shaded area. The arrows in panels (b) and (c) mark the temporal position of the pulse
maximum.
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296238assisted formation of 1s-excitons is negligible. Consequently, we may limit our
investigations to effects solely caused by the Coulomb and the acoustic-phonon induced
scatterings.
Since in GaAs type systems the LO-phonon energy is roughly 36.5meV, we start our
analysis assuming an excitation frequency of 12meV above the 1s-resonance. This energy
is still relatively close to the unrenormalized band. To compensate for the fact that the
continuum absorption is signiﬁcantly weaker than the excitonic absorption, we have to use
a correspondingly larger intensity to generate a density comparable to the case of the 1s
excitation in Fig. 14.
The resulting dynamics is shown in Fig. 25. Here, we plot in Fig. 25a, the excitation
pulse (scaled, dashed line), the induced optical polarization jPj2 (scaled, shaded area), and
the generated carrier density neh (solid line). Fig. 25b, compares the dynamical evolution of
jPj2 (scaled, shaded area) to that of the total fractions of bound 1s (dotted line), 2s (dashed
line), and 2p (solid line) exciton populations. Fig. 25c presents the average energy per
particle (solid line) and the corresponding single-particle (dotted line) and correlated two-
particle (dashed line) energies which are evaluated using Eqs. (201)–(204). The center of the
ARTICLE IN PRESS
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 239shaded rectangle in Fig. 25d indicates the central energetic position of the Gaussian
excitation pulse and its width corresponds to the half-maximum contour lines.
In Fig. 25a, we see that jPj2 has virtually the same temporal dynamics as the exciting
pulse, which shows that the induced optical polarization more or less follows the pulse
adiabatically for the non-resonant excitation conditions used. As long as the polarization
exists, it can be converted into correlated incoherent populations. The resulting exciton
fractions are plotted in Fig. 25b indicating that even though the excitation frequency is
only slightly above the unrenormalized band gap, we only generate approximately 1%,
2%, and 5% of 1s, 2s, and 2p excitons, respectively. For excitation higher into the
continuum, these exciton fractions continue to decrease. Thus, we conﬁrm the expectation
that non-resonant excitation generates incoherent quasi-particle states with a signiﬁcantly
reduced amount of excitons. In fact, the degree of bound-state populations can be
decreased even further for all detunings simply by increasing the excitation intensity.
We can also conclude from Fig. 25c that the generated incoherent quasi-particle state
has an average energy per particle that matches the excitation. Furthermore, part of the
system energy is stored in the two-particle correlations (dotted line). However, the amount
of correlated energy is clearly smaller than for the cases of 1s- and 2s-excitations studied
previously. In addition, the correlated energy decreases as the excitation frequency is
increased. Thus, we see that under non-resonant excitation conditions we obtain an
electron–hole plasma, i.e. a quasi-particle state with a reduced amount of two-particle
correlations.
To quantify how the generation of bound states depends on the excitation frequency, we
evaluate the total fraction,
xsum  x1s þ x2s þ x2p, (285)
of 1s, 2s, and 2p excitons for pumping with different detunings. Otherwise, we assume the
same material and excitation parameters as in Figs. 14 and 19–25. The result is presented in
Fig. 26 for pumping frequencies ranging from resonant 1s-excitation to non-resonant
excitation 20meV above the 1s state. As a general trend, we notice that the resonant 1s
excitation produces large fractions of bound exciton populations and an exponential
decrease of the total number of excitons, xsum, with increasing detuning.
It is also interesting to analyze the electron–hole quasi-particle state generated via
continuum pumping by looking at its exciton basis representation DNl;n. In the left column
of Fig. 27 we present a contour plot of jDNl;nð0Þj for the s-like states. At the early times, we
notice that jDNl;nð0Þj initially spreads over many exciton states before it then narrows
somewhat with a peak centered around the ionized exciton state that is resonant with the
central energy of the exciting ﬁeld. However, the correlations extend very far away from
the diagonal, En ¼ El, at which we ﬁnd the true exciton populations.
For all the correlation-function plots, the corresponding THz absorption spectra are
presented on the RHS of Fig. 27. We notice a qualitatively different THz response
compared to that obtained under resonant 1s- and 2s-excitation, Figs. 15 and 20,
respectively. For the continuum excitation, the THz absorption gradually develops a
strong positive peak around o ¼ 0 and a decay for positive frequencies roughly
corresponding to the Drude response, which is characteristic for the plasma nature of
the probed electron–hole-pair state. We also observe a small THz gain feature at the 1s–2p
transition. This gain is a consequence of the small population inversion between the 2p and
1s states (see also Fig. 25) generated under the positively detuned non-resonant excitation.
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Fig. 26. The population of different bound exciton states is shown as function of excitation frequency. (a) The
total fraction of 1s, 2p, and 2s excitons is presented for different pump pulse detunings. The excitation intensity is
kept constant except for the isolated 1s excitation (ﬁlled circle) obtained from Fig. 14. (b) The same data as in
(a) are shown on a logarithmic scale. The linear low-density optical absorption spectrum is plotted in frames
(c) and (d).
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intensities, most of the interesting features disappear and only the Drude-like behavior
remains. To see these effects, we compare the THz absorption spectra for the weak
excitation case at 12meV above the 1s state (Fig. 28a), with the result after weak excitation
centered at 17meV (21meV) above the 1s state, Fig. 28c (d). We also show in Fig. 28b the
spectra computed for a situation with an excitation conﬁguration where we assume an
eight times higher pump intensity but otherwise the same parameters as in Fig. 28a. All the
THz spectra are evaluated after the initial coherences have vanished. We clearly note
the predominantly Drude-like response in Figs. 28b and d and the additional small gain at
the 1s–2p transition in Figs. 28a and c.
8. Exciton formation
In the previous section, we have seen that non-resonant optical excitation energetically
well below the LO-phonon frequency produces an incoherent quasi-particle state that has a
vanishingly small level of electron–hole correlations. In other words, we have basically no
bound excitons. An interesting follow-up question is then if and how bound excitons are
formed at later times after such a non-resonant excitation.
Different aspects of exciton formation have been investigated with several phenomen-
ological models [116,123,124]. In those studies, excitons are often treated as bosonic
entities and exciton formation processes are discussed via rate equations and perturbative
scattering contributions to produce excitons out of the electron–hole system. Such an
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Fig. 27. (a)–(d) The correlation function jDNn;lð0Þj for s-like states and the corresponding THz response (e)–(h) is
shown at different times after a continuum excitation. The central frequency of the pump pulse is indicated by the
arrow on the RHS of frame (d).
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optical phonons become less important for low temperatures and excitations below the
LO-phonon frequency. However, most of these theories do not account for the genuine
Fermionic nature of the electron–hole pairs and/or do not systematically treat the different
microscopic processes on an equivalent level.
In this section, we study exciton formation fully microscopically by applying the full
singlet–doublet approach including the triplets at the scattering level. Since electrons,
holes, and excitons are treated at the same fundamentally correct level, we are able to
identify the relevant sequence of microscopic processes inﬂuencing the exciton formation
for conditions where optical phonons are not relevant.
8.1. Numerical studies
Our non-resonant excitation studies show that the generated incoherent quasi-particle
state has an average energy per particle that is well above the electron–hole binding energy.
Hence, in order to form bound exciton populations this average energy has to be reduced
signiﬁcantly. The best candidate for the necessary transfer out of the carrier system is the
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Fig. 28. The induced terahertz absorption after non-resonant excitation is plotted for: (a) weak excitation 12meV
above 1s resonance, (b) weak excitation 17meV above 1s resonance, (c) strong excitation 12meV above 1s
resonance, and (d) weak excitation 21meV above 1s resonance.
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acoustic-phonon-assisted exciton-formation processes. In GaAs type materials, the
coupling to LO-phonons is relatively strong, however, for detunings well below the
energy of exciton plus LO-phonon, only acoustic phonons are relevant. Since the coupling
of the electron–hole excitations to these acoustic phonons is relatively weak, this relaxation
channel usually leads to a slow exciton-formation process which is efﬁcient only when the
correlated electrons and holes are relatively close to each other.
To study details of this acoustic phonon mediated exciton formation, we perform two
independent series of computations. The ﬁrst one is the full analysis where a QWI is non-
resonantly excited above the 1s resonance. The obtained results are then compared to those
of a calculation where a postulated uncorrelated electron–hole plasma at a given density
and temperature is used as an initial state. For this postulated state, we then evolve the full
incoherent singlet–doublet dynamics including triplet scattering terms. For discussional
simplicity, we call the ﬁrst analysis the ‘‘full computation’’ and the second investigation the
‘‘plasma computation’’, even though also this computation correctly includes formation of
all correlations via acoustic-phonon and Coulomb-induced effects.
In the full computation, we assume a 0.9 ps long excitation pulse centered 15meV above
the 1s resonance. For the plasma calculation, we choose the initial state such that the
Fermi–Dirac distributions have matching temperature and density as those generated by
the optical excitation. In both computations, we assume 10K lattice temperature.
Fig. 29 presents the evolution of the 1s-exciton fraction as function of time after the
excitation, both for the full analysis (solid line) and the plasma computation (shaded area).
We see that the full computation directly generates only a very insigniﬁcant amount of 1s
excitons. After some small initial transients related to the rearrangement of the correlated
electron–hole conﬁguration, at about 50 ps the 1s-exciton fraction starts to grow steadily.
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Fig. 29. The percentage of electron–hole pairs bound into 1s excitons is plotted as function of time. The result
obtained for the full calculation assuming non-resonant excitation is shown as solid line. The shaded area
indicates the exciton percentage produced from an incoherently seeded uncorrelated plasma state.
a
b
c
Fig. 30. Electron–hole quasi-particle dynamics: full vs. plasma computation. (a) The electron–hole pair-
correlation function is shown for the full (solid line) and the plasma computation (shaded area). These are
evaluated at 1.2 ns for the excitations used in Fig. 29. The corresponding jDNn;lj states are shown for (b) the full
and (c) the plasma computation.
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the time of 150 ps after the excitation used in the full computation. This time serves as the
initial moment of the plasma computation. We see in Fig. 29 that the plasma computation
quickly evolves toward the steady exciton-formation curve of the full computation. The
generated 1s-fraction becomes nearly identical for both cases after about 300 ps. Thus, we
conclude that the uncorrelated electron–hole state determines how the subsequent exciton
formation proceeds while the correlation effects and the ionized exciton populations are
less important.
To conﬁrm this important result in another way, Fig. 30a presents the pair-correlation
function Dgeh 1.2 ns after the excitation for the full (solid line) and the plasma calculations
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and c. We clearly see that both results are very similar. Hence, as long as we are only
interested in the quasi-stationary results, we may limit our investigations to the plasma
calculation. This approximation considerably simpliﬁes the numerical efforts but still
contains the relevant microscopic contributions.
8.2. Microscopic analysis
For the microscopic analysis of exciton formation out of an electron–hole plasma, we
need to systematically include phonon-assisted three-particle scattering processes.
According to Eq. (109), these phonon-induced three-particle correlations result from
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The explicit form of the phonon-assisted terms, DhQayayaai including single- and two-
particle scattering, are derived in Refs. [18,29]. They describe phonon-assisted carrier
scattering and two-particle correlation contributions, including excitons. In the exciton-
formation process, the phonons remove the energy from the correlated electron–hole
plasma such that the scattering can generate bound exciton populations.
Based on the results discussed so far, we may anticipate that electrons and holes must
ﬁrst come close to each other in real space, before they can form bound excitons. Thus, it is
natural to follow how the electron–hole-pair correlation function evolves in time as the
exciton formation proceeds. Fig. 31 shows a computed sequence of DgehðrÞ as a function of
electron–hole distance r for a low carrier density of ne=h ¼ 2 104 cm1. Already at earlyFig. 31. Pair-correlation function DgehðrÞ for the lattice temperature of T ¼ 10K and carrier density n ¼
2 104 cm1 at different times. The absolute square of the 1s-exciton wavefunction is shown as shaded area (from
Ref. [29]).
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Fig. 32. Computed THz absorption (shaded area) and refractive index changes (solid line) for different THz
probe delays after non-resonant excitation. Here, E2p21s ¼ 5 is the energy difference between 1s and 2p states.
From Ref. [30].
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 245times around t ¼ 0:5 ps, we see that the probability of ﬁnding electrons and holes close to
each other increases as a consequence of the Coulomb attraction. We also notice that the
correlated Dgeh at early times has clearly negative parts indicating a transient depletion
caused by the overall reduction of the electron–hole separation. This form corresponds to
the generation of a correlated electron–hole plasma as seen in Section 6.5. At later times,
DgehðrÞ becomes entirely positive and grows linearly in magnitude. In particular, DgehðrÞ
then assumes the shape of the probability distribution of 1s excitons (shaded area). Thus,
the formation of truly bound 1s-excitons proceeds in the sequence that (i) a correlated
plasma is built up on a sub-picosecond time scale due to Coulomb interaction; (ii) in the
next step, phonon-assisted scattering forms excitons out of the correlated plasma on a
nanosecond time scale.
To illustrate how the exciton formation can be directly detected experimentally, we
compute the THz absorption spectrum resulting from non-resonant excitation with a 500 fs
excitation pulse energetically 16meV above the 1s-exciton resonance. The pulse intensity is
chosen such that it generates a moderate 6 104 cm1 carrier density. In Fig. 32, we see
that the computed aTHzðoÞ is very broad and shows no resonances at 1 ps after the
excitation. Even after 200 ps, the THz response has changed only slightly due to the slow
phonon scattering from electron–hole plasma to excitons. However, roughly 1 ns after the
excitation aTHzðoÞ develops a pronounced resonance at the energy corresponding exactly
to the difference between the two lowest exciton states. The asymmetric shape of aTHzðoÞ is
a consequence of transitions between the lowest and all other exciton states. These results
are in good qualitative agreement with recent experiments [19].
8.3. Phase space
We next investigate how the exciton formation proceeds under different incoherent
excitation conditions determined by the lattice temperature and the carrier density. This
analysis allows us to deﬁne the phase space of exciton formation [18,29].
Fig. 33 shows the dynamics of the 1s-exciton fraction, x1s, for different lattice
temperatures, always starting from an uncorrelated electron–hole plasma with initial
electron and hole distributions at a temperature of T ¼ 60K. Fig. 33 clearly demonstrates
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Fig. 33. Exciton-formation dynamics of 1s populations out of an electron–hole plasma with n ¼ 2 104 cm1 at
an initial temperature of T ¼ 60K. The generated 1s-exciton fraction, x1s, is presented as function of time for
10K (solid line), 20K (dashed line), and 40K (shaded area) lattice temperature. According to Ref. [29].
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296246how the formation rate of 1s excitons quickly drops with increasing lattice temperatures
such that we do not expect any signiﬁcant formation for temperatures above 40K.
We repeat this analysis for different initial carrier densities, neh, and lattice temperatures,
T . In each case, we evaluate the exciton-formation rate,
r1s 
qx1s
qt
, (287)
at 1.2 ns after the initialization of the computations. At this time, the exciton formation
proceeds almost linearly in time, see Fig. 33. Physically, r1s, determines the fraction of 1s
excitons formed per unit time assuming that depletion effects are unimportant.
The basic results of our studies are summarized in Fig. 34 where we plot contour lines
indicating the percentage of electron–hole pairs that are bound into 1s-excitons per
nanosecond. We clearly see that exciton formation is only signiﬁcant for cold lattice
temperatures below 30K and rather low densities. However, once the densities are too low,
the formation rate drops because it becomes increasingly improbable for electrons and
holes to ﬁnd the scattering partners necessary for the formation process [18]. Hence, there
is an optimum density–temperature range where the scattering probability between
electrons and holes is sufﬁciently large to enable exciton formation.
8.4. Thermodynamic limit
In order to study formation and stability of exciton populations under ideal best case
conditions, we assume that spontaneous emission can be suppressed such that a quasi-
equilibrium between the electron–hole plasma and the excitons may be reached [4,125]. We
want to study the stability of a certain exciton population at a given lattice temperature
and carrier density. Therefore, we perform calculations where we take an initial exciton
population and monitor its dynamic evolution in the presence of interacting electrons,
holes, and phonons. Since we are only interested in the quasi-equilibrium state of the
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Fig. 34. Contour plot of exciton-formation rate ðq=qtÞDhN1si=Ne for an initial carrier temperature of 60K and
varying lattice temperatures and carrier densities. Values are given in %=ns, i.e. they show the percentage of
carriers bound to 1s excitons per nanosecond. The exciton-formation rates are taken after 1.2 ns of evolution.
According to Ref. [29].
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particle correlations. When the full dynamical evolution of the exciton correlation
dynamics, including phonon scattering (286), is solved toward a steady state, the quasi-
equilibrium conﬁguration can be determined. In all cases studied here, we assume that the
initial carrier densities are Fermi–Dirac distributions at the lattice temperature.
Furthermore, we assume initially vanishing two-particle correlations cq;k
0 ;k
c;c;c;c and c
q;k0 ;k
v;v;v;v but
we seed the system with excitonic correlations c
q;k0 ;k
X corresponding to different 1s-exciton
fractions. This initial state can be expressed via
c
qk;k
0
kqe;kkþqe
X ðt ¼ 0Þ  f1sðk0kÞf1sðkkÞDN1sðqkÞ, (288)
where DN1sðqkÞ is a Bose–Einstein distribution of 1s-excitons. In order to construct a
physically consistent initial conﬁguration with full excitonic correlations, we ﬁrst evolve
our coupled equations by artiﬁcially holding the exciton fraction constant for 120 ps before
entering into the full calculations.
The temporal evolution of the 1s-exciton fraction for an initial carrier density neha0 ¼
0:05 and a lattice temperature T ¼ 20K is shown in Fig. 35. In order to ﬁnd the quasi-
equilibrium exciton fraction, the full exciton-formation dynamics is evaluated for different
initial 1s-populations varying from Dn1s ¼ 0 to Dn1s ¼ 0:3 neh. All of these runs are seen to
converge to the same ﬁnal level with a well deﬁned quasi-equilibrium exciton fraction of
x1s ¼ 15:4% showing the desired insensitivity of the ﬁnal result to the choice of the initial
conditions.
By repeating the analysis for many different densities and temperatures, we can
construct the phase diagram presented in Fig. 36. We see that large exciton fractions are
obtained only in the low temperature and density regime while x1s is dramatically reduced
for elevated temperatures and densities. The temperature dependence can be intuitively
explained by thermodynamical arguments since for higher temperatures excitons should
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Fig. 36. Steady-state fraction of 1s excitons for various temperatures and carrier-densities. From Ref. [55].
Fig. 35. Fraction of excitons, x1s, with respect to density as function of time t. Initial values of x1s are 0, 0.075,
0.14, 0.15, 0.16, 0.225 and 0.3 (from bottom to top) and computations have carrier density neha0 ¼ 0:05 and lattice
temperature T ¼ 20K. According to Ref. [55].
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296248become more ionized. The density dependence of x1s follows from several effects: (i) the
Coulomb potential becomes screened, which eventually ionizes the 1s state [56,106], (ii) the
Fermionic substructure of the composite particles becomes important [88], and (iii) non-
linear scattering processes increase with increasing density.
It is interesting to compare the density dependence of the full steady-state computations to
a dynamical exciton-formation investigation. In the dynamical study, we start the full exciton-
formation calculation with vanishing exciton correlations and extract the number of bound
electron–hole pairs after 0.5 ns of evolution. Fig. 37 shows for a T ¼ 10K lattice temperature
the comparison of steady-state (solid line) and fully dynamic (shaded area) computations.
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Fig. 37. A comparison of exciton fraction x1s as function of density at a lattice temperature T ¼ 10K obtained by
steady-state computations (solid line), and dynamic formation (shaded area). According to Ref. [55].
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However, the dynamical calculation yields rather slow formation rates for low to intermediate
densities. The formation process exhibits a characteristic density dependency, being most
efﬁcient at intermediate densities of ne;ha0  0:1 and decreasing signiﬁcantly for both lower
and higher densities. The time required for signiﬁcant exciton formation at low densities
clearly exceeds 10ns, which shows that under most conditions where radiative recombination
events happen on a nanosecond time scale, no quasi-thermodynamical steady-state is ever
reached for the exciton populations in direct-gap semiconductors.
9. Quantum-optical semiconductor excitations
In this section, we apply the complete microscopic theory presented in Section 4, to treat
quantum-optical effects such as PL, squeezing, and entanglement [15,24–26,28,32]. The
same theory can also be applied to describe quantum-optical effects in THz emission
[35,69,70,126]. In general, the quantum aspects of light become particularly important
when the light and carrier systems enter the incoherent regime. For these situations, the
energy of the light ﬁeld is completely stored in its quantum ﬂuctuations such that all
light–matter coupling effects are determined by quantum-optical aspects. Thus, both the
light ﬁeld and the related quasi-particle excitations must be treated fully quantum
mechanically. As examples, we analyze luminescence and quantum-optical spectroscopy
focusing on the differences in the semiconductor quasi-particle states resulting from
quantum-optical instead of classical excitation.
9.1. Semiconductor luminescence equations
As a ﬁrst step, we discuss how the light quantization effects the carrier system. Since we
assume the completely incoherent regime, all coherent quantities (see discussion in Section 5.8
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particle variables.
The generic Eq. (71) already contains the additional coupling to the quantum-optical
correlations. Putting l ¼ l0 ¼ c, we ﬁnd
q
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f ekk

QED
¼ i
_
X
qk
½DhEvqka
y
c;kkav;kkqk i  DhðEvqk Þ
yayv;kkqkac;kk i
¼  2Re
X
qk;q?
Fv;%qk;q?DhB
y
qk;q?
a
y
v;kkqkac;kk i
2
4
3
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which follows by applying the deﬁnitions (27) and (63) and by putting the coherent
correlations DhBayvaci and DhByaycavi to zero. With very similar steps, we ﬁnd the dynamic
equation for the hole distributions,
q
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5. (290)
From these equations we notice that the electron and hole densities couple to correlated
processes, DhByayvaci, where a photon is created by annihilating an electron–hole pair. The
term DhByayvaci describes the correlated photon-assisted electron– hole recombination. In this
process, the center-of-mass momentum qk of the electron–hole pair is conserved since the
photon receives the same in-plane momentum. However, there is no momentum
conservation in the q? direction for planar structures. We have already discussed in
Section 5.7 how this feature leads to the radiative decay of excitations.
The expression DhByayvaci can also be interpreted as photon-assisted polarization because
it contains the coupling of the photon to the polarization-type operator ayvac. In the
incoherent regime, this is the only relevant photon-carrier correlation such that we use the
general form (81) to deﬁne the abbreviation
Pkk;qk;q?  Pv;ckk;qk;q? ¼ DhB
y
qk;q?
a
y
v;kkqkac;kk i. (291)
Because Eqs. (289)–(290) contain P in a summed form, it is also convenient to identify the
collective quantity
Pkk;qk;S 
X
q?
Fv;%qk;q?Pkk;qk;q? (292)
that contains all P terms having the same in-plane momentum, in analogy to Eq. (27).
The photon-assisted polarization terms appear also in the dynamics of the incoherent
two-particle carrier correlations cc;v;c;v, cc;c;c;c, and cv;v;v;v. Usually, the coupling of photons
to exciton correlations, cX  cc;v;c;v introduces the largest effects. Therefore, we present
here only the quantum-optical contributions to cX according to the generic Eq. (96). By
implementing there l ¼ c, n ¼ v, n0 ¼ c, and l0 ¼ v, the quantum-optical coupling DQED
produces
q
qt
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
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¼  ð1 f ekk  f hkkþqk ÞPk0kþqk;qk;S
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ÞP%kkqk;qk;S , ð293Þ
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obtained from Eq. (F.12).
Our investigation in Section 6.5 shows that qk plays the role of the exciton center-of-
mass momentum in cX, see Eq. (233). At the same time, qk appears in Eq. (293) as the in-
plane photon momentum for theP terms. Thus, the in-plane photon and exciton momenta
have to match whenever photon-assisted processes either create or destroy photons or
electron–hole pairs. Since the photon momentum is very small, the exciton correlations
couple to the incoherent light ﬁeld only when their center-of-mass momentum qk is nearly
vanishing. This momentum selective coupling is important only for excitons and not for
the carrier densities since their quantum dynamics follows from
q
qt
f e;QEDkk ¼ 2
X
qk
Re ½Pkk;qk;S ;
q
qt
f h;QEDkk ¼ 2
X
qk
Re½Pkkþqk;qk;S , ð294Þ
where the identiﬁcation (292) has been applied. This general form shows that the carrier
momentum kk can have any value and is not limited by the photon momentum.
In order to determine how the quantum-optical P correlation inﬂuences the carrier
dynamics, we apply the generic Eq. (83) for the band-index combination l0 ¼ v and l ¼ c.
The straightforward substitution yields
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in the incoherent limit. Here, we also identiﬁed the effective photon operator,
BqS 
P
q?
Fvqk;q?Bqk;q? , according to Eq. (27). The triplet-scattering term is obtained from
Eq. (84) by setting l0 ¼ v and l ¼ c, yielding
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Here, the terms given by the ﬁrst sum on the RHS describe the inﬂuence of the Coulomb-
induced scattering on the dynamics of P, while the second and the third sums provide
higher-order correlations due to the coupling to photons and phonons. The treatment of
the Coulomb-induced triplets is presented explicitly in Refs. [24,101] at the scattering level
(see also the discussion in Appendix D.2).
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the third line even when all correlations initially vanish. Thus, this contribution acts as a
spontaneous emission source which has a natural cluster-expansion based division into its
correlated cX part and the f
ef h part related to the uncorrelated electron–hole plasma.
Already the THz analysis in Sections 6.5–6.6 gives us a feeling for the physical relevance of
this separation. In the context of spontaneous emission, we now see that only cX can
describe the effects of true exciton populations whereas the plasma contribution, f ekkf
h
kkqk ,
is an emission source due to the spontaneous recombination of uncorrelated electron–hole
pairs. Clearly, this recombination process occurs as long as an electron and a hole are
found simultaneously with momenta kk and kk  qk, respectively. The corresponding
center-of-mass momentum qk is then transferred to the photon. The correlated cX source
includes both the contributions resulting from the presence of genuine exciton populations
and/or a correlated electron–hole plasma (see also Section 6.5). Since neither the
uncorrelated plasma nor the correlated sources depend on the photon frequency in any
way, they both can initiate photon emission—that is observed as PL—in all relevant
frequency ranges.
The spectral distribution of spontaneously emitted photons is strongly altered by the
resonance structure related to the homogeneous part of the P dynamics, i.e. the terms in
the ﬁrst and second line of Eq. (295). We see that the different kk components of the
spontaneously generation P are coupled via the Coulomb sum in the second line of
Eq. (295). It is interesting to notice that this part of Eq. (295) shows strong analogies to the
homogeneous part of the SBEs. Hence, we see that it is the Coulomb coupling that
produces the excitonic resonances in the resulting PL in the same way as these resonances
appear in the absorption spectra. This important fact implies that the speciﬁc form of the
quasi-particle state of carriers in the spontaneous emission source does not determine
whether or not PL shows excitonic resonances. Thus, the detection of an excitonic
resonance in a luminescence spectrum cannot be a unique signature for the presence of exciton
populations, in contrast to resonances in the THz response. Instead, ‘‘excitonic
luminescence’’ may also result from quasi-particle states containing only a pure
electron–hole plasma. This intriguing phenomenon was ﬁrst predicted in Ref. [15] and
later veriﬁed experimentally [31,34,127]. In general, the detailed signatures of plasma and
exciton population contributions to the excitonic luminescence can be identiﬁed via a
quantitative analysis [31,101,34].
The last line of Eq. (295) contains photon-number-like correlations that are particularly
large when the semiconductor material either is inside an optical cavity or if it is optically
pumped with incoherent light ﬁelds. Thus, this contribution provides either stimulated
coupling or direct excitation effects due to external incoherent ﬁelds. To solve the
corresponding dynamics, we apply Eq. (75) resulting in
i_
q
qt
DhByqk;q?Bqk;q0? i ¼ _ðoq0  oqÞDhB
y
qk;q?
Bqk;q0? i
þ i_
X
kk
½Fvqk;q?P
%
kk;qk;q0?
þ Fv;%qk;q0?Pkk;qk;q? , ð297Þ
where we again only included the incoherent correlations. If the carrier system is close to a
quasi-equilibrium situation, the carrier quantities entering Eq. (295) are nearly constant. In
this regime, Eqs. (295)–(297) are closed. They fully determine the photon ﬂux for the
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IPLðoqÞ ¼ qqt DhB
y
q;q?
Bq;q?i ¼ 2Re
X
kk
F%qk;q?P
%
kk;qk;q?
" #
. (298)
In general, Eqs. (295)–(297) deﬁne the SLE [15,23] since they have an obvious structural
similarity to the SBE discussed in Section 5.1. The SLE can be applied to systematically
explain quantitative features of PL ranging from the low-density conditions [26,27] up to
the gain regime [108,128,129]. The SLE can also be generalized for excitations containing
coherences. For these situations, also quantum-optical correlations of the type DhBBi,
DhBayvaci, and DhBaylali become relevant. These contributions lead to new quantum-
optical effects such as squeezing in the resonance ﬂuorescence [24], entanglement-generated
quantum oscillations [25] and resonances in the probe transmission [28]. For a review of
the generalization of the theory toward the coherent regime, see Ref. [26].
9.2. Radiative recombination of carriers and exciton populations
To analyze the effect of spontaneous emission on the exciton and carrier distributions,
Fig. 38 shows them at different time moments after the coherent resonant 1s-excitation.
These results have been obtained by solving the full singlet–doublet equations for the same
planar arrangement of QWIs as in the previous chapters. In particular, we assumed here a
1 ps excitation pulse with a sufﬁciently weak intensity such that the conditions are
analogous to those in Fig. 14. The snapshot times in Fig. 38 are chosen such that the
polarization-to-population conversion is already complete. For these times, we see that
both the carrier and the 1s-exciton distributions have a wide momentum spread due to the
lack of a momentum sensitivity in the generation processes.
After the population generation, the excitons in the very low-momentum states, i.e.
roughly those with jqkja0o0:1, show a fast decay due to their PL related recombination. In
other words, these are the optically active ‘‘bright excitons’’ that give rise to luminescence.
Due to its momentum selectivity this recombination can lead to a signiﬁcant hole burning
in the exciton distributions [18]. This hole burning is supported by the fact that the exciton
scattering times are relatively slow in comparison to the relatively fast  15 psa b
Fig. 38. (a) Computed 1s-exciton and (b) carrier distributions for a time sequence after the resonant 1s excitation
with classical light (after Ref. [46]).
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Fig. 39. Photoluminescence spectra computed for different times after the 1s excitation with classical ﬁeld of
Fig. 38 (after Ref. [46]).
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discussion in Section 5.7). Hence, the bright excitons are strongly coupled to the light ﬁeld,
which rapidly depletes their population leaving the majority of the excitons in optically
inactive ‘‘dark states’’.
Since an electron with an arbitrary momentum kk can recombine with a hole in the
matching momentum state, kk  qk, all electron and hole states contribute to the emission,
i.e. electron and hole distributions do not show a momentum selectivity. Consequently, the
radiative recombination only leads to slow changes of their total electron–hole population
on a nanosecond time scale [see Eq. (294)]. This important difference between exciton and
carrier distributions is the reason for the fact, that excitons display highly non-thermal
distributions, even if the carriers are basically in a thermal quasi-equilibrium state. As a
result, spontaneous emission is never a weak perturbation for exciton distributions in the usual
direct-gap semiconductors even though the total carrier recombination rate is slow.
The discussed fundamental differences between the optical coupling of exciton and
electron–hole populations lead to strong non-equilibrium features in the exciton PL
[31,34,101,130–132]. As an example, we show in Fig. 39 computed luminescence spectra,
IPL, for the different times used in Fig. 38. We observe that the luminescence decreases
with increasing time, following the depletion of the bright exciton states. However, rather
strong excitonic PL remains, even after the most of the optically active excitons are have
decayed. This excitonic PL without exciton populations underlines the fact that also the
uncorrelated electron–hole plasma produces an excitonic resonance in the luminescence
[15,31,127].
9.3. Concept of quantum-optical spectroscopy
Parallel to atomic Bose–Einstein condensation studies [133–136], semiconductor
researchers are on a persistent quest [137–145] to achieve Bosonic condensation of
excitons. Due to the strong hole-burning signature in the exciton center-of-mass
momentum distributions, it is obviously difﬁcult to accumulate a macroscopic population
of low-momentum excitons after excitation with classical light. As a result, a simple
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semiconductor systems even for very low temperatures. As a consequence, most of the
exciton-condensation experiments concentrate either on the material Cu2O [140,141] where
the energetically lowest exciton state is dipole forbidden, or on indirect semiconductor
systems [142–145] with strongly suppressed radiative coupling.
One may now ask if one can change the negative inﬂuence of incoherent quantum
ﬁelds on the exciton condensation into a virtue by using truly incoherent quantum
excitations to pump—not to drain—direct band-gap systems. Indeed the SLE show that it
should be possible to use an incoherent quantum ﬁeld, deﬁned entirely by its DhByBi
ﬂuctuations, to induce strong photon-assisted polarization correlations. Once P is
generated, Eqs. (293)–(294) predict that it leads to the photon-assisted creation of
correlated electron–hole pairs in low-momentum states matching the in-plane momentum
of the exciting light. This spontaneous-absorption mechanism is the inverse process of the
spontaneous emission. In contrast to a classical excitation, such a quantum excitation
scheme should directly excite excitons into their zero-momentum state; i.e. one should be
able to generate a quantum-degenerate exciton state with a macroscopic population of the
lowest exciton state. These ideas outline the concept of quantum-optical semiconductor
spectroscopy where the quantum statistics of the light is used both to control the excited
state and to follow speciﬁc processes in the subsequent quasi-particle dynamics. This
concept was proposed recently in Refs. [36,37] and we follow this discussion to summarize
the most important aspects.
9.4. Quantum description of exciting light fields
To understand how excitation by coherent (i.e. classical) and incoherent (i.e. quantum)
light differ from each other, we ﬁrst have to identify the precise quantum mechanical states
of the corresponding light sources. In general, light is a Bosonic ﬁeld whose classical and
quantum-optical aspects follow from its quantum statistics. The quantum statistics can be
represented in several equivalent ways, e.g. by using the density matrix, the wavefunction,
or all possible ðJ þ KÞ-particle expectation values h½ByJBK i. Since we have adopted the
cluster expansion approach that deals with expectation values, it is natural for us to
analyze h½ByJBKi.
The properties of classical ﬁelds follow from the singlet factorization producing
h½ByJBKijclassical ¼ hByiJhBiK (299)
for any given mode. It is interesting to note that a coherent state [48,49],
jbi  DðbÞj0i; DðbÞ  eb%BbBy , (300)
corresponds to a classical ﬁeld since h½ByJBKi ¼ hbj½ByJBK jbi ¼ ½b%JbK produces the
classical factorization in Eq. (299) after we identify b ¼ hBi. From a quantum-optical point
of view, a coherent state—i.e. classical ﬁeld—is obtained when the coherent displacement
operator DðbÞ acts on the vacuum state j0i.
The conceptually simplest quantum source has a vanishing classical part, i.e. all singlets
are zero such that the ﬁeld is incoherent. If the ﬁeld has only two-particle correlations
DhByBi, the cluster-expansion (43) produces the quantum statistics according to
h½ByJBKijquantum ¼ dJ ;K J!DhByBiJ . (301)
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ﬁnd the corresponding density-matrix form via
r^th ¼
X1
j¼0
jji n
j
th
ð1þ nthÞj
hjj, (302)
where jji is the usual Fock-number state [48,49]. Since this ﬁeld has h½ByJBKi ¼
Tr½½ByJBK r^th ¼ dJ;K J!½nthJ , the quantum light in Eq. (301) is equivalent to r^th after we
identify nth ¼ DhByBi. There are in fact inﬁnitely many other forms of h½ByJBKi which
could be used for the quantum excitation. However, the thermal light is the simplest
quantum ﬁeld and probably also the most easily accessible source in experiments.9.5. Matching classical and quantum light sources
The position-dependent intensity of the initial pump light, which may be quantum or
classical, follows from
hEðrk; r?ÞEðrk; r?ÞiN
¼ 2
V
X
qk;q
0
k
X
q?;q
0
?
EqEq0 hByqk;q?Bq0k;q0? i e
iðq0kqkÞr eiðq
0
?q?Þr? , ð303Þ
where the subscript N indicates normal ordering of the operators related to the free-space
eigenmodes of light. Terms hBBi and hByByi have been omitted here since they lead to
strongly oscillating contributions like eiðq
0
?þq?Þr? which average to zero as the overall
intensity is analyzed. Since the pump is initially propagating freely far away from the
planar structure, we use a plane-wave presentation of the modes with a quantization
volume V ¼ LS which can be divided into the quantization area S and length L.
For simplicity, we assume homogeneous excitation such that the intensity varies only in
the direction perpendicular to the planar structure. Such a dependency is found only if the
in-plane momenta of the photon operators match according to hByqk;q?Bq0k;q0? i ¼
dqk;q0k hByqk;q?Bqk;q0? i. This condition implies a generalized intensity
hEðr; r?ÞEðr; r0?ÞiN ¼ hEðr?ÞEðr0?ÞiN
¼ 2
V
X
qk;q?;q0?
EqEq0 hByqk;q?Bqk;q0? i e
iðq0?r0?q?r?Þ ð304Þ
which depends only on the r? coordinate. By applying now the cluster expansion, we ﬁnd a
separation into singlets and doublets
hEðr?ÞEðr0?ÞiN ¼ 2hEy0ðr?ÞihE0ðr?Þi
þ 2
S
X
qk
1
L
X
q? ;q0?
EqEq0DhByqk;q?Bqk;q0? ie
iðq0?r0?q?r?Þ
2
4
3
5. ð305Þ
Here, we made the identiﬁcation hE0ðr?Þi  ð1=
ﬃﬃﬃﬃﬃﬃ
SL
p
ÞPq? iEqhB0;q?ieiq?r? since only the
component qk ¼ 0 contributes to the classical ﬁeld propagating perpendicular to the planar
structure.
ARTICLE IN PRESS
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 257With the help of Eq. (305), we obtain the separation,
hEðr?ÞEðr0?ÞiN  hEðr?ÞEðr0?Þiclass þ hEðr?ÞEðr0?Þiquant, ð306Þ
hEðr?ÞEðr0?Þiclass ¼ 2hEy0ðr?ÞihE0ðr0?Þi, ð307Þ
hEðr?ÞEðr0?Þiquant ¼
2
LS
X
qk;q?;q
0
?
EqEq0DhByqk;q?Bqk;q0? ie
iðq0?r0?q?r?Þ, ð308Þ
between the classical and quantum intensity, respectively. For a purely classical case,
hE Eiquant vanishes whereas hE Eiclass is zero for pure quantum case.
Since we analyze how the quantum statistical aspects of light inﬂuence the quasi-particle
excitations, we want to make sure that the conﬁgurations of the pure quantum and
classical excitations are as close to each other as possible with respect to their intensity and
their temporal, and spectral features. The general form of the intensity Eq. (306) suggests
that—besides their drastically different quantum statistics—we can make the pure
quantum and classical excitations nearly identical by demanding that the initial quantum
pulse has the same spatial dependence as its classical counter part,
hEðr?ÞEðr0?Þiquant ¼ ½2hE%0 ðr?ÞihE0ðr0?Þiclass. (309)
By taking a Fourier transformation of Eq. (309) and inserting Eqs. (307)–(308), we ﬁnd the
condition
L
S
X
qk
EqEq0DhByqk;q?Bqk;q0? i ¼ hE
y
0ðq?ÞihE0ðq0?Þi,
hE0ðq?Þi 
Z
dr?hE0ðr?Þi eiq?r? . ð310Þ
Since this equation can be fulﬁlled by quantum ﬁelds that have different distributions of
in-plane momenta, we specify the initial condition
EqEq0DhByqk;q?Bqk;q0? i ¼
1
L
F ðqkÞhEy0ðq?ÞihE0ðq0?Þi,
1
S
X
qk
F ðqkÞ ¼ 1, ð311Þ
where F ðqkÞ deﬁnes the angular spread of the pure quantum ﬁeld.
We are interested only in situations where all carrier-related quantities vanish before the
quantum excitation reaches the unexcited semiconductor structure. Under such conditions,
Eq. (297) can be solved analytically giving
DhByqk;q?Bqk;q0? i ¼ DhB
y
qk;q?
Bqk;q0? i0 eiðoqoq0 Þt. (312)
If we assume a narrow angular spread for the quantum excitation, i.e. F ðqkÞ ¼ Sdqk;0, this
together with Eq. (308) produces
hEðr?; tÞEðr0?; tÞi ¼ hEðr?  ctÞEðr0?  ctÞiquant. (313)
Hence, the quantum excitation propagates in the same way as the classical one. This
observation also shows that the choice (310) provides the same temporal and spectral
features for the quantum and classical excitations since the spatial features of the initial
excitation are matched.
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determined by jqkjoDq where Dq ¼ ðo0=cÞ sinDy is deﬁned by the central energy of the
light _o0 ¼ 1:485 eV and the angular resolution Dy of the excitation. For this
conﬁguration, F ðqkÞ ¼ ð4p=Dq2ÞyðDq  jqkjÞ. As the material parameters are inserted, we
ﬁnd that the full 90
 optical window corresponds to the maximum in-plane photon
momentum q0a0 ¼ 0:094. In the computations, we use either Dy ¼ 45
 or 90
. The spectral
and temporal properties of the excitation are chosen to be a pulsed Gaussian excitation
with
hE0ðqÞipulsed ¼ E0 eðqq0Þ
2=DQ2 eiqr?;0 . (314)
The spectral width and the temporal duration of the excitation is deﬁned by DQ,
its central frequency is given by o0 ¼ cq0, and the intensity is controlled by jE0j2.
The pulse is launched at r?;0 which is far away from the planar semiconductor
structure.
In the following, we present examples where we solve the full singlet–doublet dynamics,
including the SLE, for the same QWI system used in the previous sections. These self-
consistent computations allow us to determine what kind of quasi-particle states are
generated via quantum vs. classical excitation pulses. Before the exciting light enters the
semiconductor, it is assumed to be completely uncorrelated with the electronic system.
Such situations are realized with all excitation sources that are external to and independent
of the excited system. Similarly, the phonon system is assumed to be initially uncorrelated
with both photons and carriers. As a result, the total density matrix r^tot separates into
light, phonon, and electronic parts i.e. r^tot ¼ r^light  r^phonons  r^electrons before the
interactions take place. The speciﬁc form of r^light follows from Eq. (300) or (302) and
the phonon system is chosen to act as a thermal bath where the phonon occupations follow
a Bose–Einstein distribution. The many-body features of the electronic system can be
investigated in its purest form when we assume that the semiconductor before the
excitation is in its ground state jGi. Thus, we choose r^electrons ¼ jGihGj in our analysis. As
the light interacts with the semiconductor, non-trivial electron–photon–phonon correla-
tions build up.9.6. Classical vs. quantum excitation
We now investigate the differences in the generated system of semiconductor quasi-
particle excitations after classical or quantum excitations. In particular, we are interested
to determine to which degree a quantum-degenerate 1s-exciton state can be generated via
quantum excitation. We concentrate here on resonant 1s-excitation conditions since our
studies in Section 6 indicate that for not too high intensities the corresponding classical
pumping can produce an appreciable 1s-exciton fraction.
The numerical results for the classical excitation dynamics are presented in Fig. 40a
where the optical pulse (dashed line, scaled), the induced optical polarization jPj2 (shaded
area, scaled), and the resulting density of bright 1s excitons (solid line) are shown. As in
our earlier analysis in Section 6, the coherent excitation creates a polarization that
eventually decays exponentially. Mostly via acoustical phonon interaction, a part of the
polarization is converted into a 1s-exciton population. However, the density of optically
active excitons, with jqka0jo0:094, remains rather low which suggest that a large fraction
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Fig. 40. Comparison of the excitation dynamics resulting from excitation with pulsed quantum and classical
pump light. (a) Classical excitation; the optical excitation pulse (dashed line, scaled) is shown together with the
optical polarization jPj2 (shaded area, scaled), and the optically active 1s-exciton population (solid line). (b)
Quantum excitation; the incoherent excitation pulse (dashed line, scaled) is presented together with the generates
density of optically active 1s excitons (solid line). (c) The generated DN1sðqkÞ resulting from quantum (shaded
area) and classical excitation (solid line, multiplied by 5) 11 ps after pulse maximum. (d) The exciton–exciton pair-
correlation function is shown as function of electron–hole-pair distance r (after Ref. [36]).
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 259of the excitons is in dark states. Indeed, the ﬁnal 1s distribution, presented as solid line in
Fig. 40c, indicates a wide spread in momentum states and a pronounced depletion for
small momentum states, in full agreement with Fig. 38.
An example for a quantum excitation is shown in Fig. 40b where we assumed an
excitation pulse (dashed line, scaled) with thermal quantum statistics but otherwise the
same properties as the classical pulse in Fig. 40a. The generated density of optically active
1s excitons is plotted as solid line. Its dynamics reveals a striking new phenomenon; the
quantum excitation by-passes the polarization-to-population conversion completely by
directly generating an exciton population. We also notice that the density of optically
active excitons is signiﬁcantly larger than that obtained after coherent excitation suggesting
that the generated excitons predominantly occupy the states with nearly vanishing
momentum. To verify this, DN1sðqkÞ, corresponding to the quantum excitation, is
presented in Fig. 40b as shaded area. Compared with the classical result, DN1sðqkÞ is now
almost singular showing that a macroscopic occupation of the lowest momentum states is
reached.
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investigate the pair-correlation function
DgXXðrkÞ  DhPyðrkÞPð0Þi; PðrÞ 
1
S
X
kk;k0k
a
y
v;kka
y
c;k0k
eiðk
0
kkkÞrk , (315)
where PðrkÞ annihilates an electron–hole pair at the position rk. The function DgXXðrkÞ is
fully determined by the two-particle correlations which tell how an electron–hole pair at
position rk is correlated with another pair at r0k ¼ 0. Thus, a spatial extension of DgXXðrkÞ
to large distances implies that electron–hole-pair correlations exhibit long-range order.
From a practical point of view, DgXXðrkÞ is a two-particle quantity that can be evaluated
exactly from the doublet correlations by using
DgXXðrkÞ ¼
1
S2
X
kk;k0k;qk
c
qk;k
0
k;kk
X e
iqkrk . (316)
Fig. 40d shows the numerical result for DgXXðrkÞ. We see that the quantum excitation
(shaded area) leads to long-range order which is not the case for classical excitation (solid
line). Hence, we conclude that the thermal quantum excitation generates a quantum-
degenerate exciton state, i.e. an exciton condensate.
The condensate in Fig. 40 is directly coupled to the light ﬁeld such that the entire
population recombines radiatively. This radiative decay of the exciton condensate is
depicted in Fig. 41a (b) on a linear (semilog) scale for the quantum excitation used in
Fig. 40. We observe that the generated distribution remains ultra narrow during its entire
lifetime and only a small tail develops toward high-momentum states. Thus, the exciton
state remains degenerate throughout its radiative decay indicating that the exciton
condensate experiences an anomalous reduction of Coulomb and phonon scattering. In
addition, the semi-logarithmic presentation of the distributions nicely identiﬁes that
excitons, having momentum below jqa0j ¼ 0:047, belong to the condensate generated by
the quantum excitation with the 45
 angular resolution. The remaining bright excitons are
found within 0:047pjqa0jp0:094 corresponding to the angles 45
–90
 in the optical cone.a b
Fig. 41. Computed dynamics of the exciton condensate after pulsed quantum excitation used in Fig. 40. (a) The
evolution of the 1s-exciton distribution DN1sðqkÞ is shown as function of time. (b) Same data presented on a
semilogarithmic scale (after Ref. [36]).
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excitons with higher momenta are optically dark. Furthermore, DN1sðqkÞ approaches more
and more a delta function as the angular spread of the quantum excitation approaches 0
.
For example, a two-orders of magnitude higher and narrower DN1s is reached by simply
using an 0:45
 angular resolution instead of the 45
 angular resolution as in Figs. 40 and 41.
9.7. Emission from the condensate
The macroscopic exciton population not only exhibits an anomalous reduction of
scattering but it also displays unusual quantum emission. As an illustration, we present in
Fig. 42a the computed luminescence, IPL, into the direction allowed for the condensate
emission (solid line) and into the remaining bright directions (hatched area). Here, we
assumed the same pulsed quantum excitation as in Figs. 40 and 41. For comparison, the
dashed line indicates the PL after the coherent excitation used in Fig. 40. Under these
coherent excitation conditions, the PL is essentially the same in all directions such that we
need only one direction to characterize its magnitude. To quantify the level of degeneracy
after the quantum excitation, Fig. 42b also presents the time evolution of occupations for
the exciton condensate (solid line), the bright excitons (hatched area), and the dark
excitons (dark area) resulting from the quantum excitation.
We observe from Fig. 42a that the quantum excitation produces condensate emission
which is more than two orders of magnitude larger than the emission in any other
direction. The same ratio is found for the populations in Fig. 42b. Thus, we can correlate
the strongly directional quantum emission directly with the highly singular exciton
distributions. We also notice that the exciton distribution remains singular during its whole
decay dynamics after the quantum excitation. Since the classical excitation does not
produce a strongly peaked exciton population (see Fig. 40c), the used coherent excitation
yields only a weak and mostly non-directional PL. Hence, strong focusing of PL into one
singular direction is a clear indication of the presence of exciton condensate.100
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Fig. 42. (a) Quantum emission after pulsed quantum excitation. The evolution of the total luminescence IPLðqÞ is
presented for the emission direction allowed for the condensate (solid line) and the remaining bright excitons
(hatched area). For comparison, we also plot the total luminescence resulting from the classical excitation in
Fig. 40 as dashed line. (b) The corresponding occupations are plotted for the exciton condensate with DN1sð0Þ
(solid line), the remaining bright excitons with DN1sð0:08Þ (hatched area), and the dark excitons (dark area) with
DN1sð0:2Þ. The temporal dynamics of the quantum pump is displayed as the dashed line (after Ref. [36]).
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stronger PL in comparison with the classical excitation. As a consequence of this enhanced
quantum emission, it is clear that PL from the seeded exciton condensate can be detected
for much lower excitation levels than those needed for classical or non-resonant excitation
schemes. It is interesting to notice that the enhanced coupling of the exciton condensate to
the light ﬁeld also implies a radiative decay of the quasi-particle excitations which is faster
than that observed after classical or non-resonant excitations. After quantum excitation,
the entire excitation decays with the radiative decay constant of the condensate studied in
Fig. 40. Consequently, the excitation vanishes in some tens of picoseconds. In comparison
with this, classical light generates quasi-particle excitations that remain in the system
typically for nanoseconds due to the strongly reduced radiative coupling of the overall
quasi-particle population.
We test the stability of the seeded exciton condensate by evaluating the 1s-exciton
distribution, DN1sðqkÞ, as function of the excitation intensity DI  DhByBi at 4K. To have
a clearer analysis, we use the full optical cone (0
–90
) in the excitation and assume 1
10
reduction of the radiative coupling compared with Fig. 40. The result is presented in
Fig. 43a showing that the degenerate state is remarkably stable against the increased
scattering usually occurring at higher excitation levels. For similar excitation levels,
classical excitation leads to conﬁgurations that suffer appreciable excitation-induced
dephasing. Thus, we can conclude that quantum excitation produces an anomalous reduction
in the scattering even at high levels of excitation.
Fig. 43a also shows that the population of the 1s state continuously increases up to the
intensity level DI ¼ 10 which corresponds to a generated carrier density with na0 ¼ 0:1.
For even higher excitation levels, the 1s-exciton population starts to decrease because the
underlying Fermionic character of the electron–hole pairs gradually prevents the further
exciton accumulation. The quantum-degenerate state ceases to exist above DI ¼ 31 with
na0 ¼ 0:3. In other words, the macroscopic population is reduced even though the intensity
of the excitation is increased. This phenomenon can be attributed predominantly to thea b
Fig. 43. (a) Stability of the exciton condensate after quantum excitation. The distribution DN1sðqÞ is shown as
function of the intensity of the quantum excitation. (b) The computed total photoluminescence IPLð0Þ in the
direction allowed for the condensate resulting from a mixture of pulsed classical and quantum excitations. The
excitations have the same temporal dynamics as in Fig. 40 and the luminescence is determined 16 ps after the pulse
maximum. The results of a full quantum excitation (solid line) are compared with 40% coherent (dashed line) and
100% coherent, i.e. fully classical, (shaded area) excitations (after Ref. [36]).
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remarkably narrow up to the largest densities. This again indicates that the quantum-
source generated condensates experience an anomalous reduction of scattering even when
the carrier density becomes appreciably high.
9.8. Exciton condensate under non-ideal conditions
Since our theory can also be applied for the cases where one mixes quantum and
classical excitation schemes, we now investigate to which degree the predicted quantum
effects are stable against the level of classical components in the pump source. As an
example, we show in Fig. 43b the total luminescence as function of the pump intensity for
pure quantum excitation (solid line), mixed excitation with 40% coherent part (dashed
line), and fully classical excitation with 100% coherent part (shaded area). To have a one-
to-one comparison, we use temporally and spectrally the same pump pulses as in Fig. 40.
We see that for the relatively low levels of excitation studied here, the total luminescence
for the 100% coherent—i.e. classical excitation—case exhibits the expected practically
linear dependence on the excitation strength. However, when we include an incoherent
quantum component to the excitation process, IPL behaves nonmonotonously. Even more
so, for weak to moderate intensities, the quantum excitation scheme leads to light emission
that is enhanced by orders of magnitude in comparison with that of classical excitation.
If we now return to the quantitative analysis, we observe that the luminescence is
maximized at the intensity level DI ¼ 10 corresponding to the maximum singularity of
exciton distributions in Fig. 43a for 100% incoherent quantum excitation. Since the
population of the zero momentum state decreases for elevated intensities, the luminescence
decreases also until it reaches the same level as that for coherent excitation. This predicted
distinctly non-monotonic behavior of IPL should be directly observable in experiments,
serving as a clear signature for the formation of the quantum-degenerate exciton state. We
note in Fig. 43b, that IPL has a maximum even in the presence of 40% coherent excitation,
indicating that an appreciable population in the quantum-degenerate state is generated
even in this imperfect case.
In the remainder of this section, we now discuss how the exciton condensate behaves if
we assume different non-ideal conditions that are likely to be encountered in real
experiments. We ﬁrst investigate the stability of the exciton condensate as the lattice
temperature is increased. Fig. 44a shows the computed 1s-exciton distribution, DN1sðqÞ, for
four different lattice temperatures. Otherwise, this analysis is performed for the same initial
conditions as those used in Fig. 43 in the low-excitation regime with DI ¼ 0:5. We observe
that the degenerate state remains pronounced for all the lattice temperatures even though
the degree of degeneracy is reduced for higher temperatures. To quantify the level of
degeneracy, Fig. 44b presents the corresponding ratio of condensate- and dark-exciton
occupations. We see that the condensate gradually diminishes for elevated temperatures
due to increasing scattering with phonons while phonon scattering becomes orders of
magnitude weaker as the temperature approaches zero. Hence, we conclude that the
condensate is clearly observed for temperatures roughly below 10K.
In fact, we do not observe an abrupt transition into or out of the condensate as function
of lattice temperature or excitation density. Hence, the seeded condensate does not follow
the typical thermodynamic Bose–Einstein condensation arguments. Instead, the light
prepares the quasi-particle excitations into a quantum-degenerate state, which is clearly
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Fig. 44. Stability of the exciton condensate with respect to lattice temperature. (a) The computed DN1sðqÞ is
plotted 11 ps after the pulse maximum (see Fig. 40); the lattice temperature changes from 1 to 24K (bottom to
top). (b) The ratio of condensate and dark exciton occupation, DN1sð0Þ=DN1sð0:2Þ, is presented as function of
lattice temperature (after Ref. [36]).
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depends on its scattering with the environment such that it can be gradually altered via the
lattice temperature and/or the excitation level. At the same time, the scattering dynamics of
the condensate is strongly altered by its quantum statistics which is controlled by the
quantum statistics of the excitation. As a most vivid example, Fig. 43 demonstrates no
appreciable increase in scattering as the intensity of the quantum excitation is elevated.
Under otherwise identical conditions, a classical excitation yields an appreciable increase
in dephasing due to the process of excitation-induced dephasing (see analysis of Section
5.10). We may consequently anticipate that the direct connection of quantum statistics and
scattering opens up several possibilities to detect and control the condensate even with
non-ideal conditions.
Clearly, one of the most important additional dephasing mechanisms results from the
presence of disorder in the semiconductor system [76,146–155]. In a worst-case scenario,
the disorder-related scattering may be independent of the quantum statistics of the
condensate. However, even this does not prevent us from controlling and observing the
effects related to the condensate and its quantum statistics because the overall scattering is
a combination of disorder-, phonon-, and excitation-induced dephasing. The crystal
quality of excellent present-day semiconductor samples is so high that one should easily be
able to reach a regime where the excitation-induced dephasing effects dominate over all
disorder-related effects, see e.g. Ref. [22]. For such samples, the optical response should
display clear and characteristic signatures resulting from the quantum-statistics induced
changes in the quasi-particle excitations. The key to such investigations is to use non-linear
excitations where the classical pump creates a quasi-particle conﬁguration that suffers
from appreciable excitation-induced dephasing. In this intensity regime, one should be able
to control the overall dephasing via the quantum statistics of the light since, e.g. a thermal
quantum source produces an exciton condensate with the anomalous reduction in the
excitation-induced dephasing. Thus, the overall dephasing and the corresponding optical
response depend strongly on the quantum statistics even for non-ideal conditions.
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created electron–hole pairs. Since this momentum is small, the created state is
automatically nearly degenerate. This momentum selectivity can be further enhanced in
dimensionally conﬁned semiconductor nanostructures where only the in-plane momentum
transfer is conserved in the light–matter interaction. By using excitation with normal
incidence in QWI and QW structures, the generated state is strongly conﬁned to the zero
momentum state, which provides the most ideal generation conﬁguration for the
condensate state. The numerical examples in this section concentrate on QWI systems.
Nevertheless, the generation of an exciton condensate works analogously for QW systems
[36,156]. In contrast to this, the condensate is always created into a small—but non-
vanishing—momentum state in bulk systems. In addition, the bulk displays the well-
known polariton propagation problem [157–159]. Hence, the seeded condensate
investigations are simplest in QWI and QW systems.
In principle, the polariton problem does not exits for quantum-dot systems either.
However, the quantum-dot states are discrete by deﬁnition such that it is not meaningful to
discuss about condensates in this context. Nevertheless, quantum-optical excitations are
interesting also for the dots. For example, one can expect to see new quantum-statistic
dependent resonances in quantum-dot microcavity systems [38] according to the so-called
rungs in the Jaynes-Cummings Ladder structure [160,161]. Also interesting single-photon
emission, strong-coupling, and entanglement effects has already been measured [162–167].
First steps toward a cluster-expansion based quantum theory for dots is discussed e.g. in
Ref. [168].
For the experimental realization of quantum-optical spectroscopy, one needs well-
characterized sources of thermal light which can be reached e.g. by using the spectrally
narrow spontaneous emission of other systems. There is also the theoretical prediction
[121] that one can generate incoherent pulses by coherently controlling the spontaneous
emission. Since it may be experimentally challenging to obtain temporally short incoherent
light pulses, one can think of using excitations with a long incoherent, i.e. a quasi cw source
with thermal statistics. Such excitation conditions can be directly implemented into our
analysis by using the initial condition
hE0ðqÞicw ¼
E0e
iqr?;0
sinh½ðq  q0Þ=DQ þ igcw
, (317)
where gcw deﬁnes the switch-on time of the ﬁeld. In Ref. [36], we have shown that such
quasi-cw pumping schemes can produce essentially the same exciton-condensate
characteristics as the pulsed excitations.
Clearly, for experimental observations the detailed spectral, temporal, and direc-
tional diagnostics of the incoherent sources and the quantum emission are important. As a
ﬁrst step, one needs to verify that the quantum source has, e.g. a thermal statistics. From
the point of view of the condensate, only that temporal mode that energetically matches
with the 1s resonance is relevant. Thus, one only needs to verify that this single spectral
mode is incoherent and displays thermal statistics. Since a spectral mode can also be
understood as a temporal mode, the source must be thermal on a time scale corresponding
to the excitonic dephasing time t, which for typical GaAs samples, is in the range of
1–10 ps.
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For low enough carrier densities, the Fermionic substructure of the excitons is of
reduced importance and one can assume predominantly Bosonic characteristics. In such
situations, one may often omit higher-order scattering processes. Under these restrictions,
one can show [36] that a given coherent or thermal source generates a quasi-particle state
where the excitons have essentially the same quantum statistics as the exciting light ﬁeld.
For example, the analysis in Section 5.3 indicates that the coherent excitation produces a
coherent exciton state, jCcohðtÞi ¼ D½cjGi, in the coherent limit according to
Eqs. (145)–(146). Similarly, for the limit without scattering, Ref. [36] shows that thermal
light generates an exciton condensate with the statistics of a thermal state. These
observations lead to a more general principle of quantum-optical spectroscopy for direct-gap
semiconductors:(i) light seeds a quantum-degenerate quasi-particle state with nearly identical quantum
statistics as that of the light,(ii) the quantum statistics of the degenerate state determines how it interacts with other
quasi-particles and states,(iii) the properties of the state and its subsequent evolution show up in the quantum
emission.In atomic systems, quantum-degenerate states have been successfully realized via
Bose–Einstein condensation [133–136]. Several impressive features like interference effects,
long-range order, and entanglement have been observed [169,170]. As an even more
intriguing feature, the degenerate state is internally an inﬁnite-dimensional quantum object
spanned by the number states of the harmonic oscillator. As our investigations show,
exactly this quantum-statistical extension controls the character of interactions between
the degenerate state and other states or systems. In atomic condensates, the connection of
interactions and quantum statistics of number, squeezed, and coherent states has already
been established experimentally [171]. The dependency of interactions on the quantum
statistics is actually a general feature since, e.g. analogous quantum-state dependent
quantum-Rabi oscillations have been predicted [160] and observed [161] between cavity
photons and an atom. Since semiconductors inherently are strongly interacting systems,
one would ultimately like to use a variety of degenerate states to explore and control the
many-body interaction effects in solids via the different forms of the quantum states into
which they can be excited.
10. Summary and outlook
In this review, we discuss many aspects related to the theoretical analysis of coherent and
incoherent semiconductor spectroscopy and the optically generated and detected
excitations states. Generally, it is by now widely accepted that optical spectroscopy is a
very important and versatile tool for identifying and characterizing excitations and
elementary interaction processes in a large variety of inorganic [1,27,98,172,173], organic
[174,175], and biological [176–178] systems. Here, we focus on direct band-gap
semiconductor systems where the light emission or absorption involves electron–hole-
pair excitations. In particular, we show how a fully microscopic theory can be formulated
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conditions.
After the presentation of the general theoretical framework, we devote Sections 5–8 to a
detailed discussion of the phenomena that can be studied using spectroscopy with classical
light, both in the optical and THz regime of the electromagnetic spectrum. These concepts
are then generalized in Section 9 to the novel scheme of quantum-optical semiconductor
spectroscopy where quantum-optical aspects of the excitation and the emission allow for
an additional level of control and information. By solving the full many-body and
quantum-optical correlations self-consistently, we apply these concepts to a variety of
fascinating semiconductor problems, ranging from the formation and generation of
excitons and exciton condensates to their interaction and scattering mechanisms.
In our comprehensive analysis of classical excitation conﬁgurations, we especially focus
on the precise characterization of the particular quasi-particle states that are generated by
light pulses with different frequencies and intensities. One emphasis here is on determining
which role bound electron–hole pairs, i.e. true excitons, play under different conditions.
We ﬁnd that the coherent optical excitation induces a coherent interband polarization
which may lead to the generation of populations via Coulomb and phonon scattering
processes. This polarization-to-population conversion is shown to be very sensitive to the
excitation frequency and the generated carrier density.
By performing the many-body analysis for a wide range of excitation parameters, we are
able to map the phase space of the generated quasi-particle states. In particular, we ﬁnd
that resonant excitation at the 1s-absorption peak is efﬁciently converted into 1s-exciton
populations. For 2s excitations, an interesting mix of 2s and 2p excitons is reached, and for
non-resonant excitation no bound states are created; instead, we ﬁnd a correlated
electron–hole plasma. In this context, we show that the subsequent exciton formation is
basically the same as that starting from an entirely uncorrelated electron–hole plasma
population. On this basis, we perform an extensive study of exciton formation out of an
incoherent plasma. Altogether, these investigations provide a detailed description of the
quasi-particle excitation states reached after different optical excitations.
We also address how different the many-body states can be observed in actual
measurements. Especially, we show that these states can be uniquely identiﬁed via their
THz response. For a 1s-exciton population a distinct 1s-to-2p transition resonance is
detected, whereas THz inversion and gain is observed for 2s excitation at low to moderate
excitation intensities. For non-resonant excitation, a Drude-like response of an electron–
hole plasma is obtained. Thus, it seems that a combination of optical excitations and
response measurements combined with THz measurements should be a very efﬁcient
experimental tool to obtain detailed informations about the semiconductor system.
In Section 9, we explore the full potential of optical spectroscopy by utilizing the
quantum-optical properties of light to expand the possibilities for generating desired quasi-
particle states. Following up on this notion, we develop the concept of quantum-optical
spectroscopy. With this method it should be possible to map the quantum statistical
properties of the exciting light directly onto the generated state of the many-body
excitations. Our calculations show that it should be possible to use experimentally
accessible quantum-light sources to seed an exciton condensate which has a nearly singular
momentum distribution leading to anomalously reduced Coulomb and phonon scattering.
The quantum emission from this state is strongly enhanced, highly directional, and shows
an unusual nonmonotonic intensity dependence.
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high level of control and diagnostic capabilities by combining a sequence of classical,
quantum-optical, and THz excitations to steer and monitor the many-body dynamics in
solids. In this context, we expect that one should discover a new generation of
spectroscopic, interferometric, and wave-mixing setups. Even though, we have so far
investigated mostly GaAs-like material systems, it seems very interesting and promising to
extend these studies also to other materials, such as wide-gap semiconductors, quantum
dots, microcavities, photonic crystals, and many more. These kind of investigations should
be directly possible based on the theoretical concepts discussed in this review.Acknowledgements
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In this Appendix, we summarize the details of the system Hamiltonian (18)–(21) for
multiband QW and QWI systems. For this purpose, we generalize the notation such that
the carrier index l now also contains the subband index l. To emphasize the role of the
conﬁnement levels, we indicate the corresponding quantum number l explicitly. Using
the general wavefunction Eq. (4) in the expansion of the ﬁeld operator, Eq. (1), the
Hamiltonian, Eqs. (18)–(21), can be written in the form
H0 ¼
X
l;l;kk
el;lkk a
y
l;kk
al;kk þ
X
qk;q?
_oq Byqk;q?Bqk;q? þ
1
2
 
þ
X
pk;p?
_Op Dypk;p?Dpk;p? þ
1
2
 
, ðA:1Þ
HC ¼
1
2
X
l;l0 ;l
l0 ;l00;l000
X
kk;k0k
qka0
V l;l;l
0 ;l0
l00 ;l000 jqka
y
l;l;kkþqka
y
l0;l0;k0kqk
al0 ;l00 ;k0kal;l
000 ;kk , ðA:2Þ
HD ¼ i_
X
l;l;l0
X
kk;qk
½Bl;l;l0qk;S  ðB
l¯
0
;l0 ;l
qk;SÞ
yayl;l;kkal¯;l0 ;kkqk , ðA:3Þ
HP ¼ _
X
l;l;l0
X
kk;pk
½Dl;l;l0pk;S þ ðD
l;l0 ;l
pk;SÞ
yayl;l;kkal;l0 ;kkpk . ðA:4Þ
Here, the spin index is included implicitly in l and l0.
With the help of the conﬁnement wavefunctions xl;lðr?Þ, we can write the generalized
QW Coulomb-matrix element as
V l;l;l
0;l0
l00;l000

qk
¼ e
2
4p0
1
S
Z
dr? dr0? d
2rk eiqkrk
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%
l;lðr?Þx%l0;l0 ðr0?Þxl0 ;l00 ðr0?Þxl;l000 ðr?Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2k þ ðr?  r0?Þ2
q , ðA:5Þ
where S is the normalization area. Similarly, the light–matter interaction depends on the
conﬁnement index according to
Bl;l;l
0
qk;S

X
q?
Fl;l;l
0
qk;q?
Bqk;q? , ðA:6Þ
Fl;l;l
0
qk;q?
 1
_
dl;l¯qk;q?Eq ~u
l;l;l0
qk;q?
, ðA:7Þ
~ul;l;l
0
qk;q?
¼ 1
S
Z
d2rk dr?x
%
l;lðr?Þxl¯;l0 ðr?Þuqk;q?ðr?Þ eiqkrk . ðA:8Þ
For the multi-band situation, the acoustic phonon interaction terms (30)–(31), are
generalized as
Gl;l;l
0
p ¼
Fl
_
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_jpj
2cLArL
3
s Z
dr?x
%
l;lðr?Þxl;l0 ðr?Þ eiq?r? , ðA:9Þ
Dl;l;l
0
pk;S

X
p?
Gl;l;l
0
pk;p?
Dpk;p? . ðA:10Þ
It is easy to see that Eqs. (A.1)–(A.10) reduce to Eqs. (18)–(31) in the limit of strong
conﬁnement. Furthermore, we notice that Eqs. (A.1)–(A.10) and Eqs. (18)–(31) are
structurally similar such that all the derivations made for the two-band QW can be
extended directly to multi-band systems by implementing the conﬁnement index in the ﬁnal
steps of the derivations.
The QWI system can be treated analogously to the QW case by simply replacing the
vectorial carrier momentum kk by the scalar kk along the wire. In particular, the properties
of the electrons in the lth QWI are determined by the Fermionic operators al;l;kk related to
a Bloch electron propagating along the wire with momentum kk in the band l. The
corresponding Bloch function is then
fl;l;kk ðrÞ ¼ xl;lðr?Þ
1ﬃﬃﬃ
L
p eikkrkwl;l;k?ðrÞ, (A.11)
where xl;lðr?Þ is the conﬁnement wavefunction of the wire l. Note that the in-plane
direction is now scalar while the perpendicular direction is a vector due to the two-
dimensional conﬁnement. As a result, the wavefunction component related to the crystal-
momentum is normalized with respect to the quantization length L.
If we now formally connect the wire index l with the conﬁnement level index,
Eqs. (A.1)–(A.4) produce directly the Hamiltonian for the QWI system
H0 ¼
X
l;l;kk
elkka
y
l;l;kk
al;l;kk þ
X
qk;q?
_oq Byqk;q?Bqk;q? þ
1
2
 
þ
X
pk;p?
_Op Dypk;p?Dpk;p? þ
1
2
 
, ðA:12Þ
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1
2
X
l;l0;l
X
kk;k0k;qka0
V qka
y
l;l;kkþqka
y
l0;l;k0kqkal
0;l;k0kal;l;kk , ðA:13Þ
HD ¼ i_
X
l;l;kk;qk
½Bl;lqk;S  ðB
l¯;l
qk;SÞ
yayl;kkal¯;kkqk , ðA:14Þ
HP ¼ _
X
l;l;kk;pk
½Dl;lpk;S þ ðD
l;l
pk;SÞ
yayl;kkal;kkpk . ðA:15Þ
Here we have assumed that all QWIs are identical except for their position. In the
Coulomb interaction, we have applied the property that the conﬁned wire states are
electronically decoupled, i.e. we need to include only those Coulomb terms involving
electrons within the same wire. As a result, the Coulomb-matrix element becomes
V qk ¼
Z
d2r? d
2r0? drk
e2jxðr?Þj2jxðr0?Þj2
4p0S
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2k þ ðr?  r0?Þ2
q eiqkrk (A.16)
in the limit of strong conﬁnement used here.
In analog to the QW expressions (A.6)–(A.8), the light–matter interaction can be
presented compactly by introducing the collective photon-operator
Bl;lqk;S 
X
q?
Fl;lqk;q?Bqk;q? , ðA:17Þ
Fl;lqk;q? 
1
_
dlqk;q?Eq ~ul;q, ðA:18Þ
~ul;q ¼
1
L
Z
drk d
2r?jxlðr?Þj2uqk;q?ðrk; r?Þ eiqkrk ! uqk;q?ðrl ; 0Þ, ðA:19Þ
where rl is the in-plane position and xlðr?Þ is the conﬁnement wavefunction of the lth wire.
The effective ~ul;q approaches the mode function at the position rl when the conﬁnement is
strong enough.
The interaction with the longitudinal acoustical phonons is described by the collective
phonon operator,
Dl;lpk;S 
X
p?
Glpk;p?Dpk;p? , ðA:20Þ
Gl;lp ¼
F l
_
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_jpj
2cLArL
3
s Z
dr?jxlðr?Þj2 eip?r? . ðA:21Þ
We notice now the beneﬁts of the implicit notation where we combine the wire number l
implicitly with the band index, i.e. ðl; lÞ ! l. This way, the QWI Hamiltonian becomes
directly equivalent to that of the two-band QW. Thus, any further derivation performed
explicitly for the QW structure can be easily generalized for the set of QWIs.
Appendix B. Implicit-notation formalism
When we perform the explicit factorizations according to Eq. (43) into clusters in
Eq. (51), we end up with lengthy expressions for which an optimized notation scheme is
desirable. For this purpose, we introduce an implicit-notation formalism that reduces the
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generic symbol via the identiﬁcation
kj  alj ;kðjÞk ¼ alj ;lj ;sj ;kðjÞk ; k
y
j  aylj ;kðjÞk ¼ a
y
lj ;lj ;sj ;k
ðjÞ
k
,
k¯j  al¯j ;kðjÞk ¼ al¯j ;lj ;sj ;kðjÞk ; k¯
y
j ¼ ayl¯j ;kðjÞk ¼ a
y
l¯j ;lj ;sj ;k
ðjÞ
k
. ðB:1Þ
This mapping allows us to uniquely identify the connection between the implicit label ‘‘j’’
and the full explicit index forms. The mapping is arranged such that the second form gives
the separation into carrier type and its momentum while the last form expresses all indices
explicitly. In addition, the ‘‘bar’’ in l¯ alters only the band index according to
c¯ ¼ v; v¯ ¼ c, (B.2)
as given earlier in Eq. (26). In our derivations, we label different values of j according to
the notation rules
l  ðl1; l1;s1Þ; l0  ðl10 ; l10 ; s10 Þ; kk  kð1Þk ¼ kð1
0Þ
k ,
n  ðl2; l2;s2Þ; n0  ðl20 ; l20 ; s20 Þ; k0k  kð2Þk ¼ kð2
0Þ
k ,
x  ðl3; l3;s3Þ; x0  ðl30 ; l30 ; s30 Þ; k00k  kð3Þk ¼ kð3
0Þ
k , ðB:3Þ
where we notice that the ‘‘prime’’ in j ¼ 10; 20; 30 changes the band index while the
momentum index is unchanged.
Besides the different combinations of kyj and kj, also sums of different momenta appear
in the general singlet–doublet dynamics. For these situations, we introduce the convention
that the labels j (or j0) always deﬁne the band indices. Thus, we introduce the following
compact notation rules for annihilation operators
k1q  al;kkqk ; k1l  al;kklk ; k1p  al;kkpk ,
k1ðqlÞ  al;kkðqklkÞ; k10q  al0 ;kkqk ; k10l  al0 ;kklk ,
k10p  al0 ;kkpk ; k10ðqlÞ  al0;kkðqklkÞ; k2q  an;k0kþqk ,
k2l  an;k0kþlk ; k2p  an;k0kþpk ; k2ðqlÞ  an;k0kþðqklkÞ,
k3q  ax;k00kqk ; k3l  ax;k00klk . ðB:4Þ
The compact notation for the creation operators has an equivalent form where the added
vectors qk, lk, pk, and ðqk  lkÞ are presented in the subindex. These special forms are
chosen because we need in our derivations only these momentum combinations.
In Eq. (90) we identiﬁed
jk  k0k þ qk  kk (B.5)
as an important momentum combination. This appears occasionally together with k1 or k2
in a sum form
k1j  al;kkþjk ¼ al;k0kþqk ¼ k2q;l; k10j ¼ k2q;l0 ,
k2j  an;k0kjk ¼ an;kkqk ¼ k1q;n; k20j ¼ k1q;n0 , ðB:6Þ
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expressed explicitly, it overrides any other notation deﬁnition. In general, the relations
(B.6) allow us to connect different qk and jk dependent terms.
The usefulness of the implicit-notation formalism becomes more transparent when we
present the system Hamiltonian (18)–(21) with the help of the relations (B.1)–(B.4),
Hsys ¼
X
l;kk
elkkk
y
1k1 þ
X
q
_oq ByqBq þ
1
2
 
þ
X
p
_Op DypDp þ
1
2
 
þ 1
2
X
k1;k2;qka0
Vqkk
y
1k
y
2k2qk1q 
X
k1;qk
Elqkk
y
1k¯1q þ
X
k1;pk
Qlpkk
y
1k1p. ðB:7Þ
Here,
Elqk  i_½B
l
qk;S
 ðBl¯qk;SÞ
y; Qlpk  _½D
l
pk;S
þ ðDlpk;SÞ
y, (B.8)
are identiﬁed according to Eqs. (63)–(64). One may use Eqs. (A.6) and (A.9) to write Elqk
and Qlpk completely explicitly.
In the form of Eq. (B.7), the Hamiltonian is signiﬁcantly more compact than the original
Hsys. Thus, we may anticipate that the implicit-notation formalism considerably simpliﬁes
the expressions in the operator dynamics, Eqs. (33)–(35) and (40)–(41). Indeed, they reduce
into
i_
q
qt
Bq ¼ _oq Bq þ i_
X
k1
½Flq%ky1qk¯1, ðB:9Þ
i_
q
qt
Byq ¼ _oq Byq þ i_
X
k1
Flqk¯
y
1k1q, ðB:10Þ
i_
q
qt
Dp ¼ _Op Dp þ _
X
k1
Glpk
y
1pk1, ðB:11Þ
i_
q
qt
Dyp ¼ _Op Dyp  _
X
k1
Glpk
y
1k1p. ðB:12Þ
i_
q
qt
k1 ¼ lkkk1 þ
X
k2;lk
V lkk
y
2k2lk1l 
X
qk
Elqk k¯1q þ
X
pk
Qlpkk1p, ðB:13Þ
i_
q
qt
ky1 ¼ lkkk
y
1 
X
k2;lk
V lkk
y
1lk
y
2lk2 þ
X
qk
E l¯qk k¯
y
1q 
X
pk
Qlpkk
y
1p. ðB:14Þ
We notice that each of these equations has now a compact presentation. Generally, the
compact notation considerably helps us to simplify the book-keeping in any actual
derivation.
Appendix C. Relevant singlet–doublet factorizations
In this Appendix, we present the factorization rules needed to derive the explicit forms
for the generic singlet–doublet dynamics (51). The starting point is the consistent cluster-
expansion factorization (43). In order to present the resulting equations in an efﬁcient
form, we apply the implicit-notation formalism introduced in Appendix B.
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photon- or phonon-operator factorizations from pure carrier-operator terms. This can be
done by using the formal analogy (37)–(38) between a generic Boson (either a photon or
phonon) operator b and a pair of Fermion operators. In other words, we introduce a
formal Boson-to-Fermion mapping
b  kyakb; by  kybka, (C.1)
where kyakb indicates which Fermion operators are connected with the Boson operator
according to Eqs. (37)–(38). At this point, Eq. (C.1) is a purely notational identiﬁcation
which should not be used in actual calculations to replace the true Boson operators.
However, this notation becomes useful when we explicitly write the general factorization of
N-particle expectation values into different clusters.
C.1. Two-particle factorizations
The singlet dynamics of Eq. (51) involves the factorization of the two-particle terms.
With the help of the Hartree–Fock factorization, Eq. (44), we ﬁnd the single-particle
factorization
hky1kyakbk4iS ¼ hky1k4ihkyakbi  hky1kbihkyak4i (C.2)
for pure carrier operators. This can be used directly to identify the singlet contributions of
the expectation values with one or two Boson operators. If kyakb  O is a Boson operator
(photon or phonon), it is natural to demand that kyakb cannot be separated since a given
Boson operator cannot be decomposed into lower-level operator elements. If this
constraint is applied, Eq. (C.2) produces the correct classical factorization
hky1Ok4iS ¼ hky1kyakbk4iS ¼ hky1k4ihkyakbi ¼ hky1k4ihOi. (C.3)
For two Bosons, kyakb  O1 and ky1k4  O2, we similarly ﬁnd
hO1O2iS ¼ hO1ihO2i, (C.4)
as long as O1O2 is always a normally ordered combination of Boson operators.
These two examples introduce two constraints which have to be implemented together
with the Boson-to-Fermion mapping, Eq. (C.1), in order to apply the pure Fermion
factorization also to the mixed Fermion–Boson terms. Naturally, the results of the Boson-
to-Fermion mapping can always be checked by applying the general factorization scheme,
Eq. (43). After this is performed, one realizes that Eq. (C.1) can indeed be used to express
factorizations compactly as long as: (i) boson operators are ﬁrst normally ordered and (ii)
the formal Fermion operators by1 and b2 belonging to a given Boson operator are not
separated in the factorization. Consequently, the identiﬁcation (C.1) is both possible and
useful.
The generic two-particle correlations follow now directly from Eqs. (C.2) to (C.4)
yielding
Dhky1kyakbk4i ¼ hky1kyakbk4i  hky1kyakbk4iS. (C.5)
Such terms include correlations between carriers, photons, and phonons. For carriers
alone, Dhky1kyakbk4i is responsible for Coulombic correlations such as exciton populations.
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which may inﬂuence or even completely determine the PL, squeezing, and entanglement.
C.2. Three-particle factorizations
To solve the singlet–doublet dynamics of Eqs. (48)–(49), we have to determine the
explicit form of the singlet–doublet factorization of three-particle quantities, i.e.
hky1ky2kyakbk5k6iSD. The singlet part for pure carriers can be obtained by using once again
the Hartree–Fock factorization (44),
hky1ky2kyakbk5k6iS ¼ hky1k6ihky2k5ihkyakbi  hky1k6ihky2kbihkyak5i
 hky1k5ihky2k6ihkyakbi þ hky1k5ihky2kbihkyak6i
þ hky1kbihky2k6ihkyak5i  hky1kbihky2k5ihkyak6i. ðC:6Þ
With the help of the Boson-to-Fermion mapping, we ﬁnd the singlet contributions
produced by one, two, or three Bosons as
hky1ky2O1k5k6iS ¼ hky1k6ihky2k5ihO1i  hky1k5ihky2k6ihO1i, ðC:7Þ
hky1O1O2k6iS ¼ hky1k6ihO2ihO1i, ðC:8Þ
hO1O2O3iS ¼ hO1ihO2ihO3i, ðC:9Þ
respectively, where the Bosonic operators Oj are normally ordered. Finally, the
singlet–doublet factorization of the three-particle expectation values follows from Eqs.
(43) and (47) yielding
hky1ky2kyakbk5k6iSD ¼ hky1ky2kyakbk5k6iS
þ hky1k6iDhky2kyakbk5i  hky1k5iDhky2kyakbk6i
þ hky1kbiDhky2kyak5k6i  hky2k6iDhky1kyakbk5i
þ hky2k5iDhky1kyakbk6i  hky2kbiDhky1kyak5k6i
þ hkyak6iDhky1ky2kbk5i  hkyak5iDhky1ky2kbk6i
þ hkyakbiDhky1ky2k5k6i, ðC:10Þ
hky1ky2O1k5k6iSD ¼ hky1ky2O1k5k6iS
þ hky1k6iDhky2O1k5i  hky1k5iDhky2O1k6i
 hky2k6iDhky1O1k5i þ hky2k5iDhky1O1k6i
þ hO1iDhky1ky2k5k6i, ðC:11Þ
hky1O1O2k6iSD ¼ hky1O1O2k6iS þ hky1k6iDhO1O2i þ hO2iDhky1O1k6i
þ hO1iDhky1O2k6i, ðC:12Þ
hO1O2O3iSD ¼ hO1O2O3iS
þ hO3iDhO1O2i þ hO2iDhO1O3i þ hO1iDhO2O3i. ðC:13Þ
ARTICLE IN PRESS
M. Kira, S.W. Koch / Progress in Quantum Electronics 30 (2006) 155–296 275The expectation values containing one, two, or three normally ordered Boson operators
are once again obtained directly from the pure carrier factorizations by applying the
Boson-to-Fermion mapping under the constraints of normal ordering and non-separability
of the formal Fermion operators.
C.3. Constraints in homogeneously excited systems
As discussed earlier in Section 4.1, the condition of homogeneity introduces certain
constraints to the allowed index combinations. As a result, only some of the factorization
terms contribute to the singlet–doublet dynamics. Since we always assume homogeneous
excitation conﬁgurations in this review, we collect here the most important forms and
deﬁnitions resulting from such conditions.
For the singlet terms, the previously derived Eqs. (53)–(55) can be expressed via the
implicit-notation formalism
hky1k2i ¼ dkð1Þk ;kð2Þk hk
y
1k2i  dkk;k0kP
l;l0
kk , ðC:14Þ
hBqk;q?i ¼ dqk;0hB0;q?i; hDpk;p?i ¼ 0, ðC:15Þ
where the phonon amplitudes are set to zero since we do not allow for coherent phonon
effects in the different examples discussed in this review. We also have used the generic
identiﬁcations (B.3) and (55).
The homogeneous conditions limit also the possible two-particle correlation terms
according to Section 4.1. Using the implicit notation formalism, Eq. (56) casts into the
form
Dhky1ky2k3k4i ¼ dk00k ;k0kþqkdk000k ;kkqk Dhk
y
1k
y
2k20qk10qi
 dk00k ;k0kþqkdk000k ;kkqk c
qk;k
0
k;kk
l;n;n0 ;l0 . ðC:16Þ
Here, we applied the rules (B.4)–(B.6) and identiﬁed the two-particle correlation via Eq.
(57). The mixed operators and the pure Boson operators follow from Eqs. (58) to (59)
Dh2imix ¼ fDhByqk;q?k
y
1qk10 i; DhDypk;q?k
y
1qk10 i,
DhByqk;q?Dqk;p?i; DhBqk;q?Dqk;p?ig, ðC:17Þ
Dh2ibos ¼ fDhByqk;q?Bqk;q0? i; DhBqk;q?Bqk;q0? i,
DhDypk;p?Dpk;p0? i; DhDpk;p?Dpk;p?ig. ðC:18Þ
In practical derivations, the generic singlet–doublet factorizations are applied ﬁrst, while
the conditions (C.14)–(C.18) are implemented in the last step to produce the ﬁnal
expressions.
Appendix D. Singlet–doublet dynamics for carriers
We derive in this Appendix the generic expressions entering the pure carrier
dynamics. In particular, we concentrate on the detailed derivations of the two-particle
correlation terms. For the sake of completeness, we ﬁrst repeat the ﬁnal form of the singlet
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i_
q
qt
Pl;l
0
kk ¼ ð~l
0
kk  ~lkk ÞP
l;l0
kk þ OlkkP
l¯;l0
kk  P
l;l¯0
kk O
l¯0
kk
þ
X
n;k0k;qka0
Vqk ½c
qk;k
0
k;kk
l;n;n;l0  ðc
qk;k
0
k;kk
l0;n;n;l Þ%

X
qk
½DhEl0qka
y
l;kk
al¯0 ;kkqk i  DhðE
l
qk
Þyay
l¯;kkqk
al0 ;kk i
þ
X
qk
½DhQl0qka
y
l;kk
al0;kkqk i  DhðQlqk Þ
yayl;kkqkal0 ;kk i. ðD:1Þ
For later reference, we also identify the renormalized kinetic energy and the renormalized
Rabi frequency
~lkk  lkk 
X
k0k
Vk0kkkn
l
k0k
, ðD:2Þ
Olkk  hEl0i þ
X
k0k
Vk0kkkP
l;l¯
k0k
, ðD:3Þ
respectively.D.1. Dynamics of two-particle correlations
The derivation of the dynamics for cl;n;n0 ;l0 follows from the procedure discussed in
Section 4.3. First, we derive the dynamics of the pure two-particle quantities
i_
q
qt
h2i ¼ i_ q
qt
hky1ky2k20qk10qi. (D.4)
The dynamics of cl;n;n0;l0 is then obtained via a simple subtraction by applying Eq. (74)
where the singlet part follows from Eq. (D.1).
The dynamics of h2i can be derived compactly by applying Eqs. (B.13)–(B.14) several
times. After we bring all expressions into normal order, we ﬁnd
i_
q
qt
hky1ky2k20qk10qi ¼ ðel
0
kkqk þ e
n0
k0kþqk  e
n
k0k
 elkk Þhk
y
1k
y
2k20qk10qi
þ
X
l
V l½hky1ky2k20ðqlÞk10ðqþlÞi  hky1lky2lk20qk10qi
þ
X
k3;l
V l½hky1ky2ky3lk3k20qk10ðqlÞi þ hky1ky2ky3lk3k20ðqþlÞk10qi

X
k3;l
V l½hky1ky2lky3k3lk20qk10qi þ hky1lky2ky3lk3k20qk10qi.

X
l
½hEl¯0lkk
y
1k
y
2k20qk¯10ðqþlÞi þ hE n¯
0
lkk
y
1k
y
2k¯20ðqþlÞk10qi
þ
X
l
½hEnlkk
y
1k¯
y
2lk20qk10qi þ hEllk k¯
y
1lk
y
2k20ðqk10qi
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X
l
½hQl0lkk
y
1k
y
2k20qk10ðqþlÞi þ hQn
0
lkk
y
1k
y
2k20ðqþlÞk10qi

X
l
½hQnlkk
y
1k
y
2lk20qk10qi þ hQllkk
y
1lk
y
2k20ðqk10qi. ðD:5Þ
The third and fourth lines of Eq. (D.5) contain the three-particle quantities induced by the
Coulomb interaction. These four terms, Tj (j ¼ 1; 2; 3; 4), lead to the most complicated
factorizations. However, these terms have special symmetries
T1 
X
k3;l
V lhky1ky2ky3lk3k20qk10ðqlÞi,
T2 
X
k3;l
V lhky1ky2ky3lk3k20ðqþlÞk10qi ¼ T1 k12k2 k102k20q2½q
 ,
T3 
X
k3;l
V lhky1ky2lky3k3lk20qk10qi ¼ T1
k12k20q
k22k10q
h i%,
T4 
X
k3;l
V lhky1lky2ky3lk3k20qk10qi ¼ T1
k12k10q
k22k20q
h i%, ðD:6Þ
which are connected via simple substitutions indicated in the last equalities in the
equations above. Since T2, T3, and T4 follow directly from T1, we only have to explicitly
evaluate the three-particle factorizations for T1 using Eq. (C.10). The mixed operator
terms leads to a much simpler structure of terms as we apply Eq. (C.11).
Once all factorizations are performed, we may isolate the single-, two-, and three-
particle correlation contributions in Eq. (D.5). At this stage, we implement the constraints,
Eqs. (C.14)–(C.17), that are generally valid for homogeneous excitations. The result of this
lengthy but straightforward derivation can be collected into the generic form
i_
q
qt
c
qk;k
0
k;kk
l;n;n0;l0 ¼ ð~l
0
kkqk þ ~
n0
k0kþqk  ~
n
k0k
 ~lkk Þc
qk;k
0
k;kk
l;n;n0 ;l0
þ Ol;l¯kk c
qk;k
0
k;kk
l¯;n;n0 ;l0
þ On;n¯
k0k
c
qk;k
0
k;kk
l;n¯;n0 ;l0  On¯
0 ;n0
k0kþqkc
qk;k
0
k;kk
l;n;n¯0;l0  Ol¯
0 ;l0
kkqkc
qk;k
0
k;kk
l;n;n0;l¯0
þ Sqk;k
0
k;kk
l;n;n0 ;l0 þD
qk;k
0
k;kk
l;n;n0 ;l0
þ ½Gphonqk;k
0
k;kk
l;n;n0 ;l0 þ ½GQED
qk;k
0
k;kk
l;n;n0;l0 þ T
qk;k
0
k;kk
l;n;n0 ;l0 , ðD:7Þ
where the simplest contributions due to the energy-renormalization diagram (see Section
4.3.3 and Fig. 2) and the classical light-ﬁeld factorizations are presented explicitly. The
other contributions are collected together into remaining symbols.
The singlet factorization of the Coulomb induced two- and three-particle expectation
values produces the singlet source
S
qk;k
0
k;kk
l;n;n0;l0 
X
b
V jk ½Pl;bkk ðP
b;n0
k0kþqk  db;n0 ÞðP
n;l0
k0k
 Pn;l0
k0kjk Þ
 Pb;l0kkqk ðP
n;b
k0k
 db;nÞðPl;n
0
kkþjk  P
l;n0
kk Þ
þ
X
b
V qk ½Pl;bkk ðP
b;l0
kkqk  db;l0 ÞðP
n;n0
k0kþqk  P
n;n0
k0k
Þ
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k0kþqk ðP
n;b
k0k
 db;nÞðPl;l
0
kk  P
l;l0
kkqk Þ, ðD:8Þ
where the vector identiﬁcation jk ¼ k0k þ qk  kk is used according to Eq. (B.5). In general,
Sl;n;n0;l0 acts as a source that generates correlated carrier doublets out of carrier singlets.
These terms are identiﬁed by the simplest diagram in Fig. 2.
The Coulomb-interaction induced three-particle contributions and their factorizations
containing doublets are collected together into
D
qk;k
0
k;kk
l;n;n0;l0
 V qk ½ðPl;l
0
kk  P
l;l0
kkqk Þ
X
b;lk
c
qk;k
0
k;lk
b;n;n0;b  ðPn;n
0
k0kþqk  P
n;n0
k0k
Þ
X
b;lk
c
qk;lk;kk
l;b;b;l0 
þ V jk ½ðPl;n
0
kkþjk  P
l;n0
kk Þ
X
b;lk
c
jk;k0k;lk
b;n;l0;b  ðP
n;l0
k0k
 Pn;l0
k0kjk Þ
X
b;lk
c
jk;lk;kk
l;b;b;n0 
þ
X
b;lk
V lkþqk ½Pb;lkk c
lk;k0kþqk;kkqk
l0;n0;n;b þ ðP
b;n
k0k
 dn;bÞclk;k
0
kþqk;kkqk
l0;n0;b;l %

X
b;lk
V lkqk ½Pb;l
0
kkqkc
lk;k0k;kk
l;n;n0;b þ ðPb;n
0
k0kþqk  db;n0 Þc
lk;k0k;kk
l;n;b;l0 

X
b;lk
P
l;b
kk V lkk ½c
qk;k
0
k;lk
b;n;n0;l0  c
jk;k0k;lk
b;n;l0;n0 

X
b;lk
P
n;b
k0k
V lkk0k ½c
qk;lk;kk
l;b;n0;l0  c
jk;lk;kk
l;b;l0 ;n0 
þ
X
b;lk
P
b;l0
kkqk ½V lkkkc
qk;k
0
k;lk
l;n;n0 ;b  V lkk0kc
jk;kk;lk
n;l;n0 ;b
þ
X
b;lk
P
b;n0
k0kþqk ½V lkk0kc
qk;lk;kk
l;n;b;l0  V lkkkc
jk;k0k;lk
l;n;l0 ;b . ðD:9Þ
In this expression, one can identify the different diagram classes presented in Fig. 2 by
following the index b, in particular by noting how this index is distributed among the
creation and annihilation operators in the singlets and correlated doublets. From this
analysis, one sees that the ﬁrst two lines produce the screening diagrams [Eq. (101)] while
the remaining terms constitute the most complicated class allowing for the formation of
new quasi-particle states [Eqs. (105)–(106)].
The correlated carrier doublets couple also to phonon-assisted correlations which are
collected into
½Gphonqk;k
0
k;kk
l;n;n0 ;l0
 Pl;l0kkqkDh½Q
l
qk
yayn;k0kan0 ;k0kþqk i þ P
l;n0
k0kþqkDhQ
l
jk
a
y
n;k0k
al0;k0kjk i
 Pn;n0
k0kþqkDhQ
n
qk
a
y
l;kk
al0 ;kkqk i þ P
n;l0
kkqkDh½Q
n
jk
yayl;kkan0;kkþjk i
þ Pn;n0
k0k
DhQn0qka
y
l;kk
al0 ;kkqk i  P
l;n0
kk DhQn
0
jk
a
y
n;k0k
al0;k0kjk i
þ Pl;l0kk Dh½Ql
0
qk
yayn;k0kan0 ;k0kþqk i  P
n;l0
k0k
Dh½Ql0jk 
yayl;k0kan
0 ;kkþjk i. ðD:10Þ
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½GQEDqk;k
0
k;kk
l;n;n0 ;l0
 þPl¯;l0kkqkDh½E
l
qk
yayn;k0kan0 ;k0kþqk i  P
l¯;n0
k0kþqkDhE
l¯
jk
a
y
n;k0k
al0 ;k0kjk i
þ Pn¯;n0
k0kþqkDhE
n¯
qk
a
y
l;kk
al0 ;kkqk i  P
n¯;l0
kkqkDh½E
n
jk
yayl;kkan0 ;kkþjk i
 Pn;n¯0
k0k
DhEn0qka
y
l;kk
al0 ;kkqk i þ P
l;n¯0
kk DhEn
0
jk
a
y
n;k0k
al0 ;k0kjk i
 Pl;l¯0kk Dh½El¯
0
qk
yayn;k0kan0;k0kþqk i þ P
n;l¯0
k0k
Dh½El¯0jk 
yayl;kkan0 ;kkþjk i. ðD:11Þ
The remaining expression Tl;n;n0 ;l0 contains the correlated triplets due to Coulomb,
phonon, and light–matter interaction. It follows directly from the correlated part of the
three-particle terms in Eq. (D.5). We obtain
T
qk;k
0
k;kk
l;n;n0 ;l0 
X
k3;l
V l ½Dhky1ky2ky3lk3k20qk10ðqlÞi þ Dhky1ky2ky3lk3k20ðqþlÞk10qi

X
k3;l
V l½Dhky1ky2lky3k3lk20qk10qi þ Dhky1lky2ky3lk3k20qk10qi

X
l
½DhEl¯0lkk
y
1k
y
2k20qk¯10ðqþlÞi þ DhE n¯
0
lkk
y
1k
y
2k¯20ðqþlÞk10qi
þ
X
l
½DhEnlkk
y
1k¯
y
2lk20qk10qi þ DhEllk k¯
y
1lk
y
2k20ðqk10qi
þ
X
l
½DhQl0lkk
y
1k
y
2k20qk10ðqþlÞi þ DhQn
0
lkk
y
1k
y
2k20ðqþlÞk10qi

X
l
½DhQnlkk
y
1k
y
2lk20qk10qi þ DhQllkk
y
1lk
y
2k20ðqk10qi. ðD:12Þ
These terms lead to microscopic scattering contributions in the two-particle correlations.
D.2. Formal aspects of the three-particle scattering term
We now outline the generic scheme how three-particle correlation terms in Eq. (D.12)
can be treated on the scattering level. For this purpose, we start from Eq. (42) and include
only terms up to three-particle correlations. This leads to the general equation structure
i_
q
qt
h1i ¼ T1½h1i þ V1a½h2iS þ V1b½Dh2i, ðD:13Þ
i_
q
qt
Dh2i ¼ T2½Dh2i þ V2a½h3iSD þ V2b½Dh3i, ðD:14Þ
i_
q
qt
Dh3i ¼ T3½Dh3i þ V3½h4iSDT, ðD:15Þ
where T1ð2;3Þ and V1ð2;3Þ are known functionals deﬁned by the speciﬁc form of the respective
Heisenberg equations of motion.
The numerical evaluation of the full singlet–doublet–triplet equations (D.13)–(D.15) is
still beyond the current capabilities if one wants to study QW or QWI systems. However,
one can ﬁnd a clear physical way to simplify the triplet dynamics (D.15) since it contains
two distinct classes of effects: (i) the simpler microscopic processes describe the scattering
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terms are responsible for the formation of genuine three-particle correlations like trions.
For example, the ﬁrst class implies that an exciton can scatter with an electron, hole, or
phonon, which leads to screening of the Coulomb interaction, dephasing of coherences,
and formation or equilibration of excitons [18,55,29]. Since we are not interested here in
the formation of trions and related effects, we omit the genuine three-particle correlations
from the analysis.
The structure of the numerically solved triplet equations follows from
i_
q
qt
Dh3i ¼ T3½Dh3i þ V 3½h4iSD, (D.16)
where the four-particle terms are factorized up to the level of two-particle terms. The
simpler functional T3 can be written in the form T3½Dh3i ¼ ðDE  igÞDh3i where DE is the
energy difference of the in- and out-scattering for single-particle terms and two-particle
correlations. As a consequence of our omission of genuine three-particle correlations,
V3½h4iSD does not contain triplets in contrast to the full Eq. (D.15). Thus, Dh3i can be
solved analytically,
Dh3i ¼ 1
i_
Z t
1
V3½h4iSDðuÞ ei½DEigðutÞ=_ du. (D.17)
As a general feature, the microscopic scattering effects in semiconductors display non-
Markovian characteristics that are relevant mostly at femtosecond time scales. Since we
are mostly interested in two to three orders of magnitude longer time scales, Eq. (D.17) can
be solved using the Markov approximation leading to
Dh3i ¼ V 3½h4iSDðtÞ
DE  ig . (D.18)
Inserting this solution into Eq. (D.14), we ﬁnd
i_
q
qt
h1i ¼ T1½h1i þ V 1a½h2iS þ V 1b½Dh2i, ðD:19Þ
i_
q
qt
Dh2i ¼ T2½Dh2i þ V 2a½h3iSD þ G½h1i;Dh2i, ðD:20Þ
where the functional G½h1i;Dh2i indicates that three-particle correlations are included at
the scattering level. This fundamental form is the starting point of most of our current
investigations of semiconductors. The explicit form of G for the phonon-induced scattering
contributions is presented in Ref. [29].Appendix E. Classiﬁcation of correlations
Even though Eq. (D.7) establishes the generic dynamics of any given carrier correlation
we still need the explicit form of the equations of motion for our actual computations. The
different relevant contributions can be found by considering all possible combinations of
the band index lj and spin index sj in Dhky1;l1k
y
2;l2
k2q;l3k1q;l4i with lj ¼ ðlj ;sjÞ. However, we
do not need to analyze all these possible combinations since several different forms of
correlations may belong to the same class. In order to take advantage of the resulting
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relevant for the two-particle correlations.
If A and B denote the number of possible band and spin indices one carrier operator
akj ;lj can have, the two-particle correlations have A
4B4 different index combinations. This
means that if we omit the spin and have either conduction- or valence-band electrons, we
have 16 different combinations. With the inclusion of the spin we get already 256
combinations. In general, the correlations can be conveniently classiﬁed using an A- and
B-based number representation
n ¼ ðnl; nsÞ,
nl ¼ l1A3 þ l2A2 þ l3A1 þ l4A0,
ns ¼ s1B3 þ s2B2 þ s3B1 þ s4B0. ðE:1Þ
Clearly, the combination ðnl; nsÞ and the speciﬁc index combination in the correlations
have a one-to-one correspondence. The different lj (sj) are chosen according to
cðspin downÞ ! 0, vðspin upÞ ! 1. Even though we have A4B4 different correlations, we
can reduce the number of relevant correlations by considering their general symmetries
c
qk;k
0
k;kk
l;n;n0 ;l0 ¼ Dhk
y
1k
y
2k20qk10qi ¼ Dhky2ky1k10qk20qi ¼ c
qk;kk;k0k
n;l;l0;n0
¼  Dhky1ky2k2l0jk1n0ji ¼ c
jk;k0k;kk
l;n;l0 ;n0
¼ Dhky2ky1k2l0jk1n0ji ¼ c
jk;kk;k
0
k
n;l;l0 ;n0
¼ ½Dhky
10qk
y
20qk2k1i% ¼ ½c
qk;k0kþqk;kkqk
l0;n0;n;l % ðE:2Þ
which follow from the Fermionic commutation relations of akj ;lj , complex conjugation,
and sums of carrier momenta.
By omitting the spin, i.e. ns ¼ 0, we can introduce the following groups:
f0g ¼ fcc;c;c;cj0g,
f1g ¼ fcc;c;c;vj1; cc;c;v;cj2; cc;v;c;cj4; cv;c;c;cj8g,
f2g ¼ fcc;c;v;vj3; cv;v;c;cj12g,
f3g ¼ fcc;v;c;vj5; cc;v;v;cj6; cv;c;c;vj9; cv;c;v;cj10g,
f4g ¼ fcc;v;v;vj7; cv;c;v;vj11; cv;v;c;vj13; cv;v;v;cj14g,
f5g ¼ fcv;v;v;vj15g, ðE:3Þ
where the subindex determines the nl-number according to Eq. (E.1). Within each group,
the elements can be transformed from one to another using Eq. (E.2). The groups f1g and
f4g as well as f0g and f5g are obtained from each other via an exchange of the c and v
indices. As a result, instead of the original 16 one ﬁnds only four different equation
structures. An analogous analysis can be made if one includes the spin index by ﬁxing nl.
The resulting groups have a full analogy to (E.3) such that only four relevant spin
combinations remain. Thus, the total problem reduces to 16 terms with different spin and
band indices compared to the initial 256 terms.
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The effect of the spin index can most simply be classiﬁed by analyzing how it enters the
singlet source Sl;n;n0 ;l0 that drives the correlations. In particular, we can identify the
correlations that have a non-vanishing Sl;n;n0 ;l0 . For optical excitations, one ﬁnds the simple
spin-selection rule
hayl0 ;s0;kkal;s;kk i ¼ ds;s0 ha
y
l0 ;s;kk
al;s;kk i ¼ ds;s0Pl
0;s;l;s
kk (E.4)
which states that only the same spin indices appear within the singlet contributions. This
constraint inﬂuences Sl;n;n0;l0 and thus cl;n;n0 ;l0 such that always two spin indices have to be
pairwise equal. Due to the Fermionic exchange symmetries, all relevant spin combinations
can be presented in the form
cl;n;n0 ;l0  cðl;sÞ;ðn;s0Þ;ðn0 ;s0Þ;ðl0;sÞ (E.5)
which reduces the total number of relevant spin contributions.E.2. Coherent vs. incoherent contributions
The single-particle quantities can generally be divided into coherent and incoherent
quantities,
f½h1icohg ¼ fPl;nal; hBi; hByi; hDi; hDyig, ðE:6Þ
f½h1iincg ¼ fPl;lg. ðE:7Þ
Since the two-particle correlations are generated via the single-particle source, Sl;n;n0 ;l0 , also
the two-particle quantities can be classiﬁed according to the property if coherent singlets
are required for their generation. Among the pure carrier quantities, the groups f1g, f2g
and f4g in Eq. (E.3) are coherent, i.e.
f½Dh2icohg ¼ fcc;c;c;v; cc;c;v;c; cc;v;c;c; cv;c;c;c; cc;c;v;v,
cv;v;v;c; cv;v;c;v; cv;c;v;v; cc;v;v;v; cv;v;c;cg. ðE:8Þ
The remaining groups f0g, f3g and f5g in Eq. (E.3) are incoherent
f½Dh2iincg ¼ fcc;c;c;c; cc;v;c;v; cc;v;v;c; cv;c;c;v; cv;c;v;c; cv;v;v;vg. (E.9)
If we use only one representative element of each group (E.3), we ﬁnd the
coherent–incoherent separation of Eqs. (180)–(181), discussed in Section 5.8. A similar
division into coherent vs. incoherent quantities can be made for terms containing photon
and phonon operators.
In general, Eq. (D.7) mixes the dynamics of coherent and incoherent contributions. To
see how this happens, we sort the terms into coherent and incoherent ones according to
i_
q
qt
c
qk;k
0
k;kk
l;n;n0 ;l0 ¼ ð~l
0
kkqk þ ~
n0
k0kþqk  ~
n
k0k
 ~lkk Þc
qk;k
0
k;kk
l;n;n0;l0
þ ½½Dclasqk;k
0
k;kk
l;n;n0 ;l0 þ S
qk;k
0
k;kk
l;n;n0 ;l0 þ D
qk;k
0
k;kk
l;n;n0 ;l0 coh
þ ½½Dclasqk;k
0
k;kk
l;n;n0 ;l0 þ S
qk;k
0
k;kk
l;n;n0 ;l0 þ D
qk;k
0
k;kk
l;n;n0 ;l0 inc
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0
k;kk
l;n;n0 ;l0 þ ½GQED
qk;k
0
k;kk
l;n;n0 ;l0 þ T
qk;k
0
k;kk
l;n;n0;l0 coh
þ ½½Gphonqk;k
0
k;kk
l;n;n0 ;l0 þ ½GQED
qk;k
0
k;kk
l;n;n0 ;l0 þ T
qk;k
0
k;kk
l;n;n0;l0 inc. ðE:10Þ
This sorting procedure is performed after all the terms have been expressed explicitly (see
e.g. Appendix F). More precisely, ½::coh contains only coherent correlations and the
remaining terms, ½::inc, are incoherent.E.3. Fermionic exchange symmetry
As discussed in Section 4.3.3, the carrier correlations obey the symmetries (87)–(89)
resulting from the Fermionic symmetry of the carrier operators. It is straightforward to
show that the explicit singlet–doublet factorization result, Eq. (D.7), fulﬁlls exactly the
same symmetries. More precisely, we ﬁnd the connections
S
qk;k
0
k;kk
l;n;n0 ;l0  SymFð½12Sð1Þ  Sð2Þ
qk;k
0
k;kk
l;n;n0;l0 Þ,
½Dclasqk;k
0
k;kk
l;n;n0;l0  SymFð½12 Dclasqk;k0k;kkl;n;n0 ;l0 Þ,
D
qk;k
0
k;kk
l;n;n0 ;l0  SymFð½DScr
qk;k
0
k;kk
l;n;n0 ;l0 þ ½14 D
ð0Þ
Coul  12 D
ð1Þ
Coul þ Dð2ÞCoul
qk;k
0
k;kk
l;n;n0;l0 Þ,
½Gphonqk;k
0
k;kk
l;n;n0 ;l0  SymFð½Dphon
qk;k
0
k;kk
l;n;n0 ;l0 Þ,
½GQEDqk;k
0
k;kk
l;n;n0 ;l0  SymFð½DQED
qk;k
0
k;kk
l;n;n0;l0 Þ, ðE:11Þ
where SymFð::Þ performs the Fermion-symmetry operation according to Eq. (91). The
explicit form of the right-hand side in Eq. (E.11) is obtained from Eqs. (97)–(98),
(100)–(101), (105)–(106), and (107)–(108).Appendix F. Exciton-correlation dynamics
The full singlet–doublet dynamics is derived in Appendix D and the result for a generic
correlation is given in Eq. (D.7). For the solution of a speciﬁc problem we need to unravel
these expressions explicitly. For this purpose, we present in this Appendix the explicit form
for the exciton correlations,
c
qk;k
0
k;kk
X  c
qk;k
0
k;kk
c;v;c;v . (F.1)
First of all, we insert the band-index combinations ðl ¼ c; n ¼ v; n0 ¼ c; l0 ¼ vÞ into
Eqs. (D.7)–(D.11) to obtain
i_
q
qt
c
qk;k
0
k;kk
c;v;c;v ¼ ð~ek0kþqk þ ~
h
k0k
 ~ekk  ~hkkqk Þc
qk;k
0
k;kk
c;v;c;v þ Oc;vkk c
qk;k
0
k;kk
v;v;c;v
þ Ov;c
k0k
c
qk;k
0
k;kk
c;c;c;v  Ov;ck0kþqkc
qk;k
0
k;kk
c;v;v;v  Oc;vkkqkc
qk;k
0
k;kk
c;v;c;c
þ Sqk;k
0
k;kk
c;v;c;v þDqk;k
0
k;kk
c;v;c;v þ ½Gphonqk;k
0
k;kk
c;v;c;v þ ½GQEDqk;k
0
k;kk
c;v;c;v þ Tqk;k
0
k;kk
c;v;c;v .
ðF:2Þ
The remaining implicit terms are evaluated separately in the following subsections.
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By choosing the spin combination according to Eq. (E.5), Eq. (D.8) produces the fully
explicit singlet source
S
qk;k
0
k;kk
c;v;c;v  ds;s0V jk ½ðf ek0kþqk f
h
k0k
f¯ ekk f¯
h
kkqk ÞS
þ P%kkPk0kþqk ðf
h
kkqk  f
h
k0k
Þ þ P%kkqkPk0k ðf
e
kk  f ek0kþqk Þ
þ V qk ½P%kkPk0k ðf
h
kkqk  f
e
k0kþqk Þ  P
%
kkqkPk0kþqk ðf
h
k0k
 f ekk Þ
 P%kkqkPk0k ðf
e
kk  f ek0kþqk Þ þ P
%
kkPk0kþqk ðf
h
k0k
 f hkkqk Þ, ðF:3Þ
where the condition (E.4) has been applied. Additionally, we introduced the abbreviation
ðf lkk f l
0
k0k
f¯ l00k00k f¯
l000
k000k
ÞS  f lkk f l
0
k0k
ð1 f l00k00k Þð1 f
l000
k000k
Þ  ð1 f lkk Þð1 f l
0
k0k
Þf¯ l00k00k f¯
l000
k000k
(F.4)
which identiﬁes the in- and out-scattering terms discussed earlier in connection with
Eq. (99).F.2. Two-particle correlations
The correlated Coulomb-induced doublets are obtained from (D.9). We may now
separate the terms with incoherent from those containing coherent correlations, see
Appendix E.2. As a result, we ﬁnd
D
qk;k
0
k;kk
c;v;c;v ¼ ½Dqk;k
0
k;kk
c;v;c;v inc þ ½D
qk;k
0
k;kk
c;v;c;v coh, (F.5)
½Dqk;k
0
k;kk
c;v;c;v inc
 ð1 f ekk  f hkkqk Þ
X
lk
V lkkc
qk;k
0
k;lk
c;v;c;v  ð1 f ek0kþqk  f
h
k0k
Þ
X
lk
V lkk0kc
qk;lk;kk
c;v;c;v
þ ðf ekk  f hk0k Þ
X
lk
V lkþqk ½c
lk;k0kþqk;kkqk
v;c;v;c %
þ ðf hkkqk  f
e
k0kþqk Þ
X
lk
V lkqkc
lk;k0k;kk
c;v;c;v
þ ðf ekk  f ek0kþqk Þ
X
lk
V lkkc
jk;k0k;lk
c;v;v;c þ ðf hk0k  f
h
kkqk Þ
X
lk
V lkk0kc
jk;lk;kk
c;v;v;c
þ ds;s0V jk ðf ekkþjk  f
e
kk Þ
X
lk
ðcjk;k
0
k;lk
c;v;v;c þ cjk;k
0
k;lk
v;v;v;v Þ
þ ds;s0V jk ðf hk0k  f
h
k0kjk Þ
X
lk
ðcjk;lk;kkc;c;c;c þ cjk;lk;kkc;v;v;c Þ, ðF:6Þ
which contains the dominant main-sum approximation terms in the second line. The spin-
index dependence follows from the choice (E.5) and the condition (E.4). The coherent part
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½Dqk;k
0
k;kk
c;v;c;v coh
¼ þV qk ðP%kk  P%kkqk Þ
X
lk
ðcqk;k
0
k;lk
c;v;c;c þ cqk;k
0
k;lk
v;v;c;v Þ
 Vqk ðPk0kþqk  Pk0k Þ
X
lk
ðcqk;lk;kkc;c;c;v þ cqk;lk;kkc;v;v;v Þ
þ
X
lk
V lkkk ðP%kk ½c
jk;k0k;lk
v;v;v;c  cqk;k
0
k;lk
v;v;c;v  þ P%kkqkc
qk;k
0
k;lk
c;v;c;c  Pk0kþqkc
jk;k0k;lk
c;v;v;v Þ
þ
X
lk
V lkk0k ðPk0k ½c
jk;lk;kk
c;c;v;c  cqk;lk;kkc;c;c;v   P%kkqkc
jk;kk;lk
v;c;c;c þ Pk0kþqkc
qk;lk;kk
c;v;v;v Þ
þ
X
lk
V lkþqk ½P%k0kc
lk;k0kþqk;kkqk
v;c;c;c þ Pkkc
lk;k0kþqk;kkqk
v;c;v;v %

X
lk
V lkqk ½P%kkqkc
lk;k0k;kk
c;v;c;c þ Pk0kþqkc
lk;k0k;kk
c;v;v;v . ðF:7Þ
One can also subdivide the phonon-correlation contributions into incoherent and coherent
ones, i.e.
½Gphonqk;k
0
k;kk
c;v;c;v  ½Gincphon
qk;k
0
k;kk
c;v;c;v þ ½Gcohphon
qk;k
0
k;kk
c;v;c;v , (F.8)
½Gincphon
qk;k
0
k;kk
c;v;c;v ¼ ðf ek0kþqk  f
e
kk ÞDhQcjka
y
v;k0k
av;k0kjk i
þ ðf hk0k  f
h
kkqk ÞDh½Q
v
jk
yayc;kkac;kkþjk i, ðF:9Þ
½Gcohphon
qk;k
0
k;kk
c;v;c;v ¼ P%kkDh½Qvqk 
yay
v;k0k
ac;k0kþqk i  P%kkqkDh½Q
c
qk
yay
v;k0k
ac;k0kþqk i
þ Pk0kDhQcqka
y
c;kkav;kkqk i  Pk0kþqkDhQvqka
y
c;kkav;kkqk i. ðF:10Þ
Also the quantum-optical correlations may change the doublet correlations. As for all the
other contributions, we make a distinction between coherent and incoherent correlation
contributions,
½GQEDqk;k
0
k;kk
c;v;c;v  ½GincQED
qk;k
0
k;kk
c;v;c;v þ ½GcohQED
qk;k
0
k;kk
c;v;c;v , (F.11)
½GincQED
qk;k
0
k;kk
c;v;c;v ¼ þ ð1 f ekk  f hkkqk ÞDh½E
c
qk
yay
v;k0k
ac;k0kþqk i
 ð1 f ek0kþqk  f
h
k0k
ÞDhEcqka
y
c;kkav;kkqk i, ðF:12Þ
½GcohQED
qk;k
0
k;kk
c;v;c;v ¼ Pk0kDh½Ecjk 
yayc;kkac;kkþjk i  Pk0kþqkDhEvjka
y
v;k0k
av;k0kjk i
þ P%kkDhEcjka
y
v;k0k
av;k0kjk i  P%kkqkDh½E
v
jk
yayc;kkac;kkþjk i. ðF:13Þ
These terms introduce the coupling of the pure carrier correlations to phonon- and
photon-induced correlations. The exciton-correlation dynamics contains also a three-
particle correlations that can be unraveled with the help of Eq. (D.12).
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It is straightforward to see that the total average energy hHcarri of the carrier system
contains only the single- and two-particle clusters according to Eqs. (199)–(202). One can
also show, by applying the full singlet–doublet dynamics discussed in Section 4, that the
consistent singlet–doublet approach always conserves the total energy of the system. This
means that the energy of the singlets may be transferred to the doublets and vice versa, but
there is not energy gain or loss. In the following, we investigate these energy transfer
mechanism between the most important coherent and incoherent quantities in the carrier
system.
According to Eq. (201), the coherent singlets contain the energy
½EScarrcoh ¼ 
X
kk;k0k
Vkkk0kP
%
kkPk0k . (F.14)
Since the numerical analysis in Section 6 shows that the coherent polarization may be
converted into incoherent exciton populations, we compare the changes in ½EScarrcoh to
those in the excitonic-correlation energy,
½EDcarrX  
X
kk;k0k;qk
Vk0kþqkkkc
qk;k
0
k;kk
X , (F.15)
which is the last term of Eq. (202).
The phonon- and Coulomb-scattering induced dephasing inﬂuence on ½EScarrcoh follows
directly from Eq. (D.1) producing
i_
q
qt
½EScarrcoh ¼ i_
q
qt
½EScarrCoulcoh þ i_
q
qt
½EScarrphoncoh , (F.16)
i_
q
qt
½EScarrCoulcoh
¼ þ
X
qk;k
0
k;kk;lk
Vk0kþqkkkV qk ðP%kk  P%kkqk Þðc
qk;k
0
k;lk
c;v;c;c þ cqk;k
0
k;lk
v;v;c;v Þ

X
qk;k
0
k;kk;lk
Vk0kþqkkkVqk ðPk0kþqk  Pk0k Þðc
qk;lk;kk
c;c;c;v þ cqk;lk;kkc;v;v;v Þ, ðF:17Þ
i_
q
qt
½EScarrphoncoh
¼ 
X
qk;k
0
k;kk
Vk0kkk fP%kk ½DhQvqka
y
v;k0kqkac;k
0
k i  DhQcqka
y
v;k0k
ac;k0kqk i
þ ½DhQcqka
y
c;kkqkav;kk i  DhQ
v
qk
a
y
c;kkav;kkqk iPk0k g, ðF:18Þ
which follow after suitable changes in summation indices and by applying the generic
relation ½Qlqk 
y ¼ Qlqk . These coherent two-particle correlations are exactly the same as
those that induce the dephasing of the polarization and the loss of coherent energy, as
discussed in Section 6.2.
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by the coherences. Substitution of Eq. (F.7) into Eq. (F.15) yields
i_
q
qt
½EDcarrcohX;Coul ¼ 
X
qk;k
0
k;kk
Vk0kþqkkk ½D
qk;k
0
k;kk
c;v;c;v coh
¼ 
X
qk;k
0
k;kk;lk
Vk0kþqkkkV qk ðP%kk  P%kkqk Þðc
qk;k
0
k;lk
c;v;c;c þ cqk;k
0
k;lk
v;v;c;v Þ
þ
X
qk;k
0
k;kk;lk
Vk0kþqkkkV qk ðPk0kþqk  Pk0k Þðc
qk;lk;kk
c;c;c;v þ cqk;lk;kkc;v;v;v Þ.
ðF:19Þ
A similar substitution of Eq. (F.10) into Eq. (F.15) produces
i_
q
qt
½EDcarrcohX;phon ¼ 
X
qk;k
0
k;kk
Vk0kþqkkk ½G
phon
coh 
qk;k
0
k;kk
c;v;c;v
¼
X
qk;k
0
k;kk
Vk0kkk fP%kk ½DhQvqka
y
v;k0kqkac;k
0
k i  DhQcqka
y
v;k0k
ac;k0kqk i
 ½DhQcqka
y
c;kkqkav;kk i  DhQ
v
qk
a
y
c;kkav;kkqk iPk0k g, ðF:20Þ
which is obtained after suitable changes in the summation indices.
By comparing Eq. (F.17) with (F.20) and Eq. (F.18) with (F.20), respectively, we
notice that the energy lost from the coherent singlets is transferred into exciton correlations
since
i_
q
qt
ð½EScarrCoulcoh þ ½EDcarrcohX;CoulÞ ¼ 0,
i_
q
qt
ð½EScarrphoncoh þ ½EDcarrcohX;phonÞ ¼ 0. ðF:21Þ
This analysis shows how energy stored in the optical polarization can be converted into the
energy of incoherent excitons via Coulomb- and phonon-induced scattering. This process
results in the polarization-to-population conversion discussed in Section 6.Appendix G. Excitation induced dephasing
The semiconductor Bloch equations contain pure carrier-correlation terms of the type
cl;l;l;l¯ which lead to excitation-induced dephasing of the polarization as discussed in
Section 6 and Appendix F.3. At the same time, these correlations also mediate the
polarization-to-population conversion.
The dynamics of different cl;l;l;l¯ terms has an identical form, such that it is sufﬁcient to
derive only one equation explicitly. The rest follows as we make the substitution c2v
and/or apply complex conjugation. We evaluate here the full explicit singlet–
doublet dynamics for the combination cv;v;v;c such that the generic band-index sequence
is given by ðl ¼ v; n ¼ v; n0 ¼ v; l0 ¼ cÞ. The dynamics of cv;v;v;c can be obtained from the
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i_
q
qt
c
qk;k
0
k;kk
v;v;v;c ¼ ð~ekkqk þ ~
h
kk  ~hk0kþqk þ ~
h
k0k
Þcqk;k
0
k;kk
v;v;v;c
þ Ov;ckk c
qk;k
0
k;kk
c;v;v;c þ Ov;ck0k c
qk;k
0
k;kk
v;c;v;c  Oc;vk0kþqkc
qk;k
0
k;kk
v;v;c;c  Ov;ckkqkc
qk;k
0
k;kk
v;v;v;v
þ Sqk;k
0
k;kk
v;v;v;c þDqk;k
0
k;kk
v;v;v;c
þ ½Gphonqk;k
0
k;kk
v;v;v;c þ ½GQEDqk;k
0
k;kk
v;v;v;c þ Tqk;k
0
k;kk
v;v;v;c . ðG:1Þ
The explicit single-particle scattering source follows from
S
qk;k
0
k;kk
v;v;v;c  ds;s0V jk ½Pkkqk ðf hkk f hk0k f¯
h
k0kþqk ÞS  Pk0k ðf
h
kk f
e
kkqk f¯
h
k0kþqk ÞS
þ PkkP%k0kþqk ðPk0k  Pkkqk Þ
þ V qk ½Pkk ðf hk0k f
e
kkqk f¯
h
k0kþqk ÞS  Pkkqk ðf
h
kk f
h
k0k
f¯ hk0kþqk ÞS
þ Pk0kP%k0kþqk ðPkkqk  Pkk Þ, ðG:2Þ
where the spin-index dependence is expressed explicitly according to Eqs. (D.8)–(E.5).
If the correlations are initially vanishing, the Sv;v;v;c source is the only driving term for
cv;v;v;c. We observe that all terms contain an optical polarization, which veriﬁes that cvvvc
can be generated only in the coherent regime.
To express Svvvc compactly, we introduced the abbreviation
ðf lkk f l
0
k0k
f¯ l00k00k ÞS  f
l
kk f
l0
k0k
ð1 f l00k00k Þ þ ð1 f
l
kk Þð1 f l
0
k0k
Þf¯ l00k00k . (G.3)
This form shows that Svvvc contains terms describing the scattering of polarization from
densities. The remaining terms are non-linear in P and deﬁne polarization–polarization
scattering.
In analogy to the exciton correlations, the dynamics of cvvvc contains Coulomb-induced
doublets which can be divided into coherent and incoherent contributions according to
D
qk;k
0
k;kk
v;v;v;c  ½Dqk;k
0
k;kk
v;v;v;c coh þ ½D
qk;k
0
k;kk
v;v;v;c inc, (G.4)
½Dqk;k
0
k;kk
v;v;v;c inc ¼ V qk ðPkk  Pkkqk Þ
X
lk
ðcqk;k
0
k;lk
c;v;v;c þ cqk;k
0
k;lk
v;v;v;v Þ
 V jk ðPk0k  Pk0kjk Þ
X
lk
ðcjk;lk;kkv;c;c;v þ cjk;lk;kkv;v;v;v Þ
þ
X
lk
V lkk ðPkkqkc
qk;k
0
k;lk
v;v;v;v  Pkk ½c
qk;k
0
k;lk
c;v;v;c  cjk;k
0
k;lk
c;v;c;v Þ

X
lk
V lkk0k ðPk0k ½c
qk;lk;kk
v;c;v;c  cjk;lk;kkv;c;c;v  þ Pkkqkc
jk;kk;lk
v;v;v;v Þ
þ
X
lk
V lkþqk ½P%kkc
lk;k0kþqk;kkqk
c;v;v;c þ P%k0kc
lk;k0kþqk;kkqk
c;v;c;v %

X
lk
V lkqkPkkqkc
lk;k0k;kk
v;v;v;v , ðG:5Þ
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k;kk
v;v;v;c coh ¼ V qk ðf hk0kþqk  f
h
k0k
Þ
X
lk
ðcqk;lk;kkv;c;c;c þ cqk;lk;kkv;v;v;c Þ
þ V jk ðf hkk  f hkkþjk Þ
X
b;lk
ðcjk;k
0
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h
kk Þ
X
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V lkkc
qk;k
0
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þ ð1 f ekkqk  f
h
k0k
Þ
X
lk
V lk0kc
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v;v;v;c
þ ðf hk0kþqk  f
h
kk Þ
X
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V lkk ½c
jk;k0k;lk
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þ ðf hk0k  f
h
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X
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V lkk0kc
qk;lk;kk
v;v;v;c
 ðf ekkqk  f
h
k0kþqk Þ
X
lk
V lkqkc
lk;k0k;kk
v;v;v;c
þ P%k0kþqk
X
lk
½V lkk0kc
qk;lk;kk
v;v;c;c  V lkkkc
jk;k0k;lk
v;v;c;c  V lkqkc
lk;k0k;kk
v;v;c;c .
ðG:6Þ
The coherent and incoherent phonon-correlation terms are given by
½Gcohphon
qk;k
0
k;kk
v;v;v;c  þ ðf hkk  f hkkþjk ÞDhQ
v
jk
a
y
v;k0k
ac;k0kjk i
 ðf hk0k  f
h
k0kþqk ÞDhQ
v
qk
a
y
v;kkac;kkqk i, ðG:7Þ
½Gincphon
qk;k
0
k;kk
v;v;v;c  þ PkkDh½Qcqk 
yay
v;k0k
av;k0kþqk i  PkkqkDh½Qvqk 
yay
v;k0k
av;k0kþqk i
þ Pk0kþjkDh½Qvjk 
yayv;kkav;kkþjk i  Pk0kDh½Qcjk 
yay
v;k0k
av;kkþjk i, ðG:8Þ
respectively. The quantum-optical correlations are
½GcohQED
qk;k
0
k;kk
v;v;v;c   ð1 f hkk  f ekkqk ÞDh½E
v
qk
yay
v;k0k
av;k0kþqk i
þ ð1 f hk0k  f
e
k0kjk ÞDh½E
v
jk
yayv;kkav;kkþjk i
 P%k0kþqkDhE
c
jk
a
y
v;k0k
ac;k0kjk i þ P%k0kþqkDhE
c
qk
a
y
v;kkac;kkqk i, ðG:9Þ
½GincQED
qk;k
0
k;kk
v;v;v;c  þPkkDhEvjka
y
v;k0k
ac;k0kjk i  Pk0kDhEvqka
y
v;kkac;kkqk i. (G.10)
Additionally, cv;v;v;c is also coupled to three-particle correlations that can be unraveled with
the help of Eq. (D.12).
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