The factorization of linear-phase paraunitary filter banks (LPPUFB) has been well studied. In this paper, we show that it c� be further simplified by fixing the last stage without losing its completeness.
INTRODUCTION
The theory of linear phase paraunitary filter bank (LPPUFB) has been well studied. In [I] , the minimal and complete factorization of even-channel LPPUFBs via the lattice structure is developed. The structure of a large class odd-channel LPPUFBs is also pre sented. A manipulation of the structure in [1] leads to the gen eralized lapped orthogonal transfonn (GenLOT) [2] , inspired by Malvar's pioneering work in the LOT field [3] . Recently, the struc tures in [1, 2] are simplified in [4, 5] with about 50% complexity reduction.
Another family of lapped transfonns, the time-domain lapped transfonn (TDLT), has been developed from the LOT [6, 7, 8] by pre-processing the DC! input and post-processing the IOCT out put. The roLT provides a natural way to eliminate blocking arti facts for the Dc!-based low bitrate image and video compression schemes. It also offers more flexibilities than the LaT, because the design of odd-channel roLT is as convenient as even-channel cases. In addition, the structure of the roLT makes it very easy to obtain a filter bank of length M + 2N, where N S LM/2J.
In this paper, we link the roLT with the general structure in [I, 4, �] , and show that the latter can be further simplified by fix ing the last building stage, without any loss of its completeness.
The resulting structure can be viewed as the dual of the GenLOT when the last stage is chosen as the OCT. However, the new struc ture allows FB of arbitrary even length. The idea can be easily generalized to odd-channel filter banks.
The implementation for finite-length signals is discussed. A DC!-oriented initialization method is then developed, with which the optimization program can always starts from the OCT, improv ing its convergence. The initialization method also provides an effective way to handle the sign parameters associated with the This rcscan:h has been supported by NSF under Grant CCR-0093262.
Givens rotation-based modeling of orthogonal matrices [9] , which were generally ignored in the past As a result, better optimization results can be obtained than those in the literature.
EXISTING STRUCTURE FOR LPPUFB
In this paper, we consider a real-coefficient M -channel and
All filters are either symmetric or antisymmetric, i.e., its polyphase matrix E(z) satisfies (1) where J is the reversal identity matrix, and D is a diagonal matrix whose diagonal entries are :l:l's, with +1's correspond to sym metric filters and -1 's correspond to antisymmetric filters.
It is proven in [I] that the polyphilse matrix of such even channel LPPUFB can be factorized as where E(z) = 8PToA(z)TIA(z) ... A(z)TK-IP, (2) 
A(z) = diag{I, z-I I}, and 
where So and SI are free orthogonal matrices of size M /2 x M /2. The unknown matrices in Eq. (2) where
The number of free parameters in Eq. (8) and (9) is reduced by about 50%.
DCT-BASED SIMPLIFIED STRUCTURE
The following theorem shows that we can further fix the stage S in the general structure without sacrificing its completeness. Theorem: Given any orthogonal matrix Eo that satisfies Eq. (7) . the polyphase matrix E(z) of any M x KM (M even, K integer) linear phase paraunitary filter bank satisfying Eq. (1) can be factorized as
where Go is as in Eq. (5) and Gi, i = I, '" K -1 are as in (9) .
Proof: Since the completeness of the structure in Eq. (2) has been proved in [1 J. and Eq. (8) is equivalent to Eq. (2) , it suffices to show that Eq. (10) is equivalent to Eq. (8) .
The given orthogonal matrix Eo can be written as
To fix Eo in the general structure. 8 P To in Eq. (8) can be ex pressed as
Substituting E6. 8 and To from Eq. (11), (7), and (5), also note that PP = I and WW = I, the above becomes
Therefore, by defining Gi = Ti. i = 1, . . . K -1 and
any LPPUFB in the format of Eq. (8) can be represented by Eq.
(10) after fixing the last stage to be the given Eo. and modifying the building stage To as in Eq. (14), i. e. , the structure in Eq. (10) covers the save space as Eq. (8) and (2) . 0 Remarks: By fixing S to be Eo, the design of LPPUFB with Eq. (10) needs less number of parameters than that with Eq. (2) and (8) . In fact, it can be further simplified by setting Eo to be WP, then EoPGo would reduce to diag{Uo, Vol W. How ever, we choose Eo to be the OCT in this paper, due to the follow ing reasons: (i) the OCT has many fast implementations; (ii) the OCT already has excellent energy compaction capability, thus the burdens to other stages are alleviated, and fast approximations be come possible, especially for M x 2M filter banks [6. 7. 8] ; (iii) the parameterization and the initialization of the filter bank opti mization can also benefit from the OCT, which will be elaborated in the following sections.
Although the length of the LPPUFBs in Eq. (2) and (10) is generally considered as a multiple of M. it can actually be K M + 2N for any integer N � M /2, by simply limiting V K to be
where V is an arbitrary orthogonal N x N matrix. This flexibility is not available in the traditional GenLOT, since its ' first stage has been set to the OCT.
IMPLEMENTATIONS FOR FINITE-LENGTH SIGNALS
The OCT-based polyphase structure for the M x K M LPPUFB is given in Fig. 1 (a) . For finite-length signal, the implementation of the filter bank involves special processing at the boundaries, which is different when K is even and when K is odd The investigation of the implementation also paves the path to the OCT-oriented op timization discussed in the next section.
The implementation of this kind of FB is il lustrated in Fig. 1 (b) by a 4 x 12 example. Note that the se rial/parallel converter in the polyphase structure goes downward, while in the input of Fig. 1 (b) , the future data are stacked at the bottom, therefore an extra :I is needed to represent the polyphase structure correctly.
The block V B1 in Fig. 1 (b) stands for a boundary process ing unit. Before deriving the formula for it, we first show the swap units that connect neighboring stages, resulting from the de lay chain A(z), can be combined with the subsequent processing stage by the following relationship
This can be applied to all Gi except for GK-l. Thus the imple mentation can be simplified to that in Fig. 2 (a) .
We see from Fig. 2 (a) that all even-indexed stages Go, ... Gk--3, GK-1 are aligned with the input blocks. Hence they do not need any boundary processing, whereas the odd-indexed stages GL .,. GK-2 lie across two neighboring blocks, thus special pro cessing is required for these stages at the signal boundaries. An efficient way to deal with the boundary problem is the symmet ric extension method [3] , Suppose a G� is needed at the upper boundary of the signal, and let x denote the first M /2 inputs to it, the output after symmetric extension can be written as
Therefore the upper boundary transform for Yl is
(18)
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At the lower boundary, the input should be x and Jx after symmetric extension, and it can be verified that the lower boundary transform is the same as above. Case K even: In this case, the boundary processing for the intermediate building stages is identical to that of the odd K case.
The only difference lies in the beginning of the signal flow, as demonstrated by the 4 x 8 example in Fig. 2 (b) . In this case, we need to apply symmetric extension to the first M /2 samples before going through J, P and G K -1 . As a result,
Hence, the equivalent upper boundary processing unit is simply achieved by the matrix J. Similarly, the lower boundary process ing unit is just an identity matrix. These boundary treatments are illustrated in Fig. 2 (b) .
S. FB OPTIMIZATION AND ITS INITIALIZATION
Unconstrained optimization is usually used in the design of fil ter banks. To this end, each M /2 x M /2 orthogonal matrix in the lattice structure can be parameterized by ( M 12) Givens plane rotations and M /2 sign parameters as shown by the example in Fig. 3 [9] . However, most optimization techniques are not ef ficient in handling continuous and discrete parameters together, thus the sign parameters in the model are usually ignored [2, 4] . This reduces the search space and good solutions may possibly be omitted. Popular objective functions for FB design include the coding gain, the DC attenuation, mirror frequency attenuation, and the stopband attenuation [2] . All of them are not convex. Hence the quality of the initialization is crucial for the convergence of the op timization. We know that the DCT is a very good transform itself, and the optimization can be viewed as the search for optimal pre filter for the DCT. This implies that the DCT is a close neighbor of the optimal solution in the search space. It is thus desired to choose the initial values such that the optimization program always starts from the DCT, which is possible with the following choices.
Initialization when K is odd: In this case, the stage G K -1 is aligned with the input blocks (Fig. 2 (a». Therefore by setting GK-1 and all G� to be the identity matrix, the filter bank would reduce to the DCT. This can be achieved by Uo = I, V K -1 = I,
Initialization when K is even: In this case, the stage GK-l locates at the boundary of two blocks, as shown in Fig. 2 (b) . To obtain the DCT, we still set all intermediate matrices Vi = -I, considered. It can be verified that by V K-1 = -I, Uo = J, and V 0 = -J, G K -1 reduces to the swap unit appeared in Eq. (16), and G� becomes diag(J, J). As a result, all J's and the swap units are canceled out, and the LPFB also reduces to the DCT.
Choice of Sign Parameters:
The DCT-oriented initialization also provides important insight about the optimal sign parameters of each orthogonal matrix. This is because the DCT is quite close to the optimal solution, and it is thus reasonable to assume that each optimal matrix in the lattice structure has the same sign pa rameters as its DCT-oriented initial matrix. Therefore we can fix the sign parameters during the optimization according to these ini tial matrices. Each free matrix X can then be modeled as X=XXo,
where Xo is the DCT-oriented initial matrix, containing the op timal sign parameters implicitly, and X is the free matrix for the optimization program, whose signs can therefore be fixed to + l's. The initial value of X is simply I, and can be obtained by setting all Givens rotations to be 2mI' (n integer). Experimental results
show that this kind of initialization and sign setting are very ro bust and always lead to very good results, although different initial rotations still exhibit a slightly different convergence quality.
Note that the conventional method of setting all signs to be + 1 can be viewed as a special case of this method by choosing all Xo to be I, which is obviously not optimal in many cases.
DESIGN EXAMPLES AND FAST APPROXIMATIONS
In this paper, the coding gain is chosen as the obj ective function for the FB design [2] , based on an AR(l) process with zero-mean and correlation coefficient p = 0.95. The/minsearch function in Matlab is used for the optimization.
Various design results are shown in Table I , including results of arbitrary even length. Frequency responses of two examples in it are given in Fig. 4 (a) and (b The stopband attenuation and the DC leakage in our results are also improved compared to [4] . Hence the OCT-oriented initial ization and the choice of the sign paranieters are very helpful for the optimization program, even for simple examples with less than 10 parameters. It is found that the optimized Uo is very close to I for odd K and very close to J otherwise. This validates the DCT-oriented initialization. Hence we can fix Uo to be its initial value to reduce the complexity. An 8 x 40 example with fixed Uo is shown in Fig. 4(c) . Its coding gain is 9.5222dB -virtually no difference to the 9.5227dB of the full model result given in Table 1 . More over, since in this case the pre-filter before the OCT has no effect for a constant input, the zero DC leakage property of the DCT is preserved, as demonstrated in Fig. 4(c) .
Further approximation can be made for M x 2M LPFB, where the optimized V 0 is also very close to its DCT-oriented initial value, i.e., -J. If we fix Uo and Vo to beJ and -J, the structure then reduces to the TDLT as proposed in [6, 7, 8] , which verifies that the TDLT is an elegant approximation of optimal LPPUFB.
CONCLUSION
In this paper, we show that the general structure ofLPPUFB can be simplified by fixing the last stage without losing its completeness.
The choice of the DCT leads to a structure that can be viewed as the dual of the GenLOT. Boundary processing for finite-length signals is presented. A DCT-oriented initialization method for FB optimization is developed to improve its convergence. It also leads to an effective way of handling the sign parameters associated with the modeling of orthogonal matrices via Givens rotations, which were generally ignored in the past As a result, better optimization results can be obtained. The above ideas can be generalized to the design of odd-chann el LPPUFB, LPPUFB with pair-wise mirror image property [1] , as well as biorthogonal filter banks.
