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Kurzfassung in deutscher Sprache
In dieser Arbeit werden Systematiken zur pra¨diktiven Modellierung von Kristalli-
sationsprozessen vorgestellt und untersucht. Der Schwerpunkt der Untersuchungen
liegt dabei auf einer angemesssenen Repra¨sentation der tatsa¨chlichen Partikelgeome-
trie sowie deren Einfluss auf die Modellierung. Die Form der Partikel ist nicht nur
fu¨r den o¨konomischen Wert eines Produktes von Bedeutung, sondern beeinflusst auch
in wesentlichem Ausmaß das Prozessverhalten. Bisher war die modellgestu¨tzte Unter-
suchung von formabha¨ngigem Verhalten durch mangelnde Rechenleistung und die Un-
zula¨nglichkeiten existierender Modellierungskonzepte eingeschra¨nkt. Die Arbeit zeigt
auf, dass die komplexe Charakterisierung von Partikeln und die entsprechende Nutzung
bei der Prozessmodellierung ein hohes Potenzial besitzen, die Pra¨diktivita¨t der Modelle
zu verbessern.
In Kapitel 3.3 wird auf Basis der Arbeiten von Gahn and Mersmann (1997) ein
erweitertes Abriebsmodell entwickelt. Das Modell liefert das Abriebsvolumen bei
einer definierten Kollision des Partikels mit einer Platte als Funktion der Auftreff-
energie. Da das Modell ausschließlich auf mechanischen Stoffeigenschaften beruht,
besitzt es pra¨diktiven Charakter. Im Gegensatz zum originalen Modell werden beim
neu entwickelten Modell die Partikel- und Auftreffgeometrie umfassend beru¨cksichtigt.
Obwohl durch diese Beru¨cksichtigung die Komplexita¨t der Modellgleichungen stark
ansteigt, war es mo¨glich eine geschlossene Lo¨sung des grundlegenden Modells
herzuleiten. Die Ergebnisse zeigen, dass die Partikelgeometrie einen signifikanten Ein-
fluss auf das Abriebsvolumen hat. Dies steht in Einklang mit experimentellen Beobach-
tungen. Da die exakte Auftreffgeometrie experimentell nur schwer zuga¨nglich ist,
wurde das Modell statistisch fu¨r variiernde Auftreffgeometrien ausgewertet. Der Ver-
gleich mit experimentellen Daten zeigt, dass das vorgeschlagene Modell eine gegenu¨ber
dem Originalmodell verbesserte Vorhersagekraft besitzt. Das Modell stellt somit
einen wichtigen Baustein zur Entwicklung eines umfassenden Abriebsmodells, bei dem
zusa¨tzlich fluiddynamische Effekte sowie die Ru¨hrergeometrie beru¨cksichtigt werden
mu¨ssen, dar.
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Um die fu¨r Einzelpartikel gewonnenen Erkenntnisse auf das Gesamtprozessverhal-
ten zu u¨bertragen, wird in Abschnitt 4.5.3 ein bivariates Populationsbilanzmodell ent-
wickelt, welches neben Abrieb auch Kristallwachstum beru¨cksichtigt. Nach Kenntnis
des Autors ist dies der erste Versuch, den bekannten Abrundungseffekt und die damit
verbundene A¨nderung des Prozessverhaltens mit Hilfe eines mechanistischen Modells
zu beschreiben. Das Modell illustriert auch die generelle Komplexita¨t bei der Entwick-
lung eines multivariaten Populationsbilanzmodells. Wegen dieser Komplexita¨t wird das
formale Vorgehen bei der Ableitung des Modells im Detail erla¨utert. Wie alle multi-
variaten Populationsbilanzformulierungen, so stellt auch das entwickelte Abriebsmodell
hohe Anforderungen an das numerischen Lo¨sungsverfahren. Zur numerischen Lo¨sung
wurde hier ein high-resolution scheme verwendet. Die Ergebnisse unterstu¨tzen die posi-
tive Einscha¨tzung dieser Verfahren, die sich in der ju¨ngeren Literatur finden.
Um die numerische Lo¨sung einer hochdimensionalen Populationsbilanzfor-
mulierung zu vermeiden, kann eine Modellreduktion durchgefu¨hrt werden. Eine solche
Modellreduktion, die auf einer formalen Dimensionsreduktion beruht, wird in Ab-
schnitt 4.5.2 vorgestellt. Durch die Integration u¨ber eine der Partikelzustandskoor-
dinaten wird die Dimensionalita¨t des Problems reduziert. Im Gegensatz zu anderen
Arbeiten bleiben bei der vorgestellten Methode nicht nur die Information u¨ber Mittel-
werte sondern auch die Dispersita¨tsinformation erhalten. Fu¨r das vorgestellte Beispiel
eines Wachstumsmodells in zwei Kristallrichtungen war mit diesem Ansatz eine ana-
lytische Modellreduktion mo¨glich. Das erhaltene reduzierte Modell setzt sich aus drei
miteinander gekoppelten eindimensionalen Populationsbilanzgleichungen zusammen.
Dieses Populationsbilanzsystem wurde schließlich numerisch gelo¨st. Das Beispiel-
problem wurde bewusst einfach gewa¨hlt, um die Lo¨sung des reduzierten Modells mit
einer verfu¨gbaren analytischen Lo¨sung vergleichen zu ko¨nnen. Der Vergleich ergab eine
gute U¨bereinstimmung. Die vorgestellte Modellreduktion kann somit nutzbringend bei
der modellgestu¨tzten Regelung und/oder der Parameteridentifikation eingesetzt werden.
Bei Agglomeraten ist die geometrische Charakterisierung um ein Vielfaches
schwieriger als bei einzelnen Kristallen. Die Agglomeratstruktur kann aber von
großer Bedeutung fu¨r das Prozessverhalten oder die Produktqualita¨t sein. Eine realis-
tische Charakterisierung von Agglomeraten im Rahmen eines deterministischen Popu-
lationsbilanzmodells ist aufgrund der hohen Anzahl notwendiger Partikelzustandsko-
ordinaten nicht mo¨glich. Um die identifizierten und inha¨renten Unzula¨nglichkeiten
von deterministischen Populationsbilanzen zu u¨berwinden, werden zunehmend stochas-
tische Modellierungskonzepte eingesetzt. Zur Nutzung solcher stochastischer Ver-
fahren wird in Kapitel 5 eine hierarchische Partikelcharakterisierung vorgeschlagen.
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Unter Nutzung von Konzepten aus dem Bereich rechnergestu¨tzter Geometrie wer-
den Ersatzsysteme von reduzierter Komplexita¨t eingefu¨hrt, die den prinzipiellen geo-
metrischen Charakter der Agglomerate erhalten. Die geringere Komplexita¨t dieser Er-
satzsysteme erlaubt die effiziente Realisierung von Aggregationsereignissen im Rahmen
einer Monte-Carlo Simulation. Der bisherige Fokus der Entwicklung lag auf der For-
mulierung der hierarchischen Charakterisierung, weshalb das eigentliche Aggregations-
modell noch auf vielen Annahmen beruht. Die Simulationsergebnisse wurden daher
noch nicht mit experimentellen Daten verglichen. Dennoch zeigen die Ergebnisse bereits
jetzt strukturaba¨ngige Effekte und qualitativ sinnvolles Prozessverhalten. Auch die in
der Simulation auftretenden Agglomeratstrukturen beschreiben die aus Mikroskopauf-
nahmen typischerweise bekannten Strukturen auf sinnvolle Weise. Die vorgeschla-
gene Charakterisierung besitzt damit sehr vielversprechende Eigenschaften, die die
Beru¨cksichtigung der Agglomeratstruktur bei der detaillierten und pra¨diktiven Model-
lierung erlauben.
In Kapitel 6 werden die verschiedenen verfu¨gbaren Konzepte zur Modellierung
von Kristallisationsprozessen hinsichtlich ihrer Eignung zur pra¨diktiven Modellierung
einander gegenu¨bergestellt. Dabei werden sowohl die in der vorliegenden Arbeit ver-
wendeten Konzepte (Einzelpartikelmodellierung, deterministische Populationsbilanzen,
stochastische Simulation) als auch aufkommende Methoden aus dem Bereich der
molekulardynamischen Simulation einbezogen. Aufgrund unterschiedlicher Limitierun-
gen besitzt keine dieser Techniken das alleinige Potential auf pra¨diktive Modelle zu
fu¨hren. Die Integration der Modellierungstechniken wird daher als eine der wesentlichen
Herausforderungen bei der zuku¨nftige Entwicklung pra¨diktiver Modelle identifiziert.
Die Ergebnisse dieser Arbeit deuten darauf hin, dass das Fehlen pra¨diktiver Model-
le fu¨r Kristallisationsprozesse zumindest teilweise den starken Vereinfachungen bei der
Partikelcharakterisierung zugeschrieben werden kann. In den vorgelegten Studien trug
die typischerweise vernachla¨ssigte Partikelform wesentlich zum Prozessverhalten bei.
Das komplexe Verhalten von Partikelprozessen wird nur mit Hilfe einer komplexen
Partikelcharakterisierung zufriedenstellend modellierbar sein. Fu¨r pra¨diktive Model-
lierungsversuche sollte die Partikelform nicht außer Acht gelassen werden.
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1Chapter 1
Introduction
According to recent estimates, 60% of all products sold by the European chemical in-
dustry are solid formulations (Feise, 2002). Additional 20% involve particulate matter
during their production. Many of these products pass through at least one crystalliza-
tion/precipitation operation during processing. Crystallization is one of the fundamental
operations in the production of particulate products. Its understanding is of great impor-
tance to many industrial products like specialty chemicals, agrochemicals and pharma-
ceuticals. Despite this importance the understanding of crystallization is far from being
complete.
If we compare the understanding of fluid phase and crystallization processes – or
particulate processes in general – the latter falls way behind. Provided the vapor-liquid
equilibrium of a fluid mixture is well characterized, the behavior of a standard distilla-
tion column separating that mixture can be predicted a priori with satisfactory accuracy.
Consequently, simulation and model-based optimization of fluid phase processes have
largely become standard tools e.g. in the petroleum processing industries. An indicator
for the current insight in various unit operations is the scale-up factor. For many unit
operations scale-up can be realized over several orders of magnitude. Scale-up factors
for homogeneuous continuously stirred tank reactors and distillation are 1:10000 and up
to 1:50000, respectively (Vogel, 2002). Hence, production scale plant equipment can be
designed on the basis of micro-plant experiments.
Scale-up for particulate processes is much harder. For fluidized bed reactors and
crystallization, the realizable scale-up factors are in the order of 1:50-100 and 1:20-30,
respectively (Vogel, 2002). The construction of costly pilot plants is often inevitable
for the development of a large scale process. Beyond this economic issue, the lack of
fundamental understanding also hinders the design of innovative products with tailored
properties.
The current situation is mainly a result of two problems: First, the lack of commonly
accepted mechanistic and predictive models; second, the deficiencies of current model-
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ing and simulation methodologies.
Predictive models must have a sound mechanistical basis. The necessary physical
property and process parameters should be measurable by separate experiments. The
lack of predictive crystallization models can be attributed to the higher complexity of
particulate processes. While many aspects of fluid phase processing can be considered
quite mature, a quantitative understanding of many particulate processes is in its infancy.
Neither the thermodynamically governed phenomena like crystal growth or nucleation
nor the more mechanical phenomena like breakage or agglomeration can be predicted
with sufficient accuracy. Obviously, the physical complexity of these processes as well
as the large variety of species-dependent behavior hinders a comprehensive understand-
ing. Because of the lack of predictive crystallization models, actual industrial process
problems must often be solved by a try-and-error approach.
In addition to the difficult physics to be understood, it is not even clear whether the
modeling and simulation tools we use today are appropriate for predictive modeling. The
major work horse for crystallization process modeling is the population balance equation
(see chapter 4). For the formulation of a population balance model, the specification of
the states characterizing the individuals is the first natural step. The necessity of charac-
terizing the system properly is in fact a prerequisite for modeling of any kind of system.
Let’s draw again the connection to fluid phase processes. A well-mixed homogeneous
liquid or gaseous phase is fully characterized by its composition (and of course the other
thermodynamic states like temperature and pressure). Provided the physical knowledge
would be perfect, one could derive any property of the homogeneous phase. For a partic-
ulate system the question is more difficult. The quality of a particulate product is often
not only a function of purity but is also strongly affected by the characteristics of the
particles. It is, however, not known to what detail the particles need to be characterized.
Most population balance models are based on a one-dimensional characterization of the
individuals. In crystallization a measure for crystal size is commonly employed. This
can be achieved by choosing a characteristic length (length, width, volume equivalent
sphere diameter, ...) or the particle volume. There is no doubt that particle size (or bet-
ter its distribution) is an important characteristic. The particle size distribution affects
many properties relevant to downstream processing or is decisive for the final product
quality; examples are rheological behavior (Olhero and Ferreira, 2004), filterability and
dryability (Chang and Ng, 1998), solids handling (Wibowo and Ng, 1999), and bioavail-
ability (Yakou et al., 1986; Andrysek, 2001). As the particle size distribution affects
many properties of the final product, it is often the primary experimental characteri-
zation measure. A corresponding one-dimensional population balance model is often
3capable of reflecting the observed behavior satisfactorily. However, as the kinetics are
determined from macroscopically measured behavior, these models are not predictive.
The apparent kinetics are not capable of reflecting the intrinsic physical phenomena.
The benefit of these models for process or product design is therefore strongly limited.
It is well known that real particles hardly ever can be represented by a single charac-
teristic length. Even non-agglomerated particles can exhibit complex morphology that
can strongly affect particulate properties; among them are catalyst efficiency (Buffham,
2000), coating behavior (Lohmander, 2000), as well as downstream behavior such as fil-
terability and dryability (Braatz and Hasebe, 2001; Lu and Ulrich, 2005). Most recently,
Champion and Mitragotri (2006) discovered that biological systems also strongly re-
spond to particle shape. Thus, bioavailability and targeted drug design is also affected
by particle shape.
Note that characterization is not only relevant to product characterization but is an
inevitable part in the development of predictive models. Characterization for modeling
has to provide the necessary expressiveness for predictive modeling. I.e. if there is a
shape-dependent process behavior, a characterization is needed that allows the modeling
of the respective behavior. Although primary particle shape and agglomerate structure
are known to affect process behavior, crystal shape is rarely considered in modeling.
This deficiency is possibly one reason that crystallization models for industrial processes
have not yet reached the same level of predictiveness as models for standard fluid phase
processes like distillation.
The disregard of this shape dependence possibly leads to unresolvable ambiguities.
Often the apparent process kinetics are identified. Mydlarz and Briedis (1992) inves-
tigated the growth dynamics in a mixed-suspension-mixed-product-removal (MSMPR)
crystallizer. They determined the growth kinetics twice for different assumptions. In the
first case they assumed a size-dependent growth and in the second case growth rate dis-
persion was assumed. From their analysis they concluded that the use of size-dependent
growth gives more reliable results. However, the identified kinetics do not necessarily
reflect the intrinsic behavior of the system. Basically, it can just be concluded that the ex-
perimental data can be better represented when size-dependent growth is assumed. They
even avoid any explicit statement that the observed behavior actually is size-dependent
growth. Similarly, Ginter and Loyalka (1996) discussed that apparent size-dependent
growth could also be obtained by combining constant growth with a linear aggregation
kernel.
On the other hand it is easily conceivable that the overall mass deposition rate de-
pends on the accessible surface area, which obviously is a function of shape for a given
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particle volume. Considering different growth rates for different crystal faces and the
corresponding shape evolution may also represent the experimental data. Additionally,
this approach would reflect the possibly intrinsic behavior of the system. It is not pro-
posed that shape-dependent behavior is the actual reason for the behavior observed by
Mydlarz and Briedis (1992) or Ginter and Loyalka (1996). The data to verify or fal-
sify this have just not been recorded. However, the behavior could easily be explained
intrinsically by shape-dependence.
The need for particle shape characterization for predictive modeling may be essential
even if the final product characteristics are not affected by shape. If during processing
the size-determining phenomena are shape-dependent, shape should be considered for
modeling. E.g. if product quality only depends on particle size and shape-dependent
breakage occurs in the process, this shape dependence needs to be addressed when aim-
ing at predictiveness.
This contribution assesses modeling-concepts needed when a complex particle char-
acterization is employed. Mainly particle shape characterization on various levels of
detail is discussed. By addressing shape-dependent behavior, this work contributes to
the development of predictive models based on intrinsic kinetics of crystallization phe-
nomena.
1.1 Habilitation overview
In chapter 2 methods for particle characterization are reviewed. The focus is on the use-
fulness of the respective characterizations regarding their potential for predictive mod-
eling.
The modeling of single crystal behavior is the topic of chapter 3. For crystal growth
and breakage basically the literature is reviewed, whereas for particle attrition a new
model is proposed. The model aims at the prediction of attrition volume as a function of
impact energy and includes the influence of crystal shape in a rigorous way. The model
has predictive character as all the model parameters are measurable physical properties.
Chapter 4 discusses the deterministic population balance concept as a way to address
disperse-phase phenomena beyond single particle considerations. The fundamental con-
cepts and numerical solution methods are illustrated for the classical one-dimensional
case. Furthermore, advances in multivariate population balance modeling are reviewed.
In section 4.5.2 and 4.5.3 own work in the context of multivariate population balance
modeling is presented. Section 4.5.2 presents a model reduction technique in order to
lower the complexity of multivariate population balance formulations. The effect of
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crystal shape on the attrition behavior in a crystallizer is investigated in section 4.5.3.
A new bivariate model is developed, which is capable of reflecting shape-dependent
behavior in a physically reasonable way.
The deterministic population balance concept shows significant limitation when
complex-shaped aggregate structures are considered. As an alternative, chapter 5 dis-
cusses the use of stochastic or so-called Monte-Carlo methods. A new hierarchical shape
characterization is proposed allowing to retain the geometrical complexity of agglomer-
ates while making them accessible with reasonable computational power.
Chapter 6 discusses the available modeling and simulation concepts in the context
of predictive modeling. It is concluded that only a methodological framework that al-
lows the seamless integration of the different modeling and simulation techniques will
lead to substantial progress in the development of truly predictive crystallization process
models.
A summary of the work and some overall perspectives are given in chapter 7.
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Chapter 2
Particle characterization
To assess the behavior of a system, one first needs to think about characterizing the
system. Although this work primarily addresses crystallization, the problem of particle
characterization is of general and fundamental importance in the whole field of parti-
cle technology. Modern definitions of particle technology are even extended beyond
solid particles and include other disperse-phase processes like e.g. emulsions (Rhodes,
1998). Therefore, the discussion of particle characterization is focused on but not strictly
limited to crystals. In the literature, particle characterization usually refers to an exper-
imental procedure to obtain information of interest on a particulate system. In common
perception particle characterization is therefore strongly tied to experimental methods.
In this work particle characterization refers to the assignment of particle properties to
allow the modeling of a certain physical behavior. The characterization of particles is
done with respect to its expressiveness for modeling. As discussed in later chapters,
most modeling efforts have been limited to simple particle characterizations. Usually, a
characterization by size (as one scalar variable) is employed. This classical characteriza-
tion by size along with some major experimental techniques are discussed in section 2.1.
However, this characterization strongly restricts the flexibility in modeling and the ac-
cessible insight. More detailed characterizations are presented in section 2.2. In the
context of this work, these characterizations are referred to as complex. These complex
characterizations may be desirable from a modeling perspective. But will we ever be
capable of verifying these complex model experimentally? A brief perspective on that
issue is given in section 2.3.
2.1 Simple particle characterization
Particles can be distinguished by many different characteristics. Most obviously, par-
ticles differ from each other by size. The size of an object, however, is a non-unique
property. The General Sherman tree in the Sequoia National Park claims to be the largest
2.1. Simple particle characterization 7
living tree in the world. So does the Hyperion in the Redwood National Park and the El
arbol del Tule in Santa Maria del Tule (Mexico). This apparent contradiction is resolved
when looking at the claims more carefully. Table 2.1 lists the height, the volume, and
the circumference of these three giants. It becomes evident that General Sherman has
the largest volume, Hyperion is the tallest, and El arbol del Tule has the largest circum-
ference. What ”largest” means to you, depends on the particular problem you would like
to solve. If you were looking for as much wood as possible to burn in your wood-stove
over many cold winters, you would select General Sherman. If you liked to climb the
tree to get the best possible outlook, the Hyperion would be your best choice. If you
wanted to craft a table from the cross section of the trunk to provide seating for as many
people as possible, you should take El arbol del Tule. And if you just want to be over-
whelmed by their natural greatness, put away your lumberjack gear and just watch them
all – probably the best choice anyway.
Height [m] Volume [m3] circumference [m]
General Sherman 83.8 1487 31.1
Hyperion 115.55 not available1 not available1
El arbol del Tule 42 817 58
Table 2.1: Size data for three living giant trees (source: www.wikipedia.org).
The same problem occurs when dealing with particles. Statements on the size of
a particle are inherently unprecise until size is explicitly specified. Depending on the
purpose, different size statements may be appropriate.
Often a characteristic length of the particle is employed. Highly regular shapes like
spheres or cubes can be fully characterized by only one variable (diameter, radius, side
length). Usually, the shape of particles is not perfectly cubic or spherical. In these
cases the choice of characterizing length also depends on the employed measurement
technology. Sieving probably is the most classical and certainly one of the cheapest
ways to experimentally characterize a particulate system. The resulting characterizing
length is known as the sieve diameter. This diameter is the equivalent diameter of a
sphere that would be retained on the specific sieve tray.
Another rather simple technique is sedimentation. The settling velocity of particles
in a liquid depends on the drag force they experience. For small particles this drag force
can be calculated by Stokes’ law. Accordingly, the measured particle size is referred
to as the Stokes diameter, which is the diameter of a sphere having the same settling
1The data of the Hyperion are still incomplete as it just has been discovered in September 2006.
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velocity.
Imaging technology is also an obvious choice to obtain a size characterization. To-
day, digital images can be recorded at high sampling rates and image analysis tools allow
a quick, automated determination of several characterizing lengths. From the projected
area, Martin’s diameter or Feret’s diameter (for definition see e.g. Rhodes, 1998) can
be obtained. However, these diameters depend on the orientation of the particle on the
microscope slide. They become only valuable after a statistical evaluation.
If the particles had exactly the same shape, the characteristic length may also be
considered as a measure for the particle volume. For identical shape, the volume Vp of
different particles is proportional to the third power of the characterizing length, L. The
proportionality is usually represented in terms of a shape factor ψv:2
Vp = ψv · L3 . (2.1)
Examples for this shape factor are pi6 for spheres and 1 for cubes, which are character-
ized by their diameter and their side length, respectively. However, the necessary shape
identity of the particles is hardly ever given.
Electrozone sensing is based on the influence of particles on an electrical field. When
a particle passes a small orifice across which a voltage is applied, it causes a voltage
pulse. This voltage pulse is proportional to the the volume of the particle. Neglecting the
shape of the particle, an equivalent volume sphere diameter can be obtained. Obviously,
the particle volume can also be used directly as a size characterizing variable.
Laser diffraction exploits the interaction of light and particles. When laser light
passes closely by a particle, it gets diffracted. The diffraction angle depends on the size
of the particle. Larger particles lead to a smaller angle and vice versa. The scattered
light is recorded by a detector. A particle size distribution is obtained from the scatter-
ing pattern on the detector using a mathematical model of the diffraction phenomenon.
The mathematical model relies on Mie Theory, which is formulated for the scattering
behavior of spherical particles. For non-spherical particles corrections can be intro-
duced. Thus, the resulting diameter is the one of a sphere that shows the same scattering
behavior as the measured particle.
The Focussed Beam Reflectance Measurement (FBRM) is a laser backscattering
method. The reflectance signal of a rotating laser beam when intersecting with a particle
in a suspension is used to determine chord lengths. Depending on its position and ori-
entation, a particle can yield many different chords. Hence, one particle already yields
2In the literature the shape factor is often denoted by kv. As ψ will later be used as a general shape
specifying variable, this somehow uncommon notation is already used here for consistency.
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a chord length distribution. Consequently, this technology usually does not report a
specific diameter but a chord length distribution of the suspension.
Ultrasound extinction uses the interaction of particles and ultrasonic waves to ob-
tain size information. If particulate matter is placed in an ultrasonic field, it attenuates
the sound waves. From the frequency-dependent ultrasonic attenuation, a particle size
distribution can be computed. As the method is strongly material-dependent, the corre-
lation between the recorded signal and the reported size distribution is usually obtained
by calibration.
One might wonder why some of the above techniques are classified in a section
called simple particle characterization. Most of the techniques are indeed quite complex
in the nature of the recorded size-dependent phenomenon. Also the interpretation of
the raw data (i.e. the conversion of the measurement signal to the desired particle size
information) is far from being trivial. In terms of the results, however, all methods only
characterize the particles by the vaguely defined property size.
All the above techniques exploit a certain size-dependent behavior of the particle.
However, as the exploited phenomena are different by their nature, also the size def-
initions change. The given size characterization techniques certainly have a value for
product characterization and quality control; but are they also suitable as a characteri-
zation for modeling? Has Feret’s diameter any deterministic meaning for the behavior
of a crystal in a suspension? In a qualitative way the answer is ’yes’. The behavior will
certainly depend on size. And as Feret’s diameter is a size characterization, there should
be a relation. However, the problem is the same as for the giant trees. As long as no par-
ticular process is considered, the quantification is not very meaningful. Consequently,
the question of interest is: What phenomena do we want to describe in a crystallization
process? Certainly crystal growth is an important phenomenon. For crystal growth the
surface area of the crystal is relevant. Unfortunately, none of the above sizes provides
this information directly. However, similar as for the volume also the surface area of
particles with identical shape can be derived from a characteristic length by
Ap = ψA · L2 . (2.2)
Again this equation would only by meaningful if all particles were of identical shape
and accordingly could be represented by the same surface area shape factor ψA.
For the flow behavior of a crystal, Stoke’s diameter may be useful as it allows the
direct calculation of the drag force on the particle. On the other hand aggregation and
breakage will significantly change if the particles are of different volume. Hence, the
equivalent volume sphere diameter appears to be a reasonable choice.
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The previous examples show the inherent dilemma of these simple particle character-
izations. Different characterizing lengths may be suitable for different phenomena. This
would not be a problem if the size characterizations were bijective. Unfortunately, they
are not. Particles with the same Stoke’s diameter may have different equivalent volume
sphere diameter and vice versa. This non-uniqueness basically is a result of disregarding
the varying particle shape. Hence, these simple characterizations can only be used for
modeling if assumptions on the shape of the particles are made. At least the shape factors
ψV and ψA need to be chosen. To model breakage or aggregation, the dependence on
particle shape, however, is more complex than it can be reflected by these shape factors.
2.2 Complex particle characterization for crystals
The complexity of crystallization processes can only be properly modeled if the particle
characterization itself is complex. Or like Hounslow (2004) stated in his keynote lecture
on the 2nd International Conference on Population Balance Modeling:
There are two things we need to say good-bye to: Spherical crystals and
well-mixed crystallizers.
This work primarily deals with the first aspect. Here any particle characterization that
uses more than one variable is considered to be complex.
2.2.1 Shape characterization
Obviously, shape characterization is a topic related to crystallography. The commonly
used representation to specify the morphological form of crystals are Miller indices.
They can be seen as normal vectors on the expressed crystal faces in a coordinate systems
determined by the crystal unit cell. Miller indices primarily define faces but not yet the
geometry of a crystal. For a geometrical characterization the displacement of the face
from the center of the crystal also needs to be specified. Because of the symmetry in
many crystals, so-called space groups are defined in order to remove redundancy. Thus,
morphological forms are usually specified by the space group and only a few Miller
indices. Today, this type of shape characterization virtually is not used for crystallization
process modeling. More information on space groups and the construction of Miller
indices can be found in (Mullin, 2001) and references therein.
The prevailing shape characterization for crystallization process modeling are shape
factors as they have already been introduced; namely, the volumetric and the surface
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area shape factor. From direct geometrical considerations these shape factors (defined
by equations (2.1) and (2.2)) can be derived for regular particles after a characteristic
length has been chosen. Another shape characterizing measure is sphericity. It is defined
as the ratio of the surface area of the sphere with equivalent volume to the actual surface
area:
ψsph =
pi
1
3 (6Vp)
2
3
Ap
. (2.3)
The sphericity is defined for an arbitrary shaped particle. However, for regular particles
that can be fully characterized by one variable, sphericity can directly be determined
from the volumetric and surface area shape factor:
ψsph =
(6
√
piψV )
2
3
ψA
. (2.4)
Another frequently used property is the aspect ratio. Although strictly being defined
only for two-dimensional objects, it is often used when the main features of a three-
dimensional particle can be described by length and width. The ratio of length to width
is the aspect ratio ψar (assuming that the length is larger than the width). The shape
qualifiers for a couple of regular and slightly irregular shapes is given in table 2.2.
Sphere, cube and tetrahedron are perfectly regular objects. For them the charac-
terizing length L1 is sufficient to fully define the geometry. Consequently, any shape-
dependent process behavior is in principle accessible by specifying the size L1. By
means of ψV and ψA, the volume and the surface area can easily be computed. In fact
any geometrical property of these regular particles can be calculated. If for the tetrahe-
dron the angle between two adjacent faces were relevant to modeling, it could easily be
computed from the knowledge of the tetrahedral shape.
To define a cylindrical shape, two characterizing dimensions are already necessary.
A representation using only one variable can be retained if additional assumptions – like
that the width of the cylinder is identical to its length – are made. In that case all shape
qualifiers are again independent from the characterizing dimensions. For the general
cylinder the shape parameters become dependent on both dimensions. Any physical
behavior affected by the geometry of a cylinder can no longer be adequately modeled
by one characterizing variable. As no single characteristic length can be chosen, the
volumetric and the surface area shape factor become undefined. For the arbitrary cuboid
all three side lengths are needed for characterization. All these three side length are also
needed to determine the shape factors.
For regular shapes the shape factors become independent from the characteristic
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Table 2.2: Qualifiers for a selected geometric shapes.
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length. The shape characterization becomes independent from size. However, the con-
cept of shape factors is less useful for modeling purposes for more complex shapes. For
cases where two dimensions are needed for geometrical characterization (general cylin-
der, regular cuboid), both length scales are also needed to determine the shape factors.
Thus, no simplification in shape representation is achieved. Additionally, shape fac-
tors become undefined for increasing geometrical complexity. It becomes obvious that
the concept of shape factors for modeling of particles with a complex geometry does
not provide any advantage. For product characterization on the other hand, these shape
factors may still be useful.
Things become much more difficult if agglomerated particles need to be consid-
ered. In the simplest way, agglomerates are considered to comprise a number of primary
particles. The number of primary particles per agglomerate then may be used as a char-
acterizing variable for modeling purposes. However, number of primary particles per
agglomerate does not yet provide any geometrical information as it might be needed
to determine product properties such as accessible surface area or porosity. To roughly
characterize the geometry of highly agglomerated particles the fractal dimension may
be used. A more detailed discussion of the geometrical characterization of agglomerates
is given in chapter 5.
Image analysis also provides an approach to particle shape characterization. As
imaging technology only provides a two-dimensional projection of the particle, char-
acterization must be based on this projected area. Techniques from shape recognition
can be employed to analyze the projected area. Consider the outline of a projected par-
ticle. Chose the centroid of the area as a base point. Plotting the distance of all points
on the outline from the base point as a function of the angle provides a kind of fin-
ger print of the projected area. The resulting function can be analyzed e.g. by Fourier
transformation. From the Fourier coefficients so-called Fourier descriptors, which rep-
resent a particular shape, can be derived. This and several other techniques have been
reviewed in the context of pattern recognition by Zhang and Lu (2004). Fourier descrip-
tors have for example been used to characterize the morphology of potassium chloride
crystals by Bernard-Michel et al. (1997). To the author’s knowledge, this technique has
not yet been used to characterize particles for modeling purposes. However, for product
characterization Fourier descriptors may give valuable insight in product quality.
Digital images are constructed by small quadratic elements, so-called pixels, with
different color. This concept directly carries over to a three-dimensional representation.
There small cubes, so-called voxels, can be used to set up a three-dimensional body. This
is pretty much like playing with the famous children toy Lego. The size of a particle is
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then just defined as the number of voxels; the shape is defined by the distribution of
the voxels in space (Taylor, 2002). Experimentally, this characterization can be used to
represent data from X-ray tomography (see e.g. Taylor et al., 2006). Same as the pixel
representation from 2-D image analysis, also the voxel representation has not yet found
the way into actual phenomenological modeling.
2.2.2 Non-geometrical particle properties
A comprehensive characterization of a crystalline particle may include more than only
geometrical information. As for the geometrical characterization, a general question
has to be posed: What are the distinguishing properties of crystals with respect to their
behavior? In the following, some of these characteristics are given without claiming
completeness.
First of all, the molecular structure of the crystal building blocks is obviously a dis-
tinguishing property. Much of the intrinsic behavior of the crystals is governed by the
molecules. The growth of crystals follows fundamental thermodynamic rules, which are
affected by the molecular behavior. In essence all physical properties (e.g. solubility)
are governed by molecular structure. However, in practice these properties are hardly
accessible via first principle modeling. Hence, the knowledge of the molecular structure
of a compound is (at least today) not sufficient for process modeling. Furthermore, the
knowledge of the physical properties does not elucidate the behavior of the system for
a given set of process specifications (e.g. local energy dissipation or impact energy of a
particle when colliding with a stirrer). The molecular structure may also give informa-
tion on polymorphism of the system. In pharmaceutical applications the polymorphic
state often is an important discrete characterizing variable of a crystal.
For some products the purity or the amount of inclusions of the crystal is relevant.
However, this issue is rarely being addressed in terms of modeling. The inner strain of
the crystals may have an effect of the mechanical behavior of crystals and can thus be
considered as a characterizing property of individual crystals.
All these properties can be decisive for process behavior or product quality. Whether
any of these are actually needed depends on the problem to be addressed. In this work
we content ourselves with the discussion of the geometrical characterization and its im-
plications on process behavior and corresponding modeling efforts.
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2.2.3 Particle position in space
For process modeling the position of a particle in space can be highly important. This is
completely neglected when assuming a well-mixed state. However, in industrial crystal-
lizers this is rarely the case.
Generally, the flow field in a crystallizer is inhomogeneous and results in locally
different crystallization behavior. In the fully resolved 3-dimensional case, three position
coordinates are needed to specify the position of a crystal. The behavior of a crystal can
then be affected either directly or indirectly by fluid dynamics. A direct influence is
given if the crystallization phenomena depends on the local flow characteristics (e.g. the
local shear rate). Thus, the inhomogeneity of the flow field is directly propagated to an
inhomogeneity in the crystallization behavior. Fluid dynamics also affect the driving
force of crystallization. Fluid dynamics will induce a certain supersaturation profile that
indirectly affects crystallization.
In the established terminology of population balance modeling (see chapter 4), the
spatial variables are considered as outer coordinates whereas the crystal properties men-
tioned in the previous sections are referred to as inner coordinates. In principle inner
coordinates can be treated in a similar manner as outer ones. In the recent literature the
problem of coupled simulation of particle and fluid dynamics has attracted quite some
attention because proper accounting of fluid dynamic effects are believed to strongly
increase the quality of model predictions (ten Cate et al., 2001; Marchisio et al., 2003b;
Bezzo et al., 2004; Bezzo and Macchietto, 2004; Dorao and Jakobsen, 2006; Marchisio
et al., 2006; Schwarzer et al., 2006). After proper modeling the resulting mathematical
problem is quite challenging and different solution strategies have been employed. A
more detailed discussion of the interplay of fluid and crystallization dynamics and the
prevailing solution strategies can be found in the literature (Kulikov et al., 2006b).
In own contributions a tool integration strategy has been employed to solve the cou-
pled fluid and particle dynamics problem. The fundamental idea behind the approach is
to exploit the features of existing, specialized software tools as best as possible. Existing
tools, which are highly tailored to a specific problem class (e.g. Navier-Stokes-equations,
population balance equations), are used and coupled via a software integration strat-
egy. This approach can be used to simulate complex crystallization flowsheets (Briesen
et al., 2004; Kulikov et al., 2005a) as well as coupled particle and fluid dynamics prob-
lems (Kulikov et al., 2005b, 2006b,a).
Although it is an important aspect of improving the predictiveness of crystallization
models, the remainder of this work focusses on complex characterization with respect to
inner crystal properties. Any position in space and consequently any effects of localized
16 Chapter 2. Particle characterization
fluid dynamics are neglected.
2.3 Matching characterization for modeling and exper-
imental characterization
Experimentation is the most straightforward way to investigate a phenomenon of in-
terest. This is also true for particulate processes. Experimental characterization of a
particulate phase is therefore of major interest. The options for experimental charac-
terization are always restricted by the available measurement technology. While the
temperature can be measured accurately in high resolution of space and time, the state
of disperse-phase systems is certainly harder to investigate.
In a modeling approach, the detail of information can be almost arbitrarily high. But
can we measure what we model to verify our assumptions? The dilemma is that the com-
plexity needed for predictive modeling is currently not fully experimentally accessible.
As a consequence we must rely on the test of our modeling assumptions on a coarser
scale. However, such comparison on the coarse scale can provide only evidence but no
proof for a certain physical interrelation.
The complexity of current measurement techniques makes the problem even worse.
Often they do not even supply the results in the same measure as it is used for modeling.
As introduced in the previous section, even simple size characterizations obtained from
different measurement techniques vary. Obviously, it would be desirable to transform
the experimental raw signal into the same size (or extended) representation as used for
modeling. This approach must inherently be based on a model of the measurement
technique itself. The model must provide the measurable signal as a function of the
particulate state in terms of the modeling characterization.
Own work comprises the modeling of the Focussed Beam Reflectance Measurent
(FBRM) with the final goal to reconstruct a particle size distribution from the measured
chord length distribution (Kail et al., 2007, 2008). As a prerequisite a model of the mea-
surement process itself is needed. Significant model improvements have been realized
by taking into account the detailed geometry of the laser. Figure 2.1 shows the model
predictions of the proposed model (Kail et al., 2007), the prevailing literature model (Ruf
et al., 2000) and the experimentally obtained chord length distribution for a test system
of mono-disperse ion exchanger spheres.
Users of particle sizing instruments should be well aware of the limitations of the em-
ployed technology. This is certainly a common perception considering the measurable
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Figure 2.1: Prediction of FBRM measurements .
particle size range. However, also within this size range, the evaluation of the primary
signal is often based on a certain model associated with a particular set of assumption.
Often these assumptions include a fixed shape of the particles. Results should be inter-
preted with care if the particle shape varies.
Rigorous experimental investigation of particle shape is a rapidly emerging
field (Bernard-Michel et al., 2002; Castro et al., 2002; Brown et al., 2005; Calderon
de Anda et al., 2005; Lin and Miller, 2005; Larsen et al., 2006; Patchigolla et al., 2006;
Sherwood and Emmanuel, 2006; Taylor et al., 2006). In the future, these techniques will
provide a way to address shape-dependent process behavior in much more detail than it
is common today. Hence, also the modeling techniques presented in this work can be
further evaluated and results can be compared on a more fundamental level far beyond
crystal size distributions.
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Chapter 3
Single crystal modeling
Generally, crystallization processes are governed by the interplay of several ki-
netic phenomena. Namely, nucleation, growth, breakage/attrition, and/or aggrega-
tion/agglomeration. As the modeling of primary nucleation takes place in the absence
of any particle, it is mainly disregarded here. This chapter discusses the phenomena
that can be modeled on the single particle scale. The status of modeling approaches
for the phenomena growth, breakage and attrition is addressed. Obviously, the funda-
mental physics behind the three phenomena are very different. Breakage and attrition are
largely mechanical processes whereas growth is mainly determined by thermodynamics.
Consequently, the necessary particle characterization is quite different. For growth and
breakage the literature is reviewed in the context of crystal characterization. For attri-
tion own original work that extends previous approaches by considering a more detailed
geometrical particle characterization is presented in section 3.3.
3.1 Growth
The investigation of crystal growth is, same as nucleation, strongly based on thermody-
namic considerations on the molecular scale. For the fundamental modeling of crystal
growth a molecular characterization of the crystal species is therefore inevitable. If only
the well defined growth of a certain crystal face is of interest, the characterization of the
particle itself is of minor importance; but the characteristics of the growing surface, like
surface roughness or dislocation density, may have strong impact.
On the other hand the result of the growth process is strongly related to the geomet-
rical particle characterization. The differences in growth rates of different crystal faces
determine the macroscopic shape of a crystal. If this growth behavior of the different
faces needs to be addressed in a process modeling approach, a one-dimensional crystal
characterization is certainly insufficient. Rigorously, the full crystal morphology needs
to be represented. Although the high degree of symmetry allows for a strong reduction
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in complexity, the resulting crystal characterization must still be considered too complex
for macroscopic process modeling. Fortunately, the habit of the crystal (needle, plate,
cube, . . .) is often more important for macroscopic process modeling than the full crystal
morphology.
In the following, different approaches to crystal growth modeling are briefly dis-
cussed. As there have been decades of vivid research in this area, the discussion does
not aim at a thorough analysis of the current state-of-the-art. Instead the main (partly
historical) modeling approaches are presented. For further study the given references
should provide a good starting point. Sections 3.1.1 to 3.1.3 present the main techniques
and theories developed in the natural sciences. Section 3.1.4 discusses the relation of the
fundamental understanding of crystal growth to the formation of the observable morpho-
logical form. Finally, section 3.1.5 focusses on the currently prevailing use of lumped
kinetics in chemical engineering.
3.1.1 Continuum theories of crystal growth
Early theories on crystal growth (Vollmer, 1939) assumed a layer on the crystal face in
which crystal building units (molecules, ions, atoms) are adsorbed. By this adsorption
the building units loose a degree of freedom. They are further allowed to move on the
crystal surface by surface diffusion. They finally get integrated in the crystal lattice when
they reach an energetically favorable, i.e. highly bonded state. This happens when the
building unit reaches a step site where it is bonded to the surface and the neighboring
unit. If a completely flat face has been achieved, a two-dimensional nucleus had to be
formed by surface nucleation. The overall growth rate in this approach is limited by
the time to form these surface nuclei and can be related to classical nucleation theory.
This framework is the basis for the later development of the so-called birth and spread
models, where first a two-dimensional crystal surface nucleation takes place followed by
a spread of the crystal layer. At high supersaturation, nucleation is no longer limiting the
overall process. The resulting mechanism is then called rough growth. Two-dimensional
nuclei are formed so fast, that the actual spreading of the monolayer is no longer actually
observable. Eventually, this leads to a rough crystal surface.
Unfortunately, estimations based on these theories could not explain the large growth
rates observed even at moderate supersaturation. A major contribution to the under-
standing of crystal growth was presented by Burton et al. (1951). Today, their approach
is known under the name Burton-Cabrera-Frank (BCF) theory. It considered the effect
of lattice imperfections on crystal growth. They proposed a mechanisms by which crys-
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tals grow at screw dislocations. By spiraling around this screw dislocation, step sites
will always be available to bond crystal building units diffusing on the surface. Thus,
no new surface nuclei have to be formed. The growth rate is then limited by the surface
diffusion yielding relatively fast growth rates even at moderate supersaturation.
Although the above theories yield analytical equations to describe the dependence of
the crystal face growth rates on supersaturation, the energetic parameters actually needed
in order to determine these rates numerically are hardly accessible. Thus, the models
are not constructive but must be related to experimental observations. Nevertheless,
the BCF-theory is the basis of numerous contributions presented in the area of crystal
growth, and largely determines our current understanding of crystal growth. According
to the Web-Of-Science their original contributions has been cited more than 3000 times
to date.
3.1.2 Kinetic Monte-Carlo simulations of crystal growth
In kinetic Monte-Carlo simulations the model assumptions from the previous section
are actually rendered in a stochastic framework. Provided that they are correctly pa-
rameterized, Monte-Carlo simulations are therefore capable of investigating all of the
growth mechanisms introduced above (birth-and-spread, spiral growth, rough crystal
growth). Transition probabilities between the various states that a crystal building unit
can assume are formulated on the basis of energetic consideration. By executing certain
events according to their probability to occur, the actual evolution of the surface can be
tracked. Early work on the use of kinetic Monte-Carlo algorithms gave insight in the
surface and growth behavior for varying process conditions and provided comparison
to the analytical continuum theory predictions (see e.g. Kohli and Ives, 1972; Gilmer,
1976; Swendsen et al., 1976; Van der Eerden et al., 1977, 1978).
Today, Monte-Carlo methods are versatile tools, which are standardly employed in
studying crystal surface and crystal growth phenomena (Boerrigter et al., 2004; Piana
and Gale, 2006).
3.1.3 Molecular dynamics (MD) simulations of crystal growth
The main hindrance to a fundamental understanding of crystal growth is the fact that
these processes act on atomistic/molecular length scales, which are hardly accessible
by experimental techniques. Thus, these processes particularly must rely on modeling
and simulation. The most important specification of a growing crystal is given by the
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atomistic/molecular species. In the following only molecular species are considered
although all the statements hold true also for atomic/ionic species.
Intermolecular force fields are the basis of molecular dynamics (MD) simula-
tions (Allen and Tildesley, 1989; Frenkel and Smit, 2002). Based on these intermolecular
forces, Newton’s equation of motion is solved for a large set of molecules. From sta-
tistical thermodynamics, the quantities of interest can be derived. MD simulations have
been widely applied to fluid systems. Of primary importance to chemical engineering is
the prediction of vapor-liquid phase equilibria (see e.g. Fermeglia and Pricl, 2001).
Because of its foundation on molecular information, MD simulations also seem to be
the most fundamental and most promising approach to crystal growth modeling. Earlier
studies using MD simulations have all been restricted to crystallization from the melt
and mainly address nucleation (Mandell et al., 1976, 1977; Nose and Yonezawa, 1986;
Swope and Andersen, 1990; Van Duijneveldt and Frenkel, 1992; Esselink et al., 1994).
Crystallization from solution has long time been considered out of reach to MD sim-
ulations. Typical time scales that can be investigated by MD simulations today are in
the order of a few nano-seconds. To get meaningful, quantitative results for a growing
crystal surface, much larger time scales would need to be simulated.
However, pioneering work by Anwar and Boateng (1998) has shown that even for
strongly simplified systems (model atoms with Lennard-Jones potentials) molecular dy-
namics simulations can already provide qualitative insight in the mechanisms of crystal
growth from solution. Stimulated by this success more and more studies addressing
crystallization from the solution with MD simulations arise in the literature. For several
organic and inorganic crystal species nucleation (Shore et al., 2000; Zahn, 2004; Mucha
and Jungwirth, 2003) and growth (Hussain and Anwar, 1999; Piana and Gale, 2005)
have already been successfully investigated.
However, given the typical time scales accessible, the practical use of MD simulation
for investigating crystal growth is still limited. An approach that may lead the way out
of this dilemma has been presented by Piana et al. (2005). Because their concept is
mainly a solution of a scale integration problem, it is discussed in more detail later (see
chapter 6).
3.1.4 Morphology prediction
A particular problem, which has attracted much attention, is the prediction of the crys-
tal morphology for given growth conditions (i.e. which crystal faces appear to which
extent).
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Fundamentally, the equilibrium shape of crystals is determined by a minimum of the
total surface free energy (Gibbs, 1948). Because of the anisotropy in the crystal lattice,
crystals do not assume a spherical shape but develop certain faces. The macroscopically
observable size and shape of a crystal is governed by the growth rates of the different
faces. To determine the equilibrium shape under a certain condition, one needs at least
the relative growth rates for the different faces. The slower a certain face will grow, the
larger will be the morphological importance of the respective face.
The first theoretical approach to crystal morphology prediction is today known un-
der the name Bravais-Friedel-Donnay-Harker (BFDH) law (Donnay and Harker, 1937).
This theory is mainly build on knowledge of the lattice geometry, which became accessi-
ble in the late 30ies through X-ray analysis (Ewald, 1962). It is assumed that the slowest
growing faces are the ones with the largest distance between two layers in the crystal
lattice. The rationale behind this assumption is that the larger the distance between two
layers, the more bonds have to be formed when generating a new layer (Bennema et al.,
2004). Consequently, the growth rate in a certain direction decreases with the number of
bonds that need to be formed. Eventually, the macroscopic faces that correspond to the
largest interplanar distances in the crystal lattice are most expressed. Because this ap-
proach could not capture complex interactions of the crystal building units in the crystal
lattice (e.g. hydrogen bonds), it is often of limited use especially for complex molecular
crystals as they arise in the pharmaceutical industry.
The first more thermodynamical approach to morphology prediction dates back to
the middle of the last century. Hartman and Perdok (1955a,b,c) proposed that the more
energy is needed to attach a new molecule to the crystal lattice at a given position, the
slower the growth rate of the respective face. Today, the models based on this thought
are mostly referred to as attachment energy models. Introducing molecular modeling
to predict the attachment energy (Berkovitch-Yellin, 1985), provided the roadmap for
an actual ab-initio prediction of crystal morphology. Today, attachment energy models
have found wide acceptance. Software tools like Cerius2 (Accelrys Ltd., Cambridge,
UK) or HABIT (Clydesdale et al., 1996) are available to support morphology predic-
tions. These tools calculate attachment energies by means of molecular modeling. As
only the relative growth rates of the different faces are needed to construct the equi-
librium morphology, it is sufficient to determine the attachment energy only. Explicit
knowledge on the experimentally observed apparent growth rate is not necessary. The
original BFDH law and the attachment energy models have the fundamental disadvan-
tage that they mainly concentrate on the internal forces between the crystal building
units. Consequently, these techniques are quite successful for the prediction of crys-
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tals grown from the melt or the gas phase where there is no influence of other molec-
ular species. On the other hand especially the problem of proper solvent selection is
of paramount importance in the pharmaceutical industry. Although the consideration
of solvents and additives is already partly possible with the above mentioned software
tools, predictions are not satisfactory in many cases. Therefore, the extension of attach-
ment energy models to rigorously include the influence of solvents and additives is still
an active field of research (Schmiech et al., 2002; Lu and Ulrich, 2005). Eventually,
these models shall allow to assess the effect of additives, solvent, supersaturation, and
impurities in the calculation of attachment energies.
An alternative way to morphology prediction has been proposed by Winn and Do-
herty (1998, 2000, 2002). On the basis of the classical BCF-theory, they have developed
models to determine relative growth rates of the crystal faces. By determining kink sur-
face free energies for several combinations of solvent and organic crystals, they were
able to predict the morphology of some organic crystals.
In order to investigate the actual time evolution of the crystal shape instead of its
equilibrium shape, Gadewar and Doherty (2004) developed a model that actually tracks
the face evolution of crystals characterized with two dimensions. The model allows to
track the formation of new faces as well as the disappearance of existing faces. Recently,
the two-dimensional approach was extended towards a fully resolved three-dimensional
modeling (Zhang and Doherty, 2004).
In terms of crystal characterization, all methods for morphology prediction need to
reflect the full geometrical nature of the crystal. In fact this is the objective of morphol-
ogy prediction in the first place. Considering complex shaped crystals, a large number
of variables is needed to fully characterize the shape. Fortunately, crystals show a high
degree of symmetry that can be exploited. Nevertheless, each crystallographic face and
its distance from the center of the crystal need to be specified. The number of necessary
variables ranges from 1 for a perfectly cubic crystal to the order of 10 for complex-
shaped organic crystals. If not only a single crystal is considered but a complete set,
such a high-dimensional characterization poses significant challenges (see section 4.5).
3.1.5 Lumped growth kinetics
The approaches to crystal morphology prediction have a structural advantage over the
predictions of apparent growth rate. For morphology prediction, only the relative growth
rates need to be known. If the process conditions (e.g. supersaturation) are kept constant
during the process, statements of proportionality (like in the attachment energy models)
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are often sufficient to predict the equilibrium shape.
For dynamic process modeling, however, the actual growth rate of a crystal needs to
be known. Unfortunately, the necessary energetic data to predictively employ the fun-
damental growth models are largely lacking. Therefore, lumped growth kinetics prevail
in crystallization process modeling. The linear growth rate G of the crystal is defined as
the rate of change of a characteristic size L of the particle:
G =
dL
dt
. (3.1)
In principle this characteristic length can be any of the measures introduced in the previ-
ous chapter 2. To relate the growth rate to the experimentally accessible mass deposition
rate, often the diameter of the volume equivalent sphere is used for crystal characteriza-
tion. In this case the mass deposition rate dmdt relates to the growth rate by
dm
dt
=
d
(
%pi6L
3
)
dt
=
%piL2
2
G , (3.2)
where % is the density of the crystalline material.
From the basic understanding of integration limited growth mechanisms, which in its
essence has been described in section 3.1.1, one can expect a power-law dependence of
the growth rate on relative supersaturation. The simplest and frequently used expression
for the growth rate therefore is
G = kg σ
g , (3.3)
where kg is a growth factor and σ = c−csatcsat denotes the relative supersaturation, which
is constructed from the solute concentration c and the saturation concentration csat.1
Depending on the growth mechanism, the growth exponent g should be between 1 and
2. It is obvious that this lumped description hardly has any predictive capabilities and
can basically only be used to correlate experimental data.
More physical insight would be provided if the lumped growth model considered
both, the effect of mass transfer to the crystal surface and the integration of the crystal
building units in the lattice. To reflect this, Bermingham (2003) used a more complex
formulation resulting from a combination of mass transfer and a second order surface
reaction:
G
2kd
= σ +
kd
2krcsat
−
√(
kd
2krcsat
)2
+
kd
krcsat
σ (3.4)
kr denotes the rate coefficient of the surface reaction; kd is the mass transfer coefficient.
1The concentration measure may vary. E.g. also mass fractions are frequently used.
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Generally, the growth rate can be size-dependent: G = G(L). In this case kd, kr, csat,
and σ all become functions of the crystal size L. Although physically more reasonable,
the parameters in equation (3.4) are still largely unknown and must be estimated or
identified from experimental data.
With the use of a linear growth rate model for one characteristic length L, one looses
virtually any information on the interplay of growth and crystal shape. Although a shape
specification like the volumetric shape factor introduced in chapter 2 can still be assigned
to the crystal, no evolution of this shape factor can be modeled. The one-dimensional
characterization of the crystal only allows a direct scaling of the geometry based on the
one characteristic length L.
To address the crystal shape evolution, the concept of empirical, lumped growth rates
is directly applicable to more complex shape characterizations. If a particle is charac-
terized by two characteristic lengths L1 and L2, a linear growth rate can be formulated
for each of the length. L1 and L2 can e.g. represent the length and the width of a cuboid
crystal. Although the real complex crystal geometry may have to be simplified, this
approach already allows to gain some insight in habit evolution during processing. The
habit evolution of hydroquinone affected by additive concentration has been investigated
experimentally and model-based (Puel et al., 1997, 2003a,b). The hydroquinone crys-
tals have been characterized as rod-like particles with two characteristic lengths (see
figure 3.1), which reasonably approximated the microscopically observed crystal shape.
Ma et al. (2002b,c) investigated the two-dimensional growth of potassium dihydrogen
phosphate. This crystal species assumes the shape of tetragonal prisms in combination
with tetragonal bipyramids, for which the angle between the prism face and the pryra-
midal face is pi4 (Mullin and Amatavivadhana, 1967). As seen in figure 3.1, this shape
can actually be fully represented by the knowledge of the two lengths L1 and L2. Thus,
two lengths not necessarily have to specify cuboid crystals only. As long as the prin-
cipal geometry (in this case the prism-bipyramid form with given angle) is known, few
characteristic lengths may be sufficient to address apparently complex looking crystal
shapes.
The introduction of more than one dimension in particle characterization, however,
makes the identification of the rate constants from experimental data far more compli-
cated. One reason for the increased difficulty is that experimental data actually reflecting
the detailed shape of the crystals are difficult to obtain. Currently evolving techniques
based on online image analysis may in the future provide these data (Bernard-Michel
et al., 2002; Brown et al., 2005; Calderon de Anda et al., 2005; Larsen et al., 2006; Li
et al., 2006). But even if these data were available, the numerical parameter identifi-
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Figure 3.1: Two dimensional crystal characterization used for hydroquinone (left) (see
Puel et al., 2003a) and potassium dihydrogen phosphate (right) (see Ma et al., 2002b).
cation for a large number of kinetic parameters would become quite challenging. This
is especially true if the phenomena of interest are not accessed on the single particle
scale. In crystallization process experiments, like the ones used in Puel et al. (1997,
2003a,b), growth may be obscured by other phenomena (secondary nucleation, hydro-
dynamic effects, . . .) such that the numerical identification of the growth parameters
may give misleading results. The identified kinetics may describe the experiment under
investigation, whereas these kinetics are by no means intrinsic and transferable to other
operation conditions.
The only fundamental way to improve this situation is to employ the well established
growth theories introduced above and relate them to the simple linear growth rate mod-
els (see Winn and Doherty, 1998, 2000, 2002). By the scale integration of the physical
knowledge from the molecular scale to the scale of observable crystal growth, truly pre-
dictive growth models may become available for practical purposes. This would reflect
the actual basis of crystal growth as a molecular scale process. Recently, promising
results have been reported following this direction by Piana et al. (2005) (see also chap-
ter 6).
3.2 Breakage
Another single particle phenomenon posing significant challenges on crystal characteri-
zation is breakage. While attrition (discussed in the next section 3.3) refers to a process
where small particles get abraded from the original crystal, breakage yields fragments
from which the original crystal can no longer be identified (Bemrose and Bridgwater,
1987). If breakage is considered in crystallization process models, this is usually done
in the framework of the population balance equation (see chapter 4). For specifica-
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tion of the breakage behavior, the general formulation of a breakage frequency and the
breakage distribution as introduced by Ramkrishna (1985) can be employed. Depending
on particle size and several state variables like supersaturation and particle density, the
breakage frequency function reflects the rate at which particles of a certain size break.
The resulting size distribution of the fragments is determined by the breakage distribu-
tion function. For a generic crystallizer model, Hounslow et al. (2005) suggested the use
of power law relations with respect to particle size for the breakage frequency function.
Similar relations are also used for the modeling of droplet breakup in a shear environ-
ment (Attarakih et al., 2003) . The breakage distribution functions can be derived from
different conditions. E.g. either the number density of generated particles with respect
to their volume (Nicmanis and Hounslow, 1998) or their size (Attarakih et al., 2003) can
be assumed to be constant. Nevertheless, the choice of the breakage distribution func-
tion always has to satisfy the preservation of crystal mass. The formal introduction of
these breakage functions in the framework of population balance modeling is discussed
in section 4.3.3.
Note, that neither of the above breakage distribution functions has a sound theoretical
basis. Similar to the lumped growth models, the main value of existing expressions is
that they are capable of correlating experimental data. A strong restriction for mechanis-
tic modeling of breakage is certainly the simple characterization of the crystal. In current
approaches, a crystal must be fully characterized by only one characteristic length. Be-
cause of this simplicity in characterization, it is questionable whether kinetic parameters
can actually be mechanistically derived using this restricted crystal representation.
The significant influence of particle size on breakage behavior is indisputable. How-
ever, also the influence of particle shape is indicated by phenomenological studies for
different applications like e.g. suspension crystallization (Mazzarotta, 1992) or food pro-
cessing (Scanlon and Lamb, 1995).
To the author’s knowledge, no mechanistic model has yet been proposed to describe
the breakage behavior of crystal particles in a suspension. However, because of the rel-
evance in such fields as crushing and grinding, breakage models have been developed
in contexts different from crystallization. Although the results may not directly carry
over to crystallization problems, here these approaches are of interest with regard to the
characterization of the particles. Due to the complex nature of comminution, the under-
standing is far from being complete and no commonly accepted sound theoretical model
is available today (Husemann, 2005). The main objective in modeling comminution
processes is to determine the breakage size distribution. Usually, the general form of
the fragment size distribution is given by the classical distributions used in mechanical
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process engineering. These are e.g. the log-normal distribution or the Rosin-Rammler-
Sperling-Bennet (RRSB) distribution (see e.g. Sahoo, 2006). The parameters of these
distributions are then fitted to experimental data. Generally, these distribution parame-
ters are a function of particle size and shape (Klotz and Schubert, 1982). However, note
that this approach inherently is built on a one-dimensional particle characterization.
Based on the theoretical framework developed by Hill and Ng (1996), which is ca-
pable of constructing breakage distribution functions for particles that are characterized
by their size only, Hill (2004) presented a general concept how particle shape could be
included. The particles where characterized by two variables: The total volume of the
particle and a shape factor that was defined as the ratio of the actual particle volume to
the product of apparent length, width, and depth of the particle. For breakage modeling,
the use of volume as a characterizing variable is favorable because the conservation of
mass during particle breakage can be exploited to formulate consistency equations that
limit the functional dependencies in the breakage distribution function. The fundamental
challenge is to derive breakage distribution functions for the employed characterization.
Considering binary breakage only, the problem is: If a particle with a certain size and
shape factor breaks; what are the probabilities that the resulting particles have a certain
combination of sizes and shape factors? The breakage distribution functions proposed
by Hill (2004), however, are less motivated by the underlying physics but mainly focus
on mathematical consistency in the problem formulation. Consequently, it has only been
qualitatively shown, that the framework is capable to reflect experimental observations.
Therefore, the proposed framework is highly promising. Nevertheless, a constructive
approach on the prediction of the breakage distribution function on the basis of physical
properties is still lacking.
3.3 Attrition
As breakage needs large impact energies, the prevailing process in suspension crystal-
lization is usually attrition (Nienow and Conti, 1978; Conti and Nienow, 1980; Maz-
zarotta, 1992; Synowiec et al., 1993). Attrition can be considered as a secondary nu-
cleation mechanism and frequently occurs in industrial crystallizers. By collisions with
the stirrer or with the crystallizer walls, small fragments of larger crystals get chipped
off. These fragments serve as secondary nuclei. This attrition behavior can be desired or
undesired. Considering a continuous crystallization process, attrition stabilizes the dy-
namic behavior of the process because attrition provides a continuous source of nuclei.
By growth these nuclei deplete supersaturation avoiding large supersaturation peaks.
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These peaks may lead to primary nucleation and eventually can cause undesired oscil-
latory behavior as discussed by Jerauld et al. (1983) and Grosch et al. (2002). On the
other hand considering a seeded batch process where a nearly mono-disperse crystal
size distribution may be desired, attrition unavoidably broadens the size distribution.
For the design of processes and for tailoring the size distribution of a crystal product, the
fundamental understanding of the attrition process is of great importance.
3.3.1 Previous work on attrition modeling
For the modeling of attrition behavior there are alternatives with varying degree of de-
tail. Often all nucleation processes are lumped and considered by power laws (see e.g.
Hounslow et al., 2005) and unknown parameters in the model are fitted using experimen-
tal data. Through this approach, apparent nucleation kinetics are obtained, which often
are suitable to describe the process with reasonable accuracy (see e.g. Meadhra et al.,
1996). Thus, for the modeling of an existing process, this pragmatic approach is quite
appropriate. However, this approach obviously has the drawback that the models can
hardly be extrapolated beyond the region of experimental conditions used for parameter
fitting. Consequently, the predictive capabilities of such semi-empirical models are very
limited.
Bravi et al. (2003) presented a study on attrition experiments in a lab-scale crystal-
lizer for a number of different crystal species. They tried to correlate their observations
to the mechanical properties of the crystals. However, they could not find a direct rela-
tion. They concluded, that it is highly desirable to have predictive models that describe
attrition on the basis of mechanical properties. A model that incorporates process con-
ditions and the mechanical properties of the crystal certainly has to be based on a much
deeper physical understanding than the above semi-empirical models.
To the author’s best knowledge, Gahn and Mersmann (1997, 1999a) were the first
who picked up that challenge and developed an attrition model that was based only on
material properties of the crystal and geometrical conditions of the stirrer (Gahn and
Mersmann, 1999b). This model is the basis of the own work to be presented next and is
therefore presented in some detail in the following section 3.3.2.
More recently, Ghadiri and Zhang (2002) and Zhang and Ghadiri (2002) developed
an alternative mechanistic model based on the formation of subsurface cracks. Their
derivation resulted in a fractional loss of material proportional to a dimensionless at-
trition propensity parameter. This attrition propensity parameter was derived to be a
function of impact velocity and material properties. Experimentally, they studied well
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defined single crystal impacts for magnesium oxide, sodium chloride, and potassium
chloride (Zhang and Ghadiri, 2002). These experiments were used to determine the pro-
portionality constant of the relation mentioned above. Although being mechanistic, this
model cannot be considered to be predictive because it still needs experimental attrition
data to fit the parameters.
3.3.2 Attrition model by Gahn and Mersmann
Contrary to the model by Ghadiri and Zhang (2002) and Zhang and Ghadiri (2002),
the model by Gahn and Mersmann is fully predictive. The model parameters are all
based on mechanical properties that can be measured or estimated from material testing
procedures. The model they proposed basically comprises answers to the following
questions:
1. What is the attrition volume for a defined collision of a crystal with a flat surface
(e.g. the stirrer-blade)?
2. What is the fragment distribution after such a collision?
3. What are the collision rates and the impact energies for a given crystallizer-stirrer
setup?
From the perspective of crystal shape characterization, the first question is the most
interesting one and is elaborated in detail. Is a simple size/shape characterization of the
crystal sufficient to mechanistically model the first problem? Although in principle also
question 2 and 3 are related to crystal shape characterization, they are not considered
here. The detailed solution to both other questions as proposed by Gahn and Mersmann
can be found in the original contributions (Gahn and Mersmann, 1999a,b).
Concerning the first question, the model by Gahn and Mersmann (1997, 1999a) is
built on several assumptions. The ones of major importance are:
1. The crystal geometry is simplified to a semi-infinite cone that hits a flat surface.
2. The cone is assumed to have a half opening angle of Ω = pi3 (see figure 3.2).
3. The strain energy distribution results from a static force acting at the vertex of the
cone in the direction of the central axis of the cone. The strain energy distribution
can be assumed to be a function of the radial distance from the vertex only.
4. The impact energy is completely transformed into plastic and elastic energy at the
tip of the cone.
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5. The plastic deformation at the vertex of the cone can be described using the Vickers
hardness instead of a dynamic hardness:
F = Hva
2pi sin2Ω , (3.5)
with F , Hv, and a denoting the acting force, the Vickers hardness, and the charac-
teristic size of the plastic deformation zone (see figure 3.2).
6. The material properties are isotropic and independent from the acting force.
7. Attrition does not set in until the full load is applied to the cone.
8. Rittinger’s law applies (Rittinger, 1867): The surface area created by attrition is
proportional to the elastic strain energy stored in the respective fragments.
Based on these assumptions and by using the knowledge from various scientific dis-
ciplines as classical mechanics, material science, and elasticity theory, Gahn and Mers-
mann (1997, 1999a) derived an equation relating the attrition volume vatt to the kinetic
impact energy Ekin:
vatt = CG&M · E
4
3
kin . (3.6)
The constant CG&M was analytically derived as a function of several material properties:
CG&M =
2
3
H
2/3
v
µ ΓKr
, (3.7)
where µ and ΓKr are the shear modulus and the ratio of fracture surface energy and
fracture efficiency, respectively. In the following this model is referred to as the G&M-
model.
Based on the G&M-model, several other work has been published in the literature.
In a mainly experimental study, Marrot and Biscans (2001) accelerated sodium chloride
crystals in a saturated solution and let them hit a target. Mainly because of the surround-
ing saturated solution, their results are not comparable with the approach in this study.
The surrounding fluid certainly has strong effects on the attrition behavior. Although
this condition is obviously closer to the industrial application, it hinders the fundamen-
tal insight. Many additional assumptions must be made to quantify the effect of the fluid.
Marrot and Biscans (2001) used the fundamental equation (3.6) therefore only to fit the
exponent of the kinetic energy and the attrition constant C to the observed experimental
results. In a later study, the investigation was extended to sodium glutamate following
the same approach (Biscans, 2004).
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Figure 3.2: Coordinate system nomenclature and cone geometry.
Lim et al. (1999a) investigated the particle size distribution of the crystal fragments
for varying shape factor on the basis of the G&M-model. The shape factor was ran-
domly sampled by a Monte-Carlo approach. Their results showed that the fragment size
distribution depends on the shape factor of the parent and fragment crystals. However,
they did not study the effect of the shape on the generated attrition volume as it is done
here.
Gerstlauer et al. (2001) presented a model-based analysis of a crystallizer, where
the growth rate of the particles are not assumed to be constant. Instead, the crystal
growth rate was introduced as a function of the crystal inner strain. This inner strain was
correlated to the G&M-model resulting in a bivariate population balance formulation
(see also section 4.5).
Lieb and Kind (2004) used the G&M-model to estimate secondary nucleation kinet-
ics. Nucleation was modeled by a boundary condition in a mixed-suspension-mixed-
product-removal (MSMPR) setting. They compared their experimental results for am-
monium sulphate and pentaerythritol to a MSMPR population balance formulation in-
cluding growth and secondary nucleation by attrition. The same experimental setup was
also investigated in a more recent modeling study. Dorofeeva et al. (2006) proposed a
detailed population balance model also relying on the G&M-model
The material property hardest to access in equation (3.7) is the ratio ΓKr . It cannot be
measured directly but must be obtained by an estimation procedure as suggested by Gahn
and Mersmann (1997). Based on Vickers indentation tests, the procedure relates the
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work of indentation to the generated fracture surface:
Γ
Kr
=
1
5.2
W
1
3
c H
5
3
v
µ
, (3.8)
whereWc is the measurable critical energy to obtain cracks by the indentation test.
To validate the model given in equations (3.6) and (3.7), experiments have been
carried out, in which crystals have been dropped from a certain height through an evac-
uated tube to hit a glass plate (Gahn and Mersmann, 1997). The height and the mass of
the crystals directly defined the impact energy. By weighing the mass of the resulting
fragments, the analytically derived constant CG&M could be compared to experimental
data. The results showed that the experimentally observed attrition volume was under-
predicted by the theoretical model by a factor of roughly 2 (Gahn and Mersmann, 1997).
This was attributed to the simplifying assumptions and uncertainty in the material prop-
erties. As discussed above, the ratio of fracture surface energy and fracture efficiency
is a crucial property in the model. In later work, Gahn and Mersmann (1999a) prag-
matically fitted the pre-factor in equation (3.8) to improve the model. Instead of 15.2 ,
they used a value of 110 ; this corrected the initial under-prediction. It is certainly true,
that equation (3.8) is also built on various assumptions. Therefore, changing the prop-
erty correlation seems like a valid approach. However, with this fitting of the material
property correlation in order to reflect experimental data, the model looses some of its
predictive character. To preserve the full predictive character of the model, this work
uses the initially developed relation (3.8) for the ratio of fracture surface energy and
fracture efficiency. All discussed models are therefore compared in terms of their pre-
dictiveness and not in terms of their ability to fit experimental data. No parameter fitting
whatsoever is used for any of the presented modeling variants.
To improve predictiveness, the model to be developed considers the impact and crys-
tal geometry in a detailed way. Preliminary studies supported the assumption that relax-
ing the restrictive geometrical assumptions of the G&M-model may significantly affect
the attrition volume (Briesen, 2005) .
In his dissertation, Gahn (1997) also discussed the relaxation of one particular model
assumption. The use of a variable opening angle Ω has lead to an attrition constant as a
function of this opening angle:
CG = Ka
(
Ω, ν,
Hv
µ
)
H
2/3
v
µ
(
Kr
Γ
)
. (3.9)
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Here, Poison’s ratio ν is introduced as an additionally required material property. For the
full functional relation of Ka, the reader is referred to the dissertation by Gahn (1997).
However, this equation is only given in the appendix of his dissertation and has been
neither compared to experimental data nor even evaluated elsewhere. In the following,
this model is referred to as the G-diss-model.
3.3.3 Extended modeling for complex crystal and impact geometry
3.3.3.1 Model assumption relaxation and resulting strain energy distribution
Considering the impact experiments by Gahn and Mersmann (1997), it seems unlikely
that a crystal hits the glass plate in a way that the force acts exactly in the direction of the
corner’s central axis. Most likely the orientation is random according to the rotation of
the crystal. Also the assumption that each and every crystal geometry can be represented
by a cone with a half opening angle Ω of exactly 2pi3 is questionable.
In order to get a generalized model, assumptions 2 and 3 from the previous section
are relaxed. Contrary to the original assumption, the impact angle at which the force is
applied to the vertex and the cone’s opening angle are not fixed in the proposed model.
See figure 3.2 for geometry and notation.
Relaxing the geometrical assumptions has two major consequences: First, the static
strain energy distribution in the crystal has to be considered in more detail; second, the
plane of breakage can no longer be assumed to be a spherical cut through the cone.
Strictly the strain energy distribution not only depends on the radial coordinate r in
the G&M-model either. Nevertheless, the simplification introduced by assumption 3
can be considered as a good approximation for an impact angle of zero. However, if
the force is acting at an angle different from zero, the strain energy will be a function
not only of the radial distance from the vertex but will also strongly vary with the value
of the azimuth and the zenith angles in a spherical coordinate system. Accordingly, the
breakage plane can no longer be defined by a constant radial distance from the vertex.
Instead it is more reasonable to assume that the geometry of the breakage plane is more
complex (see discussion in section 3.3.3.2).
For a static vertical (Ψ = pi2 denoted by ⊥) and axial (Ψ = 0 denoted by ‖) force
at the vertex, the stresses ςij and strains eij have been analytically derived by Michell
(1900). By superposition the strain energy w can be obtained for a force acting at an
arbitrary angle Ψ:
w = cosΨ
[
1
2
(errςrr + eΘΘςΘΘ + eΦΦςΦΦ) + erΘςrΘ + eΘΦςΘΦ + erΦςrΦ
]
‖
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+sinΨ
[
1
2
(errςrr + eΘΘςΘΘ + eΦΦςΦΦ) + erΘςrΘ + eΘΦςΘΦ + erΦςrΦ
]
⊥
.(3.10)
Due to its cumbersome and error-prone nature, the derivation of these equations has been
repeated by means of the computer algebra package Maple. In the textbook by Barber
(2003), a similar problem is given as an exercise for which Maple-files are available
to derive the complete three dimensional stress and strain distribution. Using equa-
tion (3.5), the strain energy w can be rearranged to
w =
H2va
4
r4µ
γ(Θ,Φ,Ω,Ψ, ν) , (3.11)
where γ is a complicated (mainly trigonometric) function of the azimuth angle Φ and
the zenith angle Θ, the half opening angle Ω, the force angle Ψ, and Poisson’s ratio ν.
Hence, γ mainly reflects the geometry, whereas the pre-factor mainly addresses the ma-
terial behavior. In the G&M-model γ evaluates to a constant with a value of 316 (Gahn,
1997). The full functional relation for γ spans several pages and is given in the ap-
pendix B.2. It is remarkable that the dependencies on the polar angles Θ and Φ and
the radial distance r are separable. This property is a prerequisite for the analytical
derivation.
3.3.3.2 Attrition volume as a function of Ω and Ψ
As in the G&M-model, the assumption that Rittinger’s law applies is also made here.
Thus, the surface area of the fragments generated by attrition is proportional to the elastic
strain energy stored within the respective fragments. This is also true for the remainder
of the cone. In figure 3.3 this proportionality is visualized for the case of a vertical force
and a force acting at an arbitrary angle. For the vertical load the breakage plane results
from a nearly spherical cut through the cone. Thus, integrating over the strain energy
as visualized in the upper left of figure 3.3 is quite simple because the radial integration
bound does not change. The same is true for the determination of the surface area
depicted in the upper right. However, for an arbitrary angle the first question is: How
to define the breakage plane? It is assumed that breakage occurs along constant values
of the strain energy. For a fixed yet unknown strain energy w∗, this plane (or more
precisely the distance R from the plane to the cone vertex) is defined by rearranging
equation (3.11):
R(Θ,Φ,Ω,Ψ, w∗, a, ν) =
(
H2va
4γ(Θ,Φ,Ω,Ψ, ν)
w∗µ
)1/4
. (3.12)
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Figure 3.3: Rittinger law: The energy stored in the remainder of the abraded cone (left)
is proportional to the generated surface area (right). Symmetry implies simple formula-
tion for the case of a vertical force load (top). For an arbitrary force angle (bottom), the
breakage plane is no longer symmetric.
The proportionality of Rittinger’s law is expressed by the proportionality constant
Γ
Kr
, which is the ratio of the fracture surface energy and the fracture efficiency. Thus, for
an arbitrary angle Ψ, Rittinger’s law can be written in the general form:∫
V
wdV =
Γ
Kr
∫
A
dA . (3.13)
In the particular case of the remainder of the cone this results in
2pi∫
0
Ω∫
0
∞∫
R(Θ,Φ,Ω,Ψ,w∗,a,ν)
wr2 sinΘdrdΘdΦ =
Γ
Kr
2pi∫
0
Ω∫
0
(R(Θ,Φ,Ω,Ψ, w∗, a, ν))2 sinΘdΘdΦ. (3.14)
Another assumption that is adopted from the G&M-model is that the kinetic impact
energy Ekin is completely transformed to plastic (Wpl) and elastic deformation energy
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(Wel):
Ekin = Wpl +Wel
=
pi
3
Hva
3 sin2ΩcosΩ +
2pi∫
0
Ω∫
0
∞∫
a
wr2 sinΘdrdΘdΦ . (3.15)
Eventually, the quantity of interest is the attrition volume vatt, which is obtained by
integration over the volume elements towards the breakage plane:
vatt =
2pi∫
0
Ω∫
0
R(Θ,Φ,Ω,Ψ,w∗,a,ν)∫
0
r2 sinΘdrdΘdΦ . (3.16)
From the set of equations (3.11-3.12) and (3.14-3.16) the unknowns a, w, w∗, and R
can be eliminated. This elimination results in an equation for the attrition volume with
the same general structure as equation (3.6):
vatt = CnewE
4
3
kin . (3.17)
However, here the attrition constant Cnew is now a function of material properties and
the angles defining the geometry. The full analytical derivation is presented step-by-step
in appendix B and results in:
Cnew =
2
3
H
2/3
v
µ ΓKr
 (ξ 34 (Ω,Ψ, ν))2
2ξ 1
2
(Ω,Ψ, ν)
(
pi
3 sin
2ΩcosΩ + Hvµ ξ1(Ω,Ψ, ν)
)4/3
 , (3.18)
with the substitutions
ξk(Ω,Ψ, ν) =
2pi∫
0
Ω∫
0
(γ(Θ,Φ,Ω,Ψ, ν))k sinΘdΘdΦ , k ∈
{
3
4
,
1
2
, 1
}
. (3.19)
There is an obvious correspondence of equation (3.18) to the G&M-model in equa-
tion (3.7) and to the G-diss model in equation (3.9). The term in parentheses on the right
of equation (3.18) is the term correcting the G&M-model for generalized impact and
crystal geometry.
For a number of crystalline species, material properties have been given by Gahn
and Mersmann (1999a). For the selection of species considered in this contribution, the
material properties are tabulated in table 3.1. Additionally, a set of fictitious physical
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Ammonium
sulphate
Potassium
nitrate
Potash
alum
Tartaric
acid
Citric
acid
Platonic
solids
µ [Pa] 8.90 · 109 7.17 · 109 7.96·109 9.58·109 4.71·109 7.66·109
ν [-] 0.32 0.32 0.28 0.33 0.34 0.32
Hv [Pa] 3.55 · 108 2.65 · 108 7.54·108 1.03·109 4.54·108 5.72·108
Wc [J] 4.1 · 10−9 5.9 · 10−9 7 · 10−10 3.6·10−9 3.5·10−9 3.6·10−9
Γ
Kr
[J
1
3 Pa
2
3 ],
from eq (3.8)
6.16 5.30 13.40 32.32 16.62 15.17
Table 3.1: Physical properties for selected chemical species as given in Gahn and Mers-
mann (1997). The last column specifies the fictitious material properties used for the
calculations with the platonic solid.
properties is generated in the last column. These properties have been obtained by aver-
aging the given properties of the real species. Using these averaged material properties,
the general behavior of the attrition constant C is further investigated. The values of the
attrition constant C is plotted in figure 3.4 for the three different models: the proposed
one, the G&M-model and the G-diss-model. Note that the possible values of the impact
angle Ψ ∈ [0,Ψmax] depend on the opening angle of the cone. Geometric restrictions
allow the maximum possible impact angle to be
Ψmax =
pi
2
− Ω . (3.20)
Figure 3.4 therefore shows the dependence of the attrition constant as a function of the
half opening angle Ω and the scaled impact angle ΨΨmax .
For the G-diss-model the reduction of the half opening angle Ω leads to a decrease
of the predicted volume. Recall that the G&M-model as given by the single discrete
point already under-predicted the experimentally observed values by a factor of roughly
2. Thus, only considering the crystal geometry obviously does not improve the model
prediction. In fact, it even makes the prediction worse. To match the experimental data,
Ω would have to be assumed larger than Ω = pi3 . While the value of Ω =
pi
3 , as used in
the G&M-model, is already quite large, an increase would lead to an unrealistic crystal
geometry.
With the proposed model the investigation of the effect of impact angle is possible.
One clearly sees, that the attrition constant increases with increasing impact angle for
any value of the half opening angle Ω. Expectedly, this increase is more pronounced
for small Ω. For large Ω, the impact angle can vary only little from Ψ = 0. Thus, all
possible impacts are close to the model assumptions proposed by Gahn and Mersmann.
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Figure 3.4: Attrition constant as a function of the half opening angle Ω and the impact
angle Ψ for the model variants G&M-model, G-diss-model, and proposed model.
Having a model for the attrition volume as a function of impact angle Ψ and cone
half opening angle Ω, the remaining open questions are: What is an appropriate opening
angle of the cone to represent a crystal corner? What impact angle should be chosen for
the comparison to the experimental data? Both questions are addressed in the following
sections 3.3.3.3 and 3.3.3.4, respectively.
3.3.3.3 Crystal geometry (Ω)
To check the effect of crystal geometry, platonic solids have been chosen. Platonic solids
are convex regular octahedra. In this case study, they are particularly useful, because all
the corners of a platonic solid have the exact same geometry. Therefore, only one cone
opening angle is sufficient to characterize the crystal. In total there are 5 platonic solids:
tetrahedron, cube, octahedron, dodecahedron, icosahedron. However, as the cube and
the octahedron as well as the dodecahedron and the icosahedron form dual pairs, only
three platonic solids are considered. The shapes of the tetrahedron, the cube, and the
icosahedron are illustrated in the top row of figure 3.5.
Unfortunately, Gahn and Mersmann did not explicitly report the crystal shape before
conducting their attrition experiments. To be able to compare their experimental data
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Figure 3.5: Investigated crystal shapes: platonic solids: tetrahedron, cube, and icosahe-
dron (top row, from left to right); ammonium sulphate, potassium nitrate, potash alum
(central row, from left to right); tartaric acid, citric acid (bottom row, from left to right).
to the model predictions for a detailed crystal geometry, the most common forms of the
crystals have been chosen. To construct the apparent crystal geometry, the crystal unit
cell information is needed. The unit cell specification for the investigated crystals as well
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as the sources of information are listed in table 3.2. The given references also contain
information on the most commonly expressed crystal faces.
Species l1 : l2 : l3 α1 α2 α3 Sources
Ammonium sulphate 0.5635 : 1 : 0.7319 pi2
pi
2
pi
2 B
Potassium nitrate 5.2555 : 8.7826 : 5.9337 pi2
pi
2
pi
2 B,E,F
Potash alum 12.181 : 12.181 : 12.181 pi2
pi
2
pi
2 F
Citric acid 0.674 : 1 : 1.652 pi2
pi
2
pi
2 A, C
Tartaric acid 1.2747 : 1 : 1.0266 pi2 0.5571pi
pi
2 A, D
Table 3.2: Crystal unit cell specifications for the investigated crystals. Sources: A:
Groth (1910); B: Groth (1921); C: Burns and Iball (1954); D: Smith (2004); E: Lu and
Hardy (1991); F: FIZ Karlsruhe (accessed 11/2006).
The morphologies of the considered crystal species, which all have been experi-
mentally investigated by Gahn and Mersmann (1997), are shown in the central and the
bottom row of figure 3.5.2 The author is aware, that these may not have been the ac-
tual crystal shapes used in the experiments. Due to the lack of better knowledge, these
geometries have been assumed because they are reported as the most common forms.
Generally, the presented derivation and results are not restricted by any specific crystal
geometry. So any other given crystal geometry could be investigated as well.
For using these detailed crystal shapes in equation (3.17), the corners of the platonic
solids and the investigated crystals have to be considered as cones with certain respective
opening angles. Generally, there is not a single approach how to realize this. One can
use e.g. the inscribed cone or the encompassing cone. In this contribution the cone angle
is constructed by the following procedure (for illustration see figure 3.6):
1. Construct a central axis for the corner.
(a) Consider a plane P with an associated normal vector nP . The plane cuts the
corner i whose tip is denoted by the vertex vector vi. The resulting cutting
plane has a center of area at a point represented by the vector ci.
(b) Search for the particular plane P∗ such that the vector ai = vi − ci is normal
to plane P∗. The central axis of the corner i is then defined by the vertex
vector vi and the direction of the axis given by the vector a∗i .
2The graphics have been generated using WinXMorph, a crystal morphology visualization software
provided as freeware for academic use by Dr. Werner Kaminsky, University of Washington, USA
(http://cad4.cpac.washington.edu/WinXMorphHome/WinXMorph.htm).
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2. Chose Ω to be the smallest angle between the central axis a∗i of the corner and any
of the crystal faces building that specific corner.
The procedure can be realized by setting up basic geometrical conditions that yield a
simple system of equations. For a corner generated by 3 intersecting crystal faces this
just yields the inscribed cone. Obviously, a more rigorous treatment of the corner geom-
etry would be desirable because the proposed inscribed cone cannot fully reflect complex
shaped corners. However, for an actual treatment of corners formed by several crystal
faces, the analytical determination of the strain energy distribution would no longer be
possible.
Figure 3.6: Illustration of the procedure to determine the half opening angle for a given
crystal corner.
3.3.3.4 Impact geometry (Ψ)
The impact geometry (i.e. the angle Ψ at which the force acts at the vertex) can only
be specified probabilistically: First, there is a continuous probability distribution pΨ (Ψ)
reflecting that the cone hits the plate with a certain impact angle Ψ; second, there is a
discrete probability pj that a particular crystal corner, which is specified by a certain
opening angle Ωi, is hit in the first place.
For a given cone the probability distribution pΨ (Ψ) can easily be determined an-
alytically. In figure 3.7 an impact angle corresponds to a differential surface element
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possible impact angles
dA
dΨ Ψmax
r
cone
Ω
Figure 3.7: Illustration for the derivation of the probability density distribution with
respect to the impact angle.
on a spherical cap. If each differential surface element has the same probability to de-
fine a certain impact angle, which corresponds to a random orientation at impact, the
probability density distribution can be calculated by:
pΨ (Ψ) =
d
dΨ
(
dA
Atotal
)
=
d
dΨ

(
2pi∫
0
r2dφ
)
sinΨdΨ
Ψmax∫
0
2pi∫
0
r2dφ sinΨdΨ
 = sinΨ1− cosΨmax . (3.21)
For illustration, the probability density distributions for the platonic solids are given
in figure 3.8. As the corners of one platonic solid are geometrically identical, there
exists only one value of Ω for each platonic solid. Consequently, the probability that the
crystal hits at a corner represented by this specific value ofΩ is pj=1 = 1. This obviously
changes for more complex crystal geometries as depicted in figure 3.5. The probability
that a certain corner is hit after a random orientation of the crystal can no longer be
evaluated analytically. To determine these probabilities, a simple Monte-Carlo approach
is employed. After a random rotation of the crystal in a Cartesian coordinate system, the
corner with the smallest value of the z-coordinate is identified. Counting these fictitious
impacts for 106 random orientation is assumed to give a good approximation of the
impact probabilities. The values of possible cone half opening angles as constructed
from the procedure given in section 3.3.3.3 and the corresponding probabilities that a
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Figure 3.8: Probability density distribution for variation of the impact angle for platonic
solids (tetrahedron: Ω = 0.1082pi ⇒ Ψmax = 0.3918pi; cube: Ω = 0.1959 ⇒ Ψmax =
0.3041pi; icosahedron: Ω = 0.2923⇒ Ψmax = 0.2077pi).
particular corner is hit are given in table 3.3.
Note that potash alum as a regular octahedra has the same half opening angle as the
platonic cube because the regular octahedron is the dual form of the cube. Ammonium
sulphate and potassium nitrate both have 3 different corner geometries. The two organic
crystals, tartaric and citric acid, both have a large number of different corner geometries.
However, many of them are quite similar in value. Nevertheless, the hit probabilities of
the different corners are very different. For citric acid the corner described with the half
opening angle Ω = 0.1556pi has a 65 times higher probability to be hit than the corner
represented by Ω = 0.1240pi.
3.3.4 Results and discussion
3.3.4.1 General effect of corner geometry
To separate the influence of the material properties from the effect of crystal and impact
geometry, fictitious crystals in the form of platonic solids are considered first. To obtain
comparable values of the attrition constant for different crystal geometries, the fictitious
material properties given in the last column (platonic solids) of table 3.1 are used.
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Ammonium
sulphate
Potassium
nitrate
Potash
alum
Tartaric
acid
Citric acid
Ω1 0.2726pi 0.2838pi 0.1959pi 0.3270pi 0.3759pi
Ω2 0.2187pi 0.2570pi – 0.3222pi 0.3719pi
Ω3 0.1959pi 0.2020pi – 0.3029pi 0.3112pi
Ω4 – – – 0.3004pi 0.2986pi
Ω5 – – – 0.2822pi 0.2973pi
Ω6 – – – 0.2791pi 0.2663pi
Ω7 – – – 0.2619pi 0.1556pi
Ω8 – – – 0.2423pi 0.1519pi
Ω9 – – – 0.2102pi 0.1240pi
Ω10 – – – 0.1945pi –
p1 0.3669 0.2361 1 0.0412 0.0216
p2 0.3059 0.1371 – 0.0513 0.0297
p3 0.3272 0.6268 – 0.1255 0.0773
p4 – – – 0.0739 0.0833
p5 – – – 0.1645 0.1876
p6 – – – 0.0987 0.1206
p7 – – – 0.0901 0.4609
p8 – – – 0.0592 0.0118
p9 – – – 0.0841 0.0071
p10 – – – 0.2116 –
Table 3.3: Cone half opening angles Ωi for the investigated crystal shapes as depicted
in figure 3.5 and the corresponding corner hit probabilities pi.
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Figure 3.9 shows the attrition constants obtained from equation (3.17) when varying
the impact angle for the platonic solids. It is obvious that for an impact angle Ψ of zero
(as assumed in the G&M- and the G-diss-model), there is only little variation of the
attrition constant. In the range of reasonable values for the opening angle as they are
given by the platonic solids, the attrition volume is predicted to be nearly constant.
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Figure 3.9: Attrition constants determined from equation (3.17) for the platonic solids
(tetrahedron: solid line; cube: dashed line; icosahedron: dotted line).
Increasing the impact angle Ψ has the same qualitative effect for any of the platonic
solids. An increasing angle leads to an increase of the predicted attrition constant C.
As the variability of the impact angle increases with a decreasing opening angle, the
attrition constant increases most for the tetrahedron for which the corner is modeled as
a cone with a half opening angle of Ω = 0.1082pi. There, the attrition constant increases
from the minimum to the maximum angle by a factor of 7.5.
Considering the probability density distribution of the impact angle for a given open-
ing angle as given in equation (3.21), a weighted attrition constant can be determined
by
Cnew (Ω) =
∫ Ψmax
0
pΨ(Ψ,Ω)Cnew (Φ,Ω) dΨ . (3.22)
The resulting values for a variation of Ω are depicted in figure 3.10. For comparison
the values of the G&M-model and the G-diss-model are also given. The vertical bars
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Figure 3.10: Averaged attrition constant according to equation (3.22) for varying half
opening angle Ω. The upper and lower triangles denote the minimum and maximum
values that arise for the minimum and maximum impact angles, respectively.
indicate the platonic solids. The upper and lower triangle denote the minimum and max-
imum values that arise for the minimum and maximum impact angles. As one can see,
the models are identical for large values of the opening angle. This is highly expected,
because for simple geometrical reasons there can be only little variation in the impact
angle for large opening angles. For decreasing values of the half opening angle Ω, the
model predictions significantly deviate. Although the G&M-model already generally
under-predicts the experimentally observed attrition constant, the G-diss-model predicts
a further decrease of the attrition constant. The proposed model predicts a strong in-
crease even if probabilistically weighted.
Generally, the results suggest a strong dependence of the attrition constant and con-
sequently of the attrition volume on the corner and the impact geometry. The attrition
rate constant generally increases if a variation of the impact angle is considered.
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3.3.4.2 Comparison to experimentally determined attrition constants
Using the geometries of the real crystals as specified in section 3.3.3.3, it is possible
to compare the model predictions of the proposed model with the experimental results
presented by Gahn and Mersmann (1997). As the real crystals no longer have only
one single corner geometry like the platonic solids, the different corners have to be
considered separately. Figure 3.11 shows the attrition constants for varying impact angle
Ψ for all considered crystal species. The plots all show a qualitatively similar behavior
to the equivalent figure 3.10 for the platonic solids. A decreasing opening angle results
in a stronger variability of the impact angle. For increasing impact angle the attrition
constant increases. Depending on the specific corner and the considered crystal species,
the increase due to variation of the impact angle ranges from factor 1.5 to 6.
As every corner has a different probability to be hit, the averaged attrition constant is
obtained by:
Cnew =
jmax∑
j=0
pj
(∫ Ψmax
0
pΨ(Ψ,Ωj)Cnew (Φ,Ωj) dΨ
)
. (3.23)
The comparison of this value to experimental data obviously has the drawback that
it assumes an infinitely large number of single crystal experiments, while the number of
actual experiments was finite. Experimentally, 50 crystals for each species have been
investigated (Gahn and Mersmann, 1997). Each crystal has been dropped on the glass
plate six times. Given this large number of experiments and the fact that the actual im-
pact geometry has not been recorded, the probabilistic approach seems to be reasonable.
Figure 3.12 shows the results in form of the attrition constants C for the experiments,
the G&M-model and the newly proposed averaged model Cnew. For all the investigated
different materials, the attrition constant is significantly increased. Thus, the predicted
values match better with the experimental values. Note, that no fitting parameter was
introduced nor any material properties were changed from their initially measured or
estimated values. The triangles denote the variability of the attrition constants obtained
with the proposed model. Except for tartaric acid all experimentally observed values
fall in the range of the minimum and maximum attrition constants predicted by the new
model.
For other crystalline species it is reasonable to expect, that the newly proposed model
also improves the predictive capabilities.
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Figure 3.11: Attrition constants determined from equation (3.17) for various crystal
species as a function of the impact angle. For each crystal species the attrition constant
is plotted separately for the different occurring corner geometries. (AS: ammonium
sulphate; PN: potassium nitrate; PA: potash alum; TA: tartaric acid; CA: citric acid).
3.3.5 Concluding remarks on the proposed attrition model
With the proposed model the predictiveness of the original G&M-model has been im-
proved. However, because of the remaining model assumptions, the uncertain material
properties, and the lack of information on the experimental impact geometry, a perfect
match of the predictions and the experimentally observed values cannot be expected.
Nevertheless, the experimentally observed values could at least be realized assuming
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Figure 3.12: Comparison of experimental (x-axis) and theoretically predicted (y-axis)
attrition. The proposed model and the G&M-model is evaluated for ammonium sulphate
(AS), potassium nitrate, (PN), potash alum (PA), tartaric acid (TA), citric acid (CA). The
upper and lower triangles denote the minimum and maximum possible values, respec-
tively.
specific impact angles (see range of attrition constants in figure 3.12). Therefore, the
lack of detailed geometrical considerations in the original G&M-model is a possible
explanation for the observed systematic under-prediction of the original model.
To further discriminate possible sources of deviation, the experiments would need to
be repeated considering different aspects: First, the crystal geometry would need to be
explicitly recorded before each drop experiment; second, the impact process should be
recorded by a high speed camera to actually determine the impact angles for a specific
drop experiment.
Generally, the model predicts strong variations of the attrition behavior for varying
crystal corner and impact geometry. Thus, for a predictive and intrinsic attrition mod-
eling approach, the consideration of crystal corner and impact geometry among other
factors seems to be an essential aspect. With the presented approach, this aspect is ac-
cessible not only experimentally but also theoretically.
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3.4 Remarks on single particle modeling
All crystallization phenomena discussed in this chapter share a similar status regarding
the characterization of the crystals. The prevailing techniques mostly rely on character-
izing the particle by one single characterizing variable. Standardly, particle size by any
of the size specifications given in chapter 2 is used. The resulting models are usually
capable of reflecting experimentally observed behavior. However, their transferability to
process condition not used for parameter fitting is often limited.
The key to predictive modeling is to identify the intrinsic mechanisms of the respec-
tive phenomena. Naturally, the modeling of these intrinsic mechanisms yields much
more complex model formulations. The increased complexity not only results in more
demanding mathematical expression for the same relations as used in the simple models.
Rather the dimensionality of the model equations and/or the modeling paradigm itself
changes. E.g. the concept by Winn and Doherty (2002) introduces a system of ordi-
nary differential equation to model the growth of a single crystal compared to the simple
one-dimensional formulation for the linear growth rate in equation (3.1). A completely
different modeling framework is used when crystal growth is investigated by molecular
dynamics or Monte-Carlo simulations (Piana and Gale, 2006).
It is is quite intuitive that besides particle size also particle shape is important to
properly address single particle phenomena. This has also been shown in many ex-
perimental studies. Despite this obvious insight, the modeling framework to properly
include particle shape in the modeling is just about to evolve. In all the more recent
modeling approaches (Winn and Doherty (2002); Hill (2004); own attrition model pre-
sented in section 3.3.3) the shape characterization of the particles plays an important
role. Proper characterization promotes mechanistic modeling, whereas inappropriate
characterization strongly limits modeling flexibility. Naturally, the influence of shape
on a certain mechanism cannot be rendered unless the shape of the particle is integrated
in the problem formulation.
It is rarely addressed how the concepts from the detailed modeling on the single
particle scale carry over to actual process modeling. Generally, this is part of the scale
integration problem and is therefore discussed in chapter 6.
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Chapter 4
Deterministic population balance
modeling of crystallization processes
Crystallization process modeling here refers to the modeling of crystallization on the
process scale instead of single crystal investigations. This does not necessarily mean
modeling of a process operated on industrial scale; also lab-scale crystallizers are con-
sidered. The fundamental difference to the modeling concepts introduced in the previous
chapter is that for crystallization process modeling the consideration of one single parti-
cle is usually not sufficient. The crystals in a crystallization process are usually not iden-
tical but differ with respect to their characterizing variables. Most prominently, crystals
have different sizes. This dispersity in the characterizing variables needs to be repre-
sented to model crystallization processes. Currently, there are two major complemen-
tary approached in the literature. The deterministic population balance approach uses
particle density distributions for problem formulation and results in a partial-integro-
differential-algebraic equation system. This chapter is devoted to the deterministic pop-
ulation balance approach, which is based on a continuous particle state space representa-
tion. Alternatively, also a discrete representation of a reasonably large set of individual
particles can be used to approximate the behavior of the generally unaccessible huge
number of actually present crystals. The behavior of this discrete crystal set is then
rendered by stochastic events. The discrete representation and the associated stochastic
modeling technique are presented in chapter 5.
Besides introducing the general population balance modeling concepts and review-
ing the basic numerical techniques, this chapter also presents own contributions. The
reduction of a two-dimensional growth model is analyzed in section 4.5.2. The model re-
duction allows the representation of the behavior by a set of one-dimensional population
balance equations. This representation significantly reduces model complexity whereas
the original two-dimensional information is retained to a certain extent (Briesen, 2004,
2006b).
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A modeling approach to quantify the round-off during crystal attrition is proposed in
section 4.5.3. The model partly relates the results presented on the attrition behavior on
the single particle scale (see section 3.3.3) to process modeling.
4.1 General perspective
on population balance modeling
Nowadays, the use of population balance models to investigate crystallization processes
is well established in industry and academia. In the chemical engineering community,
the concept was introduced in the seminal paper by Hulburt and Katz (1964). The first
edition of the classical textbook by Randolph and Larson (1971) strongly contributed to
the popularity of population balance modeling especially in the area of crystallization.
Although they introduced many population balance concepts in a rather general manner,
they exemplified these concepts mainly in the context of crystallization.
Population balance modeling can be applied to a much larger class of problems than
just crystallization. Generally, all processes that deal with a disperse phase can reason-
ably be modeled using the population balance equation. Examples include as different
applications as activated sludge flocculation (Nopens and Vanrolleghem, 2006), granu-
lation (Tan et al., 2005), nano-particle milling (Sommer et al., 2006), nano-particle pre-
cipitation (Schwarzer et al., 2006; O¨ncu¨l et al., 2006), liquid-liquid extraction (Simon
et al., 2003), or chemical vapor deposition (Tsantilis et al., 2002).
Besides disperse-phase systems in chemical engineering, population balance con-
cepts also apply to other fields like biological cell populations (Henson, 2003a;
Mantzaris et al., 2001a), human mastication (Baragar et al., 1996), car park-
ing (Krapivsky, 1992), aggregation behavior of blood cells (Belval and Hellums, 1986),
or meteorology (Bott, 2000).
For a comprehensive introduction to population balance modeling, the reader is re-
ferred to the fundamental paper by Hulburt and Katz (1964), the review by Ramkrishna
(1985), and the textbooks by Randolph and Larson (1971) and Ramkrishna (2000). Be
aware that the comprehension of the full depth of population balance modeling is associ-
ated with some effort. Or as A.G. Frederikson, one of the pioneers in population balance
modeling of biological systems, wrote in the foreword of the textbook by Ramkrishna
(2000):
I will say frankly that this book is not meant for people who demand a Sesame
Street approach to learning. . . . The expenditure of some mental ’blood and
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toil, tears and sweat’ therefore will be required from those readers who want
to get to the foundation of population balance modeling.
Here the discussion is restricted to the fundamental concepts with a focus on the char-
acterization of the individuals. Hopefully this will not lead to any blood stains on this
book.
4.2 Fundamental concepts
of the population balance equation
One of the foundations of the population balance equation is the continuous particle
state space. It is assumed that the number of particles (or more generally individuals)
is as large as to allow the characterizing variable(s) to be considered as a continuum.
Considering for example particle size, this means that the total number of particles is
large enough such that for each chosen size interval one finds a representative number
of particles. A density function can then be employed to represent all particles instead
of characterizing a single particle. Generally, there are different ways to formulate this
density function. The most common one is the number density distribution φ. It char-
acterizes how many particles within a certain range of the characterizing variables are
present in a given particle set.
For illustration, consider a well-mixed crystal suspension occupying a certain volume
V in a vessel. The crystals are characterized by a number of scalars (size, shape factor,
. . .), which are collected in a particle state vector l. Then, the number of particlesNli,li+1
in the vessel that have values of the characterizing variable in the interval [li, li+1] is
obtained by integrating the number density distribution φ(l) over the given interval:
Nli,li+1 = V
li+1∫
li
φ (l) dl . (4.1)
Note that the term density distribution not only refers to a density with respect to the
suspension volume but also to a density with respect to a certain property coordinate.
In the literature, one rarely finds the term particle density distribution. As most
literature focusses on the characterization of the particles by one characteristic size
(i.e. l = (L)), more convenient terms have been established. The most prominent ones
are crystal or particle size distribution (CSD,PSD). Although these terms do not reflect
the nature of the distribution as a density distribution, they are also interchangeably used
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here to refer to a one-dimensional characterization by size.
In full analogy to the derivation of the equation of continuity for a reacting system
where mass density is balanced (see e.g. Bird et al., 2001), the population balance equa-
tion is obtained by balancing the particle density distribution for a certain control vol-
ume. In this chapter only the macroscopic population balance equation for a well-mixed
system is considered.1 This fundamental population balance equation can be written as
V (t)
∂φ (l, t)
∂t︸ ︷︷ ︸
A
+V (t)∇l
(
dl
dt
φ (l, t)
)
︸ ︷︷ ︸
B
+φ (l, t)
dV (t)
dt︸ ︷︷ ︸
C
=
∑
i
V˙i (t)φi (l, t)︸ ︷︷ ︸
D
+V (t)
∑
i
hsource,i (l, t)︸ ︷︷ ︸
E
−V (t)
∑
i
hsink,i (l, t)︸ ︷︷ ︸
F
. (4.2)
To illustrate the meaning of the different terms in equation (4.2) see figure 4.1. Term
A describes the accumulation of the particle density φ in the control volume V .
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Figure 4.1: Illustration of the terms arising in the general population balance equa-
tion 4.2.
Term B describes the advection of the density distribution in the particle state space.
The vector dldt can be considered as the velocities at which the particles move along the
coordinates l in state space. The meaning of term B becomes clearer if one pictures the
1Note that for a more general, microscopic balance equation the particles will also have to be character-
ized with respect to their position in the vessel. In such case the particle state vector comprises the internal
coordinates reflecting the properties associated to the particle and the external coordinates specifying the
position in Euclidian space. The consideration of external coordinates is particularly important to model
hydrodynamic effects.
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analogy to the Euclidian space and consider φ to be a scalar quantity. There dldt would
just be actual velocities; term B would then represent the standard expression for the
convection of a scalar quantity, like for example in the continuity equation.
As equation (4.2) is derived from balancing the total particle number in the control
volume, a possible change in size of the control volume arises. Term C reflects this by
introducing the rate of change of the total control volume dV (t)dt .
Term D reflects transport over the boundaries of the control volume. Depending on
the sign of the volumetric flow rate V˙i, incoming and outgoing particle laden flows are
modeled. Naturally, these flows can be functions of time or be zero at any time when
considering batch processes.
Terms E and F are general source and sink terms. They are specified by volume-
specific rate expressions hsource and hsink, respectively. These expressions provide the
rate at which particles are generated (e.g. by nucleation) or disappear (e.g. by breakage).
Equation (4.2) is the skeleton of many population balance models not only for crys-
tallization. However, this equation does not provide amodel of a process yet. To actually
become a solvable population balance model the population balance equation (4.2) has
at least to be augmented with appropriate initial and boundary conditions as well as with
a number of phenomenological models for particle rate processes. Complete problem
specifications for two-dimensional problem formulations are presented in section 4.5.2
and 4.5.3.
4.3 Specification of rate processes
for one inner coordinate
This section provides the general structure for particle rate process specifications that are
of major importance to crystallization for a one-dimensional characterization by crys-
tal size. It does not present the full specification of functions and parameters that arise
in this general structure. However, note that the fundamental challenge in setting up
a complete population balance model is just that specification of the particle rate pro-
cesses. After specifying the particle rate processes, additional mass and heat balance
equations would have to be formulated to close the model. These equations basically
yield the process conditions (e.g. solute concentration or temperature) that are decisive
for the rate processes.
In the previous chapter, some rate processes for crystallization (growth and breakage)
have already been introduced in a phenomenological manner. The relation of these
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processes to the population balance framework are presented here.
4.3.1 Growth
If the characterizing variable is the crystal size L, the rate expression dLdt (see term B in
equation (4.2)) is just the definition of the linear growth rate as given in equation (3.1).
With the expressions given there, growth is already fully integrated in the population bal-
ance framework. One just needs to replace dLdt with the expression for the linear growth
rateG. The models given in section 3.1.5 allow further simplification of term B in equa-
tion (4.2). As these linear growth rate expressions are independent from crystal size, the
growth rate does not have to be differentiated. For size-dependent growth models (see
e.g. Abegg et al., 1968; Meadhra and van Rosmalen, 1996) this simplification obviously
is not possible.
4.3.2 Nucleation
Nucleation is the formation of new crystals in the suspension. Nucleation can occur
by several mechanisms: homogeneous, heterogeneous, and secondary nucleation. The
modeling of these different mechanisms is very challenging and fundamentally different
from each other (for introduction see Mullin, 2001). However, their integration in the
population balance equation is rather straightforward. Generally, nucleation can be in-
troduced in the population balance equation using either a source term or an appropriate
specification of the boundary condition.
Nucleation modeling via source term
As nucleation is a particle formation step, its modeling by means of the general
source term D in equation (4.2) is quite intuitive. One needs to specify a rate of forma-
tion and a particle probability density of the generated crystals. As the fundamental un-
derstanding of nucleation is incomplete, power law relations similar to the linear growth
models are often implemented for practical purposes. To represent experimentally ob-
served behavior, a secondary nucleation rate rnucl can be constructed from power-law
dependencies on relative supersaturation σ and the third moment of the crystal size dis-
tributionM3 (Hounslow et al., 2005):
rnucl (t) = kbσ
nb,1M3 (t)
nb,2 withM3 (t) =
∞∫
0
φ (L, t)L3dL . (4.3)
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The size of generated secondary nuclei is reflected by means of a probability density
distribution fnucl which satisfies ∫ ∞
0
fnucl(L)dL = 1 . (4.4)
Reasonably, a Gaussian or a log-normal distribution with a small variance can be chosen.
The source term in the population balance equation is then given by
hnucl (L, t) = rnucl (t) fnucl (L) . (4.5)
Nucleation modeling via boundary condition
Disregarding the size distribution of generated nuclei, one can also assume a source
at the left boundary of the particle size domain. In this case a boundary condition can
be specified that reflects the generation of new particle with minimum particle size.
Formally, a balance equation at the left domain boundary yields
φ (L = Lmin, t) =
rnucl (t)
G (L = Lmin)
, (4.6)
which implicitly states that there is a dynamic equilibrium of particles formed at the
left boundary at a nucleation rate rnucl and the growth of these particles with the linear
growth rate G.
4.3.3 Breakage (Disaggregation)
Breakage, or more generally disaggregation, refers to the generation of new entities
by destruction of a parent entity. For crystallization, breakage occurs as a result of a
sufficiently large mechanical force on the crystal. Such a force may result from collision
of crystals with parts of the vessel, with the stirrer, or in extreme cases even with other
crystals. In the population balance equation (4.2), breakage affects both the source (E)
and the sink (F) term. However, note that the source and the sink term cannot be chosen
independently from each other. As breakage is one phenomenon, both terms have to be
chosen consistently in order to guarantee the preservation of total crystal mass. The total
crystal mass is obviously not affected by breakage.
The sink term reflects the disappearance of the particles that have been broken. The
specification of a size-dependent breakage rate rbreak (L) is sufficient to fully cover the
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disappearance of crystals:
hsink,break (L, t) = rbreak (L)φ(L, t) . (4.7)
rbreak (L) provides the rate at which particles of a certain size L break. Naturally, the
total source term to be introduced in the population balance equation is proportional to
the population density of the respective particle size. The breakage rate rbreak is therefore
multiplied by the particle density distribution in order to obtain the sink term hsink,break.
The specification of the source term reflecting the newly formed breakage fragments
is more elaborate. Here the case is considered when L is a characteristic length of the
particle. In principle, it has to be specified how many particles of a certain size Lfrag
arise from the breakage of a particle of size Lorig. To accomplish this, the breakage dis-
tribution function fbreak (Lfrag, Lorig) is used. The meaning of the breakage distribution
function is illustrated in figure 4.2. The total source term is then calculated by
hsource,break (L, t) =
∞∫
L
rbreak (L
′)φ(L′, t)fbreak (L,L′) dL′ . (4.8)
Whereas for the breakage rate any physically reasonable expression can be used, the
breakage distribution function has to fulfill certain constraints. Breakage of particles of
size Lorig cannot result in particles being larger than Lorig. Thus, the first restriction on
the breakage distribution function is
fbreak (Lfrag, Lorig) = 0 ∀ Lfrag > Lorig . (4.9)
The conservation of mass is another constraint on the breakage distribution function
as breakage does not affect total crystal mass. The following equation has to hold to get
a consistent formulation:
L3 =
L∫
0
fbreak (L
′, L)L3dL′ . (4.10)
The left expression of equation (4.10) reflects the total mass lost due to breakage; the
right expression represents the total mass gained by the corresponding fragments. For
sake of simplicity the volumetric shape factor ψv is omitted in equation (4.10).
The term for the fragment size distribution can be further restricted if one assumes
binary breakage (i.e. each breakage event leads to only two newly formed fragments).
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Figure 4.2: Illustration of the breakage distribution function fbreak (Lfrag, Lorig).
Also the use of volume as a characterizing variable instead of a characteristic length
simplifies the formulation.
Eventually, breakage is completely modeled by specifying the breakage rate function
rbreak (L) and the breakage distribution function fbreak (Lfrag, Lorig).
Note that attrition in principle is a breakage process. Thus, it could also be mod-
eled by the formalism just introduced. However, as attrition is often considered as a
secondary nucleation mechanism, model formulations introduced in the previous sec-
tion 4.3.2 can also be used. If no sink term is considered for the attrition model, the
conservation of mass can be achieved by introducing a negative contribution in the
growth rate expression. This modeling technique has e.g. been employed by Meadhra
et al. (1996) and is also used for the two-dimensional attrition model presented in sec-
tion 4.5.3.
4.3.4 Aggregation/Agglomeration
Although there is a formal agreement on the use of the terms aggregation and agglom-
eration, this convention is not commonly followed across all disciplines. In this work
aggregation refers to the phenomenon when two particles collide and generate a tempo-
rary aggregate. If such an aggregate survives the hydrodynamic stress it is exposed to,
the aggregate becomes an agglomerate by building additional bonds by growth of the
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aggregate contacts. Thus, agglomeration describes the formation of permanent particle
clusters, aggregation the formation of possibly temporary ones.
Whereas breakage introduces one integral term in the population balance equation,
aggregation introduces a integral terms for the source and the sink. Aggregation is
therefore even more complex in formulation than breakage. Generally, aggregation is
fully specified by the aggregation rate kernel β (L1, L2). This kernel denotes the rate at
which particles of size L1 and L2 form aggregates. Different kernels may be used based
on the mechanism by which particles collide and stick together (Smoluchowski, 1917;
Kruis and Kusters, 1997; Hounslow et al., 2001a) .
The formulation of the sink term is straightforward. As a crystal of size L can ag-
gregate with all other available particle sizes, one needs to integrate the product of the
density distributions with the aggregation kernel over the complete domain:
hsink,agg(L, t) =
∞∫
0
β(L,L′)φ(L, t)φ(L′, t)dL′
= φ(L, t)
∞∫
0
β(L,L′)φ(L′, t)dL′ . (4.11)
The source term is more elaborate as it is constrained by the fact that an aggregate
with certain characteristics can only be generated from a certain combination of con-
stituent particles. For a characterization by a length the aggregation source term is given
by
hsource,agg(L, t) =
L2
2
L∫
0
β(L′,
[
L3 − (L′)3] 13 , t) φ(L′, t) φ([L3 − (L′)3] 13 , t)
[L3 − (L′)3] 23
dL′ .
(4.12)
The pre-factor 12 is necessary because by integration over the whole domain, each possi-
ble combination of particles resulting in an aggregate of size L is counted twice.
It can be more convenient to directly use the particle volume as a characterizing vari-
able instead of specifying the particles by a characteristic length scale (see e.g. Verkoei-
jen et al., 2002; Alexopoulos et al., 2004). By aggregation of two particles the total
volume of the resulting aggregate and the sum of the volumes of the constituents must
be the same. Thus, the sink term can be formulated more directly as the volume con-
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straint can be formulated intuitively (for illustration see figure 4.3):
hsource,agg(v, t) =
1
2
v∫
0
βv(v
′, v − v′)φv(v′, t)φv(v − v′, t)dv′ . (4.13)
Actually, equation (4.12) is derived by formally transforming the source term in volume
coordinate given in equation (4.13) to the characteristic length representation.
+
+
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Figure 4.3: Illustration of aggregation of different particle combinations yielding the
identical aggregate volume.
The problem of interpreting the characteristic length of a particulate agglomerate is
avoided in the volume-based representation. The volume-based modeling approach is
certainly reasonable when investigating coalescing droplets. In case of a particulate dis-
perse phase, the constancy of the shape factor, which is a prerequisite of equation (4.12),
is hardly justified. Furthermore, some phenomena are more difficult to be formulated
using volume instead of characteristic length. E.g. the mass deposition rate by growth is
obviously a function of the particle volume because the volume determines the over-all
surface area available for growth2. If there is a large range in particle size to be investi-
gated by the population balance, a volume-based representation may additionally affect
the numerical solution strategy. The domain interval is artificially increased by the vol-
ume coordinate possibly demanding a finer discretization or a careful selection of the
discretization grid. In either case, however, a one-dimensional particle characterization
is hardly capable of tracking any evolution of aggregates with complex shapes.
Aggregation can be considered the computationally most expensive phenomenon.
The evaluation of the integrals is usually the time limiting step in the simulations. The
2This should not be confused with size-dependent growth where the linear growth rate with respect to a
characteristic length of the crystal changes.
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computational effort increases even more if multivariate population balance formula-
tions are employed.
If the actual structure of aggregates/agglomerates should be addressed, discrete mod-
eling approaches as they are presented in chapter 5 are more promising.
4.4 Numerical solution of the
deterministic population balance equation
Despite of its inherent limitation to a simple crystal characterization, the one-
dimensional population balance equation can already provide valuable insight. Although
this simple case may not allow the modeling of intrinsic kinetics, the apparent behavior
of a crystal suspension may be represented satisfactorily.
As seen in the previous sections, the one-dimensional population balance formula-
tion has already yield some mathematical complexity. This complex nature of the set
of equations comprising the population balance, the phenomenological rate processes,
as well as the mass and energy balance have lead to large efforts in developing suitable
numerical solution techniques. Over the last decades a huge number of different meth-
ods has been developed; many of them with a number of variants. Although the perfect
algorithm working optimal for each and every population balance model has not yet
been found (or at least has not proven to be the perfect one), the numerical solution of
one-dimensional population balance formulations can be considered as a mature field.
Instead of presenting particular methods in detail, an overview on the classes of solution
techniques is given. Representative references are provided for each class. More and
complementary references on solution techniques can be found in the literature (Ramkr-
ishna, 1985; Vanni, 2000; Ramkrishna, 2000; Kostoglou and Karabelas, 2002).
It is one of the major advantages of the population balance that it can be applied to
various field of application. Consequently, some of the given solution techniques have
been developed for other applications than crystallization.
Because population balance models are rarely solvable analytically, only numerical
solution techniques are considered here. Stochastic solution methods are discussed in
chapter 5 because they are associated to a discrete particle state space representation.
Excluding analytical and stochastic techniques, the solution of the population balance
equation is all about discretization. The essence of discretization is to transfer the con-
tinuously formulated population balance equation into a set of discrete equations that
can be handled on a computer. Usually, this is done in the framework of the method
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Approximation of the PBE
• Finite Differences;
Bennett and Rohani (2001)
• Finite Volume;
Chang (1995)
Motz et al. (2002)
• Discretized formulations
Hounslow et al. (1988)
Kumar and Ramkrishna (1996a,b, 1997)
Peglow et al. (2006)
Approximation of the solution (MWR)
• Local basis functions (Finite Element
methods);
Nicmanis and Hounslow (1998)
Wulkow et al. (2001)
Rigopoulos and Jones (2003)
• Global basis functions;
Rawlings et al. (1992)
• Moment methods;
McGraw (1997)
Kostoglou and Karabelas (2002)
Diemer and Olson (2002b,a)
Marchisio et al. (2003a)
Grosch et al. (2007)
• Hierarchical basis functions;
Briesen and Marquardt (2000)
Liu and Cameron (2001, 2003)
Table 4.1: Overview on solution methods for one-dimensional population balance equa-
tions.
of lines (Schiesser, 1991). The discretization of all the non-time coordinates leads to
a system of ordinary differential equations that can be solved with existing appropriate
solution techniques (Butcher, 1987). For actual population balance models, the material
balances and constitutive equations have to be solved along with these ordinary differ-
ential equations. Eventually, differential algebraic systems (Brenan et al., 1989) need
to be solved. However, this full ”surrounding framework” is beyond the scope of this
contribution. Only the discretization techniques of the population balance equation itself
are discussed.
There are certainly different ways how to categorize discretization methods for pop-
ulation balance equations. Generally, a non-ambiguous categorization is hard to find
because some of the methods are hybrids of different fundamental techniques. Here a
major distinction is drawn between the methods that approximate the population balance
equation and those that approximate its solution. An overview on the solution methods
can be found in figure 4.1. The refinement of these classes is done with respect to the
basic mathematical technique.
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4.4.1 Approximation of the population balance equation
The methods summarized in this section try to reformulate the population balance equa-
tion without any assumption on the solution. In each of the following techniques, the
values of the distribution at certain grid points are determined as a function of time. If
integral terms as introduced in sections 4.3.4 and 4.3.3 need to be evaluated, quadrature
rules are employed.
4.4.1.1 Finite differences (FD)
Finite differences (FD) are the simplest way to approximate a differential operator. In the
population balance equation the growth term can be approximated by FD. The number of
possible FD schemes is huge. Classical techniques as the Lax–Wendroff and the Crank-
Nicholson scheme can be found in almost every textbook on numerical algorithms (see
e.g. Press et al., 1992). Despite its ease of implementation, classical finite difference
methods are hardly used for the discretization of population balance equations. The
quality of the solution is usually not satisfying because FD schemes introduce severe
numerical diffusion in case of low-order or dispersion for high-order approximations.
These effects lead to a non-physical broadening of steep fronts or result in undesired
oscillations.
Bennett and Rohani (2001) employed FD schemes for the solution of crystallization
process models. The investigated case studies comprised nucleation, growth, and clas-
sified removal. Although they observed strong oscillations during the simulation, the
steady-state solution was smooth for both the Lax–Wendroff and the Crank–Nicholson
scheme. Additionally, they proposed a combination of both schemes that removed the
oscillatory behavior for their test cases.
4.4.1.2 Finite volume (FV) formulations
Finite volume (FV) methods have primarily been developed for conservation laws (LeV-
eque, 2002). For the one-dimensional population balance the finite volumes are small
intervals of the particle size domain. The population balance equation is then integrated
over these domains. The growth terms are transformed to fluxes at the interval bound-
aries by means of the Gauss-theorem. To actually approximate the fluxes, again finite
differences are chosen. For simple formulations one ends up with the same set of equa-
tions as for the finite difference methods. However, the FV formulation allows more
flexibility in the formulation of the fluxes across the interval boundaries. Additionally,
these methods are conservative because the flux leaving one finite volume is identical to
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the flux entering the adjacent one. For the population balance equation this means that
the numerical result for the total number of particles is not affected by the growth term.
High-resolution methods
As low order approximations of the differential operator lead to numerical diffusion,
higher order approximations lead to oscillations. High-resolution methods have been
designed to overcome these conflicting issues (Harten, 1983; Sweby, 1984). To achieve
this, so-called flux limiters are introduced. The appearance of non-physical large fluxes
at steep fronts are the cause for oscillations in the solution. By checking the smooth-
ness of the function, the fluxes are limited to reasonable values when steep fronts oc-
cur. In these regions the discretization basically switches to a low-order non-oscillatory
scheme, while retaining high-order approximation quality for the smooth parts of the
solution. This technique is discussed in some more detail in section 4.5.3.5 because a
high-resolution method has been chosen to simulate the two-dimensional attrition pop-
ulation balance model.
In various studies (Motz et al., 2002; Qamar et al., 2006), high-resolution schemes
have been compared to other solution techniques. Generally, the methods have been
proven to successfully solve population balance models. However, the computational
effort is quite large.
Conservation element-solution element method (CE/SE)
The conservation element-solution element (CE/SE) method has been developed for
Navier-Stokes equations (Chang, 1995). CE/SE methods treat the time and the particle
size coordinate in an integrated manner. The finite control volumes are no longer only
the particle size interval but a rectangle spanned by the size and time interval. Thus, the
fluxes are not only considered across the particle size interval boundaries but also across
the boundaries of the time intervals. This integrated treatment of time and space dis-
cretization for the population balance equation generally hinders the solution of the aug-
mented model including additional ordinary differential and algebraic equations. Lim
et al. (2004) realized the rigorous consideration of partial differential algebraic systems
by combining the CE/SE method with an iteration procedure for the nonlinear algebraic
equations. However, they applied the method in a non-population balance context to a
chromatographic adsorption process.
Earlier, Motz et al. (2002) used the CE/SE method in a comparative study for the
solution of a population balance model describing a crystallization process with growth,
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dissolution and attrition. Their results showed a clear superiority of the CE/SE method
over the tested high-resolution methods. CE/SE successfully eliminated numerical dif-
fusion while avoiding oscillations at significantly reduced simulation times. Similar
results have been presented by Qamar et al. (2006).
4.4.1.3 Discretized population balance
All the methods discussed above have been developed for partial differential equations
in general without a particular focus on the population balance equation. There are also
methods that have been designed more in the context of certain population balance mod-
els. In the literature these methods are often referenced as discretized population bal-
ances. Although this is misleading, because all other techniques also lead to discretized
formulations, this nomenclature is adopted here.
In essence discretized population balances are finite volume methods, as they are also
based on the integration of the population balance over a certain size domain. Employ-
ing the mean value theorem, they construct nodes or so-called pivots, which represent
the size of the crystals in a particular domain. Mechanisms, like growth, aggregation,
and nucleation are now formulated for these nodes. By introducing correction factors in
the numerical scheme, it is assured that the physically desired conservation of volume
and number (the zeroth and the third moment) for the mechanisms is guaranteed (Houn-
slow et al., 1988). In the literature this discretized approach is also often referred to
as sectional methods or the method of classes (Marchal et al., 1988) without explicitly
drawing the connection to finite volume methods.
Kumar and Ramkrishna (1996a) presented an extension to the discretized formula-
tion allowing the conservation of two arbitrarily chosen moments. In a second extension
for aggregation and nucleation problems the pivots are no longer fixed but are allowed to
move within the control volumes (Kumar and Ramkrishna, 1996b). Finally, Kumar and
Ramkrishna (1997) tailored the movement of the pivots to optimally represent growth
processes by moving the pivots according to the characteristic curves.
4.4.2 Approximation of the population balance solution
(method of weighted residuals, MWR)
A fundamentally different strategy to solve partial differential equations is the method
of weighted residuals (MWR) (Finlayson and Scriven, 1966). The MWR is actually not
a single method but refers to a general concept spanning a comprehensive class of meth-
ods. Contrary to the techniques presented in section 4.4.1, these methods do not start
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with the equation to be solved; instead a trial solution is formulated comprising a linear
combination of a set of basis function. The linear coefficients of this expansion need to
be determined to obtain an approximate solution. This is achieved by employing a weak
formulation of the partial differential equation. First, the trial solution is substituted into
the partial differential equation. For an arbitrary choice of linear coefficients the resid-
ual of the equation will not be zero. These residuals are then multiplied/weighted by a
set test functions and integrated over the domain. If properly chosen, each of the test
functions yields a discretized equation. Eventually, the resulting linear or non-linear al-
gebraic system is solved for the unknown coefficients to obtain the solution of the PDE
at a current time step. The method of lines framework again allows the integration in
time. For the solution of population balance equations the method of weighted residuals
has been first employed by Singh and Ramkrishna (1977).
To specify a particular method, basis and test functions need to be chosen. The choice
of these functions determines the classification of the method. A major classification is
with respect to the character of the basis functions.
4.4.2.1 Local basis functions (finite elements, FE)
In finite element (FE) methods the basis functions are formulated only on particular
intervals of the size coordinate. Early approaches used cubic polynomials as basis func-
tions and Dirac delta functions as test functions (Gelbard and Seinfeld, 1978) to solve
aggregation problems. The use of Dirac delta functions qualifies the method as a collo-
cation methods, where the population balance equation needs to be solved point-wise at
the particular collocation nodes. Further FE collocation schemes that use splines as basis
functions have been proposed (Eyre et al., 1988; Steemson and White, 1988). More re-
cently, collocation in combination with linear test functions have been employed to study
more general population balance formulations including growth, nucleation, breakage
and aggregation (Rigopoulos and Jones, 2003).
Using the same functions as basis and test functions results in so-called Galerkin
schemes. Employing Lagrange polynomials, Nicmanis and Hounslow (1998) used col-
location as well as mixed Galerkin-collocation formulations. By solving a large set of
test problems they showed superiority compared to discretized population balance for-
mulations. Roussos et al. (2005) formulated a Galerkin method for a general population
balance formulation using Lagrange polynomials. They also illustrated the method by
simulating various test cases.
Discontinuous Galerkin schemes do not require the solution to be continuous at the
FE boundaries. Mahoney and Ramkrishna (2002) used this technique to track known
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discontinuities in the solution. Also the commercial tool PARSIVAL employs a dis-
continuous h-p-Galerkin method (Wulkow et al., 2001). During the solution procedure
PARSIVAL adaptively changes the size and position of the finite elements as well as
the degree of the polynomials used as basis functions. The adaptation and therefore the
quality of the numerical result can be controlled by a user specified tolerance.
4.4.2.2 Global basis functions
Instead of applying several functions defined only on specific intervals of the domain, as
in FE methods, one can also use globally defined functions to represent the unknown so-
lution. Rawlings et al. (1992) used Laguerre polynomials with an orthogonal collocation
scheme to study the control of crystallizers.
A special branch of MWR with global basis functions are moment methods. Mo-
ment methods have been suggested along with the first formulation of population bal-
ance equations by Hulburt and Katz (1964). The method of moments (MOM) can be
viewed from different angles, which prevents the strict classification as a MWR. The
reason for classifying it here as a MWR with a global basis function is the choice of the
test functions, which are global monomials of the particle size. In rare cases the integra-
tion of the population balance equation weighted by these monomial can be performed
quasi-analytically (see e.g. Jerauld et al., 1983). In these cases no assumptions on the
size distribution need to be made. Thus, no basis functions are utilized at all. The re-
sulting ordinary differential equation system can be solved by means of a standard ODE
integrator resulting in the exact values of the moments (or course subject to the error of
the time-discretization). In these cases the MOM is a transformation technique rather
than a MWR.
However, in most cases the integration of the PBE weighted by several monomials
leads to an unclosed system of equations and/or introduces fractional moments. To close
the system of equations additional assumptions on the shape of the distribution can be
made (Lee, 1983) or interpolation techniques (Frenklach, 2002) need to be employed.
Different closure techniques have been proposed and reviewed in the literature (Kos-
toglou and Karabelas, 2002; Diemer and Olson, 2002a,b). The methods using assump-
tions on the distribution shape are perfectly classified in the present category. They are
fullly comprised in the MWR framework.
An alternative to solve the closure problem is to employ the quadrature method
of moments (McGraw, 1997). There, the distribution is flexibly represented by a low
number of values (weights) at certain positions (abscissas) on the particle size axis.
Using the weights and abscissas in a Gaussian quadrature scheme allows the compu-
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tation of any desired moment to close the system. Accordingly, population balance
problems can be handled very efficiently (Marchisio et al., 2003a). The low compu-
tational effort of this approach has initiated the integration of QMOM into computa-
tional fluid dynamics (CFD) codes to study the interplay of hydrodynamics and aggre-
gation/breakage (Marchisio et al., 2003b).
In own work a framework has been presented, which generalizes the existing QMOM
variants (Grosch et al., 2007). An assessment of the different alternatives showed that
all QMOM variants have particular problems in resolving highly localized phenomena
as for example classification.
Although there has been some effort (see e.g. Giaya and Thompson, 2004), the per-
fect reconstruction of the actual distribution from a finite set of moments is intrinsically
impossible (see e.g. Hamilton et al., 2003). All MOM variants are therefore mainly
attractive because of their strongly reduced computational effort. However, one has to
accept strongly reduced information content.
4.4.2.3 Hierarchical basis functions
Recently, also hierarchical function sets have been used as basis functions. Hierarchical
basis functions such as wavelets (Daubechies, 1992; Chui, 1992) can represent global
trends as well as resolving localized features of the solution.
For population balance equations wavelet-collocation schemes can be found in the
literature (Chen et al., 1996; Liu and Cameron, 2001, 2003). In the context of thermal
cracking of hydrocarbons, a continuous process model, which essentially is a break-
age population balance equation, has been developed. For the solution of the resulting
equations the author has proposed an adaptive wavelet-Galerkin method (Briesen and
Marquardt, 2000).
4.4.2.4 Concluding remarks on the solution of population balance equations
In the above collection of solution techniques for one-dimensional population balance
equations, it was deliberately avoided to rigorously rate the methods with respect to their
performance. Although there are many comparative studies on different techniques in
the literature (see e.g. Motz et al., 2002; Alexopoulos et al., 2004; Nopens et al., 2005;
Alexopoulos and Kiparissides, 2005; Roussos et al., 2005, 2006; Qamar et al., 2006),
these studies always focus on a particular set of methods and test problems. A truly
comprehensive comparison is lacking. Probably it is even impossible considering the
huge number of solution techniques and the even larger number of conceivable popu-
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lation balance models. But even if these data were available, the community might not
agree on a final ”top-ten list”. One reason for this is that the performance can be evalu-
ated with respect to many partially conflicting criteria: e.g. capability of tracking steep
fronts, degree of information obtained, computation time, ease of implementation.
From the current perspective high-resolution FV methods and CE/SE seem to be the
most promising candidates because of their sound mathematical foundation, flexibility
and reasonable computational effort. However, fundamental developments in the other
classes cannot be foreseen.
4.5 Multivariate population balance modeling
Rigorous modeling approaches on the single particle scale, like morphological evolu-
tion of single crystals or shape-dependent attrition behavior, can only be transferred to
the particle ensemble scale if at least two characterizing variables are chosen. As the
population balance equation is already multi-dimensional when time is considered as an
independent coordinate, the term multivariate population balance is used if the particle
state space is spanned by more than one-dimension.
Although multivariate population balance modeling has already been introduced
by Hulburt and Katz (1964), the one-dimensional formulation still prevails. The rea-
sons for that are the lacking understanding of the physical phenomena to rigorously
formulation multivariate models, the shortcomings of current measurement technology
to assess multivariate systems, and the high computational effort associated with more
than one dimension.
In the future it can be expected that multivariate formulations become increasingly
important as all these obstacles are gradually about to be overcome. As a consequence,
the resulting expressiveness of multivariate models will lead to improved population
balance models.
4.5.1 Previous work on modeling and numerical solution
Compared to the long list of publications dealing with the solution of one-dimensional
population balance models, there is only a limited number of contributions concerning
multivariate population balance formulations. In this section, the applications of multi-
variate population balance models to crystallization problems is reviewed. The focus is
on the used characterizing variables and the utilized solution techniques. Many of the
solution techniques developed for the one-dimensional case can be adopted to multivari-
72 Chapter 4. Deterministic population balance modeling of crystallization processes
ate systems in a straightforward manner. The discussion on the basic principles of the
solution techniques has already been given in section 4.4. Besides discussing contribu-
tions dealing with crystallization, other applications are compiled in tabular form (see
Table 4.2 and 4.3).
To study agglomerative precipitation in batch and continuous mixed-suspension-
mixed-product-removal (MSMPR) processes, two coordinates specifying the agglomer-
ate by its size and the number of primary particle per agglomerate have been used (Wachi
and Jones, 1992; Wo´jcik and Jones, 1998). This approach resulted in an improved ex-
pressiveness of the model by e.g. enabling the assessment of internal and external surface
area. For numerical solution different variants of FD schemes have been employed.
Puel et al. (1997) analyzed the transient behavior of hydroquinone crystallization.
They characterized each individual crystal as a parallelepiped with the length L1 and
with identical width and depth L2. Using image analysis, they experimentally showed
that the habit expressed as a shape factor defined by L1/L2 did not remain constant.
Using particle classes with a given partitioning ∆L1,i, ∆L2,i, they discretized the two-
dimensional population balance and were able to qualitatively simulate the observed
behavior. Later they extended their studies by introducing more physical knowledge in
the kinetic laws for nucleation and growth (Puel et al., 2003a,b). Most recently, the
same group studied another model compound and also extended their work to an in-situ
process monitoring (Oullion et al., 2007a,b). To solve the population balance equation,
a multivariate extension to the method of classes (Marchal et al., 1988) was applied.
Braatz and co-workers also extensively studied two-dimensional characterization of
the crystal shape. The particle shape was characterized by two internal length coor-
dinates similar to Puel et al. (1997). As a model problem mainly two-dimensional
growth of potassium dihydrogen phosphate (KH2PO4) was investigated. The work of
this group comprises modeling, simulation and optimal control (Ma et al., 2002c) com-
partmental modeling to address spatially varying process conditions (Ma et al., 2002a)
and identification procedures to obtain the linear growth rates for both characterizing
lengths (Gunawan et al., 2002; Ma and Braatz, 2003). Some of the work also focused on
the assessment of numerical techniques. Mainly, high-resolution finite volume schemes
with flux-limiters have been investigated (Ma et al., 2002b; Gunawan et al., 2004),
In crystallization, not only the consideration of shape leads to multivariate population
balance models. Stimulated by the discussion on the influence of inner lattice strain on
particle growth (Gahn and Mersmann, 1999a), Gerstlauer et al. (2001) developed a two-
dimensional population balance model considering particle size and inner strain as two
independent inner coordinates. The numerical solution was achieved by employing a
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finite-volume scheme.
Multivariate population balance modeling is increasingly used also in other applica-
tions. Table 4.2 and 4.3 chronologically summarizes these applications, the employed
characterizations, and the numerical methods.
4.5.2 Case study 1: Two-dimensional growth model
The following multivariate population balance model focusses on crystal growth in two
directions allowing to track habit modification during crystallization. Starting from the
formulation of the population balance using two lengths to characterize the crystals, a
strategy for the numerical solution is proposed. Instead of performing a direct discretiza-
tion of the two length-scales, which leads to a large system size (Puel et al., 2003a), the
model is first transformed into another coordinate system. The two new coordinates are
particle volume and shape factor. Under certain assumptions, a model reduction is per-
formed leading to a system of three coupled population balance equations that preserve
averaged habit information. The reduced model may be particularly useful for model-
based control. While previous investigations (Matthews and Rawlings, 1998) consider
only feedback control, the significantly reduced model size could permit model-based
control strategies for crystal size and habit.
4.5.2.1 Modeling
In this case study, potassium dihydrogen phosphate crystals (KH2PO4) are considered,
which can be characterized by two dimensions. Although the shape of KH2PO4 crystals
is a tetragonal prism in combination with tetragonal bipyramids (Ma et al., 2002b), here,
a simplified shape of a parallelepiped is assumed. The length of the parallelepiped is
given by L1 and the width and depth are both equal to L2. The population balance
equation considering size independent growth in a constant volume batch crystallizer
can then be written as
∂φ (L1, L2, t)
∂t
+GL1
∂ ( φ (L1, L2, t))
∂L1
+GL2
∂ ( φ (L1, L2, t))
∂L2
= 0 , (4.14)
where GL1 and GL2 are the linear growth rates in length and width, respectively.
Reasonable boundary and initial conditions for this partial differential equation may
be formulated as
φ(L1, L2, t = 0) = φ0(L1, L2) , (4.15)
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Table 4.2: Multivariate population balance formulations for non-crystallization applica-
tions.
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Table 4.3: Multivariate population balance formulations for non-crystallization applica-
tions (cont’d).
76 Chapter 4. Deterministic population balance modeling of crystallization processes
φ(L1 = L1,min, L2, t) = 0 , (4.16)
φ(L1 = L1,max, L2, t) = 0 , (4.17)
φ(L1, L2 = L2,min, t) = 0 , (4.18)
φ(L1, L2 = L2,max, t) = 0 . (4.19)
Note that the growth rates are only independent from particle size but obviously
depend on process conditions:
GLi (w, T ) = kgi
(
w − wsat(T )
wsat(T )
)gi
, for i ∈ {1, 2} .
The variables T , w, and wsat denote the temperature, the solute mass fraction defined as
the ratio of solute to solvent mass, and the saturation mass fraction, respectively. The
corresponding kinetic parameters are given in table 4.4.
parameter value dimension
g1 1.48 dimensionless
kg1 12.21
µm
s
g2 1.74 dimensionless
kg2 100.75
µm
s
Table 4.4: Kinetic parameters for growth of KH2PO4 (taken from Ma et al. (2002b)).
The saturation mass fraction is taken from Ma et al. (2002b):
wsat(T )
1 ggwater
= 9.3027 · 10−5
(
T
1◦C
)2
− 9.7629 · 10−5
(
T
1◦C
)
+ 0.2087. (4.20)
The total crystal volume can be calculated by integration of the weighted particle
density function:
Vc(t) =
L2,max∫
L2,min
L1,max∫
L1,min
L1 · L22 · φ(L1, L2) dL1 dL2 . (4.21)
Finally, to obtain the transient of the mass fraction, a total solute balance is set up by
w(t) = w(t = 0)− %c
mw
(Vc (t)− Vc (t = 0)) , (4.22)
wheremw is the constant mass of water in the crystallizer.
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The initial condition for the crystal distribution, φ0, is discussed together with the
corresponding numerical results.
For ease of notation the explicit dependencies of GLi , wsat on w and T are omitted
throughout the rest of this section but are of course considered in the simulations.
To solve the complete model assembled by equations (4.14)-(4.22), the population
balance equation (4.14) needs to be discretized in both length coordinates and in time.
The resolution of the length coordinates strongly affects the resulting size of the system
and therefore the computational effort. For the same grid resolution in both length scales,
the size of the system obviously scales quadratically with the number of grid points. For
this simple model formulation, however, a costly discretization can be avoided because
the above system is solvable by the method of characteristics (MOC) (Lapidus and Pin-
der, 1982). Actually, the MOC is more a clever coordinate transformation. As a result
of this coordinate transformation, equation (4.14) is reformulated as a system of two
simple ordinary differential equations (ODEs):
d∆Li(t)
dt
= GLi with ∆Li(t = 0) = 0; t > 0; i = {1, 2} . (4.23)
As the original population balance is not a complete problem formulation, the two ODEs
have to be augmented with constitutive equations, too. After adding equations (4.20)-
(4.22), the set constitutes a differential algebraic equation (DAE) system.
The re-transformed solution of the particle density distribution φ can then directly be
obtained by ”shifting” the initial condition according to
φ(L1, L2, t) = φ0(L1 −∆L1(t), L2 −∆L2(t)) . (4.24)
Along the time integration of the DAE system, equation (4.24) obviously must be used
to determine the time-dependent total volume in equation (4.21).
The solution with the MOC is still affected by the errors of time integration and
the numerical evaluation of the integral in equation (4.21). However, the solution does
not show any error in terms of numerical diffusion caused by the discretization scheme
as for example with finite differences. Therefore, the MOC is used to validate the re-
sults of the derived reduced model formulation. To close the mass balance (4.22), the
two-dimensional integral (4.21) has to be evaluated at each time step. Considering the
application in some model-based framework like a model predictive control scheme, the
simulation in terms of the two length coordinates is not very meaningful. There, one is
interested in a measurable quantity such as the number density distribution with respect
to volume. This information can be reconstructed from the solution by numerically in-
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tegrating φ (L1, L2, t) along the lines of constant volume for each particle volume v and
time t of interest:
φ (v, t) =
L1,max∫
L1,min
1
2
√
L1 v
· φ(L1, L2(L1, v), t) dL1 (4.25)
Because of the high computation time for this reconstruction, a model formulation that
directly accesses a measurable distribution is more favorable when the volume-based
number density is frequently needed.
4.5.2.2 Model transformation
Generally, model reduction can directly be performed for the above system by integrat-
ing equation (4.14) over one domain (e.g. L2) to achieve a dimensional reduction of
the problem. However, provided information on the habit has to be retained, the re-
sults would be hard to interpret and to validate experimentally because the particle size
distribution over one length coordinate L1 is virtually impossible to measure.
Therefore, a more reasonable, more accessible coordinate system is needed. A quite
natural choice is the use of the particle volume v and a shape factor ψ. In this new
coordinate system the population balance can be formulated in a general way:
∂φ (v, ψ, t)
∂t
+Gv
∂φ (v, ψ, t)
∂v
+ φ (v, ψ, t)
∂Gv
∂v
+Gψ
∂φ (v, ψ, t)
∂ψ
+ φ (v, ψ, t)
∂Gψ
∂ψ
= 0 . (4.26)
Note that Gv and Gψ are no longer independent from the inner variables.
Without specification of a particular transformation it is still unknown how the
growth rates in the (v, ψ)-system relate to the known growth rates GL1 and GL2 . The
volume of a particle is obviously determined by
v = L1 L
2
2 . (4.27)
The choice of ψ is less obvious. An intuitive choice would be to use the ratio of both
lengths. However, as the following general considerations show, this is not the best
choice. Assuming ψ to be generally formulated as
ψ = Li1L
j
2 , (4.28)
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the growth rates in the new coordinate system can be determined by their general defi-
nitions:
Gv =
dv
dt
= v
2i
2 i−jψ
−2
2 i−jGL1 + 2 v
−j+i
2 i−jψ
1
2 i−jGL2 (4.29)
Gψ =
dψ
dt
= iv
j
2i−jψ
2i−j−2
2i−j GL1 + jv
− i2i−jψ
2i−j+1
2i−j GL2 (4.30)
As will be seen, the occurrence of integer exponents is highly favorable for the up-
coming algebra. Therefore, the choice of i = 0, j = 1 is reasonable. With this choice the
growth rates and their derivatives with respect to v and ψ can be computed in a simple
manner:
Gv =
dv
dt
= ψ2GL1 + 2vψ
−1GL2 (4.31)
∂Gv
∂v
= 2ψ−1GL2 (4.32)
Gψ =
dψ
dt
= GL2 (4.33)
∂Gψ
∂ψ
= 0 (4.34)
Again the explicit dependencies of Gv = Gv (v, ψ, c, T ) and Gψ = Gψ (v, ψ, c, T )
are omitted for better readability.
From the original system of equations (4.14)-(4.22), only the boundary and initial
condition as well as the calculation of the total crystal volume additionally need to be
transformed to the new coordinate system:
φ(v, ψ, t = 0) = φ0(v, ψ) , (4.35)
φ(v = vmin = L1,min L
2
2,min, ψ, t) = 0 , (4.36)
φ(v = vmax = L1,max L
2
2,max, ψ, t) = 0 , (4.37)
φ(v, ψ = ψmin = max
(
L2,min,
√
v
L2,max
)
, t) = 0 , (4.38)
φ(L1, ψ = ψmax = min
(
L2,max,
√
v
L2,min
)
, t) = 0 , (4.39)
Vc(t) =
vmax∫
vmin
ψmax∫
ψmin
vφ(v, ψ)dψ dv . (4.40)
Generally, it is not easier to solve this new system than the original one. Actually,
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it seems to be more complex because the growth rates now do depend on the charac-
terizing variables. In that case MOC does not lead to such an elegant solution as in the
untransformed case.
However, the interpretation of the two-dimensional distribution function is different.
The volume-based distribution is separated from the shape of the crystals. Thus, from
the growth behavior of the crystals on the molecular scaleGL1, GL2 , a representation can
be derived for which at least the volume-based distribution, which could be computed
by integration over the ψ-domain, is easily measurable.
4.5.2.3 Model reduction
To avoid a full discretization in both domains, a model reduction, which yields the full
volume-based distribution information and preserves reduced, qualitative information
on the habit, is proposed. To approach a reduced model, moments with respect to the
shape factor ψ are used. In the original method of moments (Hulburt and Katz, 1964),
cross moments with respect to both coordinate variables are defined:
M˜j,k (v, t) =
ψmax∫
ψmin
vmax∫
vmin
ψjvkφ (v, ψ, t) dv dψ . (4.41)
As the moment discretization is only applied to the ψ-domain, the following definition
enhances readability:
Mj =Mj (v, t) = M˜j,0 (v, t) . (4.42)
Weighting equation (4.26) by ψj and integrating it over the domain of ψ leads to
∂Mj
∂t
+GL1
∂Mj+2
∂v
+ 2vGL2
∂Mj−1
∂v
+(2− j)GL2Mj−1 = 0 . (4.43)
A detailed derivation of equation (4.43) can be found in appendix A.
It is obvious that this formulation leads to a serious closure problem for the moment
equations because higher order moments are introduced that cannot be evaluated. To
resolve this an ansatz for the two-dimensional distribution φ (v, ψ, t) is introduced:
φ (v, ψ, t) = ϕ (v, t)
1
ζ (v, t)
√
2pi
e
− (ψ−ψ(v,t))
2
2ζ2(v,t) . (4.44)
Note that the dependence on v is general and capable of reflecting any form of the
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distribution in v. Only the dependence on the shape factor ψ is restricted. It is assumed
that for a fixed volume the particles are distributed by a Gaussian-distribution in the ψ-
domain. This allows to obtain information on the average particle shape factor ψ(v, t)
for a particular crystal volume v at a certain time t. Additionally, also the variance
ζ(v, t), which is a measure of the dispersity in the ψ-domain, is obtained.
To determine the three unknown functions ϕ, ψ, and ζ , equation (4.43) is evaluated
for j = 1, 2, 3 leading to a system with unknown moments from the order 0 to 5.
Using equation (4.44), the moments can be expressed in terms of ϕ, ψ, and ζ (explicit
dependencies are omitted):
M0 = ϕ , (4.45)
M1 = ϕψ , (4.46)
M2 = ϕ
(
ψ
2
+ ζ2
)
, (4.47)
M3 = ϕ
(
3ψζ2 + ψ
3
)
, (4.48)
M4 = ϕ
(
ψ
4
+ 6ψ
2
ζ2 + 3ζ4
)
, (4.49)
M5 = ϕ
(
ψ
5
+ 10ψ
3
ζ2 + 15ψζ4
)
. (4.50)
The equations for the 0th, 1st, and 2nd order moments are well known. A recursion
formula used to determine higher order moments is derived in appendix A.1.
Substituting the moments (4.45)-(4.50) and their derivatives with respect to t and v in
equation (4.43) for j = 1, 2, 3 results in the following generalized system of equations:
A (x, v) x˙+B (x, v)
∂x
∂v
= c (x, v) , (4.51)
with
x =
(
a, ψ , ζ
)T
. (4.52)
The explicit formulas for the matrices A and B as well as for the vector c are given in
appendix A.2.
The reduced system comprises three coupled population balance equations. Each of
it has the structure of a single population balance that renders growth and nucleation. By
solving this system, the time trajectories for the volume-based number density distribu-
tion, the average particle shape factor, and the variance in shape can be determined.
Similar model reduction techniques have been developed for other applications than
crystallization. In the modeling of heteroaceotropic-rectification not only the volume
of the droplets governs the process but also the concentration of the various chemical
82 Chapter 4. Deterministic population balance modeling of crystallization processes
species. Using a population balance approach to model this process demands for the
consideration of many internal coordinates (volume and concentration of the chemical
species inside the droplet). Because of the multidimensionality of the problem, a direct
discretization and numerical simulation seems infeasible. Thus, Eckert et al. (1996) de-
veloped a general framework for the model reduction by rigorous dimensional reduction
without actually implementing their concept. Therefore, they did not account for the
necessity to formulate additional assumptions on the shape of the distribution.
For granulation processes the mass of the granule and the tracer mass can be specified
as two independent coordinates. Again the fully two-dimensional solution can only be
obtained with large computational effort. Assuming that each granule size is associated
with only one tracer mass, the dimensional reduction can be performed in analogy to the
way presented above. In mathematical terms this assumption is equivalent to represent-
ing the second coordinate by Dirac delta functions. For granulation with aggregation
and breakage (Hounslow et al., 2001b) and pure aggregation (Biggs et al., 2003) this
procedure leads to a set of two coupled population balance equations for the granule
size and tracer mass distribution. However, as opposed to the proposed method, they
loose any dispersity information by assuming Dirac delta functions.
Kostoglou et al. (2006) performed a dimensional reduction in both coordinates for
aerosol aggregation. As coordinates the fractal dimension and the particle volume was
chosen. Performing the dimensional reduction assuming monodispersity in both coordi-
nates, the derived an ODE representation for the evolution of the fractal dimension.
For a multicomponent coagulation, Obrigkeit et al. (2004) used Wiener expansions
employing Gaussian distributions as basis functions to approximate the composition co-
ordinates. Integration over the composition domain resulted in a set of coupled one-
dimensional population balances.
Besides the methodological differences in approximation of the second coordinate,
the presented method also extends the dimensional reduction to particle growth, which
has not been considered in previous contributions.
4.5.2.4 Discretization of the one-dimensional population balance
A simple upwind scheme is employed for the solution of the one-dimensional prob-
lem (4.51). On the equidistant grid vk = vmin + k∆v with ∆v =
(vmax−vmin)
m−1 and for an
explicit Euler step with the step length ∆t, the convection terms are approximated by
xt+∆t = xt +∆tA
−1 (x, v)
(
c (x, v)−B (x, v)
(
∆x
∆v
)
FD
)
, (4.53)
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where
(
∆x
∆v
)
FD
represents the approximation of the derivatives with respect to v by
backward finite differences. The time step length∆t is adapted during the simulation in
order to avoid violation of the Courant-Friedrich-Levy (CFL) stability criterion:
max (|G|)∆t
∆v
< 1, forG = A−1 (x, v)B (x, v) . (4.54)
Generally, the reduced model formulation does not preserve the total number of par-
ticles. As the shape characterizing variable, ψ, is not affected by the total number of
particles, this can be remedied by scaling a(v) in each time step to guarantee a constant
total number of particles:
ϕscaled (v, t) := ϕ (v, t)
vmin∫
vmin
ϕ(v, t = 0)dv
vmin∫
vmin
ϕ(v, t)dv
. (4.55)
For computational efficiency, the domain boundaries vmin and vmax are adapted by
simply thresholding the values of the distribution a against a small value. In future
studies this simple discretization scheme could be replaced with more sophisticated dis-
cretization schemes like e.g. the ones described by Ma et al. (2002b) or Motz et al.
(2002).
The method was implemented in Matlab by MathWorks, Inc. All calculations have
been performed on a notebook PC Dell Latitude X200, 800 Mhz, Pentium III-M,
384 MB RAM.
4.5.2.5 Numerical results
A simple batch cooling crystallization has been simulated to illustrate the results for the
reduced model. The temperature in the crystallizer has been decreased linearly from
350 to 345 K over a time of 2000 s. The constant mass of water in the crystallizer was
2000 g. The initial mass fraction w(t = 0) was assumed to be in the saturated state for
the initial temperature.
The number density distribution in the volume coordinate (4.56) is initialized by a
scaled Gaussian distribution. Initially, the particles have a cubic shape in average (4.57)
with a 10% variance (4.58):
ϕ (v, t = 0) = 1.90 · 108 #
mm3
exp
(
−
(
v
1mm − 3 · 10−2
)2
2.45 · 10−5
)
(4.56)
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Figure 4.4: Time profiles for the mass fraction and the saturation mass fraction.
ψ (v, t = 0) = v
1
3 (4.57)
ζ (v, t = 0) = 0.1 · v 13 . (4.58)
The trajectories of the saturation and the current mass fraction in the crystallizer, as
well as the average particle volume are given in figure 4.4. With a slight delay the relative
supersaturation is depleted by the growth of the crystals. After 2000 s the temperature
is kept constant and a final state of the system is reached.
To illustrate the habit transient, figure 4.5 A and C depict the evolution of the distri-
butions ϕ and ψ, respectively. The evolution of the distribution ϕ can be interpreted as
the standard volume-based number density distribution if a one-dimensional modeling
approach had been chosen. As time proceeds, the particles grow to larger volumes. For
validation the results of the reduced model formulation are compared to the solution of
the original problem with the method of characteristics (MOC). In the axis scaling of
figure 4.5 (A), the results from the reduced model formulation and the MOC would be
visually indistinguishable. An enlargement of the final distribution calculated with both
methods is shown in figure 4.5 (B) and shows a very good agreement. The observed
widening of the distribution over time is therefore not attributed to numerical diffusion
of the used discretization scheme. With the coordinate transformation the growth rate in
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Figure 4.5: Time evolution of the volume-based number density distribution function
ϕ(v) (A), ψ (C) and the average shape factor ψar (D). The gray region of (A) is enlarged
in (B) for a comparison of the reduced model solution and the method of characteristics.
the volume coordinate is no longer size/volume independent. Therefore, not only a shift
of the distribution, but also a change in shape is to be expected. The computation times
obviously are strongly affected by the choice of the discretization grid. If the original
system is solved with the MOC without delivering the number density distribution with
respect to volume, the solution is obtained very quickly (32 s). If, however, the number
density distribution with respect to volume is reconstructed with equation (4.25) in each
time step and on the same grid size as in the reduced approach, the computation takes
1644 s. In the reduced model formulation the desired information is inherently available
at each time step at an overall computation time of 160 s.
Note, that the simple use of the MOC is only possible due to the simplicity of the
example. If the model reduction is extended to other crystallization phenomena like
nucleation, the simple solution with MOC would not be feasible any more whereas the
reduced order model would still preserve its favorable properties.
The change of particle shape can be derived from the information in ψ(v) and ζ(v).
In figure 4.5 (C) the time evolution of ψ(v) is given showing a decrease of the values of
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the particle number density function at the initial and final time.
ψ for fixed volume. As ψ(v) represents the characteristic width of the particles with a
given volume, this decrease corresponds to a transition from a regular cube to rod like
particles. This is in accordance with the given kinetics. The transition can be seen more
clearly, when a more intuitive shape factor, the aspect ratio, ψar = l1l2 =
v
ψ(v)2
, is used.
Figure 4.5 (D) shows the average of this ratio as a time trajectory. The average value is
calculated by
ψar =
vmax∫
0
ψarϕ(v, t) dv
vmax∫
0
ϕ(v, t) dv
. (4.59)
According to the initial condition the average shape in the beginning is cubic (ψar = 1)
and becomes rod-like (ψar > 1) as the time proceeds.
Inverting the coordinate-transformation, the original two-dimensional representation
using two characteristic length scales can be reobtained. The initial and the final particle
number density distribution are given in figure 4.6.
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4.5.2.6 Conclusions on model reduction
The proposed model reduction allows the simulation of the transient behavior of a crys-
tallization process under consideration of a habit change of the crystals. Employing
linear growth rates, a transformed model is obtained, which after model reduction is
capable of tracking the change of crystal habit by considering the average habit and its
variance for a certain crystal volume class.
The resulting model size scales linearly with the number of grid points of the dis-
cretization for the volume coordinate instead of a quadratic scaling when two length
domains are discretized. A high resolution in the volume discretization therefore poses
fewer problems with respect to computational effort.
Future work shall address an enhanced solution of the reduced system. To improve
efficiency, the use of alternative discretization schemes (e.g. Ma et al., 2002b; Motz et al.,
2002) need to be investigated. Furthermore, it is possible to accelerate the calculation
by introducing adaptive discretization techniques (Wulkow et al., 2001) for the reduced
system.
For a more general applicability, the approach shall be extended to other crystalliza-
tion phenomena. While the extension to (secondary) nucleation seems quite straight-
forward, the influence of breakage and aggregation on the crystal habit is much more
difficult to model. There, more understanding of the physical behavior is needed first
before model transformation and reduction should be considered. In many pharmaceuti-
cal processes, however, breakage and aggregation may be negligible. In these cases, the
model may be suitable for model-based control purposes and parameter identification
when particle size and habit is to be considered.
4.5.3 Case study 2: Modeling the attrition round-off effect
In this section a new model is introduced that allows the quantification of the crystal
round-off during processing. As discussed in section 3.3, attrition is governed by the
kinetic impact energy and the shape of the crystals. The attrition rate for crystals with
distinct and sharp corners is significantly larger than for spherical crystals with the same
mass. Repeated impacts of initially sharp cornered crystals lead to a modification of
the crystal shape and therefore affect the attrition rates. This round-off effect of the
crystals has been observed experimentally for single crystal experiments (Gahn et al.,
1996). Experimental studies have also been presented for attrition occurring in a crystal
slurry (e.g. Mazzarotta et al., 1996). Their studies clearly show that there is a strong
variation of the attrition behavior over time. However, their discussion of the observed
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phenomena was mainly phenomenological and no mechanistic modeling effort has been
taken to reflect the behavior in an actual process model. Currently available models
characterize crystals with respect to their size. This certainly allows to define the impact
energy of the crystal-stirrer collision. However, the effect of this collision, i.e. what
volume is removed from the parent particle, also depends on the shape of the crystal.
Additionally, the material properties of the remaining crystal not necessarily stay the
same. The material is reinforced by impact and becomes less susceptible to attrition.
Repeated impacts, however, may lead to fatigue of the material eventually leading to
breakage of the crystal not being considered in this work. Here only the decrease of
the crystal attrition rate for abraded crystals is investigated. This behavior will only be
accessible mechanistically if the crystals are characterized more detailed than only by
their size. Currently available process models do not take the changing shape of the
crystals into account. The process model to be presented also tries to reflect most of
the insight gained on the single particle scale in order to link this insight to the process
scale.
Contrary to the simple example with an analytical solution in the previous section,
the next model, which also uses a two-dimensional particle characterization, is more
elaborate. The complexity increases with respect to modeling and numerical solution.
Therefore, the modeling is presented in some more detail. The following general steps
in the development of a complex population balance model are exemplified by means of
this case study:
1. Initial population balance formulation in an intuitive coordinate system (see sec-
tion 4.5.3.1).
2. Transformation to a more suitable coordinate system (see section 4.5.3.2).
3. Modeling of the rate processes (see section 4.5.3.3).
4. Nondimensionalization of the system for compact representation and to avoid re-
dundancy in parameters (see section 4.5.3.4).
5. Selection of the numerical solution method (see section 4.5.3.5).
6. Specification of the the simulation problem (see section 4.5.3.6).
4.5.3.1 Intuitive two-dimensional population balance formulation
The first step towards the formulation of the population balance equation is the charac-
terization of the crystals. The basic geometry of the crystals is cubic. Impacts lead to
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removal of the sharp corners. The simplest characterization that can reflect this behavior
is depicted in figure 4.7 (left).
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Figure 4.7: Illustration of the corner geometry for modeling the attrition-induced round-
off effect.
The two scalars that fully characterize such a crystal are the distances L1 and L2
between the center and the {100}-faces and {111}-faces, respectively. Having decided
on the characterizing variables, the population balance equation for a constant volume
batch process can be formulated in a purely formal manner:
∂φL1,2 (L1, L2; t)
∂t
+
∂GL1 (L1, L2)φL1,2 (L1, L2; t)
∂L1
+
∂GL2 (L1, L2; t)φL1,2 (L1, L2)
∂L2
= hsource,L1,2(L1, L2; t)− hsink,L1,2(L1, L2; t) . (4.60)
The domain boundaries for the characterizing variables are
L1 ∈ [L1,min, L1,max] , (4.61)
L2 ∈ [L2,min(L1), L2,max(L1)] ,
with L2,min(L1) =
2
√
3
3
L1 ;L2,max(L1) =
√
3L1 . (4.62)
Note that the domain in L2 is restricted by the values of L1. Thus the domain is not
rectangular but spans a triangle in the L1-L2 plane.
A change in shape of the crystal can be induced by different growth rates of the
{100}- and the {111}-faces. The apparent growth rate of both faces comprises a positive
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linear growth term Gg and a negative growth term Ga resulting from attrition:
GL1 (L1, L2) = Gg,1 (L1, L2)−Ga,1 (L1, L2) , (4.63)
GL2 (L1, L2) = Gg,2 (L1, L2)−Ga,2 (L1, L2) . (4.64)
The source term reflects the newly formed attrition particles and has to be formulated
in consistency with the negative growth of the parent crystals. In the current case study
no sink term needs to be considered.
4.5.3.2 Transformation of coordinate system
Although it is quite straightforward to formulate the model in the above coordinates, the
characterization is not well suited to consistently formulate the rate expressions. Fur-
thermore, the triangular domain (see equations (4.61) and (4.62)) is not favorable for a
numerical scheme. An alternative coordinate system should provide a rectangular do-
main and should allow straightforward formulation of the rate processes while retaining
coordinates with interpretable physical meaning. Similarly to the previous case study
from section 4.5.2, one of the new coordinates should reflect the size of the crystal and
the other one the shape.
To allow simple calculation of the total volume and the impact energy, the size vari-
able should be correlated to the volume in a simple way. Here, the side-length L of
a cube with the equivalent volume is chosen. To determine the volume of a crystal as
a function of the lengths L1 and L2, the geometry of the crystal corner, as depicted in
figure 4.7 (right), has to be considered in detail.
The volume of the cut-off pyramid is given by
Vpyr =
(3L1 −
√
3L2)
3
6
. (4.65)
Accordingly, the total volume of the crystal can be calculated:
V = 8
(
L31 −
(3L1 −
√
3L2)
3
6
)
. (4.66)
As a result the new characterizing variable L is defined as
L :=
(
8L31 −
4(3L1 −
√
3L2)
3
3
) 1
3
. (4.67)
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Figure 4.8: Crystal with same L1 and varying shape factor ψ (From left to right ψ =
{0, 0.14, 0.4, 0.75, 1}).
The shape characterization is less obvious. There, many reasonable choices can be
made. Here, the coordinate ψ is chosen such that the domain is normalized, i.e. the
values of the coordinate are between 0 and 1. This restriction is easily fulfilled by
choosing the shape coefficient ψ to be the ratio of the height of the cut-off pyramid
to the maximum possible height:
ψ :=
h
hmax
. (4.68)
The current and maximum height of the cut-off pyramid h and hmax, respectively,
can be obtained by simple geometrical considerations:
h = L2,max − L2 =
√
3L1 − L2 , (4.69)
hmax = L2,max − L2,min =
√
3
3
L1 . (4.70)
Using these heights results in the transformation equation for the shape coefficient:
ψ := 3−
√
3
L2
L1
. (4.71)
By elimination of L1 and L2 from equations (4.67) and (4.71), the inverse transforma-
tions are obtained:
L1 =
L
2
(
6
6− ψ
) 1
3
, (4.72)
L2 =
L√
3
3− ψ
2
(
6
6− ψ
) 1
3
. (4.73)
The spectrum of possible crystal shapes can be seen in figure 4.8. ψ = 0 represents the
perfect cubic shape. The fully abraded crystal corresponds to ψ = 1.
As for the original coordinate system, the population balance can be formally stated
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in the new coordinate system as well:
∂φL,ψ (L, ψ)
∂t
+
∂GL (L, ψ)φL,ψ (L, ψ)
∂L
+
∂Gψ (L, ψ)φL,ψ (L, ψ)
∂ψ
= hsource;L,ψ (L, ψ)− hsink;L,ψ (L, ψ) . (4.74)
The domain boundaries are now obviously independent from each other:
L ∈ [Lmin, Lmax] , (4.75)
ψ ∈ [0, 1] . (4.76)
To complete the transformation, the growth rates GL and Gψ in the new coordinates
must be expressed as functions of the apparent growth rates GL1 and GL2 . Using the
definition of the shape coefficient ψ and the size coordinate L, Gψ and GL can be deter-
mined by
GL =
dv (L1, L2)
dt
=
∂v
∂L1
dL1
dt
+
∂v
∂L2
dL2
dt
,
Gψ =
dψ (L1, L2)
dt
=
∂ψ
∂L1
dL1
dt
+
∂ψ
∂L2
dL2
dt
. (4.77)
Reintroducing the values for the inverse transformation for L1 and L2 from equa-
tions (4.72) and (4.73) in the partial derivatives yields
GL =
(
6
6− ψ3
) 2
3
((
2− ψ2)GL1 + ψ2√
3
GL2
)
, (4.78)
Gψ =
6
2
3
3L
(
6− ψ3) 13 ((3− ψ)GL1 −√3GL2) . (4.79)
After these rather formal aspects, the general framework is set and the actual model-
ing of the rate processes can be approached.
4.5.3.3 Modeling of the rate processes
Growth modeling
The linear growth is modeled very simply. First of all a constant linear growth rate is
assumed. This could be achieved by controlling a certain cooling profile in a batch pro-
cess. This simplification additionally allows to neglect the material balance. Although
this is a very strong simplification, it is appropriate in this study because the main inter-
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est here is attrition modeling. The coupling with the material balance would introduce
new (dynamic) effects that would obscure the analysis of the underlying attrition model.
To reflect an actual process, the model could be easily extended with a material balance.
Obviously, the particle size distribution would then be strongly affected by the variation
of supersaturation over time.
Additionally, it is assumed that the linear growth rate is not shape modifying. Thus,
if no attrition occurs, all particles retain their original shape. This assumption implies
that the growth rates GL1 and GL2 for the {100}- and the {111}-faces, respectively, are
not independent from each other. Formally, the relation between these growth rates can
be derived by demanding Gψ in equation (4.79) to be zero. If no attrition is present
(Ga,1 = Ga,2 = 0) one can write
Gg,2 =
3− ψ√
3
Gg,1 . (4.80)
Note that the ratio of the growth velocities for the different faces of the crystals is not
constant but depends on the current shape of the crystal. For simplicity Gg,1 is denoted
by Gg allowing to recast the growth rates according to
GL1 (L, ψ) = Gg −Ga,1 (L, ψ) , (4.81)
GL2 (L, ψ) =
3− ψ√
3
Gg −Ga,2 (L, ψ) . (4.82)
Attrition modeling
To model the attrition behavior two aspects have to be considered: First, the negative
growth rates Ga,1 and Ga,2 need to be specified as functions of L and ψ in order to allow
the evaluation of the effective growth rates in equations (4.81) and (4.82); second, the
source term for the attrition fragments needs to be specified. To address these two as-
pects, the following steps are taken. Determine the rate of attrition volume for a defined
crystal-stirrer collision as a function particle size and shape. Relate this volumetric at-
trition rate to the negative growth terms Ga. Relate the volumetric attrition rate to the
source term hsource;L,ψ (L, ψ).
Rate of attrition volume as a function of size and shape
The model for the attrition volume is built on the detailed single crystal model de-
veloped in section 3.3. Generally, the volumetric attrition rate V˙att can be written as the
product of the rate of effective collisions rcoll and the attrition volume Vatt generated
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from such a collision:
V˙att (L, ψ) = rcoll (Stirrer, L, ψ)Vatt (L, ψ) . (4.83)
From the specification of the crystallizer and stirrer, the collision rate can be esti-
mated. Assume that a stirrer blade passes the volume Vbl at one rotation. The collision
frequency can then be estimated to be
rcoll (L) = η(L)
Vblnblnst
Vt
, (4.84)
where Vt is the total volume of the crystallizer. The rotational frequency and the number
of blades of a given stirrer are denoted by nst and nbl, respectively. Note that the collision
rate is assumed to be only a function of particle size. The crystals have to leave their
original streamlines to actually collide with the stirrer. Because of their inertia, larger
particles have a higher probability to effectively collide with the stirrer blades. This
behavior is accounted for by using the size-dependent target efficiency η(L). Ploß and
Mersmann (1989) suggested the correlation
η(L) =
(
St (L)
0.32 + St (L)
)2.1
, (4.85)
with the modified Stokes number defined as
St (L) =
(%c − %l) vrelL2
18ηlT
=
(
L
LSt
)2
, (4.86)
where vrel is the relative velocity of the stirrer blade and the colliding crystal and T is
a characteristic length scale of the stirrer blade. %c and %l denote the densities of the
crystal and the liquid, respectively. The dynamic viscosity of the liquid is given by ηl.
LSt is just a substitution denoting a characteristic length scale. Ploß and Mersmann
(1989) obtained equation (4.85) by regression analysis of available data to overcome the
limited range of applicability of existing analytical relations.
The attrition volume generated from an effective impact is described according to the
extended model developed in section 3.3.3:
Vatt (L, ψ) = Cnew (crystal geometry) (Ekin(L))
4
3 . (4.87)
The impact energy is proportional to the mass of the crystal and consequently to the
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third power of the crystal size L:
Ekin(L) =
1
2
%cL
3v2rel . (4.88)
It is implicitly assumed that all particles effectively colliding with the stirrer have the
same relative velocity vrel. For an extended modeling, vrel would also need to be a
function of the size L.
Whereas the specification of the kinetic impact energy as a function of crystal size L
is straightforward, the correlation of the attrition constantCnew with the shape coefficient
ψ is difficult. Unfortunately, a rigorous use of the derivation is not possible. In the used
two-dimensional characterization, the opening angle of the crystal corners, which is the
main factor for the determination of the attrition constant, does not change for ψ > 0.
In addition to the purely geometrical effect, it must be expected that the attrition rate is
also affected by changes in the fundamental material properties induced by collisions.
Here it is assumed that these changes can be represented by a general reinforcement
function f (ψ), which corrects a reference attrition rate Cref . Additionally introducing
the kinetic energy from equation (4.88), the attrition volume for an effective collision
can be expressed as
Vatt (L, ψ) = f (ψ)Cref
(
1
2
%cv
2
rel
) 4
3
L4 . (4.89)
If the reference attrition constant Cref is chosen to correspond to the perfectly cubic
crystal (ψ = 0), the value of the reinforcement function needs to be 1 and must decrease
with increasing ψ:
f (ψ = 0) = 1 , (4.90)
df (ψ)
dψ
< 0 , (4.91)
f (ψ = 0) > 0 . (4.92)
Currently, no modeling concept is available that mechanistically addresses this rein-
forcement function. Consequently, test functions are used to investigate the principal
influence of the reinforcement function on the process behavior.
The desired rate of attrition volume can be obtained by introducing equation (4.84)
and (4.89) in equation (4.83):
V˙att (L, ψ) = K1f (ψ) η(L)L
4 , (4.93)
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with the process and property specific attrition parameter
K1 = Cref
Vblnblnst
Vt
(
1
2
%cv
2
rel
) 4
3
. (4.94)
Relate attrition rate to advection terms
In the modeling framework presented in section 4.5.3.2, the rate of attrition volume is
not yet represented. Therefore, this attrition rate must be related to the negative growth
constants Ga,i in equation (4.81) and (4.82).
Let’s consider one single crystal being subject to attrition. The removed attrition
volume must by fully compensated by negative growth:
dVc
dt
= V˙att + V˙neg. growth = 0 . (4.95)
The attrition volume V˙att has just been derived in equation (4.93). The rate of decreasing
volume resulting from negative growth can be derived from its definition:
V˙neg. growth =
∂V
∂L
dL
dt
= 3L2GL . (4.96)
Introducing GL from equation (4.78) using only the negative growth rates (i.e. Gg = 0
in equation (4.81) and (4.82)) yields
V˙neg. growth = −3L2
(
6
6− ψ3
) 2
3
((
2− ψ2)Ga,1 + ψ2√
3
Ga,2
)
. (4.97)
Using equations (4.93) and (4.97) in equation (4.95), a relation between the two
attrition growth rates Ga,1 and Ga,2 is obtained:
K1f (ψ) η(L)L
2 = 3
(
6
6− ψ3
) 2
3
((
2− ψ2)Ga,1 + ψ2√
3
Ga,2
)
. (4.98)
Any combination of Ga,1 and Ga,2 satisfying this constraint guarantees that the total
volume in the system (sum of parent crystals and attrition fragments) is not affected by
attrition.
To explicitly determine Ga,1 and Ga,2, another equation relating those variables is
needed. Phenomenologically, it is reasonable to assume that the attrition growth rate
Ga,2 is much larger than Ga,1 if the particle has sharply developed corners. This means
that for a perfect cubic crystal more material is removed at the corner than from the flat
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faces. For perfectly abraded crystals with ψ = 1, purely volumetric attrition prevails
and the negative growth rates should be chosen such as not to affect particle shape. Due
to the lack of a mechanistical understanding of this process, a face attrition ratio q(ψ) is
introduced:
Ga,2 (L, ψ) =
3− ψ√
3
Ga,1 (L, ψ) q (ψ) . (4.99)
Note that for q = 1 the first term on the right of equation (4.99) guarantees preservation
of the particle shape (see equation (4.80)). The following constraints on the face attrition
ratio are reasonable to reflect the desired phenomenological behavior:
q (ψ = 1) = 1 , (4.100)
dq (ψ)
dψ
< 0 , (4.101)
q (ψ = 0) <∞ . (4.102)
Ga,1 and Ga,2 can then be analytically eliminated from equations (4.98) and (4.99):
Ga,1 (L, ψ) =
(
6− ψ3
6
) 2
3 K1f (ψ)L
2
3 (2− ψ2) + q (ψ)ψ2 (3− ψ) , (4.103)
Ga,2 (L, ψ) =
3− ψ√
3
(
6− ψ3
6
) 2
3 K1q (ψ) f (ψ)L
2
3 (2− ψ2) + q (ψ)ψ2 (3− ψ) . (4.104)
Eventually, the advection constants GL and Gψ in the L − ψ coordinate system are
obtained by introducing equations (4.103) and (4.104) via (4.81) and (4.82) in equa-
tions (4.78) and (4.79), respectively. Algebraic recasting results in
GL =
(
6
(6− ψ3)
) 2
3
(
2− ψ
3
3
)
Gg,1 − 1
3
K1η(L)f (ψ)L
2 , (4.105)
Gψ =
(
6− ψ3) (q (ψ)− 1) (3− ψ)K1η(L)f (ψ)L
3 (3 (2− ψ2) + q (ψ)ψ2 (3− ψ)) . (4.106)
Note that GL and Gψ are functions of the coordinates L and ψ but do not change
with time. This is a result of the assumption of the constant linear growth rate. As a
consequence these functions can be preprocessed in an implementation using a lookup
table to accelerate computation.
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Relate attrition rate to source term
The source term for the generated attrition fragments is decomposed into a total rate
of newly formed particles bn and their probability density distribution p (L, ψ):
hsource;L,ψ = bnp (L, ψ) . (4.107)
The only formal constraint on the probability density distribution is
Lmax∫
Lmin
1∫
0
p (L, ψ) dψdL = 1 . (4.108)
For simplicity the size distribution of newly generated fragments is given and assumed
to be independent from the parent particles. The rate of newly formed crystals can then
be derived from another consistency equation that demands the total volume removed
from all the parent crystals to be equal to the volume of the generated crystals:
Lmax∫
Lmin
1∫
0
φ (L, ψ) V˙att (L, ψ) dψdL =
Lmax∫
Lmin
1∫
0
bnp (L, ψ)L
3dψdL . (4.109)
The above equation can be easily rearranged to obtain an expression for the total nucle-
ation rate bn. Thus, the source term can be expressed as
hsource;L,ψ =
Lmax∫
Lmin
1∫
0
φ (L, ψ) V˙att (L, ψ) dψdL
Lmax∫
Lmin
1∫
0
p (L, ψ)L3dψdL
p (L, ψ) . (4.110)
Note that for given p the denominator is a constant that can be numerically evaluated
before simulation. However, the numerator is a function of the current number density
distribution φ and has to be evaluated repeatedly along the time integration.
4.5.3.4 Nondimensionalized model formulation
In order to limit the number of independent model parameters a nondimensionalization
of a model is often advisable. The formal nondimensionalization is done first by means
of general characteristic time and length scales tc and Lc, respectively. The actual choice
of these time and length scales depends on the model specification and is addressed later.
In the population balance equation all the variables are replaced by their corresponding
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dimensionless equivalents (marked by a tilde). For the coordinates and variables arising
in the population balance model this means:
t˜ =
t
tc
, (4.111)
L˜ =
L
Lc
, (4.112)
φ˜ = φL4c , (4.113)
G˜L˜ =
GLtc
Lc
, (4.114)
G˜ψ = Gψtc , (4.115)
p˜ = pL4c , (4.116)
˜˙V att =
V˙atttc
L3c
. (4.117)
Accordingly, the population balance equation can be formulated in the dimensionless
form:
∂φ˜
∂t˜
+
∂G˜L˜φ˜
∂L˜
+
∂G˜ψφ˜
∂ψ
= h˜source;L˜,ψ . (4.118)
For better readability the dependencies of the growth rates, the number density distribu-
tion and the source term have been omitted. All these variables are of course a function
of L˜ and ψ.
After introducing the dimensionless variables in equations (4.105), (4.106)
and (4.110), some algebraic recasting yields the following dimensionless expressions:
G˜L˜ =
(
6
(6− ψ3)
) 2
3
(
2− ψ
3
3
)
Λ2 − 1
3
η(L˜)f (ψ) L˜2Λ1 , (4.119)
G˜ψ =
(
6− ψ3) (q (ψ)− 1) (3− ψ) η(L˜)f (ψ)
3 (3 (2− ψ2) + q (ψ)ψ2 (3− ψ)) L˜Λ1 , (4.120)
h˜source;L˜,ψ
(
L˜, ψ
)
=
L˜max∫
L˜min
1∫
0
φ˜
(
L˜, ψ
)
˜˙V att
(
L˜, ψ
)
dψdL˜
L˜max∫
L˜min
1∫
0
p˜
(
L˜, ψ
)
L˜3dψdL˜
p˜
(
L˜, ψ
)
, (4.121)
where the dimensionless rate of attrition volume is given by
˜˙V att
(
L˜, ψ
)
= η(L˜)f (ψ) L˜4Λ1 . (4.122)
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Recasting equation (4.85) yields the dimensionless target efficiency:
η(L˜) =
(
1 + 0.32
(
Λ3
L˜
)2)−2.1
. (4.123)
The parameters arising in the model are the following dimensionless groups:
Λ1 = K1Lctc , (4.124)
Λ2 =
Gg,1tc
Lc
, (4.125)
Λ3 =
LSt
Lc
. (4.126)
The values of these groups depend on the choice of the characteristic time and length
scales. Appropriately chosen two of the groups assume the value 1.
Of primary interest in this modeling study are the shape modification functions f and
q. Each of these functions is constructed using a set of parameters λ{f,q}:
f(ψ) = fλf (ψ) , (4.127)
q(ψ) = qλq(ψ) . (4.128)
The model is fully specified when the characteristic scales are chosen, the values
of all dimensionless groups are set, the shape modification functions are provided, and
appropriate boundary and initial conditions are assigned.
4.5.3.5 Selection of the numerical solution technique
As discussed above the numerical solution of population balance equations often is a
critical issue. Initial attempts to solve the system with straightforward extensions of
the standard Lax-Wendroff method to multiple dimensions as suggested by Eilon et al.
(1972) and Zwas (1973) have not been successful but have led to strong oscillations.
The good experience reported on high-resolution schemes (Ma et al., 2002b; Gunawan
et al., 2004; Qamar et al., 2006) was the reason for eventually choosing a method of
that class. These methods allows to retain higher order accuracy in domains where
the solution is sufficiently smooth but avoid the spurious oscillations typically associ-
ated with higher order schemes. The method used in this work is basically identical
to a method given by LeVeque (2002) and has already been successfully used to study
two-dimensional population balance formulations (Ma et al., 2002b; Gunawan et al.,
2004). The method combines the favorable features of a simple upwind scheme and a
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higher order Lax-Wendroff type method. A simple upwind method can be formulated
very straightforwardly by approximating the time derivative with a first order forward
finite difference and the spatial derivative with a first order backward difference (for
positive growth rate). Although having favorable stability characteristics, the simple up-
wind scheme usually does not satisfy the accuracy requirements and introduces severe
numerical diffusion. The Lax-Wendroff method also uses a forward finite difference
for the time step but uses a second order approximation for the spatial derivative. By
recasting the original Lax-Wendroff scheme, Ma et al. (2002b) nicely showed that the
Lax-Wendroff scheme is essentially an upwind scheme with an additional anti-diffusion
term. As a consequence the Lax-Wendroff scheme successfully eliminates numerical
diffusion. Its fundamental drawback, however, is that this anti-diffusion term is too pro-
nounced near steep fronts. Eventually, this leads to the often observed and undesired
oscillations in the solution. High-resolution schemes can be seen as a hybrid of these
two approaches combining their benefits while avoiding their drawbacks. By means of
a limiter function the discretization character is switched from first order upwind near
steep fronts to second order finite difference in regions where the solution is sufficiently
smooth. These types of methods have originally be developed for pure advection equa-
tions. Population balance equations fall in this class if no source or sink terms exist.
Although theoretically harder to assess, a pragmatic extension towards inhomogeneous
advection equations with sink and source terms is straightforward.
The method used in this work requires an equidistant partitioning of both the L˜ and
the ψ domain. The step length depends on the chosen number of grid points. If nL˜
and nψ are the numbers of intervals in the respective coordinate direction, the nodes are
defined by:
L˜i = i∆L˜ , i = 0, . . . , nL˜ , with ∆L˜ =
L˜max − L˜min
nL˜
, (4.129)
ψj = j∆ψ , j = 0, . . . , nψ , with ∆ψ =
1
nψ
. (4.130)
The time increment from t˜k to t˜k+1 for the number density distribution φ˜i,j =
φ˜
(
L˜i, ψj
)
can be explicitly computed:
φ˜k+1i,j = φ˜
k
i,j −∆t˜
 ̂(∂GL˜φ
∂L˜
)
i,j
+
̂(∂Gψφ
∂ψ˜
)
i,j
− hsource
(
L˜i, ψj
) . (4.131)
The two terms (̂·) denote the approximations of the partial derivatives over the current
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time step and are calculated by
̂(∂GL˜φ
∂L˜
)
i,j
=
GL˜;i,jφ
k
i,j −GL˜;i−1,jφki−1,j
∆L˜
+
GL˜;i,j
2∆L˜
(
1− ∆t˜GL˜;i,j
∆L˜
)(
φki+1,j − φki,j
)
χL˜;i,j
−GL˜;i−1,j
2∆L˜
(
1− ∆t˜GL˜;i−1,j
∆L˜
)(
φki,j − φki−1,j
)
χL˜;i−1,j ,(4.132)
̂(∂Gψφ
∂ψ˜
)
i,j
=
Gψ;i,jφ
k
i,j −Gψ;i,j−1φki,j−1
∆ψ
+
Gψ;i,j
2∆ψ
(
1− ∆t˜Gψ;i,j
∆ψ
)(
φki,j+1 − φki,j
)
χψ;i,j
−Gψ;i,j−1
2∆ψ
(
1− ∆t˜Gψ;i,j−1
∆ψ
)(
φki,j − φki,j−1
)
χψ;i,j−1 .(4.133)
χ{L˜,ψ} denote the flux limiter functions responsible for avoiding the spurious os-
cillations in the respective direction. Their values are functions of a local smoothness
measure. The local smoothness θ{L˜,ψ} can be expressed as the ratio of two successive
gradients (in upwind direction):
θL˜;i,j =
φki,j − φki−1,j + ε
φki+1,j − φki,j + ε
, (4.134)
θψ;i,j =
φki,j − φki,j−1 + ε
φki,j+1 − φki,j + ε
. (4.135)
To avoid division by zero a small quantity (ε = 10−10) is added to the numerator and
the denominator (Qamar et al., 2006). These equations are only used if the current
advection rate is larger than zero. For negative advection rates it is assured that the local
smoothness is evaluated in upwind direction.
For the functional relation between the flux limiter χ and the local smoothness many
variants can be found in the literature (e.g. Sweby, 1984; Roe, 1986; LeVeque, 2002).
Here a van Leer-type limiter function also used by Ma et al. (2002b) is employed:
χ{L˜,ψ};i,j =
∣∣∣θ{L˜,ψ};i,j∣∣∣+ θ{L˜,ψ};i,j
1 +
∣∣∣θ{L˜,ψ};i,j∣∣∣ . (4.136)
The scheme is conceptually identical to the one-dimensional formulation for a ho-
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mogeneous advection equation in LeVeque (2002). Contrary to other schemes where
the functions are evaluated at the centers between the nodes and a two-step procedure is
applied (see e.g. Zwas, 1973), both partial derivatives are approximated independently
from each other using only the values at the node. This separate treatment of the two
dimensions is known as dimensional splitting (LeVeque et al., 1998).
All simulations have been carried out using an equidistant grid with 120 nodes for
both the L˜ and ψ direction. The Courant-Friedrich-Levy (CFL) number was chosen to
be 0.03.
4.5.3.6 Model specification
The general model is employed to study two settings. First, only the attrition related
advection terms are considered to test the numerical algorithm. This setting corresponds
to an experiment in a non-solvent. The model is initialized with large particles, which are
subject to attrition. The evolution of the parent particle size distribution and the totally
generated attrition volume is monitored. In the following, this case study is referred to
as the non-solvent case. Second, a seeded batch crystallization is modeled. There, much
smaller seeds than in the first case are provided. This model provides insight in the
interplay of growth and attrition. This second model is referred to as the seeded batch
case. The fragment distribution, the initial and boundary conditions are provided here
in the corresponding physical unit system. For the numerical computations the relations
are transformed to reflect the employed characteristic scales.
Fragment distribution
The normalized fragment distribution is chosen to be the same for all numerical
experiments. In a more complex model, the fragment distribution would depend on size
(and shape) of the parent crystal. However, this extension is not considered in the present
work. It is further assumed that the formed fragments have a rather cubic form before
they themselves have grown to a size at which they are subject to attrition themselves.
The fragment distribution as well as the seed distribution are constructed from two basic
functions: A Gaussian shaped distribution and a modified Gaussian distribution that is
forced to approach zero more rapidly. The Gaussian shaped distribution is specified by
providing the desired position of the maximum λG,x,1 and the variance of the distribution
λG,x,2:
fG;λG,x = exp
(
−(x− λG,x,1)
2
2λ2G,x,2
)
. (4.137)
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The coordinate x stands for eitherL orψ. Note that the distribution is not yet normalized.
Normalization is introduced when constructing the full two-dimensional distributions.
For small values of λG,x,1 the Gaussian distribution does not decrease fast enough
to approach zero for the minimum domain boundary. If near-zero values are desired at
the domain boundary, the Gaussian shape is multiplied with a parameterized sigmoid
function:
fGS;λGS,x = exp
(
−(x− λGS,x,1)
2
2λ2GS,x,2
)
×
1 + exp
2 ln
(
1
λGS,x,3
− 1
)
λGS,x,1 + xmin
(
x− λGS,x,1 − xmin
2
)
−1 .(4.138)
For illustration of the parameters λ see figure 4.9. λGS,x,1 and λGS,x,2 have the same
meaning as in the Gaussian shaped distribution. The meaning of λGS,x,3 is less obvious.
λGS,x,3 is the value of the sigmoid term at λGS,x,1. Its value should be close to unity to
retain the original form of the Gaussian distribution to the right of the maximum.
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Figure 4.9: Illustration of the parametrization of the used Gauss and sigmoid functions.
Using the general functions given in equation (4.137) and (4.138), the fragment dis-
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Parameter Value
λGS,ψ,1 0.1
λGS,ψ,2 0.05
λGS,ψ,3 0.999
λG,L,1 0 µm
λG,L,2 30 µm
Table 4.5: Parameters of the fragment distribution function.
tribution is constructed:
p (L, ψ) =
fG;λG,L (L) · fGS;λGS,ψ (ψ)
Lmax∫
Lmin
1∫
0
fG;λG,L (L) · fGS;λGS,ψ (ψ) dψdL
. (4.139)
The parameters used to specify the fragment distribution are given in table 4.5.
Initial and boundary conditions
The initial conditions are constructed from the general Gaussian-sigmoid-function in
equation (4.138):
φ (L, ψ; t = 0) =
VseedfGS;λGS,L (L) · fGS;λGS,ψ (ψ)
Lmax∫
Lmin
1∫
0
fGS;λGS,L (L) · fGS;λGS,ψ (ψ)L3dψdL
,
where Vseed is the total volume of the seeds (1 · 10−4m3). The seeds for the non-solvent
case are chosen to be roughly 1 mm in size resulting in significant attrition. The seeds
for the batch case are chosen so small (roughly 100 µm) that they are not affected by
attrition in the initial phase. They first have to grow to a certain size to become subject
to attrition. For the parameter values used in the numerical experiments see table 4.6.
Except for L = 0, all the values at the boundaries are set to zero:
φ (L, ψ = 0; t) = 0 ∀L > 0 , (4.140)
φ (L, ψ = 1; t) = 0 ∀L > 0 , (4.141)
φ (L = Lmax, ψ; t) = 0 ∀ψ ∈ [0, 1] . (4.142)
Alternatively, fictitious values outside the actual computational domain could be con-
structed. This allows to use the high-resolution scheme also at the boundaries (Ma et al.,
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Parameter Value
λGS,L,1 non-solvent: 1 mm;
seeded batch: 100 µm
λGS,L,2 50 µm
λGS,L,3 0.999
λGS,ψ,1 0.2
λGS,ψ,2 0.1
λGS,ψ,3 0.999
Table 4.6: Parameters of the initial distribution function.
2002b). The fixation of the boundary conditions to zero is a reasonable choice because
the initial values approach zero and no sources or sinks are introduced at the boundaries.
The standard boundary condition given by Randolph and Larson (1971) is chosen for
Lmin = 0:
φ (0, ψ; t) =
hsource;L,ψ (0, ψ)
GL (0, ψ)
∀ψ ∈ [0, 1] . (4.143)
Note that this boundary condition is only valid because Gψ (0, ψ; t) equals zero.
Dimensionless groups and choice of characteristic scales
It is appropriate to chose the characteristic scales differently for the two respective
simulation cases. For the non-solvent case Gg equals zero. Therefore, Λ2 in equa-
tion (4.125) are zero independently from the chosen characteristic scales. A reasonable
length scale for the non-solvent case is the size corresponding to the maximum of the
seeds distribution, i.e. Lc = λGS,L,1. As the characteristic time scale can be chosen
independently, one may choose tc = (K1Lc)
−1
= (K1λGS,L,1)
−1. Hence, Λ1 assumes
unity.
In the seeded-batch case the characteristic scales are chosen such that both Λ1 and
Λ2 assume unity. Eliminating the characteristic length and time scales from equa-
tions (4.124) and (4.125) results in
Lc =
√
Gg
K1
, (4.144)
tc =
1√
GgK1
. (4.145)
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The determination of Λ3 in equation (4.126) strongly depends on the actual setup
to be simulated. As the present modeling study does not aim at a comparison with a
specific experimental system, the derivation of Λ3 is based on reasonable assumptions
rather than on a detailed specification of process conditions and equipment geometry.
However, the chosen parameters are motivated by the equipment and process conditions
given by Mazzarotta et al. (1996) for a lab-scale crystallizer.
The model system to be simulated consists of a batch reactor of volume Vt = 3 ·
10−3 m3 equipped with a 3-blade marine propeller with a diameter of dprop = 70 mm,
an average blade height T = 15 mm, and a stirring frequency of nst = 25 1/s. The
density of the crystals and the liquid solution is %c = 1800 kg/m3 and %l = 1000 kg/m3,
respectively. For the dynamic viscosity a value of ηl = 10−3 Pa·s is employed. Checking
the results of section 3.3 the value of Cref = 2 · 10−6 m3/J− 43 is a reasonable order
of magnitude for the attrition rate constant. The linear growth rate of the crystal face
is estimated to Gg = 5 · 10−7 m/s. From these assumptions the parameter and the
characteristic scales introduced in section 4.5.3.4 can be evaluated.
In order to evaluate K1 from equation (4.94), Vbl and vrel need to be determined.
The relative velocity vrel at impact is taken to be the velocity of the rotating blades at a
distance of 70% of the blade radius:
vrel = 2pi · 0.7dprop
2
= 3.85
m
s
. (4.146)
The volume Vbl passed by one rotation of the blade is approximately
Vbl = pi
(
dprop
2
)2
T = 5.77 · 10−5 m3 . (4.147)
Using these and the above mentioned values for the variables in equation (4.94) yields
K1 = 0.912
1
m s
. (4.148)
The characteristic Stokes-length LSt was implicitly given in equation (4.86):
LSt =
√
18ηlT
(%c − %l) vrel . (4.149)
Using the above values, equation (4.149) evaluates to
LSt = 296 µm . (4.150)
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The characteristic process time and length scales have been chosen differently for the
non-solvent and the seeded batch case.
Lc =
 L = 1 mm for non-solventL = 740 µm for seeded batch (4.151)
Accordingly, the characteristic time scales for the two cases are:
tc =
 t = 1096 s for non-solventt = 1481 s for seeded batch (4.152)
From these data the one parameter Λ3 governing the process and presented in equa-
tion (4.126) can be evaluated:
Λ3 =

√
18ηlTK1
(%c−%l)vrelGg ≈ 0.30 for non-solvent√
18ηlT
(%c−%l)vrelλ2GS,L,1 ≈ 0.40 for seeded batch
(4.153)
It is remarkable that for constant initial condition and fragment distribution function,
the complete physical specification of the model is included in this one model parameter
Λ3. In this study the main focus, however, is not on the variation of the experimental
conditions. The given value for Λ3 is not varied. Instead the studies investigates to what
extent the shape modification functions, which are discussed in the next section, affect
the model behavior.
Shape modifications function
Because of the novelty of the presented modeling approach, no physically based
model is available for both shape modification functions f and q. The case study there-
fore investigates the principal sensitivity of the solution against these functions.
Reinforcement function
The reinforcement function addresses the changing attrition resistance with increas-
ing ψ. This change of attrition resistance is a result of the changing crystal geometry
(rounded corners) and the mechanical reinforcement of the material after impact. Con-
sidering only the geometrical effect, the reinforcement function is motivated by the in-
vestigations in section 3.3. Apparently, the decrease of the attrition rate constant with
changing crystal opening angle is similar for all the investigated crystalline materials.
4.5. Multivariate population balance modeling 109
All the functions show a decrease of attrition rate with increasing opening angle until a
minimum is reached (see figure 3.10). Checking the normalized results for the different
materials one can roughly expect a decrease of the attrition rate by a factor of 2 when
changing the geometry from distinct to rounded corners. The rate of decrease was ob-
tained by fitting the exponent of a simple power-law relation to the normalized results
from section 3.3.4. The following power-law relation has been found to represent the
normalized detailed single crystal attrition model:
f(ψ)I =
(
1− λIf,1
)
(1− ψ)λIf,2 + λIf,1 with λf,1 ∈ [0, 1] . (4.154)
The parameter λIf,1 represents the value of the reinforcement function at ψ = 1. For
λIf,1 =
1
2 and λ
I
f,2 = 2.2 the agreement of the normalized results from figure 3.10 and
the approximation of the reinforcement function is shown in figure 4.10.
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Figure 4.10: Equivalency of the detailed single crystal attrition model (normalized re-
sults from figure 3.10) and the power-law approximation given in equation (4.154).
Note that this is not a rigorous comparison, because the opening angle of the crystal
in the single particle attrition model cannot directly be related to the shape coefficient
ψ. Strictly, the opening angle of crystals characterized by L˜ and ψ does not change for
any ψ > 0. Nevertheless, the estimated reinforcement function is expected to at least
qualitatively represent the effect of crystal shape on the attrition behavior.
As already discussed above, it is likely that successful impacts also change the mate-
rial properties leading to an additional reinforcement of the material. Consequently, the
reinforcement function should decrease more pronouncedly than given in figure 4.10. In
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Figure 4.11: Reinforcement functions used in the numerical experiments.
the simplest way this can be achieved by lowering the value of the parameter λIf,1.
Alternatively, also the rate of decrease can be altered from a power-law to an expo-
nential decrease. This is realized with the following function:
f(ψ)II =
1− λIIf,2
1− exp
(
−λIIf,1
) exp (−λIIf,1ψ)+ λIIf,2 − exp
(
−λIIf,1
)
1− exp
(
−λIIf,1
) (4.155)
λIIf,1 characterizes the rate of decrease. λ
II
f,2 characterizes the value of the reinforcement
function at ψ = 1.
The different reinforcement functions with the associated parameter values to be
considered in the numerical experiments are displayed in figure 4.11.
Face attrition ratio
For the face attrition ratio introduced in equation (4.99) a qualified choice is even
more difficult. Basically, only the constraints given in equations (4.100–4.102) should
hold. Due to lack of better knowledge, exponential functions in the following form are
used:
q(ψ) =
λq,2 − 1
1− exp (−λq,1) exp (−λq,1ψ) +
1− λq,2 exp (−λq,1)
1− exp (−λq,1) . (4.156)
λq,1 characterizes the shape of the decrease. The value of the face attrition ratio for
ψ = 0 is specified by λq,2. If λq,2 equals 5, this means that for a perfectly cubic crystal
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Figure 4.12: Face attrition ratio for different parameter settings. The variations of λq,1
and λq,2 are give in the top and bottom figure, respectively.
the material removal due to attrition is 5 times more pronounced for the corner than for
the flat {100}-faces.
The investigated face attrition ratios for a variety of different parameter setting are
given in figure 4.12.
In addition to the above shape modification functions, simulations are carried out
where the shape of the crystals is not altered. This can be easily achieved by setting both
the reinforcement function and the face attrition ratio to 1.
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4.5.3.7 Numerical results
Non-solvent case study
One of the purposes of the non-solvent case is to validate the numerical method. If
only attrition and no growth is considered, the total crystal volume, which is equivalent
to the third order moment with respect to the size variable L˜
M3,0 =
L˜max∫
L˜min
1∫
0
φ˜
(
L˜, ψ
)
L˜3dψdL˜ , (4.157)
should remain constant during the simulation. Figure 4.13 shows the evolution of the
relative deviation from the initial total volume for a non-solvent simulation for various
choices of the reinforcement function. One clearly sees that the drift in the total volume
even for the worst case is less than 6% over the complete simulation time. For the
interpretation of this error it should be recalled that the simulation time was quite large
(t˜ = 25⇔ t = 7.6 h).
Although the FV approach is conservative for the advection with respect to the num-
ber density, this does not imply a conservation of total mass. To remedy this problem the
population balance may be formulated in terms of volume density instead of the num-
ber density. However, this would not guarantee particle number conservation as desired
for the standard growth term. Additionally, this would lead to a spread of the density
distribution. Thus, the interval to be covered by the discretization would become larger.
Consequently, the error in the third moment is accepted in this study. Another justifica-
tion for this simplification is that for the seeded batch case the volume increase due to
linear growth of the crystals is far larger than the introduced error.
The total rate of attrition volume is plotted in figure 4.14. One sees that the attrition
behavior significantly depends on the choice of the reinforcement function. The decrease
of attrition rate observed for the non-shape modifying simulations can be attributed to
the decrease in size and the associated decrease in impact energy. The decrease of the
attrition volume becomes more pronounced for increasing effectiveness of the reinforce-
ment.
Numerically difficult is the fact that the steepness of the fronts increases as the simu-
lation proceeds. Figure 4.15 shows cuts of constant L˜∗ for different times. The values of
L˜∗ have been chosen such that the cuts go right through the maximum of the parent par-
ticle size distribution. As the advection rate along the ψ axis decreases with increasing
ψ, the peak becomes steeper.
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Figure 4.13: Relative deviation of the total crystal volume from its initial value over
the dimensionless simulation time. Parameter setting for the face attrition ratio: λq,1 =
10−4, λq,2 = 5.
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Figure 4.14: Rate of attrition volume vs. time for variation of the reinforcement func-
tion. Parameter setting for the face attrition ratio: λq,1 = 10−4, λq,2 = 5.
Nevertheless, the high-resolution scheme is obviously successful in avoiding spu-
rious oscillations, which have extensively been observed in own studies when using a
two-dimensional extension of the classical Lax-Wendroff method according to Zwas
(1973).
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parent particle distribution.
Seeded batch case study
Before discussing the numerical results, a closer look at the model provides insight
in the expected behavior. Figure 4.16 shows plots of the growth rates and the attrition
volume as a function of the L˜ and ψ coordinates for one particular parameter setting. As
in the previous example, the results are displayed in terms of the dimensionless variables
only. Although this does not allow the easy interpretation for a particular experimental
setup, this representation was chosen deliberately to focus the attention on the structural
properties of the model.
The upper left plot shows the growth rate GL˜ along the L˜-axis. In the dimensionless
formulation with Λ1 = 1, G˜L˜ assumes the value 2 for small values ψ and L˜. Each of
the opposite faces contribute unity to the growth rate because Gg specifies the rate of
displacement of the {100}-faces. The growth rate G˜L˜ is reduced by the negative growth
term that models attrition. For the sharp corners (ψ ≈ 0) the growth rate reduction is
more pronounced. Eventually, the growth rate becomes negative for large values of L˜
and ψ as attrition dominates the advection behavior.
The upper right plot of figure 4.16 depicts the rate of advection along the ψ-axis.
Again the small crystals do not hit the stirrer and are thus not affected by attrition and
the associated shape modification. A significant positive G˜ψ for cubic crystals sets in at
about L˜ = 0.5. This onset of shape modification is delayed for increasing ψ.
The corresponding rate of attrition volume ˜˙V att as a function of the characterizing
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Figure 4.16: Growth rates in L˜- and ψ-direction (upper plots). Rate of attrition vol-
ume (lower left) and gradient plot (lower right). Note that the orientation of the axis
is different in the different plots in order to properly visualize the characteristics of the
distribution.
variables is given in the lower left plot. It shows a shape that is consistent with the
two upper plots for the growth rates. The attrition volume increases with increasing
sharpness of the corners (decreasing ψ) and increasing size L˜.
The lower right plot in figure 4.16 shows a gradient plot in the L˜-ψ-plane. It shows
the vectors
G
(
L˜, ψ
)
=
 GL˜ (L˜, ψ)
Gψ
(
L˜, ψ
)  (4.158)
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as a function of their position in particle state space. Generally, this plot contains the
same information as the two upper plots. However, the plot can be interpreted more
intuitively. A particle at a certain position in particle state space is ”transported” along
the ”stream lines” of this vector field. For ψ = 0 and L˜ = 0 it is obvious that the crystals
just grow along the L˜ axis. After reaching a certain size, attrition sets in and lowers the
growth rate along the L˜-axis. Additionally, it introduces a drift towards increasing ψ.
Note that vectors with a negative GL˜ (lower left of the plot) are set to zero to enhance
readability of the graph. This domain cannot be reached by the particles unless particles
are initialized with such a large size.
Six snapshots of distributions for a particular parameter setting are given in fig-
ure 4.17. Instead of showing the number density distribution φ˜, the volume density
distribution
φ˜V
(
L˜, ψ
)
= L˜3φ˜
(
L˜, ψ
)
(4.159)
is plotted in these snapshots. The huge number of generated fragments would make the
parent crystals invisible in the plots if a number density distribution had been chosen.
However, the simulations are carried out with the number density distribution. The trans-
formation to φ˜V was done in a post-processing step. The volume density distribution is
not to be confused with using the volume as a characterizing variable.
The initial distribution with rather small crystals is shown in the upper left plot. These
crystals have not yet reached a size that leads to significant attrition. Hence, the initial
phase of the process in governed by simple growth along the L˜-axis. The changing
shape and scale of the distribution is due to the transformation to the volume density
representation. In the number density distribution, the peak would have just been moved
along the L˜-axis. At t˜ = 0.15 a significant fragment distribution appears in the center
left plot of figure 4.17. As the initial fragments also grow to a size where they are
subject to attrition themselves and the initial parent crystals still produce fragments, the
total number of fragments increases continuously while the peak of the initial crystals
becomes invisible on the scale of the fragment distribution. The lower plots show that
the shape of the distribution stays virtually constant for larger simulation times. Only the
height of the peak is still increasing. Similar to the non-solvent case the steepness of the
fronts (not shown here) is again increasing posing the same challenges to the numerical
algorithm as mentioned above.
To investigate the results for the variation of the shape modification functions, the
representation in terms of the distribution functions is not appropriate because the
changes in shape are difficult to see. Therefore, averaged shape coefficients are used
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for comparison. For the same reasons as above the averaging is not made by means of
the number density distribution but by utilizing the volume density distribution. Aver-
aged size and shape have been calculated in a post-processing step according to
L =
L˜max∫
0
1∫
0
L˜φ˜V
(
L˜, ψ
)
dψdL˜
L˜max∫
0
1∫
0
φ˜V
(
L˜, ψ
)
dψdL˜
, (4.160)
ψ =
L˜max∫
0
1∫
0
ψφ˜V
(
L˜, ψ
)
dψdL˜
L˜max∫
0
1∫
0
φ˜V
(
L˜, ψ
)
dψdL˜
. (4.161)
Figure 4.18 shows the evolution of the average size and shape in the left and right
column, respectively, for the indicated parameter settings of the shape modification func-
tions. Although the total number of particles is still increasing in any of the presented
runs, the average values reach a steady-state. The permanently generated new fragments
compensate for the size and shape change of the larger crystals. The upper row of fig-
ure 4.18 shows the results for a variation of λq,1 in the face attrition ratio. Recall that
this parameter specifies the decay constant in the exponential term (see figure 4.12). For
all simulations the average shape coefficient of the crystals decreases with time. Thus,
generally the newly generated crystals with a small value of ψ dominate the averaging.
However, the extent of decrease depends on the shape modification function. ψ reaches
the smallest value if no shape modification is considered. If shape modification is con-
sidered, the increased material removal from the corners instead from the faces leads to
larger average shape coefficients. The steady-state value of ψ increases with decreasing
λq,1. As one can see from the upper plot in figure 4.18, decreasing λq,1 corresponds
to larger values of q (ψ). Consequently, the pronounced removal of material from the
corners leads to more abraded crystals with a larger value of ψ. As the reinforcement
function is not altered in the simulations shown in the upper plots, the average size of
the particles is virtually identical for all shape modifying cases. Only the case where
no shape modification is considered shows a smaller average crystal size. In all other
cases the reinforcement with increasing ψ hinders attrition and consequently leads to a
slightly larger average crystal size.
The second row shows results for the variation of the λq,2. This parameter character-
izes the total extent of the face attrition ratio. The face attrition ratios used in the sim-
ulations are shown in figure 4.12. Again larger values of the face attrition ratio, which
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result from larger values of λq,2, lead to a stronger material removal from the corners.
Eventually, this results in an increase of the average shape coefficient for increasing λq,2.
For λq,2 = {5, 10, 20, 40} there even is an increase of the shape coefficient over time in
the initial phase. However, for larger times this increase is again compensated by the
large number of the newly generated fragments with a small shape coefficient.
As all the plots only show averaged shape information, the significance of the shape
change is under-represented because in all cases a large portion of the crystals consists
of non-abraded fragments. If only particles above a certain size had been considered,
the shape change would have been more pronounced.
The plots in the lower row of figure 4.18 show the variation of the reinforcement
function f . The simulations use the reinforcement functions presented in figure 4.11.
As in the other cases, the simulation neglecting any shape modification effects yields
the smallest shape coefficient and size. As the face attrition ratio is the same for the
simulations, the effect on the average shape distribution is minor. However, the time
characteristics to reach the steady state are different. They correspond to the behavior
of the average size given in the lower left plot. With increasing λIIf,1, the reinforcement
drops to smaller values faster. Thus, the crystals have a stronger resistance against attri-
tion. Hence, larger average sizes are obtained.
4.5.3.8 Conclusions on 2D attrition model
The case study exemplifies the necessary steps when developing complex bivariate pop-
ulation balance models. Without such a formal procedure, bivariate modeling easily
becomes error-prone. The presented model has shown the capability of reflecting shape-
dependent attrition behavior in a physically reasonable way. Depending on the choice
of the shape modification functions, the effect of shape change can be controlled. The
observed effects are in an order of magnitude that they should not be ignored when pre-
dictive modeling is desired. The main hinderance on the way to a truly predictive model
is the lack of a mechanistic foundation of the shape modification functions. In further
development the main challenge will be to derive physically motivated models for these
functions. However, the current parametrization of the shape modification functions
could already be used to represent experimental data.
The employed numerical scheme successfully solves the bivariate problem formu-
lation. Although the scheme does not guarantee the preservation of the total mass, it
totally avoids oscillatory behavior and limits numerical diffusion. Generally, the method
has proven to be efficient and accurate. Hence, the positive evaluation of high-resolution
methods for bivariate problems in the literature (Ma et al., 2002b; Gunawan et al., 2004)
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is supported by this study.
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Figure 4.18: Averaged L˜ and ψ for different shape modification functions. Parameter
settings: First row: λIf,1 =
1
2 , λq,2 = 5; Second row: λ
I
f,1 =
1
2 , λq,1 = 10
−4; Third row:
λq,1 = 10
−4, λq,2 = 5.
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4.6 Concluding remarks on deterministic
population balance modeling
Over the last few decades deterministic population balance modeling has been estab-
lished as the work-horse for modeling a large number of disperse-phase processes. Most
of the investigations in academia and industry deal with a one-dimensional characteri-
zation of the population entities. Even for this simplest case, population balance models
usually constitute numerically challenging partial-integro differential algebraic equation
systems. As a consequence many contributions have focussed on numerical techniques
for population balance models.
In many cases population balance modeling has successfully been applied to reflect
observed experimental results. However, there is a fundamental problem in the interpre-
tation of these models. The framework of population balance modeling is very flexible.
Although this seems to be a desirable property, it restricts the value of population balance
models. Almost any experimentally observable behavior can be correlated by means of
a one-dimensional population balance equation. Employing flexible rate expressions for
the advection, sink, and source terms, the systems quickly become over-parameterized.
Having a parameter set that reasonably represents the experimental data by no means
automatically implies that the rate expressions actually reflect the intrinsic physical be-
havior. This is partly due to the limitations regarding the experimentally accessible
information. One might say that population balances are more a correlation tool than an
actual modeling tool.
This dilemma can only be resolved by introducing as much physical knowledge as
possible in the rate expressions. Optimally, the rate expressions would be formulated in
a predictive manner on the basis of the single particle behavior. The population balance
would then be only the framework to transfer the single particle scale behavior to a
process scale. This was of course the fundamental idea behind the population balance
equation in the first place.
The variety and complexity of the crystallization rate processes makes predictive
modeling a challenging task. The simplicity of a characterization of the crystals by
means of one characteristic size seems to be fundamentally inadequate for predictive
modeling. Multivariate population balance formulations are certainly a step forward to
overcome these limitation. In the recent years, models with two inner coordinates have
been developed that have proven their superiority over one-dimensional representations.
Also the numerical treatment of two-dimensional formulations has come into reach even
on standard desktop computers. Although conceptually there is no such limitation, it can
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be expected that population balance modeling will only be employed up to a few inter-
nal dimensions for several reasons. First of all the curse of dimension definitively will
lead to an explosion in computational effort. Suitable model reduction techniques may
partially resolve this issue. Even if the computational effort were reducible, the imple-
mentation effort for higher dimensional problems would increase dramatically. Besides
the significant computational issues of multivariate models, the modeling itself presents
another hurdle to be overcome. Already for one-dimensional problems many phenom-
ena cannot be modeled by a single term in the population balance equation. Breakage
and aggregation both need consistent formulations for at least two terms. When increas-
ing dimensionality, the situation obviously becomes worse. To formulate consistent and
expressive models for multivariate systems will become very difficult especially if the
particles are characterized by a complex shape. The formulation of consistent breakage
kernels considering particle size and shape already is a just recently addressed challenge.
Although Hill (2004) succeeded in formulating some kernels, her focus was fully on the
consistency and has not yet included any mechanistic modeling with predictive capa-
bilities. Thus, it is not clear today whether predictive modeling of rate expression will
become feasible in a multivariate framework.
From the current perspective, problem formulations using up to 3 inner dimensions
may come into reach within the next decade as a result of improved numerical schemes
and increasing computational power. Whether this still limited dimensionality will be
sufficient for truly predictive modeling cannot be foreseen.
Alternatively, the complete deterministic approach could be abandoned for predictive
modeling. Stochastic modeling techniques as they are presented in the next chapter may
be more attractive for multivariate systems.
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Stochastic modeling of crystallization
processes
Stochastic methods are increasingly used for the simulation of particulate sys-
tems (Haseltine et al., 2005). These methods track the evolution of a discrete set of
particles. The modification of the particles is realized by probabilistically chosen events.
These stochastic events are selected by means of random numbers. Due to the frequent
use of random numbers, stochastic methods are often referred to as Monte-Carlo (MC)
methods.
MC methods in general do not say very much about the actual method. Although the
term is historically coined by Metropolis and Ulam (1949) in a particular context, nowa-
days it is frequently used for any kind of algorithm employing random numbers. The
use of MC methods has spread over almost every scientific discipline. A recent applica-
tion is e.g. the prediction of energy prices in econometric studies (Haldrup and Nielsen,
2006). Bieber et al. (2006) used MC techniques to evaluate DNA based identification
of criminals. Also the crustal thickness of the moon has been determined using MC
methods (Chenet et al., 2006). Not to mention the literally thousands of contributions
from physics and chemistry. Applications of MC methods in chemical engineering with
a focus of disperse-phase systems are reviewed in section 5.1.
MC methods are often chosen because of three principal advantages: Simplicity of
implementation, capability of dealing with high-dimensional problems and ease of rep-
resenting complex behavior. On the other hand MC methods are often computationally
expensive. As shown in the previous chapter, the dimensional limitations of determinis-
tic population balance modeling are a major obstacle for mechanistic modeling of par-
ticulate processes. Hence, the use of MC methods seems to be a logical consequence
especially in the light of unprecedented and ever increasing computational power.
However, actually considering the full three-dimensional shape of a complex ag-
glomerate may still lead to a prohibitive computational effort. To overcome this bottle-
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neck a novel, hierarchical particle characterization is proposed in section 5.2 (Briesen,
2006a,c). This characterization allows the realistic representation of the agglomerates,
without the need for detailed geometrical computations for each particle. Instead of the
full geometry, substitution systems are introduced, which can be used for example to
perform aggregation events or to identify crystal faces available for growth. This char-
acterization is the basis of a stochastic simulation approach to track the morphological
behavior of agglomerating systems. Numerical case studies (see section 5.4 and 5.5)
show the applicability of the approach. Based on this characterization, modeling of rate
processes can be performed on a much higher level of detail than this is allowed by
standard one or two-dimensional particle characterizations.
5.1 Previous work
5.1.1 Stochastic methods for single particle geometry
As the crystal characterization that is presented in section 5.2 addresses the detailed
agglomerate geometry, there is a strong connection to the numerous work on cluster
aggregation. There usually only one or a very limited number of particles (aggregates)
are considered.
The morphology of aggregates can be affected by many mechanisms. Classically,
diffusion-limited, reaction-limited and ballistic cluster aggregation (DLCA, RLCA,
BCA) have been fundamentally investigated (e.g. Meakin and Jullien, 1988).
In early studies, Sutherland (1967) investigated ballistic cluster aggregation. In bal-
listic cluster aggregation the primary particles move along straight lines and get instantly
attached when they contact the cluster. To mimic the particles’ diffusivity, the formation
of aggregates has been studied by Witten and Sander (1983) and Meakin (1983) using
stochastic formation algorithms. They simulated the diffusion of particles by allowing
one primary particle at a time to move in a random walk. Every time the diffusing parti-
cle reaches the aggregate, it is connected to the aggregate structure and another primary
particle is introduced at a random position to approach the aggregate. This diffusion-
limited cluster aggregation (DLCA) has been modified by introducing a probability that
the particle reaching the aggregate actually gets attached (Jullien and Kolb, 1984). This
so called reaction-limited cluster aggregation (RLCA) is able to produce a variety of
different aggregate structures depending on the value of the attachment probability.
Many studies in applied physics have been conducted to investigate the morphology
of aggregates based on the pioneering work of Witten and Sander (1983) and Meakin
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(1983). According to the Web-of-Science each of these papers has been cited roughly
900 times to date.
Following their work, the focus of research has mostly been on the investigation
of the structure but not its evolution. One of the main findings is that clusters formed
by diffusion- or reaction-limited cluster aggregation have a fractal nature. This self-
similarity in structure allows to characterize particles by the fractal dimensionDf , which
relates the total number of primary particles np in an aggregate to the fraction of the
radius of gyration of the aggregate Rg and the radius of the primary particles L2 by the
following equation:
np = kf
(
Rg
L
2
)Df
, (5.1)
where kf is the fractal scaling pre-factor, which is close to unity. Thus, the fractal
dimension characterizes the openness of an aggregate. A perfectly aligned chain of
primary particles results in Df = 1, whereas a most densely packed spherical aggregate
yields Df = 3.
The original concept of cluster aggregation by Witten and Sander (1983) and Meakin
(1983) as well as most of the follow-up work does not consider any hydrodynamic ef-
fects. Considering the collision rate as the limiting step for aggregation, this omis-
sion is well justified if the collisions are induced by Brownian diffusion of the particles
(peri-kinetic aggregation). For large particles, shear induced collision become dominant
(ortho-kinetic aggregation). For the latter case, a collision frequency has been theoreti-
cally derived in the seminal paper by Smoluchowski (1917) for laminar shear flow. To
cover the whole range of particle/aggregate sizes also in turbulent flows, equations have
been developed also reflecting the transition from one regime to the other (Kruis and
Kusters, 1997). Today, these expressions are widely accepted and have been thoroughly
validated.
Early work on cluster aggregation considered the particles as equally sized spheres.
Additionally, the formed aggregates have been assumed to be rigid. Thus, no restructur-
ing has been addressed. More recent studies track the evolution of aggregate structure.
Aggregates can e.g. be subject to compaction due to hydrodynamic forces (see e.g. Hi-
gashitani et al., 2001; Fanelli et al., 2006b,a). However, in these studies no stochastic
component is involved. The deformation of the already existing aggregates is fully de-
terministic on the basis of the drag forces exerted by the fluid flow.
A combination of aggregate formation and internal restructuring occurs when
aerosol particles are subject to sintering or surface growth. Coagulation and surface
growth (Mitchell and Frenklach, 2003) as well as coagulation and sintering (Schmid
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et al., 2004, 2006) have both been investigated recently in order to study the fractal
dimension under these more complex conditions.
Contrary to the present study, all cluster aggregation simulations conducted in the
given references have been limited to one or a very low number of clusters and/or use
simple geometries (spheres) for the characterization of the initial primary particles.
5.1.2 Stochastic methods for disperse-phase systems
Spielman and Levenspiel (1965) were the first to use the MC approach to solve problems
involving dispersed phase systems by investigating the behavior of a two-phase reactor.
However, they did not solve a population balance problem. Instead they used a MC
algorithm to describe the reaction within coalesced and re-dispersed droplets of constant
size and number. For population balance problems stochastic methods are particularly
appealing in case of a very small number of population entities (Shah et al., 1977). In
that case the continuity assumptions of the PBE is inherently violated. Later on the
theoretical connection between the deterministic PBE and stochastic solution methods
have been established by Ramkrishna (1981) basically showing their equivalency.
5.1.2.1 Methodical classification
MC methods for solving population balance problems may be categorized by means
of the time step selection. In time-driven MC simulations, a time interval is chosen
and the algorithm performs a number of events which probabilistically occur during
this interval (see e.g. van Peborgh Gooch and Hounslow, 1996). Thus, the time steps
have to be chosen explicitly by the user or an appropriate algorithm. During this time
step several events are performed on the basis of the rate expressions. In case of an
event-driven MC simulation (see e.g. Smith and Matsoukas, 1998; Tandon and Rosner,
1999; Kruis et al., 2000) an inter-event time is computed on the basis of the active rate
expressions. After this time step one of the possible events is probabilistically selected.
Another distinguishing property of MC methods for population balance problems
is the choice of the control volume. Obviously, the number of particles in the actual
physical system (e.g. the crystallization vessel) is far too large to be used for simulation
purposes. Instead a small control volume is chosen comprising a representative sample
of the particle population. This control volume can be chosen to be fixed (see e.g. Shah
et al., 1977; van Peborgh Gooch and Hounslow, 1996) . If the number of particles within
this control volume is about to change (which is the case for all rate processes apart from
growth), this affects the statistical significance of the sample. To remedy this, the control
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volume can be adapted over the simulation time on the basis of certain criteria; e.g. if
the particle number has halved (Kruis et al., 2000; Maisels et al., 2004) or after each step
to ensure a constant number of particles (Smith and Matsoukas, 1998; Lin et al., 2002).
Introducing elements of time-driven as well as constant-number and constant-volume
techniques, Haibo et al. (2005) suggested a multi MC method. Contrary to the other
approaches, however, a sound mathematical basis of this approach (e.g. proof of con-
vergence for infinitely many particles) seems to be lacking.
5.1.2.2 Contributions to non-crystallization applications
Stochastic modeling for populations has been introduced by Kendall (1949). However,
he did not concern a technical application but discussed the evolution of human popula-
tions.
In technical systems many MC studies deal with the solution of the classical aggre-
gation equation proposed by Smoluchowski (1917). It can be applied to many different
fields as it describes a large variety of natural phenomena.
Gillespie (1975) derived a MC scheme in order to model coalescence in cloud
droplets. Additionally, also the introduction of source droplets has been considered.
While the contribution rigorously derived the method, specific coalescence kernels have
not been investigated. Consequently, no actual simulation results have been presented.
The heterotypic aggregation of blood constituents is of large biological importance
for such phenomena as thrombosis or cell separation. Laurenzi and Diamond (1999)
assessed this behavior by a MC formulation of aggregating platelets (thrombocytes) and
neutrophils (type of white blood cells). They also compared their results to discretized
formulations of the population balance equation.
Aggregation in particulate aerosol systems has been and probably still is the most
actively investigated field. Most research focusses on the realization of the population
balance for coagulation (and sintering). These contributions are basically the logical
extension of the cluster-aggregation investigations for single aggregates to a set of ag-
gregates.
Starting from a mono-disperse set of monomers and considering only aggrega-
tion, Liffman (1992) employed MC techniques to study a variety of parameter settings.
Their contribution focused on investigating the main properties of the algorithm and on
comparison of the MC results to analytical solutions of Smoluchowski’s equation. In
their studies the aggregates have been characterized by their size (volume) only.
Using initial primary particles distributed on a two-dimensional lattice, Akhtar et al.
(1994) simulated the behavior of flame generated titania nano-particles. Similar as in the
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own contribution to be presented later, they did not actually set up a population balance
in the first place but were primarily interested in the increased expressiveness of the
MC modeling approach. Consequently, they tracked the geometrical form in terms of
the fractal dimension of a set of clusters as aggregation proceeds. As they restricted
themselves to a two-dimensional lattice for computational reasons, they did not account
for the full three-dimensional shape of the clusters.
A population balance equation where the clusters are characterized by their size and
their surface area has been set up by Tandon and Rosner (1999). The surface area re-
duction by sintering is accounted for by separately integrating a simple first order decay
differential equation in each MC time step and for each cluster. Comparison of their
results to the self-preserving distribution, which was expected for their problem speci-
fication (Brownian coagulation in the continuum regime), showed excellent agreement.
In a later contribution, Rosner and Yu (2001) extended their assessment to Brownian
coagulation in the free-molecular regime.
In recent years Kraft and co-workers presented many case studies and algorithmic
improvements to the stochastic simulation of disperse-phase systems. Goodson and
Kraft (2002) employed techniques developed by Eibeck and Wagner (2000) to present
a strongly accelerated MC scheme. A majorant-kernel, which is constructed to be an
upper bound of the true aggregation kernel, allows a more efficient determination of the
inter-event time. To ensure convergence to the true solution for infinite particle number,
fictitious jumps (null events) have to be introduced with a certain probability. These
fictitious jumps eliminate the effect of the majorant kernel estimation. For the one-
dimensional coagulation equation with source term, the techniques have proven to be
strongly superior to classical formulations as the one by Gillespie (1975). In later work
successful application of the technique was illustrated for soot formation in laminar pre-
mixed flames (Balthasar and Kraft, 2003). Algorithmic extensions to coalescence and
breakage processes for liquid-liquid extraction have been presented (Goodson and Kraft,
2004). Furthermore, techniques for steady-state coagulation that additionally consider
particle removal from the control volume have been suggested based on a single-particle
method (Vikhansky and Kraft, 2005).
5.1.2.3 Stochastic crystallization/precipitation process modeling
To the author’s knowledge, stochastic modeling has first been applied to crystallization
processes in a series of papers by Sen Gupta and co-workers (Sen Gupta and Dutta,
1990b,c,d,a; Dey and Sen Gupta, 1993; Sen Gupta and Dutta, 1991; Lim et al., 1999b).
Their approach, however, is fundamentally different from solving the population balance
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equation by means of MC techniques. They used strongly simplified models considering
one single particle. For this one particle the residence time and other process parame-
ters are randomly perturbated (e.g. according to the residence time distribution in the
crystallizer). The resulting particle is classified in a certain size bin. This single particle
procedure is repeated for a large number of particles to obtain the crystal size distribu-
tion. This approach is only feasible if no particle interaction (e.g. by aggregation) is
considered.
van Peborgh Gooch and Hounslow (1996) explicitly addressed the solution of pop-
ulation balance equations for crystallization with MC methods. In various case studies
with increasing complexity, the suitability of MC techniques for multivariate problem
formulations was stressed. In their most complex example they used a four-dimensional
crystal characterization employing size, growth rate, number of primary crystals in an
agglomerate, and the number of slow growing primary crystals in an agglomerate as
internal coordinates.
While van Peborgh Gooch and Hounslow (1996) investigated only size enlarge-
ment mechanisms (nucleation, growth, aggregation), Falope et al. (2001) extended the
MC scheme to represent breakage processes. However, they considered only a one-
dimensional characterization by size.
Li et al. (2001) used Monte-Carlo simulations to study the sensitivity of the crystal
size distribution with respect to estimated kinetic parameters from different crystallizer
configurations.
Continuous MSMPR crystallizers have been studies by Piotrowski and Piotrowski
(2005). Employing a Monte-Carlo method to solve the population balance along with
the material and heat balance, they investigated mass crystallization processes for inor-
ganic salts. The simulations where able to reproduce the frequently observed oscillatory
behavior of industrial size crystallizers. This oscillatory behavior has also been inves-
tigated in own work (Grosch et al., 2002, 2004). However, not by using Monte-Carlo
techniques but methods from non-linear dynamics.
5.2 Hierarchical particle characterization
From a modeling perspective, a fully detailed characterization seems indeed infeasible
because a huge number of internal coordinates would be needed due to the huge number
of geometrical degrees of freedom. Thus, there is a need for a reduced characterization
that is still capable of reflecting a realistic geometric shape.
In this section a hierarchical particle characterization is presented rendering the ge-
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ometrical complexity on different levels of detail. This is done by introducing a sub-
stitute particle characterization instead of the full detailed characterization. Because of
the complexity of the presented examples, the PBE itself is not even been considered.
Instead the model is formulated directly in the sense of the MC approach. For the con-
sidered rate processes (growth and agglomeration), simple expressions are used, which
do not reflect the actual rates of a specific crystalline substance or a specific experimental
configuration.
5.2.1 Primary particles
Many crystals in industrial processes exhibit a needle- or plate-like habit. The character-
ization of the primary particles, therefore, has to be able to reflect this observation. The
primary particles are modeled as arbitrary cuboids by specification of three independent
side length halves l = (l1, l2, l3) (see figure 5.1). The complexity of this system can
be reduced by assuming that two of the side lengths are equal (see also section 4.5.2),
which still allows to represent needle- and plate-like habit. Also a characterization of the
primary particles as spheres, which might be appropriate for aerosol processes, would
simplify the characterization. Obviously, also more complex shapes may be conceivable.
For the full shape characterization of arbitrary crystals, much more than three character-
izing lengths may possibly be necessary (see section 3.1.4). The chosen characterization
using three independent side length halves, however, is already capable of reflecting the
main geometrical properties of many primary particles.
5.2.2 Agglomerate particles
Considering agglomerated crystals, a detailed characterization is much more difficult.
Agglomerates consist of a number of primary particles with a relative position to each
other. To determine this relative position, two coordinate systems are introduced.
Namely, the coordinate system of a primary particle object and the coordinate system of
an agglomerate object. If the relative position of different agglomerates were of inter-
est, one could additionally construct a third coordinate system reflecting the actual three
dimensional space.
Each of the primary particles has its own coordinate system. The origins of these
coordinate systems are the centers of mass of the respective particles. The orientation
is given such that the axes x1, x2, and x3 are parallel to the side length halves l1, l2,
and l3, respectively. The coordinate system for one primary particle is also depicted in
figure 5.1. Consequently, the corner point P in figure 5.1 can be expressed in homoge-
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Figure 5.1: Primary particle characterization as an arbitrary cuboid.
neous coordinates by xB = (l1, l2, l3, 1)T . The concept of homogeneous coordinates is
borrowed from computer graphics (e.g. Riesenfeld, 1981) . It enables to code arbitrary
affine mappings as one single matrix operation. Consider a general affine mapping in
three dimensional Cartesian coordinates (indicated by the subscript c):
x′(c) = Rx(c) + t, with x
′
(c),x(c), t ∈ R3×1; R ∈ R3×3 , (5.2)
where R defines an arbitrary rotation and scaling and t defines a translation, a more
compact representation of a combined rotation and translation can be obtained when an
additional coordinate is introduced:
x1
x2
x3
1

′
=

r1,1 r1,2 r1,3 t1
r2,1 r2,2 r2,3 t2
r3,1 r3,2 r3,3 t3
0 0 0 1
 ·

x1
x2
x3
1
⇐⇒ x′ =M · x . (5.3)
Besides the more compact representation also the computational power of matrix-
oriented packages like Matlab, which is used here for implementation, can be optimally
exploited. Unless otherwise noted all points in this contribution are specified in homo-
geneous coordinates.
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The coordinate system of the agglomerate has its origin in the center of mass. The
orientation of this coordinate system is discussed in section 5.2.3. For now, let the
orientation be completely arbitrary.
To determine the position of a primary particle within an agglomerate, it is now
necessary to define the position and orientation of each primary particle coordinate sys-
tem within the agglomerate coordinate system. Mathematically, this can be represented
by the 4×4 transformation matrix M that transforms (rotates and translates) the pri-
mary particle coordinate system to the agglomerate coordinate system. The geometry is
completely specified by defining the side length halves l1, l2, and l3 as well as the trans-
formation matrix M for each primary particle in an agglomerate. However, not only
the geometry is important for agglomerated primary particles. Consider two primary
particles being attached to each other. If the particle is subject to surface growth, the
faces where the particles are attached to each other will not be able to grow anymore.
Therefore, each primary particle face is additionally characterized by a growth flag gj
specifying whether the face is still able to grow (value: 1) or whether the growth of the
face is geometrically hindered by attached particles (value: 0):
g = (g1, g2, g3, g4, g5, g6)
T . (5.4)
For correspondence of the vector entries to the particular faces see figure 5.1.
The complete characterization of the particle ensemble is therefore given by
l(i,j) , g(i,j) , andM (i,j), (5.5)
where i = 1, . . . , nagg specifies the single agglomerates and j = 1, . . . , npp,i determines
a single primary particles within the agglomerate i. In the following the upper index
(i, j) is frequently used to address primary particles j within an agglomerate i. This
may also include single non-agglomerated primary particles. In that case the number of
primary particles npp,i in the agglomerate i is 1.
Altogether, this gives a quite detailed representation of primary particles as well as
agglomerated structures. However, especially for the evaluation of aggregation events
this detailed description is rather complex. It makes the determination of a newly formed
agglomerate resulting from the aggregation of already existing agglomerate structures
very tedious. Although in principle a rigorous determination of the contact points of two
agglomerates with arbitrary orientation to each other is possible, such a procedure would
be very time-consuming. It is therefore suggested to introduce another hierarchical level
of detail for the agglomerate characterization to improve performance. The reduced
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characterization shall be used for aggregation events without loosing too much of the
realistic geometry representation.
5.2.3 Substitution systems
The low complexity characterization of agglomerate structures comprises a system of
7 point masses. This substitute point mass system should preserve as many properties
of the original system as possible. Let’s consider a single non-agglomerated primary
particle. One point mass is positioned in the center of mass while two mass points are
positioned at opposite sides of each coordinate axis (see figure 5.2). The position and
the actual value for the substitution masses can uniquely be defined by three constraints:
Preservation of the center of mass; preservation of the moment of inertia with respect
to the coordinate axes; and preservation of the overall extension of the primary particle.
These restrictions result in a trivial solution of six point masses located in the centers of
the primary particle’s faces. Each of these point masses is just one sixth of the total mass
of the primary particle m(i,j)pp . The mass point in the center of the particle has the value
0. Hence only 6 point masses are actually necessary. The formulation of the restrictions
and the derivation of the resulting system is given in appendix C.1. According to that
derivation the substitution system can be represented by
X
(i,j)
pp,subst =
(
x
(i,j)
1 , . . . , x
(i,j)
6
)
=

l
(i,j)
1 0 0 −l(i,j)1 0 0
0 l
(i,j)
2 0 0 −l(i,j)2 0
0 0 l
(i,j)
3 0 0 −l(i,j)3
1 1 1 1 1 1
 , (5.6)
m
(i,j)
pp,subst =
m
(i,j)
pp
6
(1, 1, 1, 1, 1, 1) . (5.7)
The substitution system for an agglomerate structure is less obvious. For consis-
tency, the substitution system of the agglomerate structure should be of the same char-
acter as the primary particle substitution system. Thus, a coordinate system should be
constructed such that 7 point masses reflect the main geometry and behavior of the ag-
glomerate.
The determination of the substitution systems is based on all the substitution masses
of the primary particles (see figure 5.3 B). These constitute a set of mass points in an
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Figure 5.2: Simple mass point substitution system for primary particle.
arbitrary agglomerate coordinate system:
X(i)agg =
(
M (i,1) ·X(i,1)pp,subst, . . . ,M (i,npp,i) ·X(i,npp,i)pp,subst
)
, (5.8)
m(i)agg =
(
m
(i,1)
pp,subst, . . . ,m
(i,npp,i)
pp,subst
)
. (5.9)
Recall that the matrices M (i,j) reflect the transformation of the coordinate system of
primary particle j to the coordinate system of the agglomerate i. Without restriction of
generality, we can assume that the origin of the agglomerate coordinate system is in the
center of mass of the set of mass pointsX(i)agg. Unless this is true, a simple translational
operation, which would just give different values of M (i,j), ensures this assumption.
Note that the center of mass of the set of mass points X(i)agg by definition also is the
center of mass of the real set of primary particles.
The 7 point masses should again be positioned on the axes of the agglomerate co-
ordinate system. Until now the coordinate system of the agglomerate was arbitrarily
oriented.
A principal component analysis (PCA) is performed to identify the overall geometry
of the agglomerate. The resulting principal components are used as the axes of the
agglomerate coordinate system (see figure 5.3 C). In order to account for the different
masses of the mass points, the positions are weighted by the corresponding mass1:(
D(i) m˜i
)
=
(
m
(i,1)
pp,substM
(i,1) ·X(i,1)pp,subst, . . . ,m(i,npp,i)pp,substM (i,npp,i) ·X(i,npp,i)pp,subst
)T
.
(5.10)
1All the positions at which the corresponding mass is zero are neglected.
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Figure 5.3: Construction of the mass point substitution system from the point masses
substituting the primary particles.
136 Chapter 5. Stochastic modeling of crystallization processes
Note that the data matrix D(i) only comprises the Cartesian coordinates because no
translation is involved in determining the new directions. A principal component analy-
sis ofD(i) therefore yields the directions of the maximum variance of the mass distribu-
tion in the agglomerate. As the mass weighted matrix is centered - recall that the current
coordinate system has its origin at the center of mass - a singular value decomposition
D(i) = U (i)S(i)
(
V (i)
)T
(5.11)
yields the desired principal components. The principal components of the mass weighted
matrix D(i) are just the columns of the 3 × 3 matrix V (i) (Wall et al., 2003). These
principal components are now used as the axes of the new coordinate system:
IX(i)agg =
 V (i) 0
0 1
(X(i)agg)′ (5.12)
⇒
(
X(i)agg
)′
=
 (V (i))−1 0
0 1
X(i)agg . (5.13)
The rows of the matrix
(
X(i)agg
)′
now hold the positions of the primary particle substitu-
tion masses in the system of the principal components in homogeneous coordinates.
Now that the new coordinate system is available, the open question is: Where to
position and what value to assign the 7 substitution masses for the agglomerate? The
position of the substitution masses should be chosen to reflect the overall geometry of
the agglomerate. Here, the maximum and the minimum position of all coordinate value
of the corners of the primary particles in agglomerate i are chosen. Alternatively, one
may chose the maximum and minimum values of the substitution masses of the primary
particles. However, the latter choice implies the possibility that the substitution mass
in the origin of the coordinate system becomes negative. Computationally, this is not a
problem but somehow contradicts common perception. On the other hand, the choice
made here leads to structures where the primary particles may not actually touch each
other. This especially happens if the number of primary particles in an agglomerate
increases.
To uniquely define the actual value of these 7 point masses, a set of constraints is
imposed. Again the center of mass as well as the moments of inertia with respect to the
principal component axes are to be preserved. A derivation of the corresponding result
(see figure 5.3 D) is given in appendix C.2.
Consequently, the complete agglomerate is represented by a 7 mass point characteri-
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zation reflecting the overall geometry as well as the micro-mechanical inertial behavior
(see also figure 5.3 E):
X
(i)
agg,subst =

L
(i)
1 0 0 L
(i)
4 0 0 0
0 L
(i)
2 0 0 L
(i)
5 0 0
0 0 L
(i)
3 0 0 L
(i)
6 0
1 1 1 1 1 1 1
 (5.14)
m
(i)
agg,subst =
(
m
(i)
agg,subst,1, . . . ,m
(i)
agg,subst,7
)
(5.15)
The following section shows how the reduced substitution systems for primary parti-
cles and agglomerates can be used for formulating crystal growth and aggregation events
within a MC simulation.
5.3 Stochastic modeling
5.3.1 Realization of the growth process
For non-agglomerated primary particles the growth step is rather trivial. The side lengths
halves lk are just incremented according to the face specific growth rates:
l
(i,j)
k := l
(i,j)
k +Gk∆t, k = 1, 2, 3 . (5.16)
In case of an agglomerate, not all the faces are allowed to grow. According to the
growth flag specifications g(i,j) introduced above, only those faces grow that are ”at the
outer side” of the agglomerate:
l
(i,j)
k := l
(i,j)
k +
g
(i,j)
k + g
(i,j)
k+3
2
Gk∆t, k = 1, 2, 3 . (5.17)
If the center of mass moves according to non-symmetric growth, the coordinate system
will be translated to keep the origin in the center of mass.
The major remaining question is: How to identify the growing and non-growing
faces? Again concepts from computer graphics/computational geometry are employed.
By a convex hull operation all points of a data-set can be identified that construct a min-
imum convex hull containing all data points. There is a number of algorithms for deter-
mining a convex hull. Here, the algorithm standardly available in Matlab is used (Bar-
ber et al., 1996). The convex hull operation on the set of substitution mass locations of
all primary particles identifies the mass points that are ”at the outer boundary” of the
138 Chapter 5. Stochastic modeling of crystallization processes
agglomerate (see figure 5.4). As all primary particle substitution masses are directly as-
sociated to the faces of the primary particles, the faces corresponding to the set of point
masses of the convex hull are identified as growing faces. All other faces with corre-
sponding mass point lying within the convex hull are considered to be non-growing (see
figure 5.4 D).
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D. Aggregate;
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Figure 5.4: Identification of the growing faces by means of a convex hull operation.
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5.3.2 Realization of the aggregation process
For realization of an aggregation event the characterization using the 7 substitution
masses is of major importance. Many realizations of aggregation events are conceivable
based on the information content of this characterization. Here only a simple realization
is proposed because the focus of this work is on the framework for characterizing the
particles. First, two particles, which may be agglomerates or single primary particles,
are arbitrarily picked from the set of active particles (see figure 5.5 A,B). From each of
these agglomerates one of the substitution mass points is arbitrarily selected (see fig-
ure 5.5 C). The particles are reoriented such that the picked mass points coincide and
that the corresponding axes are in alignment to each other. To allow more flexibility
in the formation of aggregates, one of the particles is allowed to rotate by a randomly
selected angle with respect to the common axis.
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Figure 5.5: Steps in the realization of an aggregation event.
Note that in the current realization the aggregation of any pair of agglomerates have
the same probability. This may be unrealistic because e.g. smaller particles may be more
mobile and larger particles have a higher kinetic energy at collision.
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5.3.3 MC scheme
The employed MC scheme does not track the position of the agglomerates in space.
Thus, collisions with possible aggregation are not determined mechanistically but are
considered to occur at a given frequency. Generally, one must distinguish between event-
based rate processes (nucleation, breakage, aggregation) and continuous rate processes
(feed, removal, growth). In the given contribution only crystal growth and aggregation
are considered. No new particle formation by any mechanism (primary or secondary
nucleation) is employed. The aggregation rate β is chosen to be proportional to the
square of the number concentration of the particlesM0:2
β = β0M
2
0 , (5.18)
where β0 is the aggregation rate constant.
The basic Monte-Carlo scheme used in this work comprises the following steps:
1. Initialize system.
2. Determine inter-event time:
∆t =
1
β · VMC , (5.19)
where VMC is the control volume for the MC simulation.
If more event-based rate processes had to be modeled, the inter-event time would
be calculated on the basis of all possible events (e.g. nucleation, breakage).
3. Determine vector of growth rates for the primary particles:
G (σ) = [G1 (σ) , G2 (σ) , G3 (σ)] . (5.20)
For each of the opposed face pairs, a separate growth rate may be determined.
Usually, the growth rates are functions of the relative supersaturation σ, which
itself is a function of the current and saturation concentration.
4. Perform growth of the particles by updating the side length halves according to
equations (5.16) and (5.17).
5. Randomly select two particles/agglomerates and perform an aggregation event as
discussed in section 5.3.2.
2In accordance to the common notation for the number concentration in a population balance framework,
M0 is used, which there denotes the zeroth order moment of the particle size distribution.
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6. Solve the material balance for the solute. Determine the solute concentration cA at
t+∆t. The change is caused by the depletion of supersaturation caused by particle
growth in the current time step ∆t as realized in steps 2 and 3.
7. Update all system states like relative supersaturation, number concentration, ag-
gregation rate.
8. Check whether adaptation of the control volume is necessary. To compensate the
decrease of particle number due to aggregation, the procedure proposed byMaisels
et al. (2004) is adopted: If the number of particles drops by 50%, the control
volume is doubled. Accordingly, the set of particles is doubled.
9. Increment simulation time: t := t + ∆t. Repeat procedure from step 2 until final
simulation time is reached.
5.4 Case study 1: Agglomeration with simple primary
particle growth
In the first case study, the growth rate for all 3 opposed face pairs of the primary particles
are chosen to be identical.
Gk = kg σ
g , k = {1, 2, 3} . (5.21)
A batch-cooling crystallization with the given linear cooling profile
T (t) =
 353.15K− 20Kh t ; t ≤ 2h313.15K ; t > 2h (5.22)
is chosen.
During simulation, particle aggregation and particle growth, which depletes the su-
persaturation, are considered. To determine the relative supersaturation, the saturation
concentration is needed:
csat (T )
1 kgm3
= 0.05
(
T
1K
− 273.15
)2
−
(
T
1K
− 273.15
)
+ 160 . (5.23)
The simulation starts with a saturated solution and a given number concentration of
seed particles. The nominal value for the number of particles in the control volume
was set to 105. To investigate the effect of different aggregation rates, three cases with
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varying order of magnitude in the aggregation rate constant have been considered. All
parameters used in the simulations are collected in table 5.1.
Case I Case II Case III
Nominal particle number ←− 105 −→
Seed particle size; lk k = {1, 2, 3}, [m] ←− 0.5 · 10−6 −→
Initial number concentration,M0,
[
1
m3
] ←− 71.43 · 109 −→
Growth rate parameter, g, [−] ←− 2 −→
Growth rate parameter, kg,
[
m
s
] ←− 10−6 −→
Aggregation rate constant, β0,
[
m3
s
]
10−16 10−15 10−14
Table 5.1: Parameters for the MC simulations (case study 1).
As this is a simulation study only, the case study is not intended to reflect any specific
crystallization process or physical system. However, the choice of the specifications was
based on typical orders of magnitudes arising in actual physical systems.
Figure 5.6 shows the time evolution of the number concentration (left), the relative
supersaturation (center), and the total surface area available for growth (right). As for-
mation of new particles is not considered, all simulations show a decrease in the number
concentration. Expectedly, the decrease is more pronounced with increasing aggregation
rates. The results of the MC simulations are virtually indistinguishable from the easily
available analytical solution for the number concentrationM0 (not shown in the plots):
dM0
dt
= −β0M20 ⇔M0 =
M0(t = 0)
1 + β0M0(t = 0)t
(5.24)
Although there is no actual benefit of the MC simulations to obtain the number concen-
tration, this result is used to check the consistency of the MC algorithm.
In all cases the relative supersaturation builds up according to the cooling of the
solution and gets depleted due to particle growth. The relative supersaturation level
maintained during the simulation increases with increasing aggregation rate. This is
caused by the evolution of the total surface area per volume available for growth. If two
particles aggregate, the resulting surface area is smaller than the sum of the surface areas
of the individual primary particles. In the MC simulation this effect is automatically
considered by the selection of growing faces according to a convex-hull operation (see
section 5.3.1). The right plot in figure 5.6 shows that the higher the aggregation rate, the
lower is the surface area available for growth.
As the number concentration is not affected by the cooling profile, no qualitative
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Figure 5.6: Time evolution of the particle number concentration (left), the relative su-
persaturation (center), and the total surface area available for growth per volume (right).
The solid, dashed and dotted lines show the results for the varying aggregation rate con-
stants denoted by the cases I, II and III in table 5.1, respectively.
change in the evolution behavior is observed when the cooling is stopped at 2 h. How-
ever, both the relative supersaturation and the surface area evolution qualitatively change
at this point. The supersaturation gets depleted faster than for t < 2 h because the so-
lution is no longer cooled. For the surface area an increase can be observed for t < 2 h
followed by a slow decrease. The increase of surface area is due to the growing particles.
Considering a constant number of particles, larger particles obviously provide a larger
surface area. This increase of surface area is counteracted by the decrease of surface area
due to the agglomeration of the particles. After 2 h agglomeration dominates the effect
of particle growth leading to an overall decrease of available surface area per volume.
The most important difference to a deterministic population balance approach is the
availability of detailed morphological information of the agglomerates. Figure 5.7 shows
selected particles at the final simulation time. These particles have been randomly se-
lected from the set of active discrete particles. One may consider these figures as artifi-
cial realizations of microscopic pictures.
For each aggregation case, some non-agglomerated primary particles can be ob-
served. They are similar in size (note the different scales given in the figures). How-
ever, the size is not exactly the same because of the different supersaturation histories
these particles have experienced. Expectedly, the degree of agglomeration increases
with increasing aggregation rate constant. While for the low aggregation rate (left) only
a few agglomerates of 2-3 primary particles can be observed, the medium aggregation
rate (center) already shows a significant degree of agglomeration. Agglomerates with a
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Figure 5.7: Agglomerate morphology at the final state of simulation. The figures show
24 randomly selected particles for the three aggregation cases (I: left, II: center, III:
right).
large number of primary particles can be observed for the high aggregation rate constant
(right).
5.5 Case study 2: Agglomeration with complex primary
particle growth
In the second case study the growth rates of the specific faces are chosen to be different
from each other. To model the growth behavior of the primary particles, three different
scenarios are considered. Namely, cubic growth, plate growth and needle growth. These
cases are constructed by using the same growth rate for all three types of faces of the
primary particles, two fast/one slow growing faces, and one fast/two slow growing faces,
respectively. Each of these growth modes has been combined with a high and a low
aggregation rate. The values of the used parameters and the initial conditions can be
found in Table 5.2. Note that contrary to the first case study, the growth rates are assumed
to be constant. Thus, no concentration or supersaturation is evaluated. Although this
certainly does not reflect an actual process behavior, it allows to study the effect of
different growth rates separated from concentration effects. Consequently, steps 3 and 6
of the MC scheme given in section 5.3.3 are trivial and not-applicable, respectively. A
more realistic time-dependent concentration can easily be introduced in the scheme as
shown in the first case study.
5.5. Case study 2: Agglomeration with complex primary particle growth 145
Growth type
cubic plate needle
Nominal particle number ←− 105 −→
Seed particle size; lk k = {1, 2, 3}, [m] ←− 0.5 · 10−6 −→
Initial number concentration,M0,
[
1
m3
] ←− 109 −→
High aggregation rate constant, β0,
[
m3
s
]
←− 5 · 10−13 −→
Low aggregation rate constant, β0,
[
m3
s
]
←− 1 · 10−13 −→
Initial number concentration,M0,
[
1
m3
] ←− 109 −→
Growth rate G1,
[
m
s
]
10−7 10−8 10−8
Growth rate G2,
[
m
s
]
10−7 10−7 10−8
Growth rate G3,
[
m
s
]
10−7 10−7 10−7
Table 5.2: Parameters for the MC simulations (case study 2).
As a consistency check, figure 5.8 shows the number concentration as a function
of time. As the growth behavior of the particles does not affect the number concen-
tration, only a distinction between the high and the low aggregation rate is necessary.
Trivially, the number concentration decreases with time due to the formation of aggre-
gates. Again the solution is visually indistinguishable from the analytical solution given
in equation 5.24.
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Figure 5.8: Time evolution of the number concentration for high (filled symbols) and
low (open symbols) aggregation rate.
To assess the growth behavior, figure 5.9 shows the solids volume fraction. As ex-
pected the solids fraction increases more rapidly if all primary particle faces are allowed
to grow according to the fast growth rate specification. Therefore, the increase is less
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pronounced from cubic via plate to needle growth. However, the increase of the solids
volume fraction is also affected by the aggregation rate. For a higher aggregation rate,
the agglomerate structures become more complex. This leads to shielding effects of
some faces. For highly agglomerated particles, not all faces are allowed to grow. Conse-
quently, a higher aggregation rate yields a lower increase in the solids volume fraction.
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Figure 5.9: Time evolution of the solids volume fraction for high (filled symbols) and
low (open symbols) aggregation rate.
To quantify this shielding effect, figure 5.10 shows the mean fraction of the available
surface area and the surface area that would be available for non-agglomerated primary
particles:
ψA =
1
nagg
nagg∑
i=1
A(i),available for growth
A(i),total
, (5.25)
with
A(i),available for growth
A(i), total
=

npp,i∑
j=1
3∑
k=1
[(
g
(i,j)
k + g
(i,j)
k+1
)
× ∏
h={1,2,3}\k
l
(i,j)
h
]
2
npp,i∑
j=1
(
l
(i,j)
2 l
(i,j)
3 + l
(i,j)
1 l
(i,j)
3 + l
(i,j)
1 l
(i,j)
2
)
 . (5.26)
The plots show that for lower aggregation rates the surface area available for growth
decreases slower than for the fast aggregating systems. For cubic growth the decrease is
less pronounced than for plate and needle growth. Especially for the plate growth, the
surface area available for growth decreases by about 50%. Maybe these are unrealistic
values and must be attributed to the simplifications made for the growth face identifica-
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tion. For agglomerates with a large number of primary plate or needle shaped particles,
only very few points comprise the convex hull of the system, whereas some of the not
identified faces are actually still exposed to the fluid.
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Figure 5.10: Time evolution of area fraction actually available for growth for high (filled
symbols) and low (open symbols) aggregation rate.
Shape dependent behavior is also reflected by the evolution of a volumetric shape
factor. Because of the high irregularity of the particles, a shape factor that uses the
hierarchical characterization is employed. The mean shape factor ψV here is defined as
the fraction of the actual volume of the agglomerate and the volume of the agglomerate
substitution system considering a cuboid shape:
ψV =
1
nagg
nagg∑
i=1

8
npp,i∑
j=1
l
(i,j)
1 · l(i,j)2 · l(i,j)3(
L
(i)
1 + L
(i)
4
) (
L
(i)
2 + L
(i)
5
) (
L
(i)
3 + L
(i)
6
)
 . (5.27)
For a primary particle this shape factor would be 1. The shape factor would remain 1 for
an agglomerate of two equally sized cubic primary particles for which no rotation along
the aggregation axis has been performed. The shape factor, therefore, characterizes the
openness of the agglomerate. Figure 5.11 shows the evolution of the mean shape factor
ψV . The simulations with high aggregation rates all lead to larger agglomerates and,
consequently, to more open particle structures. Obviously, the shape factor evolution is
the same for the plate and for the needle growth in both aggregation cases, whereas the
cubic growth leads to more compact structures.
The important benefit of the characterization and the use of the MC approach is
again, that the morphology of the particles can be explicitly assessed. Each and every
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Figure 5.11: Time evolution of the mean shape factor ψV for high (filled symbols) and
low (open symbols) aggregation rate.
agglomerate is available in its full three-dimensional shape. Figure 5.12 shows some
particles that are selected at final simulation time. The agglomerate structures show that
the produced particles are of a quite realistic shape.
5.6 Discussion and conclusions on the hierarchical par-
ticle characterization
To the author’s knowledge, the presented method for the first time deals with a disperse
particulate systemwhere the particles are represented in such a realistic manner. Usually,
either single particles are considered in high geometrical detail, or the characterization
of the individuals in a particle set is significantly simpler.
The ability to handle such a system stems from the introduction of a hierarchical
particle characterization that reduces the complexity of the agglomerates by means of
substitution systems. By this, the evolution of an ensemble of 105 particles becomes
accessible on a state-of-the-art desktop computer (3.06GHz, 2GB RAM) in reasonable
computation time. A simulation run took between 1 and 40 hours strongly depending on
the chosen aggregation rate.
According to the construction of the substitution systems, it is possible that two ag-
glomerates form a larger agglomerate without actually touching each other. Although,
this is physically unreasonable, it is acceptable because this is due to the reduction in
complexity, which allows the simulation in the first place. Furthermore, this is only
observed if the number of primary particles per agglomerate is high (> 10).
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Figure 5.12: Selected particle morphologies at t = 3600s. The first and the second
column show the particles with the highest degree of agglomeration (i.e. the highest
number of primary particles per agglomerate) and a particle that has not yet encountered
any aggregation, respectively. The third and the fourth column show arbitrarily selected
agglomerates. Note that the scaling for the particles is not identical. Particles should not
be compared in size but only with respect to morphology.
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Another problem observed for highly agglomerated particles is the fact that the iden-
tification of the growth faces using the convex hull approach seems to be very restrictive.
Very few faces are actually identified as growth faces whereas visual inspection of the
agglomerates suggests to make more faces available for growth.
According to these drawbacks, the method seems applicable only to systems where
the agglomerates contain a limited number of primary particles (< 10). For systems
leading to a high degree of agglomeration, extensions to the proposed method may be
necessary.
Due to the simple kinetics, the contribution does not claim to simulate any real phys-
ical process. When extending the given case study towards a more realistic system,
several extensions may become necessary. Currently, all particles collide with equal
and constant probability and instantly stick together. In real systems neither of these
assumptions is likely to hold. The collision frequency is a function of particle size be-
cause smaller particles are generally more mobile and on the other side have a smaller
cross-sectional area. Additionally, not all particle collisions will result in a successful
formation of a new aggregate. The larger the aggregates become, the stronger are the
hydrodynamic forces acting on them eventually leading to disruption of aggregates. To
actually account for the local hydrodynamic behavior determining the aggregation rates,
an extension to a Lagrangian approach, where the detailed position in the Euclidian
space is considered, is conceivable.
Also the scope of problems to be investigated would increase if particle nucleation
were considered. In terms of the characterization this extensions is straightforward.
However, very high nucleation rates may limit the efficiency of the MC method because
very small time steps had to be chosen.
Nevertheless, the generated agglomerate structures appear to be quite realistic. This
makes further consideration of the proposed characterization very promising in order
to address problems where the structure of particles is important. The availability of
explicit, realistic morphological data for the agglomerates allows the evaluation of sec-
ondary information (e.g. degree of agglomeration, shape of the particles, or particle
porosity). Furthermore, the apparent particle morphology could be visually compared
to microscopically obtained pictures.
But not only from the view point of product characterization the proposed hierarchi-
cal characterization seems promising. Additionally, the approach provides the potential
for introducing modeling concepts for crystallization rate processes based on a very
detailed characterization of the particles’ geometry. This may be especially useful for
agglomeration or breakage. Such mechanistically based models could greatly improve
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the predictiveness of the respective rate processes and are far beyond the possibilities of
a deterministic population balance framework.
5.7 Perspective on stochastic population balance simu-
lation
As discussed MC techniques can of course be used to simulate one-dimensional popula-
tion balance problems (see e.g. Gillespie, 1975; Smith and Matsoukas, 1998; Goodson
and Kraft, 2002). However, the benefit compared against deterministic methods is ques-
tionable in that case (Rosner and Yu, 2001).
Despite the progress achieved for multi-dimensional population balance modeling,
several authors state that the use of deterministic techniques to solve the PBE will face
restrictions due to the complexity of implementation and the computational load when
further increasing the dimension of particle characterization (van Peborgh Gooch and
Hounslow, 1996; Kruis et al., 2000; Rosner and Yu, 2001; Lin et al., 2002). Instead, they
all explore stochastic (or so-called Monte-Carlo, MC) techniques to solve population
balance problems.
MC methods are distinct for their simplicity in implementation and the flexibility to
incorporate even complex underlying physics in the model. To obtain predictive models
for crystallization processes, which certainly need to rely on complex physical behav-
ior, MC methods seem to be the most promising direction. Incorporating more com-
plex physics in the model on the other hand will increase computational effort. E.g.
for multi-dimensional problems an increasing number of discrete particles is needed to
ensure statistically relevant results. However, these complex problems are hardly ac-
cessible by deterministic approaches in the first place. Furthermore, the computational
load only limits the efficiency but not the general applicability to complex problems.
With the expected gain in computational power, the range of manageable problems will
continuously increase.
A disadvantage of MC methods is that model-based techniques (optimization, pa-
rameter estimation, model-based control) routinely used with deterministic models may
be more difficult to realize. However, attempts to carry over the methodologies from
equation based models have already been made (Vikhansky and Kraft, 2004; Haseltine
et al., 2005; Mangold et al., 2006; Laurenzi et al., 2006; Vikhansky and Kraft, 2006).
152 Chapter 6. Perspective on predictive models
Chapter 6
Perspective on predictive models
through scale and methodological
integration
It is probably a long way ahead until crystallization process models will actually have
truly predictive capabilities. The fundamental problem is that crystallization involves
so many phenomena to be included. This contribution focusses on the implications of
shape-dependent behavior. In a broader view many other questions can be posed: How
can we properly include the interplay of crystallization and fluid dynamics? Are the
equations we use for the rate expressions structurally right? How can we incorporate
molecular knowledge in the modeling approach? How can we improve the modeling of
the mechanical behavior of crystals? Or fundamentally, are we using the right modeling
instruments for predictive modeling in the first place? If at all, these questions can
certainly not be answered in this chapter in a comprehensive manner. Nevertheless,
some directions are given that may elucidate some of these questions and put them in
the context of an overall framework.
6.1 Modeling on different scales
To complicate matters even more, the various crystallization phenomena act on different
time and length scales. This virtually makes the use of a single modeling framework
impossible. Hence, different modeling instruments must be employed; among them
are molecular dynamics simulations, Monte-Carlo simulations, single particle modeling,
multivariate and one-dimensional population balance equations.
Growth of a crystal face is based on the thermodynamic behavior on the molecular
scale. At the molecular scale appropriate modeling approaches are of outmost impor-
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tance because this scale can hardly be investigated by experiments. However, molecular
dynamics simulations (see section 3.1.3) are often of limited value because of the short
accessible time scales. As briefly discussed in section 3.1.2, crystal growth can also be
modeled by only considering the crystal building blocks without using their full molec-
ular force field. In this case Monte-Carlo modeling technique allow the simulation of
a growing surface. Disregarding any molecular information, crystal growth can also
be modeled by semi-empirical growth rates on the scale of the single particle (see sec-
tion 3.1.5).
Obviously, the investigation of single particles is relevant to many other crystalliza-
tion phenomena. The attrition or breakage behavior of crystals in a suspension can be
attributed to the behavior of single particles as shown in chapter 3.3. The basis for
modeling this behavior is continuum mechanics.
The behavior of a particulate suspension in a fluid flow can largely be ascribed to the
flow behavior of a single particle. With methods form microhydrodynamics (Kim and
Karrila, 1991), the behavior of particles in a flow can be assessed. For large solid density,
swarm effects need to be considered reflecting the mutual influence of the particles.
Aggregation/agglomeration is a phenomena intrinsically governed by the behavior of
two colliding particles. Discrete element simulations can be employed to investigate
this interaction.
Eventually, a chemical engineer is mostly interested in the modeling of unit opera-
tions. Traditionally, deterministic population balance formulations are used to assess the
behavior of a crystallizer (see chapter 4). Population balance models can be formulated
on very different levels of detail. Multivariate formulations that include the interaction
with fluid dynamics certainly provide a high detail of information. This detail usually
must be payed for by high computational effort. Simple formulations may include only
macroscopic information on the population like moments with strongly reduced infor-
mation content and computational complexity. Furthermore, Monte-Carlo techniques
are increasingly used for the modeling and simulation of disperse-phase systems (see
chapter 5).
On the process scale the single unit operations are usually part of a larger process.
If e.g. recycle streams in a process are important, the complete process flowsheet needs
to be modeled and simulated. Flowsheet simulation tools allowing this have been pro-
posed (Toebermann et al., 2000) but do not yet solve the problem in a comprehensive
manner (at least not for crystallization).
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6.2 Integration of scales and modeling methodologies
As mentioned in the introduction, the final goal of modeling is the fundamental under-
standing of the process behavior and the production of tailored products. To achieve
this, modeling concepts and scales need to be integrated.
Model based 
solutionsIntegration
Modeling technique Purpose
• Molecular dynamics
• Monte-Carlo simulation
• Discrete element simulation
• Multivariate population balance 
modeling
(+ fluid dynamics)
• One-dimensional population 
balance models
• Reduced population balance 
models (e.g. QMOM)
• Molecular understanding
• Mechanical understanding
• Intrinsic kinetics
• Process development
• Process scale-up
• Offline process optimization
• Real-time applications
Figure 6.1: Hierarchy of modeling techniques and purpose for predictive modeling.
Figure 6.1 illustrates the integration of the modeling methodologies. On the funda-
mental level there are molecular dynamics, various levels of Monte-Carlo techniques and
the detailed single particle modeling by means of discrete elements. These techniques
aim at a fundamental process understanding in terms of the mechanical and molecular
behavior. They are suited to obtain truly intrinsic and predictive kinetics of crystalliza-
tion phenomena. All these techniques are rather simple in terms of physical model for-
mulation. These models are usually based on fundamental physical laws (e.g. Newton’s
laws of motion for the molecular dynamics simulation). However, this does not imply
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that these models are already fully understood; the model parameters (i.e. the force field
for MD simulation) are still subject to considerable uncertainty. Nevertheless, one of the
main remaining challenges is the development of algorithms and/or computing technol-
ogy (e.g. massive parallelization) that allow reasonably fast solution of the underlying
problem formulations. These ”detailed methods” can be seen as fully accessible experi-
ments. All the functional relations between the model parameters can be investigated in
a fundamental manner.
On the other hand, the modeling of a complete crystallizer by means of molecular
dynamics (as it has been proposed for distillation by Pfennig, 2004), seems far out of
reach today. Even the simulation of simple solid-liquid interfaces on the molecular scale
is still a big challenge. However, the insight gained on the molecular level is highly rele-
vant to the modeling of the crystallizer. To incorporate this insight, a model reduction is
unavoidable. The same is true for the single particle modeling when it is introduced in a
population balance framework. Even if multivariate formulations are employed, the full
complexity of the single particle models can hardly be transferred to the population bal-
ance. On the other hand these population balance models can more easily be employed
for process development, to address scale-up issues, and to perform process optimiza-
tion. For some of these tasks further model reduction of multivariate formulations to
one-dimensional representations may be necessary. Even a further model reduction to a
low order ordinary differential equation systems seems essential for real-time applica-
tions like model-based control (Chiu and Christofides, 1999; Shi et al., 2006).
Currently, there is no systematic way of integrating all these modeling methodologies
and process scale. However, many singular efforts have been made to address specific
integration problems.
First of all the population balance equation is a scale integration technique itself. It
links the behavior of the single particle to the behavior on the suspension scale. Despite
its wide-spread application and its successes, it remains questionable whether it will be
suitable for predictive modeling.
Some specific integration and reduction issues have also been covered in own con-
tributions. In section 4.5.2 a reduction of a bivariate population balance formulation
to a set of three one-dimensional population balance equations was presented. The in-
tegration of the single particle attrition model developed in section 3.3 was pursued in
section 4.5.3. A detailed analysis of the model reduction error of different variants of the
quadrature method of moments (QMOM) is given in Grosch et al. (2007). The derivation
of population balance models on the basis of the Monte-Carlo methods for aggregation
as presented in chapter 5 will be approached in future work.
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Molecular dynamics simulations for solid state processes are today mainly covered
in the computational physics and chemistry literature. As already mentioned in sec-
tion 3.1.3, one of the main problems is that the time scales accessible by molecular
dynamics simulations are in the order of a few nanoseconds. Recently, a method with
a potential to overcome this time scale problem has been presented. Instead of using
molecular dynamics simulations directly for the prediction of growth rates, Piana and
Gale (2005) used the molecular simulations only for the determination of transition rates
between different sites (crystalline, molecule at non-defective face, at step defect or at
kink defect and molecule in solution). These transition rates were then used as inputs
for kinetic Monte-Carlo simulations, which allow much larger time scales to be inves-
tigated. With this approach, Piana et al. (2005) were able to predict the morphology of
urea crystals grown from the different solvents (water and methanol) amazingly well.
The fully predictive modeling of agglomeration processes has been approached
by Simons et al. (2004) and Brunsteiner et al. (2005). They proposed experiments where
the agglomerative force for two crystals are investigated directly. This would be an im-
portant input for the derivation of predictive agglomeration kernels in the population
balance equation. Also they linked the agglomerative force to the molecular scale. By
molecular modeling the derived the force of agglomerative bonds in a predictive manner.
The results, however, have been confined to idealized surfaces so far.
The methodological integration problem does not only arise for crystallization and
is therefore of general importance. Other applications face similar problems. Gantt and
Gatzke (2006) investigated granulation processes. From detailed discrete element simu-
lation on the single particle level, they derived granular flow characteristics and coales-
cence efficiencies. These efficiencies then have been used in a multi-dimensional pop-
ulation balance formulation. Other non-population balance applications (liquid crystal
based biosensors, DNA flow through microdevices, and nanoassemblies), where molec-
ular information and their integration over the process scales are important, are discussed
by de Pablo (2005).
Eventually, models will be developed in a hierarchical manner. Depending on the
necessary modeling detail, molecular dynamics or discrete element simulations will
provide data for Monte-Carlo simulations, which in turn are the basis of multivariate
population balance model. These multivariate models will be further reduced towards
moment representations. The development of a seamless integration framework for the
methodologies mentioned and of model reduction techniques that are capable of quanti-
fying the introduced error is an endeavor that will keep a generation of researchers busy.
However, it would be an essential step towards predictive models.
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Chapter 7
Concluding remarks
7.1 Summary
This book presents and assesses modeling concepts for predictive crystallization model-
ing. The focus is on the influence of a proper representation of the crystal geometry and
its implications on modeling methodologies. The shape of crystals is not only relevant to
the properties of the final product but also affects process behavior. The model-based in-
vestigation of shape-dependent behavior has been hindered due to lack of computational
power and deficiencies of available modeling concepts. It is shown that the complex
characterization of particles and its use in process modeling is an emerging field with a
large potential for fundamental improvements in model predictiveness.
Specifically, a mechanistic single particle model for attrition is developed (see sec-
tion 3.3) on the basis of the model proposed by Gahn and Mersmann (1997). The model
determines the attrition volume generated after a defined collision of the particle with a
plate as a function of the impact energy. As it is fully based on mechanical properties
accessible in separate experiments, the model has predictive capabilities. Contrary to
the original model, the proposed model fully accounts for the impact and crystal geom-
etry. Although the complexity of the model equations is strongly increased compared
to the original approach, still a closed solution of the fundamental model is obtained.
The arising integral terms, however, are evaluated numerically. The results show that
the particle shape had a significant effect on the attrition volume. This is in accordance
to experimental observations. As the impact geometry is hardly accessible by experi-
ment, statistical averaging over the different impact conditions is used to compare the
model predictions to experimental data. The comparison to experimental results show
the superiority of the presented over the existing model. The model is therefore an im-
portant building block for developing a predictive process model, which additionally had
to include hydrodynamic effects and stirrer geometry.
To transfer this shape-dependent behavior to the process scale, a bivariate population
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balance model representing attrition and particle growth is developed in section 4.5.3. To
the author’s best knowledge, this is the first process model proposed that mechanistically
addresses the known crystal round-off caused by attrition and the associated change in
process behavior. The model also illustrates the complexity of bivariate population bal-
ance models. The procedure to obtain a consistent multivariate problem formulation is
exemplified by means of the attrition process model in some detail. As any multivari-
ate population balance model also the proposed bivariate attrition model is numerically
challenging. For numerical solution, a state of the art high-resolution methods is em-
ployed. The results support the positive evaluation of these techniques in the recent
literature.
To avoid the numerical solution of multivariate population balance formulations,
model reduction techniques can be employed. In section 4.5.2, a model reduction based
on formal dimensional reduction is presented. By integrating over one of the particle
state space coordinates, the dimensionality of the problem is reduced. Contrary to previ-
ous approaches, not only the average information of the reduced coordinate is preserved
but also dispersity information. The case study investigates bi-directionally growing
crystals. The resulting reduced model comprises only three coupled one-dimensional
population balance equations. Because of the deliberately chosen simplicity of the case
study, an analytical solution of the process model is possible. Comparison of the results
obtained from the reduced model and the analytical solution yields very good agree-
ment. The presented model reduction technique may prove to be useful for model-based
control applications and for parameter identification.
For agglomerated crystals a proper geometrical characterization is even more chal-
lenging than for single crystals. Nevertheless, the agglomerate structure can have sig-
nificant impact on the process behavior. A realistic representation of an agglomerate
geometry in the framework of deterministic population balance modeling is impossible
because of the large number of particle state space coordinates needed. To overcome the
identified and inherent limitations of multivariate population balance modeling, stochas-
tic modeling techniques are increasingly employed. In chapter 5, a hierarchical particle
characterization is presented. Making use of concepts from computational geometry,
substitution systems for the agglomerates are constructed. This substitution systems
have a much lower complexity and therefore allow the efficient simulation of aggre-
gation events in an Monte-Carlo modeling framework. As the development focusses
mainly on the derivation of a suitable characterization, the actual aggregation model
still relies on many assumptions, which renders comparison of the current results to ex-
perimental data infeasible. Nevertheless, the results already show that shape-dependent
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effects and qualitatively reasonable process behavior are obtained. Also the obtained ag-
glomerate structures are obviously capable of reflecting typical structures known from
microscopic analysis. Thus, the characterization seems to be highly promising for devel-
oping predictive models that account for the agglomerate structure in a detailed manner.
In chapter 6, the modeling methodologies available for crystallization are assessed
with respect to their potential for predictive modeling. The discussed modeling tech-
niques comprise the ones used in this work like single particle modeling, deterministic
population balance modeling, and stochastic modeling as well as emerging molecular
dynamics simulations. Because of different limiting factors, it is concluded that none of
these techniques alone has the potential to provide predictive models. The integration
of the modeling methodologies is discussed and is identified as a key issue in future
development.
7.2 Conclusions and perspectives
The variety of different modeling concepts makes an overall conclusion quite difficult.
Therefore, many model or method specific conclusions have already been drawn in the
respective sections. Generally, the predictive modeling of crystallization and disperse-
phase processes in general is in its infancy. One might argue whether it is reasonable
to already start with modeling although the physical basics are not fully recovered and
yet difficult to access experimentally. On the other hand fluid phase process modeling
would probably not have the same degree of predictiveness if not appropriate modeling
and numerical solution techniques were investigated from very early on. Such modeling
frameworks can provide valuable insight for experimentation. Not only that model-
based experimental design Marquardt (2005) can be envisioned. More fundamentally,
the given model structures define what experimental data are actually needed in the
first place. Fundamental advancements can only be obtained by iterative progress in
modeling and experimental techniques. Thus, for predictive modeling more needs to
be done than fitting semi-empirical macroscopic equations. Considering the differences
in the particular crystallization phenomena, it seems inevitable to chose different mod-
eling methodologies for the respective phenomena. Even though there are identified
preferences, it is still not perfectly clear, which methodology is appropriate for which
phenomenon. However, it seems obvious that there will be no single methodology cov-
ering all phenomena equally well. Therefore, integration of methodology will become
an indispensable challenge that should be faced in future research.
The prominent and prevailing role of deterministic population balance modeling
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probably will not hold for predictive modeling. Or to put it as a provocative statement:
In the current use, the one-dimensional population balance equation is more a high-level
correlation tool than an actual modeling tool. Population balance alone is not suitable
for predictive modeling of crystallization. It rather will be an integrated part of a whole
hierarchy of models ranging from molecular dynamics via discrete elements to multi-
variate population balance models towards strongly reduced formulations. In the future
the population balance equation will be seen more as a reduced model of a more complex
formulation. Obviously, the population balance equation has highly convenient features.
The fact that the deterministic population balance modeling is equation-based allows its
more or less straightforward use in classical process systems engineering concepts like
model-based process control. Population balance modeling therefore will remain an es-
sential part of the engineering tool box. However, for predictive modeling this tool box
needs to be extended.
The research presented in this contribution shows many evidences that the lack
of predictive models for crystallization can at least partially be attributed to an over-
simplification in terms of particle characterization for modeling. In the presented case
studies particle shape significantly contributes to the process behavior. The complex
behavior of particulate processes will only be represented appropriately if we face the
challenge of more complex models than we use them today. When it comes to predictive
modeling of particulate processes size matters but so does shape.
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Appendix A
Method of moments
for the domain of ψ
Appendix A presents some detailed derivation of the model reduction procedure pre-
sented in section 4.5.2.3. First the integration over the domain of ψ is performed for the
various terms. Ωv and Ωψ represent the domain of v and ψ for which the integrals are
evaluated, respectively.
Accumulation term:
∫
Ωψ
ψj
∂φ (v, ψ, t)
∂t
dψ =
∂Mj
∂t
. (A.1)
Convection (growth) term in v:
∫
Ωψ
ψjGv
∂φ
∂v
dψ =
∫
Ωψ
ψj
(
ψ2Gl1 + 2vψ
−1Gl2
) ∂φ (v, ψ, t)
∂v
dψ
= Gl1
∫
Ωψ
ψj+2
∂φ (v, ψ, t)
∂v
dψ + 2vGl2
∫
Ωψ
ψj−1
∂φ (v, ψ, t)
∂v
dψ
= Gl1
∂
∫
Ωψ
ψj+2φ (v, ψ, t) dψ
∂v
+ 2vGl2
∂
∫
Ωψ
ψj−1φ (v, ψ, t) dψ
∂v
= Gl1
∂Mj+2
∂v
+ 2vGl2
∂Mj−1
∂v
. (A.2)
∫
Ωψ
ψjφ (v, ψ, t)
∂Gv
∂v
dψ =
∫
Ωψ
ψjφ (v, ψ, t)
(
2ψ−1Gl2
)
dψ
= 2Gl2
∫
Ωψ
ψj−1φ (v, ψ, t) dψ
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= 2Gl2Mj−1 . (A.3)
Convection (growth) in ψ:
∫
Ωψ
ψjGψ
∂φ
∂ψ
dψ =
∫
Ωψ
ψj (Gl2)
∂φ (v, ψ, t)
∂ψ
dψ
= Gl2
∫
Ωψ
ψj
∂φ (v, ψ, t)
∂ψ
dψ
= Gl2
([
ψjφ (v, ψ, t)
]
Ωψ
−
∫
Ωψ
jψj−1φ (v, ψ, t) dψ
)
= −jGl2Mj−1 . (A.4)
∫
Ωψ
ψjφ (v, ψ, t)
∂Gψ
∂ψ
dψ = 0 . (A.5)
A.1 Recursion formula for higher order moments
Using the ansatz in equation (4.44), the moments of orders larger than 2 can be calculated
by the recursion formula derived in the following:
Mi =
∫ ∞
−∞
ψi
a
ζ
√
2pi
e
− (ψ−ψ)
2
2ζ2 dψ
=
a
ζ
√
2pi
∫ ∞
−∞
ψie
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2
2ζ2 dψ
=
a
ζ
√
2pi
{[
ψi+1
i+ 1
e
− (ψ−ψ)
2
2ζ2
]∞
−∞
+
∫ ∞
−∞
ψi+1
i+ 1
(
ψ − ψ
)
ζ2
e
− (ψ−ψ)
2
2ζ2 dψ

=
1
(i+ 1)ζ2
∫ ∞
−∞
(
ψi+2 − ψi+1ψ
) a
ζ
√
2pi
e
− (ψ−ψ)
2
2ζ2 dψ
=
1
(i+ 1)ζ2
(
Mi+2 − ψMi+1
)
. (A.6)
(i+ 1)ζ2Mi = Mi+2 − ψMi+1 . (A.7)
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If ζ and ψ are recasted to be formulated in terms of the moments M0, M1, and M2
by means of equations (4.45)-(4.47), both variables can be replaced in equation (A.7):
(i+ 1)
(
M2
M0
−
(
M1
M0
)2)
Mi = Mi+2 − M1
M0
Mi+1 . (A.8)
Thus, the recursion formula is given by
M20 Mi+2 =
(
M0M1Mi+1 + (i+ 1)Mi
(
M2M0 −M21
))
. (A.9)
A.2 Matrices and vector for the reduced system
Using the defining equations for the moments (4.45)-(4.50) and their derivatives with
respect to v and t, proper recasting and collection of the terms leads to the following
matrices and vectors for the general formulation in equation (4.43).
A = v3

ψ ϕ 0(
ψ
2
+ ζ2
)
2ϕψ 2ϕζ(
3ψζ2 + ψ
3
)
3ϕ
(
ψ
2
+ ζ2
)
6ϕψζ
 . (A.10)
B•,1 =

(
ψGl1
(
3ζ2 + ψ
2
)
+ 2vGl2
)
Gl1
(
ψ
4
+ 6ψ
2
ζ2 + 3ζ4
)
+ 2vψGl2
ψGl1
(
ψ
4
+ 10ψ
2
ζ2 + 15ζ4
)
+ 2vGl2
(
ψ
2
+ ζ2
)
 , (A.11)
B•,2 =

3ϕGl1
(
ψ
2
+ ζ2
)
4ϕψGl1
(
ψ
2
+ 3ζ2
)
+ 2vϕGl2
5ϕGl1
(
ψ
4
+ 6ψ
2
ζ2 + 3ζ4
)
+ 4vϕψGl2
 , (A.12)
B•,3 =

6ϕψζGl1
12ϕζGl1
(
ψ
2
+ ζ2
)
20ϕψζGl1
(
ψ
2
+ 3ζ2
)
+ 4vϕζGl2
 . (A.13)
c =

−ϕψGl2
0
ϕGl2
(
ψ
2
+ ζ2
)
 . (A.14)
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Appendix B
Details on the proposed attrition model
Appendix B presents the details of the derivation of the attrition model presented in
section 3.3.3.2.
B.1 Derivation of the model equation
Starting point of the derivation is the condition posed by Rittinger’s law in equa-
tion (3.14). The integration of the left term and the right term is performed separately.
Introduction of the strain energy w from equation (3.11) in equation (B.1) and the radial
distanceR from equation (3.12) in equation (B.3), allows the integration of the left term:
2pi∫
0
Ω∫
0
∞∫
R(Θ,Φ,Ω,Ψ,w∗,a,ν)
wr2 sinΘdrdΘdΦ (B.1)
=
2pi∫
0
Ω∫
0
∞∫
R(Θ,Φ,Ω,Ψ,w∗,a,ν)
H2va
4
µ
γ(Θ,Φ,Ω,Ψ, ν)
1
r2
sinΘdrdΘdΦ (B.2)
=
H2va
4
µ
2pi∫
0
Ω∫
0
γ(Θ,Φ,Ω,Ψ, ν)
R(Θ,Φ,Ω,Ψ, w∗, a, ν)
sinΘdrdΘdΦ (B.3)
=
(w∗)1/4H
3
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v a3
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3
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2pi∫
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Ω∫
0
γ
3
4 (Ω,Ψ,Φ,Θ, ν) sinΘdΘdΦ (B.4)
=
(w∗)1/4H
3
2
v a3
µ
3
4
ξ 3
4
(Ω,Ψ, ν) . (B.5)
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Introducing the radial distance R from equation (3.12) in equation (B.6), the right term
evaluates to
2pi∫
0
Ω∫
0
(R(Θ,Φ,Ω,Ψ, w∗, a, ν))2 sinΘdΘdΦ (B.6)
=
Hva
2
√
w∗
√
µ
2pi∫
0
Ω∫
0
(γ(Ω,Ψ,Φ,Θ, ν))
1/2
sinΘdΘdΦ (B.7)
=
Hva
2
√
w∗
√
µ
ξ 1
2
(Ω,Ψ, ν) . (B.8)
Substituting the left and the right term in equation (3.14) by equation (B.5) and equa-
tion B.8, respectively, yields an equation for the critical strain energy that defines the
breakage plane:
w∗(Ω, a) =
(
Γ
Kr
)4/3 ( µ
H2va
4
)1/3 (ξ2(Ω,Ψ, ν)
ξ1(Ω,Ψ, ν)
)4/3
. (B.9)
Next, the characteristic length a of the plastic deformation zone is determined. Start-
ing from equation (3.15) and introducing the strain energy distribution w from equa-
tion (3.11) in equation (B.10) results in:
Ekin =
pi
3
Hva
3 sin2ΩcosΩ +
2pi∫
0
Ω∫
0
∞∫
a
wr2 sinΘdrdΘdΦ (B.10)
=
pi
3
Hva
3 sin2ΩcosΩ +
H2va
3
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·
2pi∫
0
Ω∫
0
γ(Ω,Ψ,Φ,Θ, ν) sinΘdΘdΦ(B.11)
= Hva
3
(
pi
3
sin2ΩcosΩ +
Hv
µ
ξ1(Ω,Ψ, ν)
)
. (B.12)
By rearranging equation (B.12), a can be expressed as function of Ekin:
a =
 Ekin
Hv
(
pi
3 sin
2ΩcosΩ + Hvµ ξ1(Ω,Ψ, ν)
)
1/3 . (B.13)
Introducing equations (B.13) and (B.9) in equation (3.12), the radial distanceR defin-
ing the breakage plane as a function of the polar angles Φ andΘ is a function of physical
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properties and cone/impact geometry:
R(Θ,Φ,Ω,Ψ, w∗, a, ν) =
(
H2va
4γ(Ω,Ψ,Φ,Θ, ν)
w∗µ
)1/4
(B.14)
⇒ R(Θ,Φ,Ω,Ψ, ν) = H
2/9
v (γ(Ω,Ψ,Φ,Θ, ν))1/4
µ1/3
(
Γ
Kr
)−1/3(ξ 1
2
(Ω,Ψ, ν)
ξ 3
4
(Ω,Ψ, ν)
)−1/3
 Ekin(
pi
3 sin
2ΩcosΩ + Hvµ ξ1(Ω,Ψ, ν)
)
4/9 . (B.15)
The attrition volume can eventually be calculated from its definition equation (3.16).
Introducing equation (B.15) in equation (B.17) yields equation (B.19), which is identical
with the result given in equation (3.17):
vatt =
2pi∫
0
Ω∫
0
R(Θ,Φ,Ω,Ψ,ν)∫
0
r2 sinΘdrdΘdΦ (B.16)
=
1
3
2pi∫
0
Ω∫
0
(R(Θ,Φ,Ω,Ψ, ν))
3
sinΘdΘdΦ (B.17)
=
1
3
(
Γ
Kr
)−1(ξ 1
2
(Ω,Ψ, ν)
ξ 3
4
(Ω,Ψ, ν)
)−1 Ekin(
pi
3 sin
2ΩcosΩ + Hvµ ξ1(Ω,Ψ, ν)
)
4/3 H2/3v
µ
2pi∫
0
Ω∫
0
(γ(Ω,Ψ,Φ,Θ, ν))3/4 sinΘdΘdΦ (B.18)
=
2
3
H
2/3
v
µ
(
Kr
Γ
)(
(ξ3/4(Ω,Ψ, ν))
2
2ξ 1
2
(Ω,Ψ, ν)
) Ekin(
pi
3 sin
2ΩcosΩ + Hvµ ξ1(Ω,Ψ, ν)
)
4/3 .(B.19)
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B.2 Full solution of the shape function γ
The full expression for the shape function γ used in section 3.3 is given here to show the
complexity of the resulting equation. The actual optimized code implemented in Matlab
has been automatically generated from the computer algebra package Maple. For the
Maple source files to determine this equation, please contact the author.
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Appendix C
Substitution system construction
C.1 Primary particles
By formulating appropriate constraints, the substitution system of point masses can be
constructed. The objective of the constraints is to uniquely define the 7 point masses
m
(i,j)
subst,k as well as their positions l
(i,j)
k on the respective axis. When the coordinate
system has its origin in the center of mass of the primary particle, it is obvious from
symmetry considerations that
m
(i,j)
pp,subst,k+3 = m
(i,j)
pp,subst,k , k = 1, 2, 3 , (C.1)
l
(i,j)
subst,k+3 = l
(i,j)
subst,k , k = {1, 2, 3} . (C.2)
In order for the substitution system to reflect the overall geometry, the locations of
the point masses are chosen to be in the center of the faces:
l
(i,j)
subst,k = l
(i,j)
k , k = {1, 2, 3} . (C.3)
Thus, the only remaining unknown variables are the substitution masses m(i,j)pp,subst,1,
m
(i,j)
pp,subst,2, m
(i,j)
pp,subst,3, and m
(i,j)
pp,subst,7. They are specified demanding a preservation
of the moment of inertia.
The moments of inertia J (i,j)k , k = {1, 2, 3}, of a cuboid with the mass m(i,j)pp for the
rotation around its center of mass with respect to the axes xk are given by
J
(i,j)
k =
1
12
m(i,j)pp
∑
h={1,2,3}\{k}
(
2 · l(i,j)h
)2
, k = {1, 2, 3} . (C.4)
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The moment of inertia of the substitution system of point massesm(i,j)pp,subs,k are given by
J
(i,j)
subst,k = 2
∑
h={1,2,3}\{k}
m
(i,j)
pp,subst,h
(
l
(i,j)
pp,subst,h
)2
= 2
∑
h={1,2,3}\{k}
m
(i,j)
pp,subst,h
(
l
(i,j)
h
)2
, k = {1, 2, 3} . (C.5)
Demanding that J (i,j)k = J
(i,j)
k,subst , k = {1, 2, 3}, leads to a linear system in
m
(i,j)
pp,subst,k , k = 1, 2, 3

J
(i,j)
1
J
(i,j)
2
J
(i,j)
3
 =

0
(
l
(i,j)
2
)2 (
l
(i,j)
3
)2(
l
(i,j)
1
)2
0
(
l
(i,j)
3
)2(
l
(i,j)
1
)2 (
l
(i,j)
2
)2
0


m
(i)
agg,subst,1
m
(i)
agg,subst,2
m
(i)
agg,subst,3
 , (C.6)
which has the trivial solution
m
(i,j)
pp,subst,k =
m
(i,j)
pp
6
, k = 1, 2, 3 . (C.7)
From the preservation of the total mass
7∑
k=1
m
(i,j)
pp,subst,k = m
(i,j)
pp , k = 1, 2, 3 , (C.8)
it follows thatm(i,j)pp,subst,7 = 0.
C.2 Agglomerate particles
The construction of the substitution system for the agglomerates is along the same lines
as for the primary particle. However, the symmetry assumptions do not necessarily
hold. From the maximum and minimum value of the all primary particle corners, the
locations specified by L(i)k , k = {1, . . . , 6} of the point masses are already known.
For the agglomerate i the remaining unknowns are the values of the 7 point masses
m
(i)
agg,subst,k , k = {1, . . . , 7}. For their determination, the preservation of the center of
mass (3 equations), the moment of inertia (3 equations), and the total mass (1 equation)
is demanded.
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The preservation of the center of mass yields
m
(i)
agg,subst,k+3L
(i)
k+3 = m
(i)
agg,subst,kL
(i)
k , k = {1, 2, 3} . (C.9)
The moments of inertia of the original agglomerate are calculated assuming that the
mass of the primary particles is concentrated in the origin of the respective primary
particle coordinate system:
J
(i)
k =
nagg∑
i=1
npp,i∑
j=1
m(i,j)pp

M (i,j) ·

0
0
0
1


T
· ek

2
, k = {1, 2, 3} , (C.10)
where ek is the unit vector in the direction of the axis k.
The moments of inertia of the agglomerate substitution system are fully equivalent
to equation (C.5). Preservation of the moments of inertia consequently leads to a linear
system inm(i)agg,subst,k , k = {1, 2, 3},

J
(i)
1
J
(i)
2
J
(i)
3
 =

0
(
L
(i)
2
)2 (
L
(i)
3
)2(
L
(i)
1
)2
0
(
L
(i)
3
)2(
L
(i)
1
)2 (
L
(i)
2
)2
0


m
(i)
agg,subst,1
m
(i)
agg,subst,2
m
(i)
agg,subst,3
 , (C.11)
which allows the computation of m(i)agg,subst,k , k = {1, 2, 3}. Equation (C.9) then yield
the massesm(i)agg,subst,k+3. Again the mass closure allows the computation of the seventh
mass point in the origin of the coordinate system:
m
(i)
agg,subst,7 = m
(i)
agg −
6∑
k=1
m
(i)
agg,subst,k . (C.12)
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