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Abstract: In this paper, an open problem is solved, for the stochastic optimal control prob-
lem with delay where the control domain is nonconvex and the diffusion term contains both
control and its delayed term. Inspired by previous results by Øksendal and Sulem [A maximum
principle for optimal control of stochastic systems with delay, with applications to finance. In
J. M. Menaldi, E. Rofman, A. Sulem (Eds.), Optimal control and partial differential equations,
ISO Press, Amsterdam, 64-79, 2000] and Chen and Wu [Maximum principle for the stochastic
optimal control problem with delay and application, Automatica, 46, 1074-1080, 2010], Peng’s
general stochastic maximum principle [A general stochastic maximum principle for optimal con-
trol problems, SIAM J. Control Optim., 28, 966-979, 1990] is generalized to the time delayed
case, which is called the global maximum principle. A new backward random differential equa-
tion is introduced to deal with the cross terms, when applying the duality technique. Comparing
with the classical result, the maximum condition contains an indicator function, in fact it is the
characteristic of the stochastic optimal control problem with delay. The multi-dimensional case
and a solvable linear-quadratic example are also discussed.
Keywords: Stochastic optimal control; stochastic differential delay equations; anticipated
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1 Introduction
The study of stochastic optimal control problems has been an important topic in recent years.
As one of the the main tools, Pontryagin’s type maximum principle has drawn special attention
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to the researchers. Since Fleming [12], a lot of results have been obtained (see [17], [4], [3], [27],
[35]). For stochastic optimal control problems with Itoˆ’s type stochastic differential equations
(SDEs for short), Kushner [17] and Bismut [4] proposed the definition of the adjoint processes.
Bensoussan [3] gave the local maximum principle where either the control domain is convex or
the diffusion term contains control variable with nonconvex control domain. Until 1990, Peng
[27] proved the global maximum principle for the stochastic optimal control problem, applying
the second-order spike variational technique of the optimal control and the second-order adjoint
backward stochastic differential equation (BSDE for short). Systematically, Yong and Zhou [35]
summarized these context.
In the above results, the states of the controlled systems only depend on the value of the cur-
rent time. However, the development of some random phenomena in the real world depends not
only on their current value, but also on their past history. Such past-dependence characteristic
should be characterized by SDEs depending on the past, which are called stochastic differential
delay equations (SDDEs for short). More detailed research about SDDEs can be referred to
Mohammed [22, 23], Mao [20], and Kushner [18]. Due to their wide applications in information
science, engineering and finance (see [24], [2], [16], [7], [11], [21], [29], [38], etc.), the study of
SDDEs has become a hot issue in modern research.
In the meanwhile, the delayed response brings many difficulties to study the stochastic control
problems with delay, not only the corresponding problems become infinite dimensional ones, but
also tools such as Itoˆ’s formula to deal with the delay terms are absence so far. Øksendal and
Sulem [24] studied a class of stochastic optimal control problem with delay. In their model, not
only the current value but also the average value of the past duration will affect the growth of
wealth at current time. Due to the particularity of the selected models, they could reduce the
infinite dimensional problem into a finite dimensional one and obtain the sufficient maximum
principle. Chen and Wu [7] discussed the stochastic control system involving both delays in
the state variable and the control variable with convex control domain, and they derived the
local maximum principle by an anticipated backward stochastic differential equation (ABSDE for
short) as the adjoint equation, where the ABSDE was first introduced by Peng and Yang [28]
in 2009. Recent progress for stochastic optimal control problems with delay, please refer to [25],
[36], [8], [10], [1], [39], [31], [37], [32], [13], [19], [33] and the references therein.
Inspired by [27], [24] and [7], in this paper we derived the global maximum principle for a
stochastic optimal control problem with delay. In our model, the drift and diffusion terms of the
controlled system, and the running cost term of the cost functional could contain both the delay
terms of the state and control variables, and the control domain is nonconvex. The contribution
and innovation of this paper can be summarized as follows.
• The model in this paper is general, which covers the following special cases in the literatures:
(1) Problems without delay, the control domain is convex and the diffusion term is control
dependent (see Bensoussan [3]). (2) Problems without delay, the control domain is nonconvex
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and the diffusion term is control independent (see Bensoussan [3]). (3) Problems without delay,
the control domain is nonconvex (see Peng [27], Yong and Zhou [35]). (4) Problems with
delay, the control domain is convex, the diffusion term is both control and control delay terms
dependent, and the running cost term is state delay term independent (see Chen and Wu [7]).
(5) Problems with delay, the control domain is nonconvex, the drift, diffusion and running cost
terms are control delay terms independent (see Guatteri and Masiero [13]). It is worth to point
that the authors of [13] themselves declare that there is a mistake in their paper.
• The problem is open for over a decade, since there exist fatal, technical difficulties when
applying the spike variational method of Peng [27] to the problem with delay. In fact, the
key difficulty is how to deal with the cross term of state and state delay term appearing in
the variational inequality. In this paper, we overcome the difficulty and solve the problem by
introducing a new adjoint process K(·) which satisfies a backward random differentia equation
(BRDE for short) (see (4.3) or (5.3)), which plays an important role in obtaining the indis-
pensable estimation (see (4.13) or (5.4)). Comparing with some existing results, the maximum
condition contains an indicator function (see (4.15) or (5.6)), which is a natural characteristic
of the stochastic optimal control problem with delay.
• Some estimations are given for the solution to the SDDEs, for the completeness of the
content, which are supplement of existing results in the literature.
The rest of this paper is organized as follows. In Section 2, some preliminary results concern-
ing the SDDEs and ABSDEs are presented. In Section 3, the stochastic optimal control problem
with delay is formulated and the variational inequality is given. Section 4 mainly focuses on the
adjoint equations and the global maximum principle. In section 5, the corresponding results are
extended to the multi-dimensional case. In section 6, an linear quadratic (LQ for short) example
is solved using the previous results. Finally, some concluding remarks are given in Section 7.
2 Preliminaries
In this section, we first present some preliminary results concerning the SDDE and ABSDE.
Suppose that (Ω,F , {Ft},P) is a complete filtered probability space and {Ft}t≥0 is generated
by the d-dimensional standard Brownian motion {B(t)}t≥0. Let E denote the mathematical
expectation with respect to the probability P and T > 0 be a given finite time duration.
For some Euclidean space Rn, we first define some spaces which will be used later:
C([0, T ];Rn) :=
{
Rn-valued continuous funciton φ(t); sup
0≤t≤T
|φ(t)| <∞
}
,
L2([0, T ];Rn) :=
{
Rn-valued funciton φ(t);
∫ T
0
|φ(t)|2 <∞
}
,
L2(Ft;R
n) :=
{
Rn-valued Ft-measurable random variable ξ;E|ξ(t)|
2 <∞
}
, t ∈ [0, T ],
3
L2F ([0, T ];R
n) :=
{
Rn-valued Ft-adapted process φ(t) ≡ φ(t, ω);E
∫ T
0
|φ(t)|2dt <∞
}
,
S2F ([0, T ];R
n) :=
{
Rn-valued Ft-adapted process φ(t) ≡ φ(t, ω);E
[
sup
0≤t≤T
|φ(t)|2
]
<∞
}
.
Consider the following SDDE:{
dX(t) = b(t,X(t),X(t − δ))dt + σ(t,X(t),X(t − δ))dB(t), t ≥ 0,
X(t) = ϕ(t), t ∈ [−δ, 0],
(2.1)
where δ > 0 is a given finite time delay, ϕ ∈ C([−δ, 0];R) is the given initial path of the state
X(·). b : [0, T ]×Rn ×Rn → Rn, σ : [0, T ] ×Rn ×Rn → Rn×d are given functions satisfying:
(H1) |b (t, x, x′)− b (t, y, y′)|+ |σ (t, x, x′)− σ (t, y, y′)| ≤ D(|x− y|+ |x′ − y′|), ∀x, x′, y, y′ ∈
Rn, t ∈ [0, T ], for some constant D > 0;
(H2) sup0≤t≤T (|b(t, 0, 0)| + |σ(t, 0, 0)|) < +∞.
By Theorem 2.2 of Chen and Wu [7], we have the following result.
Proposition 2.1. Suppose (H1) and (H2) hold, let ϕ : Ω → C([−δ, 0];Rn) is F0-measurable
and E
[
sup
−δ≤t≤0
|ϕ(t)|2
]
<∞. Then SDDE (2.1) admits a unique continuous Ft-adapted solution
X(·) ∈ S2F ([0, T ];R
n).
In the following, an estimate for the solution to the SDDE (2.1) is given. Since it is funda-
mental in proving Lemma 4 and the main theorem of this paper, the detailed proof is given.
Lemma 2.1. Suppose (H1) and (H2) hold, let ϕ : Ω → C([−δ, 0];Rn) is F0-measurable and
E
[
sup
−δ≤t≤0
|ϕ(t)|2
]
< ∞. Then for p ≥ 2, the solution to SDDE (2.1) satisfies the following
estimate:
E
[
sup
0≤t≤T
|X(t)|p
]
≤ CE
[( ∫ T
0
|b(r, 0, 0)|dr
)p
+
(∫ T
0
|σ(r, 0, 0)|2dr
) p
2
+ sup
−δ≤r≤0
|ϕ(r)|p
]
,
(2.2)
where C ≡ C(δ, T,D, p) is a constant depends on δ, T,D, p.
Proof. By (H1) and Burkholder-Davis-Gundy’s inequality, we have
E
[
sup
0≤t≤T
|X(t)|p
]
≤ C(p)E
(∫ T
0
|b(r,X(r),X(r − δ))|dr
)p
+ C(p)E
(∫ T
0
|σ(r,X(r),X(r − δ))|2dr
)p
2
+C(p)E|X(0)|p
≤ C(p)E|X(0)|p + C(p)E
(∫ T
0
(
|b(r, 0, 0)| +D|X(r)|+D|X(r − δ)|
)
dr
)p
+ C(p)E
(∫ T
0
(
|σ(r, 0, 0)| +D|X(r)|+D|X(r − δ)|
)2
dr
)p
2
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≤ C(p)E|X(0)|p + C(p)E
(∫ T
0
|b(r, 0, 0)|dr
)p
+ C(p)E
(∫ T
0
|σ(r, 0, 0)|2dr
) p
2
+ C(p,D, T )E
∫ T
0
|X(r)|pdr + C(p,D, T )E
∫ T
0
|X(r − δ)|pdr.
Noting
E
∫ T
0
|X(r − δ)|pdr = E
∫ T−δ
−δ
|X(r)|pdr ≤ δE
[
sup
−δ≤r≤0
|ϕ(r)|p
]
+ E
∫ T
0
|X(r)|pdr,
hence we obtain
E
[
sup
0≤t≤T
|X(t)|p
]
≤ C(p,D, T, δ)E
[
sup
−δ≤r≤0
|ϕ(r)|p
]
+ C(p)E
(∫ T
0
|b(r, 0, 0)|dr
)p
+ C(p)E
(∫ T
0
|σ(r, 0, 0)|2dr
) p
2
+ C(p,D, T )E
∫ T
0
|X(r)|pdr.
Applying Gronwall’s inequality, the proof of (2.2) is completed.
Let R+ be space of real numbers not less than zero. We consider the following ABSDE:{
−dY (t) = f
(
t, Y (t), Z(t), Y (t+ κ(t)), Z(t + ζ(t))
)
dt− Z(t)dB(t), t ∈ [0, T ],
Y (t) = µ(t), Z(t) = ν(t), t ∈ [T, T +K].
(2.3)
In the above, terminal conditions µ(·) ∈ S2F ([T, T +K];R
m) and ν(·) ∈ L2F
(
[T, T +K];Rm×d
)
are given, κ(·) and ζ(·) are given R+-valued functions defined on [0, T ] satisfying:
(H3) (i) There exists a constantK ≥ 0 such that for all s ∈ [0, T ], s+κ(s) ≤ T+K, s+ζ(s) ≤
T +K;
(ii) There exists a constant L ≥ 0 such that for all t ∈ [0, T ] and for all nonnegative and
integrable function g(·), ∫ T
t
g(s+ κ(s))ds ≤ L
∫ T+K
t
g(s)ds,∫ T
t
g(s+ ζ(s))ds ≤ L
∫ T+K
t
g(s)ds.
We impose the following conditions to the generator of ABSDE (2.3):
(H4) f(s, ω, y, z, κ, ζ) : Ω ×Rm ×Rm×d × L2F ([s, T +K];R
m) × L2F ([s, T +K];R
m×d) →
L2(Fs;R
m) for all s ∈ [0, T ] and E
[ ∫ T
0 |f(s, 0, 0, 0, 0)|
2ds
]
< +∞.
(H5) There exists a constant C > 0 such that for all s ∈ [0, T ], y, y′ ∈ Rm, z, z′ ∈
Rm×d, κ, κ′ ∈ L2F ([s, T +K];R
m) , η, η′ ∈ L2F
(
[s, T +K];Rm×d
)
, r, r′ ∈ [s, T +K], we have
∣∣f (s, y, z, κr, ηr′)− f (s, y′, z′, κ′r, η′r′)∣∣ ≤ C (∣∣y − y′∣∣+ ∣∣z − z′∣∣+ EFs [∣∣κr − κ′r∣∣+ ∣∣ηr′ − η′r′∣∣]) ,
where EFs [·] ≡ E[·|Fs] denotes the conditional expectation, for s ≥ 0.
The following result can be found in Peng and Yang [28].
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Proposition 2.2. Let (H3), (H4) and (H5) hold. Then for given µ(·) ∈ S2F ([T, T +K];R
m)
and ν(·) ∈ L2F
(
[T, T +K];Rm×d
)
, the ABSDE (2.3) admits a unique Ft-adapted solution pair
(Y (·), Z(·)) ∈ S2F ([0, T +K];R
m)× L2F
(
[0, T +K];Rm×d
)
.
Remark 2.1. Note that the ABSDE (2.3) is in a more general form with time-dependent delay
terms κ(·), ζ(·), comparing with the SDDE (2.1) where only constant pointwise delay δ is con-
sidered. In fact, the ABSDEs introduced in our stochastic optimal control problem with delay in
the next section are some special cases of (2.3). We leave the result of [28] untouched for the
readers’ convenience.
3 Problem formulation and variational inequality
In this section, we formulate the problem which will be studied and apply the spike variation
technique to give the variational inequality.
Suppose U ⊆ Rk is nonempty and nonconvex, let δ > 0 be a given constant time delay
parameter, we consider the following stochastic control system with delay:

dX(t) = b(t,X(t),X(t − δ), v(t), v(t − δ))dt
+ σ(t,X(t),X(t − δ), v(t), v(t − δ))dB(t), t ≥ 0,
X(t) = ϕ(t), v(t) = η(t), t ∈ [−δ, 0],
(3.1)
along with the cost functional
J(v(·)) = E
[ ∫ T
0
l(t,X(t),X(t − δ), v(t), v(t − δ))dt + h(x(T ))
]
, (3.2)
where b : [0, T ]×Rn×Rn×U×U→ Rn, σ : [0, T ]×Rn×Rn×U×U→ Rn×d, l : [0, T ]×Rn
×Rn ×U×U→ R and h : Rn → R are given functions.
We define the admissible controls set as follows:
Uad :=
{
v(·)
∣∣v(·) is a U-valued, square-integrable, Ft-predictable process}.
Our object is to find a control u(·) over Uad such that (3.1) is satisfied and (3.2) is mini-
mized. Any u(·) ∈ Uad that achieves the above infimum is called an optimal control and the
corresponding solution x(·) is called the optimal trajectory. (u(·), x(·)) is called an optimal pair.
Throughout the paper, we impose the following assumptions.
(A1) (i) The functions b = b(t, x, xδ , v, vδ), σ = σ(t, x, xδ , v, vδ) are twice continuously
differentiable with respect to (x, xδ) and their partial derivatives are uniformly bounded.
(ii) There exists a constant C such that for φ = b, σ,
|φ(t, x, xδ , v, vδ)| ≤ C(1 + |x|+ |xδ|), ∀x, xδ ∈ R
n, v, vδ ∈ U, t ≥ 0.
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(iii) The function ϕ : Ω → C([−δ, 0];Rn) is F0-measurable and E
[
sup
−δ≤t≤0
|ϕ(t)|2
]
< ∞.
Meanwhile, the function η : Ω→ L2([−δ, 0];Rk) is F0-measurable and E
∫ 0
−δ
|η(t)|2dt <∞.
(iv) b, bx, bxδ , bxx, bxδxδ , bxxδ , σ, σx, σxδ , σxx, σxδxδ , σxxδ are continuous in (x, xδ , v, vδ).
Under (A1), for any admissible control v(·), (3.1) admits a unique adapted solution x(·) ∈
S2F ([0, T ];R
n) by Proposition 2.1.
The so-called global maximum principle, is some necessary conditions such that any optimal
control should satisfies. In order to obtain it, we first introduce the variational equation, corre-
sponding to (3.1). Let u(·) be the optimal control and x(·) is the optimal trajectory. Since the
control domain is nonconvex, as Peng [27], we introduce the following spike variation of u(·).
Let us define uε(·) as follows, which is a perturbed admissible control of the form:
uε(t) =

u(t), t /∈ [τ, τ + ε],v(t), t ∈ [τ, τ + ε], for all t ∈ [0, T ], (3.3)
and xε(·) is the corresponding trajectory, where v(·) is any admissible control.
For simplicity of presentation, in the following we only discuss the one-dimensional case,
namely, n = k = d = 1. However, the multi-dimensional case can be obtained without any
difficulties, and we will present the corresponding results in Section 5.
We then introduce the first-order and second-order variational equations for x(·) as follows:

dx1(t) =
[
bx(t)x1(t) + bxδ(t)x1(t− δ) + ∆b(t)
]
dt
+
[
σx(t)x1(t) + σxδ(t)x1(t− δ) + ∆σ(t)
]
dB(t), t ≥ 0,
x1(t) = 0, −δ ≤ t ≤ 0,
(3.4)


dx2(t) =
[
bx(t)x2(t) + bxδ(t)x2(t− δ) +
1
2
bxx(t)|x1(t)|
2 +
1
2
bxδxδ(t)|x1(t− δ)|
2
+ bxxδ(t)x1(t)x1(t− δ)
]
dt
+
[
σx(t)x2(t) + σxδ(t)x2(t− δ) +
1
2
σxx(t)|x1(t)|
2 +
1
2
σxδxδ(t)|x1(t− δ)|
2
+ σxxδ(t)x1(t)x1(t− δ)) + ∆σx(t)x1(t) + ∆σxδ(t)x1(t− δ)
]
dB(t), t ≥ 0,
x2(t) = 0, −δ ≤ t ≤ 0,
(3.5)
where we denote Θ(t) ≡ (x(t), x(t − δ), u(t), u(t − δ)) for simplicity and

bx(t) = bx(t,Θ(t)), bxδ(t) = bxδ(t,Θ(t)), bxx(t) = bxx(t,Θ(t)), bxxδ(t) = bxxδ(t,Θ(t)),
bxδxδ(t) = bxδxδ(t,Θ(t)), ∆b(t) = b(t, x(t), x(t − δ), u
ε(t), uε(t− δ)) − b(t,Θ(t)),
∆bx(t) = bx(t, x(t), x(t− δ), u
ε(t), uε(t− δ))− bx(t,Θ(t)),
∆bxδ(t) = bxδ(t, x(t), x(t − δ), u
ǫ(t), uε(t− δ)) − bxδ(t,Θ(t)),
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and σx(t), σxδ (t), σxx(t), σxδxδ(t), σxxδ(t),∆σ(t),∆σx(t),∆σxδ(t) can be defined similarly.
Under the assumption (A1), (i-iii), the variation equations (3.4) and (3.5) admit a unique
solution x1(·), x2(·) ∈ S
2
F ([0, T ];R
n), respectively.
Note that the first variation equation (3.4) is different from (6) in Chen and Wu [7], where
the control domain U is convex. In fact, since in this paper U is nonconvex, the above two
variation equations (3.4) and (3.5) are similar to the classical ones (5) and (6) in Peng [27],
except for the cross terms like bxxδ , σxxδ in (3.5). We point out that the cross terms appear
naturally when we deal with the stochastic optimal control problem with delay, when applying
the second-order Taylor’s expansion to the state variable X(·) along the optimal trajectory x(·).
In the following, we introduce some estimates and their proofs are given since they are not
completely standard.
Lemma 3.1. Let assumption (A1) hold. Suppose x(·) is the optimal trajectory, xε(·) is the
trajectory corresponding to uε(·), then for any p ≥ 1,
E
[
sup
0≤t≤T
|xε(t)− x(t)|2p
]
= O(εp), (3.6)
E
[
sup
0≤t≤T
|x1(t)|
2p
]
= O(εp), (3.7)
E
[
sup
0≤t≤T
|x2(t)|
p
]
= O(εp), (3.8)
E
[
sup
0≤t≤T
|xε(t)− x(t)− x1(t)|
2p
]
= o(εp), (3.9)
E
[
sup
0≤t≤T
|xε(t)− x(t)− x1(t)− x2(t)|
p
]
= o(εp). (3.10)
Proof. For the simplicity of presentations, let Eε = [τ, τ + ε]
⋃
[τ + δ, τ + δ + ε]. Noting when
t ∈ Eε, we have ∆b(t) 6= 0, etc. If we choose ε enough small, then |Eε| = 2ε. In the whole proof,
C > 0 is a generic constant, which change from line to line.
First, (3.6) can be proved by a standard argument, so we omit the details. Next, recall
Lemma 2.1, applying the assumption (A1) (ii), we obtain
E
[
sup
0≤t≤T
|x1(t)|
2p
]
≤ CE
(∫ T
0
|∆b(t)|dt
)2p
+ CE
(∫ T
0
|∆σ(t)|2dt
)p
≤ CE
(∫
Eε
[
1 + |x(t)|+ |x(t− δ)|+ |xε(t)|+ |xε(t− δ)|
]
dt
)2p
+ CE
(∫
Eε
[
1 + |x(t)|+ |x(t− δ)| + |xε(t)|+ |xε(t− δ)|
]2
dt
)p
≤ C(εp + ε2p)E
[
1 + sup
−δ≤t≤T
|x(t)|2p + sup
−δ≤t≤T
|xε(t)|2p
]
≤ C(εp + ε2p)E
[
1 + sup
−δ≤t≤0
|ϕ(t)|2p
]
= O(εp).
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By (2.2), the proof of (3.7) is completed. Similarly, with assumption (A1) (i), we deduce
E
[
sup
0≤t≤T
|x2(t)|
p
]
≤ CE
(∫ T
0
∣∣∣1
2
bxx(t)|x1(t)|
2 +
1
2
bxδxδ(t)|x1(t− δ)|
2 + bxxδ(t)x1(t)x1(t− δ)
∣∣∣dt)p
+ CE
(∫ T
0
∣∣∣1
2
σxx(t)|x1(t)|
2 +
1
2
σxδxδ(t)|x1(t− δ)|
2 + σxxδ(t)x1(t)x1(t− δ)
+ ∆σx(t)x1(t) + ∆σxδ(t)x1(t− δ)
∣∣∣2dt)
p
2
≤ CE
[
sup
−δ≤t≤T
|x1(t)|
2p
]
+ CE
[
sup
0≤t≤T
|x1(t)|
p
(∫ T
0
|∆σx(t)|
2dt
) p
2
]
+ CE
[
sup
−δ≤t≤T
|x1(t)|
p
( ∫ T
0
|∆σxδ(t)|
2dt
) p
2
]
≤ Cεp + Cε
p
2 ε
p
2 = Cεp.
Thus (3.8) holds. In the following, we try to prove (3.9) and (3.10). Write
ξ(t) := xε(t)− x(t)− x1(t), η(t) := ξ(t)− x2(t),
then ξ(·) and η(·) satisfy the following SDDEs, respectively:

dξ(t) =
{
bx(t)ξ(t) + bxδ(t)ξ(t− δ) +
[
bθx(t)− bx(t)
]
(xε(t)− x(t))
+
[
bθxδ(t)− bxδ(t)
]
(xε(t− δ) − x(t− δ))
}
dt
+
{
σx(t)ξ(t) + σxδ(t)ξ(t− δ) +
[
σθx(t)− σx(t)
]
(xε(t)− x(t))
+
[
σθxδ(t)− σxδ(t)
]
(xε(t− δ) − x(t− δ))
}
dB(t), t ≥ 0,
ξ(t) = 0, t ∈ [−δ, 0],
(3.11)
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

dη(t) =
{
bx(t)η(t) + bxδ(t)η(t− δ) + ∆bx(t)(x
ε(t)− x(t))
+ ∆bxδ(t)(x
ε(t− δ)− x(t− δ)) + b˜xx(t)
[
|xε(t)− x(t)|2 − |x1(t)|
2
]
+
[
b˜xx(t)−
1
2
bxx(t)
]
|x1(t)|
2 +
[
2b˜xxδ(t)− bxxδ(t)
]
x1(t)x1(t− δ)
+
[
b˜xδxδ(t)−
1
2
bxδxδ(t)
]
|x1(t− δ)|
2
+ b˜xδxδ(t)
[
|xε(t− δ)− x(t− δ)|2 − |x1(t− δ)|
2
]
+ 2b˜xxδ (t)
[
(xε(t)− x(t))(xε(t− δ)− x(t− δ)) − x1(t)x1(t− δ)
]}
dt
+
{
σx(t)η(t) + σxδ(t)η(t − δ) + ∆σx(t)ξ(t) + ∆σxδ(t)ξ(t− δ)
+ σ˜xx(t)
[
|xε(t)− x(t)|2 − |x1(t)|
2
]
+
[
σ˜xx(t)−
1
2
σxx(t)
]
|x1(t)|
2
+ σ˜xδxδ(t)
[
|xε(t− δ)− x(t− δ)|2 − |x1(t− δ)|
2
]
+
[
σ˜xδxδ(t)−
1
2
σxδxδ(t)
]
|x1(t− δ)|
2
+ 2σ˜xxδ (t)
[
(xε(t)− x(t))(xε(t− δ)− x(t− δ)) − x1(t)x1(t− δ)
]
+
[
2σ˜xxδ(t)− σxxδ(t)
]
x1(t)x1(t− δ)
}
dB(t), t ≥ 0,
η(t) = 0, t ∈ [−δ, 0],
(3.12)
where 

bθx(t) =
∫ 1
0
bx(t, x(t) + θ(x
ε(t)− x(t)), x(t− δ)
+ θ(xε(t− δ) − x(t− δ)), uε(t), uε(t− δ))dθ,
b˜xx(t) =
∫ 1
0
∫ 1
0
θbxx(t, x(t) + λθ(x
ε(t)− x(t)), x(t − δ)
+ λθ(xε(t− δ) − x(t− δ)), uε(t), uε(t− δ))dλdθ,
and bθxδ , σ
θ
x, σ
θ
xδ
, b˜xδxδ , b˜xxδ , σ˜xx, σ˜xδxδ , σ˜xxδ are similarly defined.
Applying Lemma 2.1, we get the following estimate with the assumption (A1) (iv):
E
[
sup
0≤t≤T
|ξ(t)|2p
]
≤ CE
(∫ T
0
∣∣(bθx(t)− bx(t))(xε(t)− x(t))
+ (bθxδ (t)− bxδ(t))(x
ε(t− δ)− x(t− δ))
∣∣dt)2p
+ CE
(∫ T
0
[
|σθx(t)− σx(t)|
2|xε(t)− x(t)|2
+ |σθxδ (t)− σxδ(t)|
2|xε(t− δ)− x(t− δ)|2
]
dt
)p
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≤ C
{
E
[
sup
0≤t≤T
|xε(t)− x(t)|4p
]} 1
2
{
E
[( ∫ T
0
|bθx(t)− bx(t)|dt
)4p
+
( ∫ T
0
|bθxδ(t)− bxδ(t)|dt
)4p]} 12
+ C
{
E
[
sup
0≤t≤T
|xε(t)− x(t)|4p
]} 1
2
{
E
[(∫ T
0
|σθx(t)− σx(t)|
2dt
)2p
+
( ∫ T
0
|σθxδ(t)− σxδ(t)|
2dt
)2p]} 12
= o(εp).
That is, (3.9) holds. Finally, noting the boundedness of all the partial derivatives, we have
E
(∫ T
0
|∆bx(t)(x
ε(t)− x(t))|dt
)p
≤ E
[
sup
0≤t≤T
|xε(t)− x(t)|p
( ∫ T
0
|∆bx(t)|dt
)p]
= o(εp).
For the same reason, we obtain
E
(∫ T
0
|∆bxδ(t)(x
ε(t− δ)− x(t− δ))|dt
)p
= o(εp),
E
(∫ T
0
|∆σx(t)ξ(t)|
2dt
) p
2
= o(εp), E
(∫ T
0
|∆σxδ(t)ξ(t− δ)|
2dt
) p
2
= o(εp).
Using (3.6) and (3.7), we get
E
(∫ T
0
b˜xx(t)
[
|xε(t)− x(t)|2 − |x1(t)|
2
]
dt
)p
≤ CE
(∫ T
0
ξ(t)
[
xε(t)− x(t) + x1(t))
]
dt
)p
≤ CE
{
sup
0≤t≤T
|ξ(t)|p
[
sup
0≤t≤T
|xε(t)− x(t)|p + sup
0≤t≤T
|x1(t)|
p
]}
= o(εp).
In the same way, we have
E
(∫ T
0
b˜xδxδ(t)
[
|xε(t− δ)− x(t− δ)|2 − |x1(t− δ)|
2
]
dt
)p
= o(εp),
E
(∫ T
0
|σ˜xx(t)|
2
[
|xε(t)− x(t)|2 − |x1(t)|
2
]2
dt
) p
2
= o(εp),
E
(∫ T
0
|σ˜xδxδ(t)|
2
[
|xε(t− δ)− x(t− δ)|2 − |x1(t− δ)|
2
]2
dt
) p
2
= o(εp).
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By (3.6), (3.7) and (3.9), we have
E
(∫ T
0
b˜xxδ(t)
[
(xε(t)− x(t))(xε(t− δ)− x(t− δ)) − x1(t)x1(t− δ)
]
dt
)p
≤ CE
(∫ T
0
[
ξ(t)(xε(t− δ) − x(t− δ)) + x1(t)ξ(t− δ)
]
dt
)p
≤ CE
[
sup
0≤t≤T
|ξ(t)|p sup
−δ≤t≤T
|xε(t)− x(t)|p
]
+ CE
[
sup
0≤t≤T
|x1(t)|
p sup
−δ≤t≤T
|ξ(t)|p
]
= o(εp),
and similarly
E
(∫ T
0
|σ˜xxδ(t)|
2
[
(xε(t)− x(t))(xε(t− δ)− x(t− δ)) − x1(t)x1(t− δ)
]2
dt
) p
2
= o(εp).
By the continuity of bxx, we deduce
E
(∫ T
0
[
b˜xx(t)−
1
2
bxx(t)
]
|x1(t)|
2dt
)p
≤ E
[
sup
0≤t≤T
|x1(t)|
2p
( ∫ T
0
[
b˜xx(t)−
1
2
bxx(t)
]
dt
)p]
= o(εp).
Using the same method, we get
E
(∫ T
0
[
2b˜xxδ(t)− bxxδ(t)
]
x1(t)x1(t− δ)dt
)p
= o(εp),
E
(∫ T
0
[
b˜xδxδ(t)−
1
2
bxδxδ(t)
]
|x1(t− δ)|
2dt
)p
= o(εp),
E
(∫ T
0
|σ˜xx(t)−
1
2
σxx(t)|
2|x1(t)|
4dt
) p
2
= o(εp),
E
(∫ T
0
|σ˜xδxδ(t)−
1
2
σxδxδ(t)|
2|x1(t− δ)|
4dt
) p
2
= o(εp),
E
(∫ T
0
|2σ˜xxδ(t)− σxxδ(t)|
2|x1(t)|
2|x1(t− δ)
2dt
) p
2
= o(εp).
According to all above estimates, by Lemma 2.1, the proof of (3.10) is completed.
Based on Lemma 3.1, from
J(v(·)) − J(u(·)) ≥ 0, for all v(·)) ∈ Uad,
we can obtain the variational inequality. The detail is omitted.
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Lemma 3.2. Let assumption (A1) hold. Suppose (u(·), x(·)) is an optimal pair, xε(·) is the
trajectory corresponding to uε(·) by (3.3), then the following variational inequality holds:
E
{∫ T
0
[
∆l(t) + lx(t)(x1(t) + x2(t)) + lxδ(t)(x1(t− δ) + x2(t− δ))
+
1
2
lxx(t)|x1(t)|
2 +
1
2
lxδxδ(t)|x1(t− δ)|
2 + lxxδ(t)x1(t)x1(t− δ)
]
dt
+ hx(x(T ))(x1(T ) + x2(T )) +
1
2
hxx(x(T ))|x1(T )|
2
}
≥ o(ε).
(3.13)
where ∆l, lx, lxδ , lxx, lxδxδ , lxxδ , hx, hxx are defined similarly as before.
4 Global maximum principle
Based on the results in the previous section, in this section we prove the global maximum
principle, for our stochastic optimal control problem with delay. Suppose u(·) is the optimal
control and uε(·) is the perturbed admissible control.
We introduce the following three adjoint equations:


−dp(t) =
{
bx(t)p(t) + σx(t)q(t) + lx(t) + E
Ft
[
bxδ(t+ δ)p(t + δ)
+ σxδ(t+ δ)q(t + δ) + lxδ(t+ δ)
]}
dt− q(t)dB(t), t ∈ [0, T ],
p(T ) = hx(x(T )), p(t) = 0, t ∈ (T, T + δ], q(t) = 0, t ∈ [T, T + δ].
(4.1)


−dP (t) =
{
2bx(t)P (t) + |σx(t)|
2P (t) + 2σx(t)Q(t) + bxx(t)p(t) + σxx(t)q(t) + lxx(t)
+ EFt
[
|σxδ(t+ δ)|
2P (t+ δ) + bxδxδ(t+ δ)p(t+ δ) + σxδxδ(t+ δ)q(t + δ)
+ lxδxδ(t+ δ)
]}
dt−Q(t)dB(t), t ∈ [0, T ],
P (T ) = hxx(x(T )), P (t) = 0, t ∈ (T, T + δ], Q(t) = 0, t ∈ [T, T + δ],
(4.2)


−dK(t) =
{
bxδ(t)P (t) + σx(t)σxδ (t)P (t) + σxδ(t)Q(t) + bxxδ(t)p(t)
+ σxxδ(t)q(t) + lxxδ(t)
}
dt, t ∈ [0, T ],
K(t) = 0, t ∈ [T, T + δ].
(4.3)
In the above, comparing (4.1) and (4.2) with (19) and (20) in Peng [27], we see that time-
advanced or time-anticipated terms such as EFt
[
bxδ(t+δ)p(t+δ)], etc., appear in the generators
of them. Thus, (4.1) and (4.2) are both ABSDEs. Since all the partial derivatives are uniformly
bounded, by Proposition 2.2, (4.1) and (4.2) admit unique solution pairs (p(·), q(·)) ∈ S2F ([0, T +
δ];R) × L2F ([0, T + δ];R) and (P (·), Q(·)) ∈ S
2
F ([0, T + δ];R) × L
2
F ([0, T + δ];R), respectively.
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Remark 4.1. We point out that, (4.1) and (4.2) are introduced to deal with terms like x1(·) +
x2(·) and |x1(·)|
2 in the variational equations (3.4) and (3.5), respectively. This is quite similar
as Peng [27] for the global maximum principle of stochastic optimal control problem without
delay. However, for the stochastic optimal control problem with delay, when deriving the global
maximum principle, we have to deal with the cross terms like x1(·)x1(· − δ) in the variational
equation (3.5). Thus, the additional adjoint process K(·) satisfying the BRDE (4.3), is intro-
duced, which is motivated by (2.8) of Øksendal and Sulem [24]. It plays an important role in
the derivation of our main theorem.
The following task is to give the global maximum principle. Since x1(t) = 0, t ∈ [−δ, 0] and
p(t) = q(t) = 0, t ∈ (T, T + δ], we have
E
∫ T
0
x1(t− δ)
[
bxδ(t)p(t) + σxδ(t)q(t)
]
dt
= E
∫ T−δ
−δ
x1(t)
[
bxδ(t+ δ)p(t+ δ) + σxδ(t+ δ)q(t + δ)
]
dt
= E
∫ T
0
x1(t)
[
bxδ(t+ δ)p(t+ δ) + σxδ(t+ δ)q(t+ δ)
]
dt
− E
∫ T
T−δ
x1(t)
[
bxδ(t+ δ)p(t+ δ) + σxδ(t+ δ)q(t+ δ)
]
dt
= E
∫ T
0
x1(t)
[
bxδ(t+ δ)p(t+ δ) + σxδ(t+ δ)q(t+ δ)
]
dt
− E
∫ T+δ
T
x1(t− δ)
[
bxδ(t)p(t) + σxδ(t)q(t)
]
dt
= E
∫ T
0
x1(t)E
Ft [bxδ(t+ δ)p(t+ δ) + σxδ(t+ δ)q(t+ δ)]dt.
Similarly, suppose lxδ (t) = 0 for t ∈ (T, T + δ], then we have
E
∫ T
0
lxδ(t)
[
x1(t− δ) + x2(t− δ)
]
dt = E
∫ T
0
E
Ft
[
lxδ (t+ δ)
]
[x1(t) + x2(t)]dt.
Applying Itoˆ’s formula to p(·)(x1(·) + x2(·)) +
1
2P (·)|x1(·)|
2 and substituting it into (3.13),
we obtain
E
{∫ T
0
[
∆l(t) + p(t)∆b(t) + q(t)∆σ(t) +
1
2
P (t)|∆σ(t)|2 + x1(t− δ)
[
q(t)∆σxδ(t)
+ P (t)σxδ(t)∆σ(t)
]
+ x1(t)
[
q(t)∆σx(t) + P (t)∆b(t) + P (t)σx(t)∆σ(t)
+Q(t)∆σ(t)
]
+ x1(t)x1(t− δ)
[
lxxδ(t) + bxδ(t)P (t) + σx(t)σxδ(t)P (t)
+ σxδ(t)Q(t) + bxxδ(t)p(t) + σxxδ(t)q(t)]
]
dt
}
≥ o(ε).
(4.4)
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Applying again Itoˆ’s formula to K(·)x1(·), we get for r ∈ [δ, T ],
K(r)x1(r)−K(δ)x1(δ)
=
∫ r
δ
{
− x1(t)
[
bxδ(t)P (t) + σx(t)σxδ(t)P (t) + σxδ(t)Q(t) + bxxδ(t)p(t)
+ σxxδ(t)q(t) + lxxδ(t)
]
+K(t)
[
bx(t)x1(t) + bxδ(t)x1(t− δ) + ∆b(t)
]}
dt
+
∫ r
δ
K(t)
[
σx(t)x1(t) + σxδ(t)x1(t− δ) + ∆σ(t)
]
dB(t)
=
∫ r−δ
0
{
− x1(t+ δ)
[
bxδ(t+ δ)P (t + δ) + σx(t+ δ)σxδ (t+ δ)P (t+ δ)
+ σxδ(t+ δ)Q(t + δ) + bxxδ(t+ δ)p(t+ δ) + σxxδ(t+ δ)q(t + δ) + lxxδ(t+ δ)
]
+K(t+ δ)
[
bx(t+ δ)x1(t+ δ) + bxδ(t+ δ)x1(t) + ∆b(t+ δ)
]}
dt
+
∫ r−δ
0
K(t+ δ)
[
σx(t+ δ)x1(t+ δ) + σxδ(t+ δ)x1(t) + ∆σ(t+ δ)
]
dB(t+ δ).
(4.5)
If K(t) = 0 for all t ∈ [0, T ], then (4.5) can be rewritten as
K(r − δ)x1(r − δ) −K(0)x1(0)
=−
∫ r−δ
0
x1(t+ δ)
[
bxδ(t+ δ)P (t+ δ) + σx(t+ δ)σxδ (t+ δ)P (t + δ) + σxδ(t+ δ)Q(t + δ)
+ bxxδ(t+ δ)p(t+ δ) + σxxδ(t+ δ)q(t+ δ) + lxxδ(t+ δ)
]
dt, δ ≤ r ≤ T.
(4.6)
Noting (3.4), we have
x1(r − δ) =
∫ r−δ
0
[
bx(t)x1(t) + bxδ(t)x1(t− δ) + ∆b(t)
]
dt
+
∫ r−δ
0
[
σx(t)x1(t) + σxδ(t)x1(t− δ) + ∆σ(t)
]
dB(t).
(4.7)
By (4.6), (4.7), applying Itoˆ’s formula to
[
K(·)x1(·)
]
x1(·) and putting K(t) = 0, t ∈ [0, T ] into
it, we get
0 =−
∫ r−δ
0
x1(t)x1(t+ δ)
[
bxδ(t+ δ)P (t+ δ) + σx(t+ δ)σxδ (t+ δ)P (t + δ)
+ σxδ(t+ δ)Q(t + δ) + bxxδ(t+ δ)p(t+ δ) + σxxδ(t+ δ)q(t + δ) + lxxδ(t+ δ)
]
dt.
Now choose r = T and recall x1(t− δ) = 0 for t ∈ [0, δ], we can derive
0 =−
∫ T
0
x1(t)x1(t− δ)
[
bxδ(t)P (t) + σx(t)σxδ(t)P (t) + σxδ(t)Q(t)
+ bxxδ(t)p(t) + σxxδ(t)q(t) + lxxδ(t)
]
dt.
(4.8)
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Substituting (4.8) into (4.4), we obtain
E
∫ T
0
{
∆l(t) + p(t)∆b(t) + q(t)∆σ(t) +
1
2
P (t)|∆σ(t)|2
+ x1(t− δ)
[
q(t)∆σxδ(t) + P (t)σxδ(t)∆σ(t)
]
+ x1(t)
[
q(t)∆σx(t) + P (t)∆b(t) + P (t)σx(t)∆σ(t) +Q(t)∆σ(t)
]}
dt ≥ o(ε).
(4.9)
Next we try to prove that
E
∫ T
0
{
x1(t− δ)
[
q(t)∆σxδ(t) + P (t)σxδ(t)∆σ(t)
]
+ x1(t)
[
q(t)∆σx(t) + P (t)∆b(t)
+ P (t)σx(t)∆σ(t) +Q(t)∆σ(t)
]}
dt = o(ε).
(4.10)
In fact, by the boundedness of σx, we have
E
∫ T
0
|x1(t)q(t)∆σx(t)|dt ≤ E
[
sup
0≤t≤T
|x1(t)|
( ∫
Eε
|q(t)|2dt
) 1
2
(∫
Eε
|∆σx(t)|
2dt
) 1
2
]
≤ Cε
1
2
{
E
[
sup
0≤t≤T
|x1(t)|
2
]} 1
2
{
E
∫
Eε
|q(t)|2dt
} 1
2
= o(ε).
(4.11)
Recall the assumption (A1) (ii) and the estimate of the solution to SDDE (2.1), we obtain
E
∫ T
0
∣∣x1(t)P (t)∆b(t)∣∣dt ≤ E
[
sup
0≤t≤T
|x1(t)|
( ∫
Eε
|P (t)|2dt
) 1
2
( ∫
Eε
|∆b(t)|2dt
) 1
2
]
≤
{
E
[
sup
0≤t≤T
|x1(t)|
2
]} 1
2
{
E
[ ∫
Eε
|P (t)|2dt
∫
Eε
C
(
1 + |x(t)|2 + |x(t− δ)|2
+ |xε(t)|2 + |xε(t− δ)|2
)
dt
]} 1
2
= o(ε).
(4.12)
The other terms of (4.10) can be verified in a similar method. Hence we can simplify (4.9) to
E
∫ T
0
[
∆l(t) + p(t)∆b(t) + q(t)∆σ(t) +
1
2
P (t)|∆σ(t)|2
]
dt ≥ o(ε). (4.13)
Remark 4.2. We emphasize here again that, to obtain the estimate (4.13), the assumption
K(t) ≡ 0, t ∈ [0, T ] plays an important role in this process, especially in (4.9) and (4.10). Thus
the additional adjoint process K(·) satisfying the BRDE (4.3) is by no means trivial.
Now, we define the Hamilton function H : [0, T ]×R×R×R×R×R×R×R→ R as
H(τ, x, xδ , v, vδ , p, q, P )
= l(τ, x, xδ , v, vδ) + pb(τ, x, xδ, v, vδ) + qσ(τ, x, xδ , v, vδ) +
1
2
P |σ(τ, x, xδ , v, vδ)|
2
− Pσ(τ,Θ(τ))σ(τ, x, xδ , v, vδ),
(4.14)
where Θ(τ) ≡ (x(τ), x(τ −δ), u(τ), u(τ −δ)) and (u(·), x(·)) is the optimal pair. Then, we obtain
the following main result in this paper.
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Theorem 4.1. Let assumption (A1) hold. Suppose (u(·), x(·)) is the optimal pair. Let lxδ(t) =
lxδxδ(t) = 0 hold for t ∈ (T, T + δ]. Suppose (p(·), q(·)) ∈ S
2
F ([0, T ];R) × L
2
F ([0, T ];R) and
(P (·), Q(·)) ∈ S2F ([0, T ];R) × L
2
F ([0, T ];R) satisfy the ABSDEs (4.1) and (4.2), respectively.
Besides, suppose K(·) satisfies the BRDE (4.3) with K(t) = 0 for all t ∈ [0, T ]. Then the
following maximum condition holds:
H(τ, x(τ), x(τ − δ), v, u(τ − δ), p(τ), q(τ), P (τ))
+ EFτ
[
H(τ + δ, x(τ + δ), x(τ), u(τ + δ), v, p(τ + δ), q(τ + δ), P (τ + δ))
]
I[0,T−δ)(τ)
≥ H(τ,Θ(τ), p(τ), q(τ), P (τ))
+ EFτ
[
H(τ + δ,Θ(τ + δ), p(τ + δ), q(τ + δ), P (τ + δ))
]
I[0,T−δ)(τ),
∀v ∈ U, a.e. τ ∈ [0, T ], P-a.s.,
(4.15)
where H is the Hamiltonian function defined by (4.14).
Proof. Let xε(·) be the state trajectory corresponding to uε(·) defined in (3.3). Under the
assumptions of Theorem 4.1, we can get (4.13). Noting uε(t) 6= u(t) for t ∈ [τ, τ + ε] and
uε(t− δ) 6= u(t− δ) for t ∈ [τ + δ, τ + δ + ε], dividing both sides of (4.13) simultaneously by ε,
we obtain
E
{
l(τ, x(τ), x(τ − δ), v(τ), u(τ − δ)) − l(τ,Θ(τ))
+ p(τ)
[
b(τ, x(τ), x(τ − δ), v(τ), u(τ − δ)) − b(τ,Θ(τ))
]
+ q(τ)
[
σ(τ, x(τ), x(τ − δ), v(τ), u(τ − δ)) − σ(τ,Θ(τ))
]
+
1
2
P (τ)
[
|σ(τ, x(τ), x(τ − δ), v(τ), u(τ − δ))|2 − |σ(τ,Θ(τ))|2
]
− P (τ)σ(τ,Θ(τ))
[
σ(τ, x(τ), x(τ − δ), v(τ), u(τ − δ)) − σ(τ,Θ(τ))
]}
+E
{
l(τ + δ, x(τ + δ), x(τ), u(τ + δ), v(τ)) − l(τ + δ,Θ(τ + δ))
+ p(τ + δ)[b(τ + δ, x(τ + δ), x(τ), u(τ + δ), v(τ)) − b(τ + δ,Θ(τ + δ))]
+ q(τ + δ)[σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v(τ)) − σ(τ + δ,Θ(τ + δ))]
+
1
2
P (τ + δ)[|σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v(τ))|2 − |σ(τ + δ,Θ(τ + δ))|2]
− P (τ + δ)σ(τ + δ,Θ(τ + δ))
[
σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v(τ))
− σ(τ + δ,Θ(τ + δ))]
}
I[0,T−δ)(τ) ≥ 0, a.e. τ ∈ [0, T ].
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Choose v(τ) = vIA + u(τ)IAc , A ∈ Fτ , v ∈ U, then we get
E
{
l(τ, x(τ), x(τ − δ), v, u(τ − δ)) − l(τ,Θ(τ))
+ p(τ)
[
b(τ, x(τ), x(τ − δ), v, u(τ − δ)) − b(τ,Θ(τ))
]
+ q(τ)
[
σ(τ, x(τ), x(τ − δ), v, u(τ − δ)) − σ(τ,Θ(τ))
]
+
1
2
P (τ)
[
|σ(τ, x(τ), x(τ − δ), v, u(τ − δ))|2 − σ2(τ,Θ(τ))
]
− P (τ)σ(τ,Θ(τ))
[
σ(τ, x(τ), x(τ − δ), v, u(τ − δ)) − σ(τ,Θ(τ))
]}
+EFτ
{
l(τ + δ, x(τ + δ), x(τ), u(τ + δ), v) − l(τ + δ,Θ(τ + δ))
+ p(τ + δ)
[
b(τ + δ, x(τ + δ), x(τ), u(τ + δ), v) − b(τ + δ,Θ(τ + δ))
]
+ q(τ + δ)
[
σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v) − |σ(τ + δ,Θ(τ + δ))|2
]
+
1
2
P (τ + δ)
[
|σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v)|2 − |σ(τ + δ,Θ(τ + δ))|2
]
− P (τ + δ)σ(τ + δ,Θ(τ + δ))
[
σ(τ + δ, x(τ + δ), x(τ), u(τ + δ), v)
− σ(τ + δ,Θ(τ + δ))
]}
I[0,T−δ)(τ) ≥ 0, a.e. τ ∈ [0, T ], P-a.s.
Hence (4.15) holds. The proof is complete.
Remark 4.3. (1) Comparing with the classical global maximum principle by Peng [27], the
maximum condition (4.15) has an indicator function, which is the characteristic of the stochastic
optimal control problem with delay.
(2) Noting in the above theorem, it is rigorous that lxδ(t) = lxδxδ(t) = 0 holds for t ∈
(T, T + δ]. However, in [7], they assume that l doesn’t contain the state delay term xδ (See
equation (4) on page 1075 of [7]). Thus in this paper we fill a gap.
(3) One may find that the Hamilton function H defined in (4.14) does not contain the adjoint
variables Q(·) and K(·) in an explicit form. In fact, it implicitly depends on K(·), since the value
of P (·) is relative to that of K(·) which could be easily seen from the derivation of the main result.
5 Multi-dimensional case
In this section, we simply present the corresponding results for the multi-dimensional case,
without proof whose details are left to the interested readers. Let B(·) = (B1(·), · · · , Bd(·))⊤
and v(·) = (v1(·), · · · , vk(·))⊤. Consider the optimal control problem with the state equation
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(3.1) and the cost functional (3.2), where


b(t, x, xδ , v, vδ) =


b1(t, x, xδ , v, vδ)
...
bn(t, x, xδ , v, vδ)

 ,
σ(t, x, xδ , v, vδ) = (σ
1(t, x, xδ , v, vδ), · · · , σ
d(t, x, xδ , v, vδ)),
σj(t, x, xδ, v, vδ) =


σ1j(t, x, xδ , v, vδ)
...
σnj(t, x, xδ, v, vδ)

 , 1 ≤ j ≤ d.
The corresponding variational equations (3.4), (3.5) are as follows:

dx1(t) =
[
bx(t)x1(t) + bxδ(t)x1(t− δ) + ∆b(t)
]
dt
+
[
σx(t)x1(t) + σxδ(t)x1(t− δ) + ∆σ(t)
]
dB(t), t ≥ 0,
x1(t) = 0, −δ ≤ t ≤ 0,


dx2(t) =
[
bx(t)x2(t) + bxδ(t)x2(t− δ) +
1
2
bxx(t)x1(t)x1(t)
+
1
2
bxδxδ(t)x1(t− δ)x1(t− δ) + bxxδ(t)x1(t)x1(t− δ)
]
dt
+
[
σx(t)x2(t) + σxδ(t)x2(t− δ) +
1
2
σxx(t)x1(t)x1(t)
+
1
2
σxδxδ(t)x1(t− δ)x1(t− δ) + σxxδ(t)x1(t)x1(t− δ))
+ ∆σx(t)x1(t) + ∆σxδ(t)x1(t− δ)
]
dB(t), t ≥ 0,
x2(t) = 0, −δ ≤ t ≤ 0,
here we use the following notions:

bxx(t)x1(t)x1(t) ≡


tr
[
b1xx(t)x1(t)x1(t)
⊤
]
...
tr
[
bnxx(t)x1(t)x1(t)
⊤
]

 ,
σjxx(t)x1(t)x1(t) ≡


tr
[
σ1jxx(t)x1(t)x1(t)
⊤
]
...
tr
[
σnjxx(t)x1(t)x1(t)
⊤
]

 , 1 ≤ j ≤ d.
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And, the corresponding adjoint equations (4.1), (4.2) and (4.3) are as follows:

−dp(t) =
{
bx(t)
⊤p(t) +
d∑
j=1
(σjx(t))
⊤q(t) + lx(t) + E
Ft
[
bxδ(t+ δ)
⊤p(t+ δ)
+
d∑
j=1
(σjxδ(t+ δ))
⊤q(t+ δ) + lxδ(t+ δ)
]}
dt− q(t)dB(t), t ∈ [0, T ],
p(T ) = hx(x(T )), p(t) = 0, t ∈ (T, T + δ], q(t) = 0, t ∈ [T, T + δ].
(5.1)


−dP (t) =
{
bx(t)
⊤P (t) + P (t)bx(t) +
d∑
j=1
(σjx(t))
⊤P (t)σjx(t) +
d∑
j=1
(σjx(t))
⊤Qj(t)
+
d∑
j=1
Qj(t)σjx(t) +
〈
p(t), bxx(t)
〉
+ tr
[
q(t)⊤σxx(t)
]
+ lxx(t)
+ EFt
[ d∑
j=1
(σjxδ (t+ δ))
⊤P (t+ δ)σjxδ (t+ δ) +
〈
p(t+ δ), bxδxδ(t+ δ)
〉
+ tr
[
q(t+ δ)⊤σxδxδ(t+ δ)
]
+ lxδxδ(t+ δ)
]}
dt−
d∑
j=1
Qj(t)dBj(t), t ∈ [0, T ],
P (T ) = hxx(x(T )), P (t) = 0, t ∈ (T, T + δ], Q(t) = 0, t ∈ [T, T + δ],
(5.2)

−dK(t) =
{
1
2
bxδ(t)
⊤
[
P (t) + P (t)⊤
]
+
1
2
d∑
j=1
(σjxδ(t))
⊤
[
P (t) + P (t)⊤
]
σjx(t)
+
1
2
d∑
j=1
(σjxδ(t))
⊤
[
Qj(t) + (Qj(t))⊤
]
+
〈
p(t), bxxδ(t)
〉
+ tr
[
q(t)⊤σxxδ(t)
]
+ lxxδ(t)
}
dt, t ∈ [0, T ],
K(t) = 0, t ∈ [T, T + δ].
(5.3)
Similarly, we can obtain the variational inequality:
E
∫ T
0
{
∆l(t) + 〈p(t),∆b(t)〉 + tr[q(t)⊤∆σ(t)] +
1
2
tr
[
(∆σ(t))⊤P (t)(∆σ(t))
]}
dt ≥ o(ε). (5.4)
Now, we define the Hamilton function H : [0, T ]×Rn×Rn×Rk×Rk×Rn×Rn×d×Rn×n → R
as
H(τ, x, xδ , v, vδ , p, q, P )
= l(τ, x, xδ , v, vδ) +
〈
p, b(τ, x, xδ , v, vδ)
〉
+ tr
[
q⊤σ(τ, x, xδ , v, vδ)
]
+
1
2
tr
{[
σ(τ, x, xδ , v, vδ)− σ(τ, x(τ), x(τ − δ), u(τ), u(τ − δ))
]⊤
P
×
[
σ(τ, x, xδ , v, vδ)− σ(τ, x(τ), x(τ − δ), u(τ), u(τ − δ))
]}
.
(5.5)
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The following theorem is a multidimensional version of Theorem 4.1.
Theorem 5.1. Let assumption (A1) hold. Suppose (u(·), x(·)) is the optimal pair. Let lxδ(t) =
lxδxδ(t) = 0 hold for t ∈ (T, T + δ]. Suppose (p(·), q(·)) ∈ S
2
F ([0, T ];R
n) × L2F ([0, T ];R
n×d)
and (P (·), Q(·)) ∈ S2F ([0, T ];R
n×n) × (L2F ([0, T ];R
n×n)d satisfy (5.1) and (5.2), respectively.
Besides, suppose K(·) satisfies the BRDE (5.3) with K(t) = 0 for all t ∈ [0, T ]. Then the
following maximum condition holds:
H(τ, x(τ), x(τ − δ), v, u(τ − δ), p(τ), q(τ), P (τ))
+ EFτ
[
H(τ + δ, x(τ + δ), x(τ), u(τ + δ), v, p(τ + δ), q(τ + δ), P (τ + δ))
]
I[0,T−δ)(τ)
≥ H(τ, x(τ), x(τ − δ), u(τ), u(τ − δ), p(τ), q(τ), P (τ))
+ EFτ
[
H(τ + δ, x(τ + δ), x(τ), u(τ + δ), u(τ), p(τ + δ), q(τ + δ), P (τ + δ))
]
I[0,T−δ)(τ),
∀v ∈ U, a.e. τ ∈ [0, T ], P-a.s.
(5.6)
To finish this section, let us consider two special cases.
Case (i). When the coefficients b, σ, l do not contain the delay terms. In this case (5.6)
reduces to
H(τ, x(τ), v, p(τ), q(τ), P (τ))
≥ H(τ, x(τ), u(τ), p(τ), q(τ), P (τ)), ∀v ∈ U, a.e. τ ∈ [0, T ], P-a.s.,
(5.7)
where the Hamilton function H : [0, T ]×Rn ×Rk ×Rn ×Rn×d ×Rn×n → R is defined as
H(τ, x, v, p, q, P ) = l(τ, x, v) +
〈
p, b(τ, x, v)
〉
+ tr
[
q⊤σ(τ, x, v)
]
+
1
2
tr
{[
σ(τ, x, v) − σ(τ, x(τ), u(τ))
]⊤
P
[
σ(τ, x, v) − σ(τ, x(τ), u(τ))
]}
.
This is a well known result in Peng [27] or Yong and Zhou [35].
Case (ii). The control domain is convex, and the coefficients b, σ, l are continuously differen-
tiable with respect to v. In this case, from (5.6) we could obtain
〈
Hv(τ) + E
Fτ
[
Hvδ(τ + δ)
]
I[0,T−δ)(τ), v − u(τ)
〉
≥ 0, ∀v ∈ U, a.e. τ ∈ [0, T ], P-a.s., (5.8)
where Hφ(τ) ≡ Hφ(τ, x(τ), x(τ − δ), u(τ), u(τ − δ), p(τ), q(τ), P (τ)) for φ = v, vδ , ∀τ ∈ [0, T ],
and the Hamilton function H : [0, T ]×Rn ×Rn ×Rk ×Rk ×Rn ×Rn×d → R is defined as
H(τ, x, xδ , v, vδ , p, q)
= l(τ, x, xδ , v, vδ) +
〈
p, b(τ, x, xδ , v, vδ)
〉
+ tr
[
q⊤σ(τ, x, xδ , v, vδ)
]
.
This coincides with the result in Chen and Wu [7].
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6 A solvable LQ example
In this section, we present an linear-quadratic (LQ for short) example, to illustrate the global
maximum principle obtained in the previous section. For simplicity, we consider n = k = d = 1.
Consider the following linear controlled stochastic system with delay:{
dX(t) =
[
Mv(t) + M¯v(t− δ)
]
dt+
[
CX(t− δ) +Dv(t) + D¯v(t− δ)
]
dB(t), t ∈ [0, T ],
X(θ) = ϕ(θ), v(θ) = η(θ), θ ∈ [−δ, 0],
(6.1)
with the quadratic cost functional
J(v(·)) = E
{
1
2
∫ T
0
[
N |v(t)|2 + N¯ |v(t− δ)|2
]
dt+X(T )
}
, (6.2)
where M,M¯,C,D, D¯,N, N¯ ∈ R and N, N¯ > 0.
The admissible control set is defined as Uad :=
{
v(·) : [0, T ]×Ω→ U|v(·) is an Ft-predictable,
square-integrable process
}
, where U = (−∞,−1] ∪ [1,∞) is a nonconvex set. Our object is to
find an optimal control u(·) ∈ Uad such that (6.1) is satisfied and (6.2) is minimized.
The adjoint equations (4.1), (4.2) and (4.3) now read:{
−dp(t) = CEFt[q(t+ δ)]dt− q(t)dB(t), t ∈ [0, T ],
p(T ) = 1, q(T ) = 0, p(t) = q(t) = 0, t ∈ (T, T + δ],
(6.3)
{
−dP (t) = C2EFt [P (t+ δ)]dt −Q(t)dB(t), t ∈ [0, T ],
P (T ) = 0, Q(T ) = 0, P (t) = Q(t) = 0, t ∈ (T, T + δ],
(6.4)
{
−dK(t) = CQ(t)dt, t ∈ [0, T ],
K(t) = 0, t ∈ [T, T + δ].
(6.5)
which admit Ft-adapted unique solutions (p(·), q(·)), (P (·), Q(·)) and K(·), respectively. It is
easy to check that for t ∈ [0, T + δ],{
p(t) ≡ 1, q(t) ≡ 0,
P (t) ≡ 0, Q(t) ≡ 0, K(t) ≡ 0.
(6.6)
The Hamilton function H of (4.14) is now reduced to:
H(τ, x, xδ , v, vδ , p, q, P )
= Nv2 + N¯v2δ + p(Mv + M¯vδ) + q(Cxδ +Dv + D¯vδ) +
1
2
P (Cxδ +Dv + D¯vδ)
2
− P
[
Cx(τ − δ) +Du(τ) + D¯u(τ − δ)
]
(Cxδ +Dv + D¯vδ),
(6.7)
where (u(·), x(·)) is the optimal pair. According to Theorem 4.1, we obtain[
N + N¯I[0,T−δ)(τ)
]
v2 +
[
M + M¯I[0,T−δ)(τ)
]
v
≥
[
N + N¯I[0,T−δ)(τ)
]
|u(τ)|2 +
[
M + M¯I[0,T−δ)(τ)
]
u(τ), ∀v ∈ U, a.e. τ ∈ [0, T ], P-a.s.
(6.8)
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From (6.8), it is easy to obtain that the optimal control is of the form as
u(τ) = −
M + M¯I[0,T−δ)(τ)
2
[
N + N¯I[0,T−δ)(τ)
] , a.e. τ ∈ [0, T ]. (6.9)
Especially, if we let M = M¯ = 2, N = N¯ = 1, then from (6.9) we know that u(τ) ≡ −1, a.e. τ ∈
[0, T ]. Noting U = (−∞,−1]∪ [1,∞) is nonconvex, this optimal control can not be given by the
results in the previous literatures.
7 Concluding remarks
In this paper, inspired by [24] and [7], we have proved the global maximum principle for the
stochastic optimal control problem with delay, where the control domain is nonconvex and the
diffusion term contains both control and its delayed terms. We have introduced a new pair
of adjoint variables (P (·), Q(·)) satisfying a second-order ABSDE, and another new adjoint
variable K(·) satisfying a BRDE. Especially K(·) is introduced mainly to deal with the cross
terms of x1(·) and x1(·−δ) (see Remark 4.1). Comparing with the classical stochastic maximum
principle without delay, the maximum condition contains an indicator function. In fact it is the
characteristic of the stochastic optimal control problem with delay. Furthermore, it is interesting
to find that the Hamilton function H does not explicitly contain the new adjoint variable K(·),
and it is relative to the adjoint variables p(·), q(·) and P (·). An LQ example is given to illustrate
the main results obtained in this paper.
Possible extension to obtain the global maximum principles for controlled forward-backward
stochastic systems or recursive utilities (Hu [14]) with delay (Chen and Wu [6], Chen and
Huang [5], Huang, Li and Shi [15], Shi, Xu and Zhang [30]), is quite worth to study. Stochastic
differential games with delay (Chen and Yu [9], Paman [26], Xu et al. [34]) and applications, are
also hot research topics recently. We wish to deal with these problems in our future research.
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