Introduction
The physical concept of Artificial Neural Network (ANN) related to Biological Neuron Network was introduced in a study [13] . Back-propagation neural network (BPNN) [2, 6, 16, 17, 19, 21] will be performed by the classical Levenberg-Marquardt Algorithm (LMA) [7, 14] to decide desired minimum error in correcting back-propagation errors [1, 4, 8; 9, 10, 11, 15, 18, 19, 20] . LMA is a function of an independent variable. The computed processing of LMA to update weight and bias is not a parallel distribute processing (PDP) as a human neuron [3, 12, 13] . In this paper, BPNN is used to trace the Physionet EMG signals [23] with the modified Levenberg-Marquardt Algorithm (M-LMA).
Levenberg-Marquardt Algorithm (LMA)
A nonlinear real-valued function of f be composed of 
where J is the Jacobian matrix, x x f   ) ( ; using this nonlinear iterative method then produces a series of ( 
Thus formula (2) becomes
where
is the approximated Hessian matrix [5, 18] and
u is considered to be the learning rate. 
Thus formula (4) becomes (4), (5), and (6) belong to M-LMA. In this work, the parameters x and y are considered as the weight and bias of the BPNN [6, 16, 21] . Therefore, the updated processing of weight and bias in BPNN becomes a PDP, simulated more like the processing of a biological neuron using M-LMA.
Tests and Results
In this section, Physionet EMG signals will be traced by BPNN with both LMA and M-LMA of 2 hidden layers with 10 neurons in each layer to update the weight and bias with the same learning rates of 0.1 to minimize back propagation Errors. 
Conclusion
The M-LMA is better than LMA to trace the Physionet EMG signals with the same learning rate of 0.1. The M-LMA has been shown smaller traced errors in training BPNN in this case.
