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I. Pendahuluan
Plat nomor merupakan salah satu bentuk identitas 
dari kendaraan bermotor. Plat nomor kendaraan bermotor 
terdiri dari kombinasi huruf dan angka yang mengandung 
informasi tentang kode propinsi dan kode daerah dimana 
kendaraan bermotor tersebut terdaftar. Di Indonesia, warna 
latar dari plat nomor kendaraan bermotor mengandung 
arti, sebagai contoh, warna latar hitam tulisan putih berarti 
kendaraan pribadi, warna latar merah tulisan putih berarti 
kendaraan dinas, dan warna latar kuning tulisan hitam 
berarti kendaraan umum. 
Meningkatnya jumlah kendaraan bermotor dan semakin 
padatnya arus lalu lintas di suatu daerah membuat sistem 
pengenalan citra digital plat nomor kendaraan bermotor 
oleh komputer menjadi penting. Sistem pengenalan citra 
digital plat nomor kendaraan bermotor diperlukan untuk 
mendukung ketertiban lalu lintas, mengetahui dengan 
cepat pemilik kendaraan bermotor, dan mempermudah 
pengaturan area parkir. Sistem pengenalan citra digital plat 
nomor kendaraan bermotor dapat dilakukan menggunakan 
teknik pengenalan pola (pattern recognition) [1]. 
Salah satu metode pembelajaran mesin yang populer 
dan dapat digunakan untuk menentukan huruf dan angka 
dari citra digital adalah Support Vector Machines (SVM) 
[2][3]. SVM adalah metode klasifikasi dua kelas yang 
memetakan data pembelajaran ke ruang berdimensi tinggi 
Rn untuk mendapatkan hyperplane dengan margin terbesar 
diantara vektor pendukung terdekat dari kelas yang 
berbeda sehingga data kedua kelas terpisah secara optimal 
[4]. Untuk menggunakan metode SVM, setiap fitur harus 
bertipe numerik. 
Kajian ini membahas tentang pengenalan jenis huruf 
dan angka dari citra digital plat nomor kendaraan bermotor 
menggunakan metode klasifikasi SVM multi-class dengan 
pendekatan one-against-one serta menerapkan metode 
zoning [5][6] dan Freeman Chain Code (FCC) [7][8] 
dalam mengekstrak fitur huruf dan angka dari citra digital 
plat nomor kendaraan bermotor. Metode zoning membagi 
citra digital dalam beberapa zona yang sama, kemudian, 
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Abstract—A  license  plate  is  one  of  the  vehicle  identities.  It  consists  of  alphabetic  characters  and 
numbers  and  represents  provincial  and  area  code  where  the  vehicle  is  registered.  This  article  discusses  the 
character recognition of plate number using zoning and Freeman Chain Code (FCC). Zoning divides character 
image into several zones i.e. 4, 6, and 8, and then, the pattern of each character in the zone is extracted using FCC 
as the numerical features. The character is then classified using Support Vector Machines (SVM). It is a multi-class 
classification problem with 36 categories. The results show that FCC features with 8 zones give the best accuracy 
(87%) when compared to the other two zones.  
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pola dalam setiap zona diekstrak. Penerapan metode 
zoning dalam pengenalan aksara Sunda dan tulisan tangan 
karakter Devanagari telah dikaji oleh [5] dengan akurasi 
pengenalan pola mencapai 88.9%. Sementara [6] mengkaji 
tentang dampak variasi ukuran zona dalam pengenalan 
karakter cetak tulisan tangan. 
FCC adalah metode ektraksi fitur yang menggambarkan 
objek dengan menghubungkan garis-garis berdasarkan 
arah mata angin yang disebut neighbors. Neighbors adalah 
sederetan angka-angka yang menggambarkan pola sebuah 
objek. Penggunaan metode FCC untuk mengekstrak fitur 
citra aksara Jawi tulisan tangan telah dilakukan oleh [7]. 
Dari kajian tersebut diperoleh akurasi pengenalan citra 
aksara Jawi sebesar 80% [7]. FCC juga pernah diterapkan 
sebagai metode ekstraksi fitur yang dikombinasikan 
dengan fitur karakter (FCCwF) pada pengenalan citra 
plat nomor mobil di Malaysia [8]. Akurasi dari sistem 
pengenalan pola plat mobil tersebut mencapai 95%. 
Mereka juga mengklaim bahwa FCC adalah metode yang 
efisien dalam mengekstrak fitur, namun kualitas citra yang 
digunakan harus sangat baik karena jika citra berkualitas 
buruk dapat mengganggu proses ekstraksi fitur.
Artikel ini membahas tentang pengenalan jenis huruf 
dan angka plat nomor kendaraan bermotor menggunakan 
metode SVM yang fiturnya dibangkitkan menggunakan 
gabungan metode zoning dan FCC. Akurasi dari hasil 
klasifikasi dihitung berdasarkan nilai f-measure (F1) yang 
akan diuraikan pada bagian selanjutnya.
II. Metode
Proses pengenalan karakter plat nomor kendaraan 
bermotor dilakukan dalam beberapa tahapan yaitu akuisisi 
citra, pra proses yang meliputi grayscale, binerisasi, 
segmentasi, dan thinning, serta tahapan ekstraksi fitur 
menggunakan metode zoning dan FCC, membangun 
model klasifikasi SVM, dan menganalisa hasil klasifikasi 
setiap zona. Alur pengenalan pola diperlihatkan pada 
Gambar 1.
A. Akuisisi Citra
Akuisisi citra adalah proses pengumpulan citra digital 
plat nomor kendaraan bermotor menggunakan kamera 
beresolusi 3 megapiksel dengan jarak pengambilan foto 
antara 50–100 cm. Pengambilan foto dilakukan secara 
tegak lurus menghadap plat nomor. Citra plat nomor 
kendaraan bermotor yang dihimpun adalah plat nomor 
yang menggunakan huruf dan angka standar tanpa 
modifikasi yang ditulis dengan huruf kapital A - Z dan 
angka 0 - 9. Selain itu, warna latar plat nomor adalah hitam 
dengan karakter huruf atau angka berwarna putih. Jumlah 
citra yang dikumpulkan adalah 468. Sebanyak 360 citra 
plat nomor, masing-masing 10 citra untuk setiap karakter, 
digunakan sebagai data pembelajaran dan 108 citra, 
masing-masing 3 citra untuk setiap karakter, dijadikan 
data pengujian. Gambar 2 memperlihatkan contoh data 
pembelajaran untuk karakter 0, 1, dan 2, sedangkan 
Gambar 3, 4, dan 5 memperlihatkan kelompok data 
pengujian yang digunakan dalam kajian ini.
B. Pra Proses
Ada empat tahapan pra proses yang dilakukan dalam 
kajian ini yaitu grayscale, binerisasi, segmentasi, dan 
thinning. Grayscale adalah proses mengubah citra berskala 
keabuan yang dinyatakan dengan intensitas antara 0 – 255 
[9]. Nilai 0 adalah warna hitam dan nilai 255 adalah warna 
putih. Gambar 6 memperlihatkan contoh citra grayscale. 
Selanjutnya citra grayscale dibinerisasi dalam batas 
ambang 200 sehingga citra hanya memiliki dua nilai 
yaitu 0 dan 1 atau hitam dan putih [10]. Latar dan objek 
dari citra biner dapat secara nyata dibedakan sehingga 
Gambar 3. Data pengujian 1Gambar 1. Alur pengenalan pola yang diajukan
Gambar 2. Contoh data pembelajaran karakter 0,1, dan 2
Jurnal Rekayasa Elektrika Vol. 14, No. 1, April 2018
21
segmentasi per karakter dapat dengan mudah dilakukan. 
Untuk setiap citra plat nomor kendaraan bermotor akan 
diperoleh beberapa segmen dengan ukuran panjang 20 
piksel dan lebar 40 piksel. Gambar 7 memperlihatkan 
contoh citra biner dan Gambar 8 memperlihatkan citra 
hasil segmentasi untuk huruf B dan L.  
Karena setiap karakter hasil segmentasi memiliki 
bentuk yang berbeda-beda maka proses thinning dilakukan 
untuk membuat ketebalan karakter menjadi satu piksel. 
Thinning adalah proses penghapusan deretan piksel pada 
citra secara terurut sampai menyisakan satu piksel atau 
rangka citra tanpa mengurangi bentuk aslinya [11]. Pada 
kajian ini, algoritma Zhang Suen digunakan untuk proses 
thinning [12]. Algoritma tersebut memiliki dua sub iterasi 
dan syarat penghapusan piksel yang berbeda. Gambar 9 
memperlihatkan ilustrasi 8 neighbors dari piksel p1. 
   Pada sub iterasi pertama, piksel p1(i,j) akan dihapus 
jika keempat syarat berikut terpenuhi,
( )
( )
2 <= B p1  <= 6
A p1  = 1
p2 * p4 * p6 = 0
p4 * p6 * p8 = 0
B(p1) adalah penjumlahan kedelapan neighbors p2, 
p3, p4, p5, p6, p7, p8, dan p9 yang bernilai 1, sedangkan 
A(p1) adalah jumlah deretan nilai secara terurut dari 
kedelapan neighbors yang bernilai “01”.  Gambar 10 
memperlihatkan deretan nilai “01” pada piksel p3 dan p4.
Selanjutnya pada sub iterasi kedua, piksel p1 (i,j) akan 
dihapus jika ketiga syarat pertama sebelumnya terpenuhi, 
sedangkan syarat keempat adalah  p2*p6*p8=0. Sub 
iterasi kedua ini akan berhenti jika tidak ada lagi piksel 
p1(i,j) yang memenuhi syarat.  
C. Ekstraksi Fitur
Fitur merepresentasikan ciri dan karakteristik dari 
objek. Ekstraksi fitur adalah proses mendapatkan ciri 
dan karakteristik tersebut. Dalam kajian ini, langkah 
awal yang dilakukan pada proses ekstraksi fitur adalah 
melakukan proses zoning. Zoning membagi citra hasil 
thinning ke dalam beberapa zona. Pada kajian ini, ada 3 
Gambar 4. Data pengujian 2
Gambar 6. Contoh citra grayscale
Gambar 8. Citra hasil segmentasi karakter B dan L
Gambar 5. Data pengujian 3
Gambar 7. Citra biner
Gambar 9. Ilustrasi 8 neighbors dari piksel p1
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kelompok zona yang dianalisa yaitu 4, 6, dan 8. Kelompok 
4 zona memiliki 4 sub zona, masing-masing sub zona 
memiliki ukuran panjang 10 piksel dan lebar 20 piksel. 
Kelompok 6 zona memiliki 6 sub zona, masing-masing 
sub zona memiliki ukuran panjang 10 piksel dan lebar 13 
piksel, sedangkan kelompok 8 zona memiliki 8 sub zona, 
masing-masing zona memiliki ukuran panjang 10 piksel 
dan lebar 10 piksel. Jika zona dibuat terlalu banyak maka 
jumlah piksel dalam setiap sub zona akan semakin sedikit 
sehingga pada saat proses pembacaan dan penelusuran 
piksel dilakukan menggunakan metode FCC hasilnya 
tidak sempurna karena ciri dan karakteristik dari karakter 
tidak dapat direpresentasikan dengan baik [5]. Hal yang 
sama juga akan terjadi jika jumlah zona terlalu sedikit [5]. 
Gambar 11 memperlihatkan segmentasi citra biner huruf B 
dalam 3 kelompok zona yang berbeda.
Pola dari objek dalam setiap zona kemudian diekstrak 
menggunakan metode FCC dengan cara menelusuri setiap 
piksel menggunakan 8 arah neighbors. Proses penelusuran 
dilakukan dari kanan ke kiri atau berlawanan arah jarum 
jam seperti yang diperlihatkan pada Gambar 12.
Karena proses penelusuran pola piksel dilakukan dari 
arah kanan ke kiri dan dari arah atas ke bawah maka titik 
awal pembacaan dan penelusuran akan selalu berada 
pada posisi sudut kanan atas zona. Hasil pembacaan dan 
penelusuran akan membentuk pola dari objek dalam 8 arah 
neigbors. Gambar 13 memperlihatkan contoh pembacaan 
dan penelusuran piksel menggunakan metode FCC. 
Karena keberagaman bentuk huruf dan angka dari 
karakter plat nomor kendaraan bermotor maka panjang 
kode hasil penelusuran piksel dalam setiap zona menjadi 
bervariasi. Oleh karena itu, kode hasil pembacaan dan 
penelusuran harus dinormalisasi agar panjang fitur 
menjadi sama untuk setiap zona. Proses normalisasi 
dilakukan dengan menghitung frekuensi kemunculan dari 
setiap neighbors [7]. Jumlah fitur dari setiap zona setelah 
dinormalisasi adalah 8 sehingga panjang fitur citra untuk 
4 zona adalah 8 x 4 = 32 seperti yang diperlihatkan pada 
Gambar 14. Untuk 6 zona, jumlah fitur citra adalah 48, dan 
untuk 8 zona, jumlah fitur citra adalah 64. 
D. Support Vector Machines
SVM diperkenalkan pertama sekali Vapnik [2]. SVM 
adalah metode pembelajaran dua kelas (bi-class) yang 
mentransformasikan data ke ruang fitur (feature space) 
yang berdimensi lebih tinggi untuk mendapatkan lebar 
margin yang optimal [2]. Pada dasarnya, SVM adalah 
Gambar 10. Ilustrasi deretan nilai “01”
Gambar 13. . Pola pembacaan piksel menggunakan FCC
Gambar 12. Arah pembacaan piksel 8 neighbors
Gambar 11. Pembagian karakter B dalam 4, 6, dan 8 zona
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metode klasifikasi yang berupaya memisahkan dua kelas 
secara linier. Namun, karena pada kenyataannya banyak 
permasalahan tidak selalu dapat dipisahkan secara linier, 
SVM mentransformasikan masalah-masalah non-linier ke 
ruang berdimensi yang lebih tinggi menggunakan fungsi 
kernel. Fungsi kernel yang sering digunakan adalah fungsi 
linier, polinomial, radial, dan sigmoid. Pada kajian ini, 
program SVM-light [13] digunakan untuk membangun 
model klasifikasi. Model tersebut kemudian digunakan 
untuk menentukan jenis karakter plat nomor kendaraan 
bermotor oleh komputer.
Akurasi dari model klasifikasi SVM yang dibangun 
untuk menentukan setiap jenis huruf dan angka karakter 
plat nomor kendaraan bermotor diukur berdasarkan nilai 
Precision (P), Recall (R), dan F-measure (F1). Precision 
dan Recall mengukur ketepatan dan kelengkapan dalam 
menentukan kategori sedangkan F-measure merupakan 
nilai rata-rata harmonik dari Precision dan Recall. 
Pengukuran akurasi berdasarkan Precision dan Recall juga 
dapat digunakan untuk mengukur akurasi dari sistem temu 
kembali citra [14]. Nilai F-measure berkisar antara 0 dan 
1 dan akurasi terbaik adalah ketika F-measure bernilai 1.
2TP TP P R
P = R = F1 =
TP + FP TP + FN P + R
⋅ ⋅
III. hasIl dan PeMbahasan
Model klasifikasi SVM dibangun menggunakan 360 
data citra huruf dan angka. Ada 10 citra untuk masing-
masing karakter. Jumlah gabungan huruf A–Z dan 
angka 0–9 adalah 36 sehingga model klasifikasi SVM 
yang harus dibangun melalui pendekatan one-against-
one adalah sebanyak 630. Pendekatan one-against-one 
mengharuskan setiap kategori dimodelkan dengan setiap 
kategori yang lain secara berpasangan sehingga jika data 
memiliki k kategori maka akan ada k(k-1)/2 model. 
Pengujian dilakukan sebanyak 3 kali untuk masing-
masing karakter sehingga ada 108 karakter yang dievaluasi. 
Pengujian dilakukan menggunakan pendekatan one-
against-one pada 630 model SVM yang telah dibangun 
pada saat pembelajaran. Penentuan kategori untuk setiap 
karakter dilakukan melalui voting berdasarkan hasil 
klasifikasi 630 model SVM tersebut. 
Pada pengujian pertama, seluruh karakter yang dibagi 
menggunakan zona 8 berhasil diklasifikasi dengan benar, 
sedangkan untuk zona 6 dan zona 4 masih ditemukan 
kekeliruan. Pada zona 6, kesalahan klasifikasi terjadi 
pada karakter 8, M, W, dan X. Karakter 8 pada zona 6 
terklasifikasi sebagai karakter 9, karakter M terklasifikasi 
sebagai karakter N, karakter W terklasifikasi sebagai 
karakter M, dan karakter X terklasifikasi sebagai karakter 
K. Pada zona 4, kesalahan klasifikasi terjadi pada karakter 
M, T, W, dan Y. Karakter M terklasifikasi sebagai karakter 
H, karakter T terklasifikasi sebagai karakter 5, karakter 
W terklasifikasi sebagai karakter 9, dan karakter Y 
terklasifikasi sebagai karakter P. 
Pada pengujian kedua, tidak semua karakter berhasil 
diklasifikasi untuk zona 8. Kesalahan klasifikasi terjadi 
pada karakter 0, I, K, dan Q. Karakter 0 terklasifikasi 
sebagai karakter D, karakter I terklasifikasi sebagai 
karakter D, karakter K terklasifikasi sebagai karakter V, dan 
karakter Q terklasifikasi sebagai karakter 0. Pada zona 6, 
kesalahan klasifikasi terjadi pada karakter C, E, I, Q, T, dan 
W. Karakter C terklasifikasi sebagai karakter G, karakter 
E terklasifikasi sebagai karakter S, karakter I terklasifikasi 
sebagai karakter Y, karakter Q terklasifikasi sebagai 
karakter 0, karakter T terklasifikasi sebagai karakter 5, dan 
karakter W terklasifikasi sebagai karakter H. Sementara 
pada zona 4, kesalahan klasifikasi terjadi pada karakter 7, 
F, I, O, T, dan X. Karakter 7 terklasifikasi sebagai karakter 
Z, karakter F terklasifikasi sebagai karakter E, karakter I 
terklasifikasi sebagai karakter L, karakter O terklasifikasi 
sebagai karakter 8, karakter T terklasifikasi sebagai 
karakter 5, dan karakter X terklasifikasi sebagai karakter 
Y.
Pada pengujian ketiga, tidak semua karakter juga 
berhasil diklasifikasi dengan benar. Pada zona 8, kesalahan 
klasifikasi terjadi pada karakter 0, 2, A, H, I, N, Q, T, dan 
Y. Karakter 0 terklasifikasi sebagai karakter U, karakter 2 
terklasifikasi sebagai karakter Z, karakter A terklasifikasi 
sebagai karakter 4, karakter H terklasifikasi sebagai karakter 
M, karakter I terklasifikasi sebagai karakter Y, karakter N 
terklasifikasi sebagai karakter W, karakter T terklasifikasi 
sebagai karakter F, dan karakter Y terklasifikasi sebagai 
karakter X. Pada zona 6, kesalahan klasifikasi terjadi pada 
karakter 0, G, H, I, O, X, dan Y. Karakter 0 terklasifikasi 
sebagai karakter Q, karakter G terklasifikasi sebagai 
karakter C, karakter H terklasifikasi sebagai karakter M, 
karakter I terklasifikasi sebagai karakter Y, karakter O 
terklasifikasi sebagai karakter Q, karakter X terklasifikasi 
sebagai karakter Y, dan karakter Y terklasifikasi sebagai 
Gambar 14. Susunan dan jumlah fitur untuk citra 4 zona
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karakter 1. Pada zona 4, kesalahan klasifikasi terjadi pada 
karakter F, G, I, N, O, T, dan Y. Karakter F terklasifikasi 
sebagai karakter E, karakter G terklasifikasi sebagai 
karakter C, karakter I terklasifikasi sebagai karakter F, 
karakter N terklasifikasi sebagai karakter 9, karakter O 
terklasifikasi sebagai karakter Q, karakter T terklasifikasi 
sebagai karakter F, dan karakter Y terklasifikasi sebagai 
karakter X. Adanya kesalahan klasifikasi karakter 0 
menjadi Q diduga karena kemiripan bentuk bulat dari 
kedua karakter tersebut, sedangkan kesalahan klasifikasi 
karakter O menjadi Q karena kehadiran garis diagonal di 
tengah karakter O yang juga mirip dengan karakteristik 
karakter Q yang memiliki garis diagonal kecil di sisi kanan 
bawah. Karakter 0 tidak pernah dikenali sebagai karakter 
O disebabkan karena adanya garis diagonal di tengah 
karakter O.
Tabel 1 merangkum nilai akurasi dari proses 
klasifikasi menggunakan SVM one-against-one untuk 
setiap karakter per zona. Terlihat bahwa rata-rata akurasi 
untuk zona 8 lebih baik dari pada zona 6 dan 4. Hal ini 
disebabkan karena jumlah piksel dalam setiap sub zona 
berhasil menggambarkan arah perubahan piksel karakter 
secara baik ketika dilakukan pembacaan dan penelusuran 
piksel menggunakan metode FCC. Dari Tabel 1 terlihat 
bahwa nilai rata-rata akurasi untuk zona 8 lebih baik bila 
dibanding dengan zona 6 dan zona 4, sedangkan nilai 
akurasi zona 6 lebih baik bila dibanding dengan zona 4. 
Gambar 15 memperlihatkan perbandingan nilai F-measure 
(akurasi) rata-rata per zona dalam bentuk diagram batang.
IV. KesIMPulan
Hasil kajian menunjukkan bahwa gabungan metode 
zoning dan metode FCC efektif digunakan untuk 
menentukan fitur numerik dari citra karakter plat nomor 
kendaraan bermotor. Hasil klasifikasi 108 citra karakter 
plat nomor kendaraan bermotor menggunakan metode 
SVM one-against-one menunjukkan bahwa nilai rata-
rata akurasi lebih baik bila citra karakter dibagi menjadi 
8 zona. Hal ini disebabkan karena jumlah piksel dalam 
setiap sub zona berhasil menggambarkan arah perubahan 
piksel karakter secara baik ketika proses pembacaan 
dan penelusuran dilakukan menggunakan metode FCC. 
Rata-rata akurasi untuk mengklasifikasi citra karakter 
plat nomor kendaraan bermotor untuk 8 zona adalah 0,87 
(87%), rata-rata akurasi untuk 6 zona adalah 0,84 (84%), 
dan rata-rata akurasi untuk 4 zona adalah 0,82 (82%). 
Pada kajian selanjutnya, penerapan metode zoning dan 
FCC pada citra karakter plat nomor kendaraan bermotor 
yang telah dimodifikasi bentuk dan warnanya akan dikaji 
untuk mengetahui apakah gabungan kedua metode tersebut 
tetap efektif bekerja dalam menentukan pola karakter plat 
nomor kendaraan yang telah dimodifikasi. 
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