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Abstract
A framework for exponential time discretization of the multilayer rotating shallow water
equations is developed in combination with a mimetic discretization in space. The method
is based on a combination of existing exponential time differencing (ETD) methods and a
careful choice of approximate Jacobians. The discrete Hamiltonian structure and conservation
properties of the model are taken into account, in order to ensure stability of the method for
large time steps and simulation horizons. In the case of many layers, further efficiency can be
gained by a layer reduction which is based on the vertical structure of fast and slow modes.
Numerical experiments on the example of a mid-latitude regional ocean model confirm long
term stability for time steps increased by an order of magnitude over the explicit CFL, while
maintaining accuracy for key statistical quantities.
1 Introduction
Despite their relevance in climate modeling, the numerical solution of the primitive equations
used for the modeling of global or regional oceanic circulation remains challenging. This is
due to the fact that the partial differential equations underlying the derivation of the primitive
equations are of hyperbolic type, since physical diffusion terms are negligible at practically feasible
grid resolutions. Concerning time discretization, a particular challenge lies in the presence of
multiple time scales (due to, e.g., fast free-surface wave modes or locally refined meshes near
coastal boundaries), which requires special schemes to take advantage of this structure. Otherwise,
straightforward explicit integrators/Runge-Kutta schemes – which are usually very effective for
problems of hyperbolic character – are restricted to an excessively small time step, degrading
performance. Due to these requirements, specialized implicit methods based on the structure
of the fast vertical mode have been developed; see, e.g. [11]. However, they can be affected by
loss of accuracy due to high frequency error for large time steps. Moreover, scalability concerns
arise on parallel computers due to the requirement of solving large linear systems. Subsequently,
split-explicit methods [16, 26] have been developed and applied with great success, which treat
fast and slow modes with different explicit time discretization schemes. For an overview over
the earlier developments in implicit and split-explicit time stepping methods for atmosphere and
ocean models, we also refer to [22] and [17, Section 5].
Recently, exponential integrators (see, e.g., [20]), also called exponential time differencing
methods (ETD), have gained attention in the context of circulation models [1, 8, 13, 21]. Due to
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the presence of multiple time scales, ETD methods seem well suited to enable efficient large time
step computations together with a reasonably accurate representation of high frequency dynamics.
For the purposes of this paper, we consider a simplified ocean model which still exhibits all of
the difficulties mentioned above. Concretely, we restrict attention to the rotating shallow water
equation (RSWE) with multiple horizontal layers, which corresponds to a vertical discretization
of the primitive equations cast in an isopycnal vertical coordinate system. Concerning the spatial
discretization, mimetic finite difference/finite volume (FD/FV) schemes have proven to be very
effective here. Specifically, we work with the TRiSK scheme [33, 27], which has many of the
features of classical FD/FV schemes on Cartesian grids but additionally allows for the use of
multi-resolution meshes. We emphasize that the resulting discretization can be set up to inherit
the Hamiltonian structure of the underlying RSWE, which leads to exact energy conservation of
the space discrete model. Based on this, we develop a framework for exponential time discretization
which relies on a combination of existing exponential Runge-Kutta (ETD-RK) methods (see, e.g.,
[20, 19]), developed for semi-linear equations of the form
∂tV = F [V ] = AV + r[V ]
with an appropriate choice of the linear operator A. Here, we prefer an approximation to the
Jacobian of the forcing term over the full Jacobian F ′ (which would result in a Rosenbrock-ETD
method), due to favorable properties concerning the implementation and structure of the linear
operator and its numerical treatment. Physically, the proposed choice of A neglects the linearized
advection and potential vorticity dynamics, which typically evolve on a relatively slow time scale,
while still capturing the fast external (and internal) gravity waves. This leads to a class of explicit
exponential Runge-Kutta methods which can take time steps significantly increased over an explicit
integrator, while still maintaining stability and sufficient accuracy.
On the discrete level, the proposed class of linear operators inherits the Hamiltonian structure
and corresponds to a skew-symmetric matrix with respect to an appropriate inner product. In
turn, this enables the use of specialized efficient skew-Lanczos methods for the practical evaluation
of the matrix exponentials and ϕ-functions, which are required for the implementation of an
ETD method. Moreover, the matrix exponential exp(∆tA) maintains the linearized energy of
the RSWE for all ∆t, which improves numerical stability for large time steps. Since A describes
the linearized free-surface and internal gravity waves around a reference configuration, we can
additionally use the knowledge of the approximate structure of the fast and slow wave modes to
further reduce the computational complexity. This is done by performing an additional projection
of the linear operator onto the fast subspace, where we take special care to preserve the symmetry
properties of A. In a typical configuration of a global ocean model, the difference in the free-
surface speed and speed of internal gravity waves is greater that an order of magnitude. Thereby,
this projection enables computational savings proportional to the number of layers, while still
capturing the free-surface dynamics in the linear operator. Thus, we obtain a faster method at
the cost of additional restrictions on the maximal stable time step, due to the neglected internal
modes.
In order to enable stable computations for very long simulation horizons (typically decades,
in the context of climate models), additional diffusion terms have to be incorporated into the
discrete model, in order to prevent a build-up of turbulent energy in the smallest (grid-level) scales.
Here, we employ a variant of the classical biharmonic smoothing. Since optimal choices of the
parameters of these diffusion terms are typically not stiff when compared to the fastest gravity
waves, for efficiency we treat them explicitly, by adding them to the residual r. However, since A
does not take into account the dissipation, this can lead to a spurious build-up of kinetic energy
in the smallest scales for large time step simulations (over the course of several months). To
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remedy this, we describe a simple method of adding a minimal amount of artificial high-frequency
dissipation at minimal cost, by tuning the matrix ϕ-functions occurring in the method. The
described procedure can be set up to maintain the formal order of accuracy of the scheme.
Finally, since exact mass conservation on the discrete level is an essential requirement for
long-running simulations, we take care that the proposed methods fulfill this basic requirement.
This is obtained by proving that the considered exponential integrators preserve linear invariants
for an appropriate choice of A.
This paper is structured as follows: In section 2 we introduce the concrete space and time
continuous model and the underlying Hamiltonian structure. Section 3 summarizes the necessary
details on the spatial discretization scheme. In section 4 the relevant background on exponential
integrators, the efficient evaluation of the matrix exponential, and the proposed artificial dissipation
strategy is given. Section 5 is devoted to the layer reduction strategy, which allows to take
advantage of the vertical structure of the fast modes. In Section 6, we test the methods based
on a simplified regional mid-latitude ocean model. In particular, we show that the methods
deliver high order accuracy for large time step configurations, and investigate the effect of the
artificial diffusion. Moreover, we perform decade long simulations with several configurations of
the methods. Here, single trajectories can not be compared anymore due to the underlying chaotic
structure of the model. However, we verify that key statistical quantities, such as mean flow and
variance of the sea-surface height are accurately replicated in each simulation, while significant
cost reductions are achieved over an explicit time discretization scheme.
2 Continuous equations
The governing equations used in this work are the multilayer rotational shallow water equations,
which serve as proxy to the primitive equations in the MPAS-O model [26]. For the sake of
readability, we first explain the single-layer model, and then the multilayer extension.
2.1 Single-layer rotating shallow water equations
The model equations for this work are defined on a spherical surface, with a variable bottom
topography, and with multiple layers considered. We will start with the simple case of the single-
layer equations. We denote by S2 the two-sphere with outward oriented surface-orthogonal unit
vector kˆ, and by Ω an open sub-manifold with boundary ∂Ω and outer normal nˆ. The time
variable is denoted by t ∈ R. The single-layer rotating shallow water equations can now be
expressed in terms of the fluid thickness h : R × Ω → R and the velocity u : R × Ω → R3 in the
vector-invariant form as{
∂th = −∇ · (hu) in Ω,
∂tu = −∇ (K[u] + g(h+ b))− q[h, u] kˆ× (hu) + G[h, u] in Ω,
(2.1)
together with the constraint that the velocity should be tangential to the surface u · kˆ = 0 in Ω,
the no normal flow boundary condition u · nˆ = 0 on ∂Ω, and appropriate initial conditions on
h and u. Here, K[u] = |u|2/2 = (u · u)/2 is the kinetic energy, kˆ× u the perpendicular velocity,
q[h, u] = (kˆ ·∇×u+f)/h is the potential vorticity with f the Coriolis parameter. The bathymetry
b < 0 encodes the bottom topography. The differential operators are defined in the canonical way
on S2. The term G(h, u) contains additional forcing, arising either from wind or bottom drag or
possible diffusion terms, which will be detailed later. For now, we only assume that kˆ ·G(h, u) = 0,
to ensure the consistency of the momentum equation with the constraint on the velocity.
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The rotating shallow water equations (2.1) can also be given in a more abstract form, using a
Hamiltonian framework. This also provides an abstract way to guarantee energy conservation (in
the case G ≡ 0). Consider the total energy over the domain as given by the Hamiltonian
H[h, u] =
∫
Ω
(
hK[u] + g2(h+ b)
2
)
. (2.2)
Furthermore, introduce a skew-symmetric operator J given formally by
J [h, u] =
(
0 −∇·
−∇ −q[h, u] kˆ×
)
.
In the following, we abbreviate the solution variables by V = (h, u). Furthermore, we endow the
solution space X = L2(Ω) × L2(Ω,R3) by its canonical Hilbert space structure. We denote the
inner product by
(V,W )X =
∫
Ω
(vhwh + vu · wu) dx,
where V = (vh, vu) and W = (wh, wu) are elements of X . The shallow water equations can then
be formed using the functional derivative of H given as
δH[V ] = δH
δV
[V ] =
(
K[u] + g(h+ b)
hu
)
, (2.3)
which is identical to the Hilbert space gradient of the energy functional. In detail, for a perturbation
W = (wh, wu) the directional derivative of the Hamiltonian H (if it is well-defined) fulfills
H′[V ;W ] = ddτH[V + τW ]
∣∣∣
τ=0
=
∫
Ω
(
(K[u] + g(h+ b))wh + hu · wu
)
=
(
δH
δV
[V ],W
)
X
.
The first identity shows that (2.3) indeed gives the functional derivative from the calculus of
variations, the second identity gives the interpretation as a gradient with respect to the space X .
Note that we abbreviate the functional derivative by δH[V ], since the argument of differentiation
is clear. In the following, we will also need the Jacobian of the functional derivative of the
Hamiltonian (the Hessian), denoted by δ2H[V ] where δ2H[V ]W = δH′[V ;W ].
Then, we interpret the boundary conditions as incorporated into the solution space, and
obtain (2.1) in abstract form as
∂tV = J [V ] δH[V ] +
(
0
G[h, u]
)
. (2.4)
In this work we will often appeal to the Hamiltonian framework to formulate the main ideas in
a concise way. We note that the formal continuous description given above serves also serves as
a motivation for the employed discrete scheme introduced below, which inherits the Hamiltonian
structure. However, all of the developments can also be carried out without this formalism (and
transferred to different discretization schemes under certain assumptions), but in a less direct way.
Conversely, the main ideas apply also to different sets of equations, provided they can be written
in terms of this framework.
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Figure 1: Visualization of a three layer configuration on the SOMA bathymetry.
2.2 Extension to multiple layers
In order to model discrete stratification of bodies of water, multiple layers can be stacked on top
of each other with each layer being modeled by its own set of shallow water equations. Although
layered stratification does not fully represent continuous stratification, it is an efficient and robust
model for describing ocean dynamics. In the multilayer system, each layer’s density is set a priori
and is considered the average density of the layer. The density is increasing with water depth
in order to produce a stable configuration. Knowing the density ρ of each layer a priori gives a
convenient set of Lagrangian coordinates, namely the isopycnal contours that separate the layers
with different densities. This gives what is known as isopycnal coordinates.
The rotating shallow water equations (2.1) can easily be extended to deal with a body of water
with multiple layers, using isopycnal coordinates. Consider a water basin that is separated into L
layers, and posses L distinct densities ρk, with ρ1 being the density for the top layer and ρk−1 < ρk
for 1 ≤ k ≤ L and the zeroth density defined as ρ0 = 0 for convenience (which represents the
density of air, much smaller than that of water). The velocities uk and hk are now defined for
each layer, and the corresponding layer coordinates ηk are defined by
ηL+1 = b, ηk[h] = b+
L∑
l=k
hl, k = 1, . . . , L.
A visualization is given in Figure 1. In the following, we denote by u, h and η the vectors
containing all layer variables, and by V = (h, u) and Vk = (hk, uk) the combined solution variable.
The solution space is XL = L2(Ω)L × L2(Ω,R3)L, which is endowed with the canonical inner
product. The multilayer rotating shallow water equations for L layers are now given by{
∂thk = −∇ · (hkuk) in Ω ,
∂tuk = −∇ (K[uk] + (g/ρk)pk[h])− q[hh, uk] kˆ× (hkuk) + Gk(h, u) in Ω ,
(2.5)
where the main modification with respect to the single-layer case is in the pressure term, which is
defined in each layer as
pk[h] = ρkηk+1[h] +
k∑
l=1
ρlhl = ρkηk[h] +
k−1∑
l=1
ρlhl.
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The Hamiltonian framework can be extended for the multilayer case (see, e.g., [30]). The multilayer
Hamiltonian H can be defined as
H(h, u) =
L∑
k=1
ρk
∫
Ω
(hkK[uk] + ghk (ηk+1[h] + hk/2)) dx . (2.6)
The skew-symmetric operator J [h, u], consists of L copies of J [hk, uk], represented schematically
by a block diagonal matrix
J [V ] = diagk=1,...,L
1
ρk
J [hk, uk],
with the scaled single-layer operator on the diagonal. In a weak formulation this corresponds to
(W,J [V ]Y )XL =
L∑
k=1
1
ρk
(Wk,Jk[Vk]Vk)X
= −
L∑
k=1
1
ρk
∫
Ω
(
whk∇ · yuk + wuk · ∇yhk + q[hk, uk]wuk · kˆ× yuk )
)
dx,
where W = (whk , wuk )k=1,...,L and Y = (yhk , yuk )k=1,...,L. The concrete form of (2.5) can now be
derived from (2.4), as before. Note that the multilayer case contains the single-layer case for the
special choice of one layer with arbitrary density.
Alternatively, another version of the multilayer Hamiltonian can be given as
H˜(h, u) =
L∑
k=1
∫
Ω
(
ρkhkK[uk] +
g
2 ∆ρk (ηk[h])
2
)
, (2.7)
where ∆ρk = ρk − ρk−1 for k = 1, . . . , L. Further structure can be exposed by introducing the
summation matrix T with entries
Tk,j =
{
1 if k ≤ j,
0 else.
It allows to express the layer coordinates as ηk = b+ (Th)k, where the matrix T operates on the
layer variables in an obvious way. More abstractly, we also write η = b + Th. This allows to
rewrite the last term in (2.7) as
g
2
L∑
k=1
∆ρk(ηk[h])2 =
g
2‖b+ Th‖
2
∆ρ,
where ‖η‖2∆ρ =
∑L
k=1∆ρkη
2
k corresponds to a weighted Euclidean norm. Taking the functional
derivative of this term, we obtain g T> diag(∆ρ)(Th+ b) = gp˜k[h], and the corresponding pressure
can be rewritten as:
p˜k[h] = ρ1η1[h] +
k∑
l=2
(ρl − ρl−1)ηl[h] = ρkηk[h] +
k−1∑
l=1
ρlhl = pk[h].
Thus, both Hamiltonians lead to the same pressure and it holds δH = δH˜. Consequently, both
Hamiltonians are equal up to a constant value (i.e. H˜ ≡ H+ const).
Since ∆ρ1 = ρ1 is typically much larger than ∆ρk = ρk − ρk−1 for k > 1, the pressure
differences induced by the free surface are much larger than the pressure differences stemming
from perturbations of the internal layers. This gives rise to the well-known separation of vertical
modes into a fast barotropic mode, and the remaining slow baroclinic modes; see, e.g., [10]. We
give an independent exposition that is relevant for the development of the paper in the next
section.
6
2.3 Linearization of the model and modes
We perform a linearized perturbation analysis of (2.5) for G = 0, in order to understand the
structure of the fastest modes of certain linearizations of (2.5). This will be used later to develop
appropriate linear operators to be used for the exponential time integrators. For a more in-depth
analysis of the fast barotropic mode arising in ocean models; cf. also [10]. Using the Hamiltonian
formalism, the linearized equation for a perturbation V = V ref +W can be written as
∂tW = J ′[V ref;W ]δH[V ref] + J [V ref]δ2H[V ref]W, W (0) = W0 (2.8)
by an application of the product rule, recalling the convention δ2H[V ]W = (δH)′[V ;W ]. The first
term contains the derivatives of J with respect to V and is given for any perturbation W as
J ′[V ref;W ] = diagk=1,...,L
1
ρk
(
0 0
0 −q′[V ref;W ] kˆ×
)
.
This, in turn, contains the derivatives of the potential vorticity with respect to the solution
variables, which are given as q′[V ;W ] = −(kˆ · ∇ × u + f)h−2wh + (kˆ · ∇ × wu)/h, where
W = (wh, wu).
In the following, we linearize around a zero flow, i.e., V ref = (href, uref) with uref = 0. Then,
(2.8) simplifies to
∂tW = J [V ref]δ2H[V ref]W, for V ref = (href, 0), (2.9)
since the derivative of J contains only entries in the lower right block (containing the derivatives
of the potential vorticity), which are multiplied by the second entry of δH[V ref], which is given
by ρkurefhref = 0. This system has again Hamiltonian structure, with a fixed J -operator and a
quadratic approximation to the energy:
J ref = J [V ref] = diagk=1,...,L
1
ρk
(
0 −∇·
−∇ −(f/hrefk ) kˆ×
)
,
Href(W ) := 12(W, δ
2H[V ref]W )XL =
1
2
L∑
k=1
∫
Ω
(
ρkh
ref
k |wuk |2 + g∆ρk(Twh)2k
)
,
where W = (wh, wu). Thus, (2.9) reads as ∂tw
h
k = −∇ · (hrefk wuk ) in Ω ,
∂tw
u
k = −(g/ρk)∇
(
T> diag(∆ρ)Twh
)
k
− f kˆ× wuk in Ω .
(2.10)
Under the simplifying assumption that the Coriolis term and the bathymetry b are flat, i.e.
f ≡ const, b ≡ const, the eigenmodes of (2.10) can be easily computed for the stable reference
configuration href = h0. This reference configuration sets the heights h0k in such a way that
ηk[h0] = max(b, η0k), where η0k ∈ R<0 is a decreasing sequence of constant negative values with
η01 = 0, which is the total sea-surface height (SSH) at rest; see Figure 1. Note that this configuration
is just dependent upon the choice of the total layer volumes
∫
Ω hk. Clearly, if the bathymetry
is constant, the same holds for the reference heights h0k. Now the eigenmodes W λ = (hλ, uλ)
associated to the imaginary eigenvalue λ = ±i|λ| of Aref = J refδ2Href can be grouped into two
sets: First, there are stationary (geostrophic) modes, which are obtained by setting λ = 0 in the
eigenvalue equation. Secondly, there are instationary modes, which can be shown (by taking the
∇· and kˆ · ∇× of the momentum equation in (2.10) and algebraic manipulations) to solve
−g diag(h0/ρ)R∆hλ =
(
|λ|2 − f2
)
hλ, and
(
f kˆ× · + λ
)
uλ = −g diag(1/ρ)R∇hλ,
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where R = T> diag(∆ρ)T is the matrix arising from the layer coupling through the pressure term.
By using the fact that the layer operator and the spatial Laplacian commute, one can further
decouple the above eigenvalue problem to obtain
|λ|2 − f2 = µvertµhoriz > 0, hλ = hµ,vert hµ,horiz
with g diag(h0/ρ)Rhµ,vert = µverthµ,vert and −∆hµ,horiz = µhorizhµ,horiz,
where hµ,horiz ∈ L2(Ω) with ∫Ω hµ,horiz = 0 and hµ,vert ∈ RL. Due to the fact that variations of
the density ∆ρ are much smaller than density itself, the layer matrix
diag(1/ρ)R = diag(1/ρ)T> diag(∆ρ)T =

1 1 · · · 1
ρ1/ρ2 1 · · · 1
...
... . . .
...
ρ1/ρL ρ2/ρL · · · 1
 (2.11)
can be well-approximated by a rank-one matrix, e.g. the matrix with all entries equal to one.
Therefore, the largest mode of the vertical eigenvalue problem and the associated u-mode fulfill
approximately
hmax,vertk ≈
h0k
−b , u
max,vert
k = (1/ρk)(Rh
max,vert)k ≈ 1.
This leads to the well-known (fast) barotropic free-surface mode with wave-speed
√
µmax,vert ≈√−bg, corresponding to uniformly contracting and expanding layers, and approximately constant
velocities in the vertical. The remaining modes are associated to (relatively slow) baroclinic modes,
which approximately correspond to internal layer perturbations leaving the free surface constant.
Note that the vertical eigenvalue problem can be rewritten in terms of the generalized eigenvalue
problem for the vertical η-mode ηµ,vert = Thµ,vert as
g diag(∆ρ) ηµ,vert = µvertD> diag(1/h0)Dηµ,vert,
where D = T−1 is the discrete difference matrix with entries
T−1k,j = Dk,j =

1 if k = j,
−1 if k = j − 1,
0 else.
This formulation relates the vertical layer-modes to discrete approximations of solutions to the
generalized eigenvalue problem from, e.g., [6, 10].
3 Discretization by the TRiSK scheme
The rotating shallow water equations (2.1) and the multilayer version (2.5) will be discretized
by a mimetic scheme. This ensures that properties of the continuous equation, such as energy
conservation, are preserved on the discrete level. In this paper, we will employ the mimetic TRiSK
scheme [33, 27] (see also [32]). In the following, we briefly introduce a high level notation for
employed differential operators that we will use to describe and analyze the time integration
schemes. For a detailed exposition, we refer to the literature above.
Since the employed scheme is only developed in the literature for unbounded domains, we
will in the following assume that Ω = S2. This also simplifies the notation. Comments on the
adaptation to a bounded domain can be found in Appendix A.
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3.1 Discrete quantities and notation
The spatial discretization is defined on staggered C-grid that is comprised of spherical (centroidal)
Voronoi tessellations, serving as the primal grid, and a Delaunay triangulation serving as the dual
grid. The discrete quantities are defined at different locations on the grid, such as the edges,
cell centers, and cell vertices. The edges of the grid will be denoted by e ∈ E (associated to
the point of intersection of primal and dual grid edge xe), primal cell grids will be denoted by
i ∈ I (associated to cell centers xi), and the primal cell vertices will be denoted with v ∈ V
(associated to the circum-center xv of a dual grid triangle, which is required to lie inside the
triangle). Discrete quantities are denoted by bold vectors, and lie in corresponding cell, vertex, or
edge space XI = RNI , XV = RNV , and XE = RNE , respectively. Discrete quantities are denoted in
the following by bold symbols. The scheme is built upon the fundamental interpretation of these
quantities as piece-wise constant on the primal or dual cell, and the edge degrees of freedom are
associated to a flow across a interior primal edge (from one primal cell to another, in edge normal
direction) or across a dual edge. Thus for a continuous vector field y, we have ye ≈ ne · y(xe),
where ne is the geodesic normal to the primal edge e. Corresponding inner products on these
spaces are given by
(y,ϕ)I =
∑
i∈I
Aiyiϕi, (y,ϕ)V =
∑
v∈V
Avyvϕv, and (y,ϕ)E =
∑
e∈E
Aeyeϕe,
respectively, where Ai denotes the area of a primal cell, Av the area of a dual cell, and Ae = lede
the area of the square with side lengths given by the lengths of primal and dual edges (le and de).
Note that the sum of the “edge areas” Ae corresponds to two times the volume of the domain,
which is a peculiarity of this scheme, and corresponds to the fact that the velocities encode only
one direction of the flow (edge normal).
The differential operators are built upon the fundamental relations that for any discrete variable
y ∈ XE, and test functions ϕ ∈ XI and ψ ∈ XV we have
(ϕ,∇·
E→I
y)I =
∑
i∈I
∑
e∈EoI(i)
ϕine,ileye, (ψ, (kˆ · ∇×)
E→V
y)V =
∑
v∈V
∑
e∈EoV(v)
ψvte,vdeye,
where EoI and EoV denote the edges adjacent to each primal or dual cell, respectively, and ne,i,
te,v ∈ {+1,−1 } encodes the sign convention used for the direction of the edge normal velocity
ye. For further details, we refer to [27]. We note that in [32], the schemes are built upon the
integrated quantities Ye = leye and Y˜e = deye, whereas we follow the convention used in [27].
Moreover, a discrete gradient is defined for a cell-wise quantity on the primal grid (across a
primal edge): For each ϕ ∈ XI and test function y ∈ XE we set
(∇
I→E
ϕ,y)E = −(ϕ,∇·E→Iy)I,
which mirrors the continuous integration by parts formula. Similarly, a perpendicular gradient
∇⊥V→E can be defined on XV (across a dual edge). Additionally, we define the interpolation
operators
{ϕ}E ∈ XE, {ψ}E ∈ XE,
for ϕ ∈ XI and function y ∈ XE that average the values of the two adjacent primal and dual cells
to the corresponding edge. Interpolation operators from edges to cells are defined by transposition
as
({y}I,ϕ)I = (y, {ϕ}E)E, ({y}V,ψ)V = (y, {ψ}E)E.
9
We refer to [27] for the concrete expressions. Finally, a reconstruction of tangential velocities
is needed (for the implementation of the perpendicular velocity u⊥). This is realized by the
reconstruction operator
kˆ×
E→E
: XE → XE, with ( kˆ×
E→E
y)e ≈ te · y(xe)
for any y ∈ XE representing a continuous vector field y, with te = kˆ×ne the tangent to the primal
edge e. We refer to [33] for a derivation and the concrete expressions, which in particular ensure
the skew-symmetry of the reconstruction operator kˆ×E→E on the edge space XE. For convenience,
the specific form of all required operators is also summarized in Appendix A.
3.2 Discrete multilayer equations
We describe the scheme for the general multilayer case, which contains the single-layer rotating
shallow water equations as a special case. The prognostic variables of the equations are the fluid
heights hk ∈ XI and the velocities uk ∈ XE, where the degree of freedom for the edge encodes the
(point-wise) velocity in primal cell normal direction. Diagnostic quantities are the kinetic energy
and the potential vorticity, defined by:
K[u] = (1/2){u ∗ u}I = {u2/2}I, (kinetic energy in XI)
q[h,u] =
(
(kˆ · ∇×)
E→V
u+ f
)
/{h}V (potential vorticity in XV).
Here, ∗ denotes the point- or entry-wise product (Hadamard product), and / the point-wise
division and f ∈ XV is an interpolant of the Coriolis parameter.
The discrete equations are now given as:
∂thk = −∇·E→I ({hk}E ∗ uk) in XI,
∂tuk = Q[hk,uk] ({hk}E ∗ uk)− ∇I→E (K[uk] + (g/ρk)pk[h]) +Gk[h,u] in XE.
(3.1)
Here, the pressure is computed as in the continuous case as
pk[h] = ρkηk[h] +
k−1∑
l=1
ρlhl, ηk[h] = b+
L∑
l=k
hk,
where b ∈ XI is an interpolant of the bathymetry. The operator Q[·, ·] : XE → XE is defined as
Q[hk,uk]y =
1
2
(
{q[hk,uk]}E ∗
(
kˆ×
E→E
y
)
+ kˆ×
E→E
({q[hk,uk]}E ∗ y)) ,
where y ∈ XE is a discrete flux. The construction of this operator ensures energy conservation;
see [27]. In terms of the Hamiltonian framework, this follows from the fact that the operator
is skew-symmetric: for any w,v ∈ XE we have (v, Q[V k]w)E = −(Q[V k]v,w)E, using the
skew-symmetry of kˆ×E→E.
Energy conservation follows directly by introducing a discrete Hamiltonian framework for (3.1).
We define the combined solution variable as V = (h,u) ∈ XL = XLI × XLE analogous to the
continuous case. It is endowed with the discrete inner product
(V ,W )XL =
L∑
k=1
(hk,whk)I + (uk,wuk)E,
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where W = (whk ,wuk)k=1,...,L. The discrete Hamiltonian has the form
H[V ] = 12
L∑
k=1
(
ρk(hk,K[uk])I + g∆ρk (ηk[h],ηk[h])I
)
. (3.2)
Mirroring the continuous case, the functional derivative of the Hamiltonian fulfills the identity
(W , δH[V ])XL = H ′[V ;W ] =
L∑
k=1
(
(whk , ρkK[uk] + g pk[h])I + ρk(wuk , {hk}E ∗ uk)E
)
,
using that (hk,K ′[uk;wuk ])I = (wuk , {hk}E ∗ uk)E and the definition of η. Thus, we can write
δH[V ] =
(
ρkK[uk] + g pk[h]
ρk{hk}E ∗ uk
)
k=1,2,...,L
. (3.3)
From the concrete form of the equations as given above, one can infer the discrete analogue of the
operator J , which is given by
J [V ] = diagk=1,2,...,L
1
ρk
(
0 −∇·E→I
−∇I→E Q[hk,uk]
)
, (3.4)
Using the discrete identities for ∇I→E and ∇·E→I, the definition of Q, and the skew-symmetry
of kˆ×E→E, the skew symmetry of J can be verified by considering a discrete weak formulation.
Together, this shows that (3.1) can be described by
∂tV = J [V ]δH(V ) +
(
0
G[V ]
)
, (3.5)
which directly yields energy conservation in the case G[V ] = 0. Additional source and dissipation
terms can be added to the momentum equation in the term G. We detail some particular choices
in Appendix A.1.
4 Exponential time integration
Exponential integrators or exponential time differencing methods (ETD) are a special class of
time integration methods; see [20] and the references therein. We briefly summarize the relevant
content for this manuscript, in the context of the discrete system introduced in (3.5). We will
focus only on the case without forcing or dissipation, G ≡ 0. Additional forcing terms can be
easily added to the following derivation, but are omitted from the derivation, since they are usually
much less stiff than the core ocean dynamics, and will be added back at the end.
4.1 Exponential integrators
Exponential integrators are based on a splitting of the forcing term into a linear part, and a
remainder. Denote by V n ≈ V (tn) the current solution at time tn, n = 0, 1, 2, . . ., and write
∂tV = F [V ] = AnV + rn[V ] (4.1)
with the nonlinear remainder defined by
rn[V ] = F [V ]−AnV .
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Such a splitting is natural for many problems, where F is given as the sum of a stiff linear, and a
nonlinear term, e.g., semilinear parabolic problems [19]. However, for the present case a suitable
choice of An is less obvious. Another point of view is to perform an affine linear expansion of F
around V n, which leads to
∂tV = F [V ] = F [V n] +An(V − V n) +Rn[V ] (4.2)
with the nonlinear residual defined by
Rn[V ] = F [V ]− F [V n]−An(V − V n) = rn[V ]− rn[V n].
Clearly, both forms only differ in the constant term rn[V n] and are thus very similar. However, the
second form immediately suggests to choose An = F ′[V n], the Jacobian of F , which corresponds
to a Taylor expansion in (4.2). This leads to the development of Rosenbrock type methods.
The idea behind ETD methods, more specifically exponential RK methods, is to treat the
(affine) linear and nonlinear part in different ways: the linear term involving An will be treated
exactly, using matrix exponentials, and only the remainder will be approximated by internal stages
of the (exponential) RK method. In particular, an affine linear problem (i.e. when Rn ≡ 0) will be
solved exactly under reasonable assumptions on the methods. By now, there is a well-developed
theory of order conditions for such methods, and several classes of appropriate methods are known;
see, e.g., the overview in [20]. If An can be chosen in a way that the residual is significantly
less stiff than the linear part, then the CFL conditions that limit the time step size of explicit
methods are less restrictive for exponential RK methods. However, while the Jacobian F ′[V n]
always constitutes a mathematically optimal choice in terms of stiffness reduction and accuracy,
it is not necessarily the best choice in terms of practical performance.
In the specific setting with G ≡ 0, due to the product structure of F [V ] = J [V ]δH[V ] we
have
F ′[V n;W ] = J ′[V n;W ]δH[V n] + J [V n]δ2H[V n]W ; (4.3)
by the product rule; cf. section 2.3. The concrete expressions for the Jacobians of J and δH
on the discrete level are given in Appendix B. Instead of the Jacobian at the current time step,
we will consider choices of linear operator that correspond to Jacobians that are evaluated at a
reference configuration V ref = (href,0). This leads to
F ′[V ref] = J [V ref]δ2H[V ref], (4.4)
since the first term in (4.3) is zero (cf; section 2.3). Note that the reference point can be chosen
differently in each time step, in order to take updated height variables into account. This leads to
a choice of An = Arefn = F ′[V refn ], which leads to a structurally simpler and computationally more
efficient linear operator, at the cost of an increased approximation error. As we will demonstrate,
in the context of global ocean models, this still captures enough of the fast dynamics to enable
stable and accurate simulations with large time steps. We note that (4.4) has again Hamiltonian
structure, which can be exploited in computations. Additional approximations of Aref, which
further decrease the cost of the practical evaluation in the multilayer case, but keep the underlying
structure of the linear operator intact, will be discussed in section 5. Note that, if we were to
employ Rosenbrock methods, the Jacobian of any additional nonlinear terms occurring in G[V ]
would need to be included in An. Since we use approximate Jacobians, any additional forces that
are not stiff can be neglected in An.
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Finally, we note that, on the continuous level, the splitting (4.2) with the linear operator (4.4)
introduced above corresponds (up to constant terms) to the splitting of the original equations of
the form
∂thk +∇ ·
(
hrefk uk
)
= −∇ ·
(
(hk − hrefk )uk
)
,
∂tuk +∇(1/ρk)pk[h] + f kˆ× uk = −uk · ∇uk + Gk(h, u).
Here, we have used the vector identity u · ∇u =∇(|u|2/2) + (kˆ · ∇× u) (kˆ× u). In the splitting
above, the terms on the left are linear (affine linear in the case of the pressure) and correspond to
a multilayer rotating wave equation, and the remaining terms on the right are nonlinear advection
terms. Roughly speaking, the former will always be solved exactly in theory and treated with
matrix exponentials in practice, whereas the latter will be approximated by the internal stages
of an exponential Runge-Kutta method. Therefore, a method based on (4.4) can be expected to
have no time step restrictions associated to the wave phenomena, whereas it would likely still be
subject to CFL conditions associated to the advective processes and other physics contained in G.
4.1.1 Approximation of the residual
To obtain an exponential integrator, the variation of constants formula is applied to the continuous
equation (4.1) to obtain the solution at time tn+1 = tn +∆t as
V (tn+1) = exp(∆tAn)V n +
∫ ∆t
0
exp((∆t− τ)An) rn[V (tn + τ)] dτ
= V n +
∫ ∆t
0
exp((∆t− τ)An) (F [V n] +Rn[V (tn + τ)]) dτ. (4.5)
For further details on the derivations in this section we refer to [20]. This formula for the
exact solution is further approximated by replacing the residual term (which still depends on the
unknown solution) by a polynomial in time given as
Rn[V (tn + τ)] ≈
S∑
s=2
τ s−1
(∆t)s−1(s− 1)!bn,s,
where the coefficients bn,s should approximate the derivatives ds−1/ dτ s−1Rn[V (tn+τ)]|τ=0. Note
that, since Rn[V n] = 0, the constant term in the polynomial can be omitted. For exponential
Runge-Kutta methods these coefficients will be determined as linear combinations of the residual
Rn evaluated at the internal stages of the method; see [20].
Consequently, by inserting the above approximation into the solution formula (4.5) (see also
Proposition 4.1 below) we obtain one time step of the underlying method as:
V (tn+1) ≈ V n+1 = V n +∆t
(
ϕ1(∆tAn)F [V n] +
S∑
s=2
ϕs(∆tAn)bn,s
)
, (4.6)
where the ϕ-functions are defined as
ϕs(z) =
∫ 1
0
exp ((1− σ)z) σ
s−1
(s− 1)! dσ =
∞∑
k=0
zk
(k + s)! for z ∈ C, s = 1, 2, . . . . (4.7)
In the case s = 0, we set ϕ0(·) = exp(·). Note that the above definition of ϕs generalizes to
matrix arguments either by replacing z by a matrix in the above definition, or by applying the
matrix functional calculus. Based on the construction, there is a simple correspondence between
ϕ-functions and inhomogeneous linear equations; cf., e.g., [24]:
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Proposition 4.1. Let x = ∑Ss=0 ϕs(∆tA)bs for arbitrary bs, s = 0, 1, . . . , S. Then it holds
x = w(∆t), which is the terminal value of the solution to the linear differential equation
∂tw(τ) = Aw(τ) +
S∑
s=1
τ s−1
∆ts−1(s− 1)! bs, (0 < τ < ∆t)
w(0) = b0.
(4.8)
Certainly, the efficient computation of these matrix functions is important for the practical
success of ETD methods. Since even for sparse A the matrix ϕs(∆tA) is generally a full matrix,
they can not be assembled in practice in the large-scale context. Therefore, we will employ iterative
methods; see section 4.2.
4.1.2 Example methods
In the following, we will briefly present specific exponential integrators employed in this work. In
the simplest case, the residual is simply neglected, and the exponential Euler method is obtained
as
V n+1 = V n +∆tϕ1(∆tAn)F [V n]. (4.9)
In the case that An is only an approximation to the Jacobian, this method is only first-order
accurate in ∆t, and not attractive for practical computations. We remark that this method is
second-order for An = F ′[V n], which highlights the fact that Rosenbrock-ETD methods have
different order conditions.
For the case of approximate Jacobians, e.g., for (4.4), a family of two-stage, second-order
methods (fulfilling the stiff order conditions) is given by the one-parameter family
vn,2 = V n + c2∆tϕ1(c2∆tAn)F [V n],
V n+1 = V n +∆tϕ1(∆tAn)F [V n] + (∆t/c2)ϕ2(∆tAn)Rn[vn,2],
(4.10)
for the parameter c2 ∈ (0, 1]; see [19]. In the case c2 = 1, we obtain the exponential version of
Heun’s method, while c2 = 2/3 corresponds to Ralston’s method. More details and the description
of a three stage third-order method that will be used in the computational experiments are given
in Appendix C. A general discussion of higher order methods can be found in, e.g., [19, 20].
4.2 Approximation of the matrix functions
As previously mentioned, the most challenging aspect of ETD methods is efficiently evaluating
the matrix functions ϕs. This challenge made ETD methods computational infeasible for many
years after their discovery due to a lack of efficient matrix function evaluation methods [23].
However, in recent years more efficient ways to approximate ϕs have been found such as Krylov
subspace projections [28], which can be combined with sub-stepping algorithms [24], or instead
found with Leja-point interpolation [2], or Chebyshev polynomial approximations [31]. Due to the
optimality of the matrix polynomials produced by Krylov methods, it is likely that these methods
will provide an advantage over the other approximation methods (requiring only matrix vector
products), therefore they will be the focus from this point forward. Methods based on rational
approximation are advantageous from a theoretical standpoint and also promising from a practical
standpoint [15]. However, in the context of the spatial scheme employed in this work, an efficient
parallel way of solving the large sparse linear systems remains challenging.
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4.2.1 Polynomial Krylov methods
Krylov subspace methods, or Krylov methods, provide an efficient way to approximate matrix
functions. This is done by projecting the matrix into a Krylov subspace and then evaluating the
function in a much smaller space than the original. Another benefit of Krylov methods is the fact
that the matrix itself is never explicitly required throughout the method, only it’s action upon
single vectors.
The Krylov subspace of dimension M for a matrix A ∈ RN×N and a vector b ∈ RN is defined
as
KM (A, b) = span{ b,Ab, . . . ,AM−1b } = { p(A)b | p ∈ PM−1} (4.11)
Essentially, Krylov methods find the optimal polynomial to approximate a matrix function applied
to a matrix applied to a single vector. In the case of the linear systems arising in linearly implicit
methods, the Krylov method approximates a rational function to form x = (Id +∆tA)−1b; for
ETD the expressions ϕs(∆tA)b are approximated. For this purpose, an orthonormal basis of
KM (A, b) is constructed, which is typically done by the Arnoldi process. The approximation
of matrix functions by Krylov methods is well documented in the literature. However, we will
employ an inner product induced by another matrix, which is usually not discussed. Thus, we
briefly summarize the necessary extensions for this case.
In this work, we will mostly employ linear operators of the form (4.4), which have the product
structure
A = J δ2H. (4.12)
Additionally the matrix J and δ2H have symmetry properties with respect to the inner product
of the space XL = XLI ×XLE , namely
(W , JV )XL = −(JW , V )XL , (W , δ2HV )XL = (δ2HW , V )XL
for all V ,W ∈ XL. To express this in terms of linear algebra, we introduce the symmetric and
diagonal mass matrix MXL of the solution space XL, containing L copies of the cell and edge
areas on the diagonal. In terms of linear algebra, we can now reformulate the symmetry properties
above as
MXLJ = −J>MXL , MXLδ2H = δ2H>MXL , (4.13)
where ·> denotes the transpose. This yields the skew-symmetry of A with respect to the inner
product induced by the symmetric matrix induced by the second variation of the Hamiltonian.
Proposition 4.2. The operator A given in (4.12) with (4.13) fulfills
MHA = −A>MH where MH = MXLδ2H.
In order to take advantage of this symmetry, we will describe the following orthogonalization
procedures for a general operator A with respect to the inner product and norm
(x,y)M = x>My, ‖x‖M =
√
x>Mx
induced by another symmetric matrix M, which can be chosen as either MX (corresponding to
the L2 space XL) or MH (corresponding to a norm induced by a quadratic approximation of the
Hamiltonian).
15
The orthonormal basis vectors vm, m = 1, . . . ,M can be found through the iterative Arnoldi
process:
v˜m+1 = Avm −
m∑
j=1
hj,mvj , hj,m = (vj ,Avm)M, j = 1, 2, . . . ,m ,
vm+1 =
1
hm+1,m
v˜m+1, hm+1,m = ‖v˜m+1‖M,
where v1 = b. The Arnoldi process can be collectively given by the Arnoldi decomposition
AVM = VMHM + hM+1,MvM+1e>M = VM+1H˜M ,
H˜M =
(
HM
hM+1,Me
>
M
)
∈ R(M+1)×M ,
where VM ∈ RN×M contains the M orthogonal basis vectors, i.e., V>MMVM = IdM , eM is the
M -th canonical basis vector with entries eM,i = δM,i, and HM ∈ RM×M is the Hessenberg matrix
given by HM = V>MMAVM . Finally, the Krylov approximation of a matrix function ϕs(∆tA)
(see, e.g., [20, Section 4.2]) is given by
ϕs(∆tA)b ≈ VMϕs(V>MM∆tAVM )V>MMb = ‖b‖MVMϕs(∆tHM )e1 , (4.14)
where e1 is the first canonical basis vector. Here, ϕs(∆tHM )e1 can be computed using a dense
Padé approximation or an exponential of an augmented matrix (see, e.g., [29]).
For an operator A that is skew-symmetric with respect to M, there exists a more efficient
method known as the skew-Lanczos process (see, e.g., [12, 14]). In the situation of Proposition 4.2,
the Hessenberg matrix produced by the Arnoldi process is skew-symmetric and tri-diagonal, and
the recurrence relation simplifies to the skew-Lanczos process given for m = 1, . . . ,M − 1 by:
v˜m+1 = Avm − hm−1,mvm−1, hm−1,m = −hm,m−1,
vm+1 =
1
hm+1,m
v˜m+1, hm+1,m = ‖v˜m+1‖M,
where v˜1 = b and v−1 and h0,1 are defined as zero, for convenience. In the case of a tri-diagonal
Hessenberg matrix, a diagonalization can be performed in time O(M2), which also makes a direct
evaluation using the eigen-decomposition of HM practically efficient.
Thus, the skew-Lanczos process avoids most of the reorthogonalization steps, which reduces the
computational cost of the Arnoldi-method from O(M2N) to O(MN). Therefore, it is preferable
to use an appropriate inner product for computations, if possible. If such symmetry cannot
be found (for instance in the case of a full Jacobian), an alternative is to use the incomplete
orthogonalization method IOM [13, 34], which performs orthogonalization only with respect to
the last p Arnoldi vectors, while maintaining an exponential asymptotic convergence rate towards
the exact solution; see [34].
Concerning the convergence behavior of the methods, we note that, according to the theoretical
estimates, an exponential convergence rate of the Krylov approximation towards the matrix ϕ-
function holds; see the overview in [20, Section 4.2]. For instance, in the skew-symmetric case [18,
Theorem 4], after a minimum of M ≥ ∆t|A| iterations, where |A| is the spectral radius of A, the
error decreases at an exponential rate. We note that this error estimate couples the effort for an
accurate approximation of the matrix exponential of A to a proportional factor of the time step
size; cf. also section 6.1.3.
16
4.3 Artificial numerical dissipation
Both the modeling concerns and considerations of numerical efficiency favor a skew-symmetric
choice of the linear operator as given in (4.4). In fact, the dissipation terms contained in G
correspond to numerical closure terms and are usually relatively slow processes (with the possible
exception of vertical diffusion in the case of a very fine vertical discretization, which we do
not consider here). Moreover, horizontal diffusion can even be set up to be perfectly energy
conserving, which leads to the development of the anticipated potential vorticity method; see,
e.g., [7]. Therefore, a skew-symmetric operator, which conserves a linearized energy, appears
the most reasonable choice and also provides algorithmic benefits. However, if the methods are
employed together with very large step-sizes – which is the desired configuration – the temporal
discretization error can lead to a build-up of spurious energy in high scales. If no dissipation term
is present in the linear operator, this can lead to an eventual breakdown of the method due to
nonlinear interaction over very long simulation horizons (of several months).
To remedy this, additional diffusion or high-frequency filtering techniques can be employed. In
the following, we describe a simple technique which can be easily analyzed and ties into the ETD-
Krylov approach described above. For the rest of this section, we assume that An = A = Jδ2H,
which is skew-symmetric with respect to the δ2H inner product. We note that this implies that A
has purely imaginary spectrum, and the associated eigen-vectors are δ2H orthogonal. To dampen
the high frequencies, we replace any occurrence of a matrix function ϕs(cz) appearing in the
scheme by a modified function ϕs,γ(c, z) defined by
ϕs,γ(c, z) = ϕs(c (z − (−z2/γ2)p)), (4.15)
for some fixed p ≥ 1 (e.g., p = 2) and time scale selective parameter γ > 0. Here, 0 ≤ c ≤ 1
represents the constant appearing in the internal stage of the ETD-RK method, or c = 1 for the
final stage. This change is motivated by the following result, which is simple to derive and given
here without proof.
Proposition 4.3. Let V γ,n be computed by an ETD-RK method, where each occurrence of
ϕs(c∆tA) is replaced by ϕs,γ(c,∆tA). Then V n,γ ≈ V γ(tn) approximates the solution of the
modified problem
∂tV γ = F [V γ ]− (∆t2p−1/γ2p) (−A2)pV γ , V γ(0) = V 0, (4.16)
at the same order as the underlying ETD-RK method.
Thus, if s is the convergence order of the underlying ETD-RK scheme, the modified scheme is
of order min{ 2p− 1, s }. In particular, the order of convergence is maintained for p ≥ (s+ 1)/2.
We further comment on the structure of the perturbation term. Due to the skew-symmetry of
A, it follows that −A2 = J>δ2HJδ2H is a δ2H-symmetric positive operator, and thus the
appearance of its p-th power in (4.16) dissipates the quadratic energy induced by δ2H.
Remark 1. Additionally, in the concrete case of A derived as (4.4) from (3.5) it can be further
verified that −A2 behaves similar to a second-order differential operator (a weighted negative
Laplacian). In this case, for p = 2 the artificial dissipation is given by an additional biharmonic
diffusion with coefficient proportional to ∆t3/γ4.
Concerning the numerical implementation, a direct application of the Krylov method to (4.15)
would lead to a significant increase in computation times if the Krylov space is constructed for
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∆tAγ = ∆tA− (∆t/γ)2p(−A2)p, since this requires additional multiplications by A. Instead, we
build the Krylov space as before for A, and apply the modified ϕ-function, i.e.,
ϕs,γ(c,∆tA)b ≈ ‖b‖VMϕs,γ(c,∆tHM )e1 = ‖b‖VMϕs(c∆t(HM −∆t2p−1/γ2p(−H2M )p)e1 ,
where HM is the Hessenberg matrix from section 4.2. In this way, the additional cost for a Krylov
approximation with M vectors is limited to computing powers of HM , which is usually negligible.
4.4 Conservation of mass
The property of a scheme to be exactly mass conserving is a basic and important requirement for
global ocean models. We note that the multilayer TRiSK-scheme is layerwise mass conserving
in continuous time. Most commonly employed time integration methods such as explicit Runge-
Kutta or implicit methods preserve this property, which makes it desirable also in the context of
exponential integrators. More generally, this corresponds to the preservation of linear invariants
present in the semidiscrete problem. Fortunately, under a simple requirement on the linear
operator, which are fulfilled for the choices made above, many exponential integrators share this
property as well.
We begin by summarizing the mass conserving properties in the multilayer model.
Proposition 4.4. The evolution of the model (2.5) is layer-wise volume conserving, i.e.,
(1,hk(t))I = const for all k = 1, 2, . . . , L,
where 1 ∈ XI denotes the constant one cell-vector.
Proof. The property follows by testing the k-th component of the mass equation with 1 to obtain
d
dt(1,hk(t))I = (1, ∂thk(t))I = (1,∇·E→I({hk}E ∗ uk))I = −(∇I→E1, {hk}E ∗ uk)E = 0,
using the discrete adjoint relation between ∇·E→I and ∇I→E.
Consequently, also the total mass ∑k ∫Ω ρkhk, given in the discrete equation by
m[h] =
L∑
k=1
ρk(1,hk(t))I , (4.17)
is conserved. We note that these conservation properties can be expressed more generally as linear
invariants,
d
dt(l,V (t))X = (l, ∂tV (t))X = (l,F [V (t)])X = 0, (4.18)
where (l, ·)X is a linear functional, represented by testing with the vector l. For instance, in the
case of (4.17), we choose l = (lh, lu) = (ρ,0), where ρk = ρk1.
Under the appropriate assumption on the linear operator A, and the underlying ETD method,
linear invariants remain preserved in the time discrete system.
Theorem 4.5. Assume that (l,F (V ))X = 0 for all V ∈ X (which implies the linear invari-
ant (4.18)). Assume further that
(l,AnV )X = 0 for all V ∈ X.
Then, the ETD methods presented in this section preserve the same linear invariant.
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Proof. We use the explicit formula for the final stage (4.6) to obtain
(l,V n+1 − V n)X =
S∑
s=1
(l, ϕs(An)bs)X ,
where b1 = F (V n)) and bs for s > 1 is a linear combination of the residuals Rn(vin) evaluated
at the internal stages vin. Now, we directly obtain (l, bs)X = 0 using the properties of F and
An. Then, testing the linear equation (4.8) which corresponds to the expressions involving the
ϕ-functions by l reveals that also (l, ϕs(An)bs)X = 0 for all s, which yields
(l,V n+1)X = (l,V n)X ,
which is the desired property.
Thereby, we directly obtain mass conservation for the specific ETD schemes.
Corollary 4.6. For the choices An = F ′[V n] and An = Aref = F ′[V ref], see (4.3) and (4.4), we
obtain
(1,hk,n+1)I = (1,hk,n)I k = 1, 2, . . . , L, and m[hn+1] = m[hn],
where (hn,un) = V n are the time steps (4.6).
5 Energetically consistent layer reduction
Motivated by the mode analysis of section 2.3, we propose a layer reduction technique to project
the linear operator used in the ETD method to a subspace corresponding to the fastest modes.
Here, we take special care to perform this projection in an energetically consistent way and to
account for invariants responsible for mass conservation. In this section, we focus attention on
the linear operators of the structure (4.4) and let J = J [V ref] and δ2H = δ2H[V ref] for some
reference configuration V ref = (href,0) ∈ X.
5.1 A general class of linear operators
At first, we describe a general method for layer reduction, which is based on a projection preserving
the Hamiltonian structure of the linearized equation. For an ETD method, it is desirable to only
approximate the fast modes of the system. Based on the eigenvalue analysis of section 2.3, we can
exploit the fact that the vertical modes are decreasing in magnitude with finer vertical resolution
(in contrast to the horizontal modes, which are increasing with finer horizontal resolution).
We introduce a reduced-layer space
XL̂ = XL̂I ×XL̂E for 1 ≤ L̂ L,
which is supposed to parametrize the fastest vertical modes of the discrete linear operator A =
J δ2H as in (4.4). We define a corresponding ansatz by the linear mapping Ψ : XL̂ → XL with
the structure
Ψ =
(
Ψh 0
0 Ψu
)
,
Here, the matrix Ψh (and similarly, Ψu) is defined by
[
Ψhĥ
]
i
=
L̂∑
j=1
Ψ j,ih ĥk,i, for all i ∈ I,
19
and any ĥ ∈ XL̂I . Here, the vector Ψ j,ih ∈ RL should roughly correspond to the j-th fastest vertical
height mode, which can be different in each cell i ∈ I.
Remark 2. Consider the simplified case of a constant Coriolis term and bathymetry, i.e. f ≡ const,
b ≡ const with constant reference heights h0 ≡ const. Let µj > µj+1 > 0, j = 1, 2, . . . , L be
the eigenvalues of the matrix Avert = g diag(h0/ρ)R with R defined as in (2.11), corresponding
to the eigenvectors wj,h,vert ∈ RL. These modes correspond to the height variable, whereas the
corresponding modes for the velocity are given as wj,u,vert = diag(1/ρ)Rwj,h,vert. In this case, we
can choose Ψ j,ih = wj,h,vert and Ψ j,eu = wj,u,vert for all cells and edges. In this particular case, the
following arguments would greatly simplify. However, since b and f are generally not constant,
the horizontal modes can only be defined in an approximate sense, separately in each cell and
edge.
While the ansatz functions Ψ can be chosen freely, in principle, it is important to obtain
appropriate dynamics for the reduced linear system. Here, since we are dealing with a linear
Hamiltonian system (the rotating multilayer wave equation), we will take care to preserve this
structure when deriving the reduced dynamics. The special case of using only the single fastest
barotropic mode, which leads to simple concrete formulas, will be discussed further in section 5.3.
We start by defining the reduced linearized Hamiltonian, which arises from the canonical ansatz
Ĥ
ref(V̂ ) = Href(ΨV̂ ) = 12
(
ΨV̂ , δ2HΨV̂
)
XL
for V̂ ∈ XL̂. Now, we use additionally the fact that the mass matrix MXL of the space XL
commutes with Ψ> in the sense that MXLΨ = ΨMXL̂ . In fact, for Ψh (and similarly for Ψu it
simply holds for any ĥ ∈ XL̂I that[
MXLI
Ψhĥ
]
i
= Ai
[
Ψhĥ
]
i
=
[
ΨhM
XL̂I
ĥ
]
i
for all i ∈ I,
where Ai it the area of the i-th cell. This corresponds to the fact that Ψ operates only on the
layer indices for each cell and edge stack, and that both mass matrices consist of multiple identical
copies of the (diagonal) single-layer mass-matrix. Thus, it follows that
Ĥ
ref(V̂ ) = 12(MXLI ΨV̂ )
>(δ2HΨV̂ ) = 12
(
V̂ ,Ψ>δ2HΨV̂
)
XL̂
= 12
(
V̂ , δ2ĤV̂
)
XL̂
,
with the corresponding reduced (linearized) Hamiltonian matrix defined as
δ2Ĥ = Ψ>δ2HΨ .
We note that the above projection can be computed separately for each cell- and edge-stack, since
for fixed layer coordinates δ2H is a diagonal matrix in the horizontal dimensions. We also note
that δ2Ĥ shares the same property.
In order to derive a projection operator, we first introduce the transpose matrix of Ψ , denoted
by Ψ> : XL → XL̂. Note that for the particular setting considered here, it is identical to the
adjoint of Ψ , i.e., it fulfills
(Ψ>V , V̂ )
XL̂
= (V ,ΨV̂ )XL ,
for any V ∈ XL and V̂ ∈ XL̂. Here, we have used again the fact that the mass matrix commutes
with Ψ . Although Ψ> maps from the full to the reduced space, it is not appropriate to map solution
variables from the full to the reduced space. Instead, in order to provide an energetically consistent
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projection of the linearized equation to the reduced space, we introduce Ψ †, the (generalized)
Moore–Penrose pseudoinverse
Ψ † : XL → XL̂, Ψ † = (δ2Ĥ)−1Ψ>δ2H.
Hence, Ψ † gives the reduced layer coordinates for any discrete solution variable. Again, we note
that the inverse (δ2Ĥ)−1 can be computed in a cell- and edge-stack wise fashion, reducing the
solution to a large number of L̂ × L̂ sized systems. The definition of Ψ † is motivated by the
following derivation:
Proposition 5.1. The restriction matrix Ψ † gives the solution to the following minimization
problem: For any V ∈ XL we have Ψ †V = V̂ where
V̂ = arg min
V̂ ∈XL̂
‖V − ΨV̂ ‖ δ2H = arg min
V̂ ∈XL̂
1
2(V − ΨV̂ , δ
2H(V − ΨV̂ ))XL . (5.1)
Proof. We define the energy norm ‖V ‖δ2H =
√
(V , δ2HV )X in the canonical way. The derivation
is then standard, by writing out the optimality condition of (5.1), given by
Ψ>MXδ2HΨV̂ = Ψ>MXδ2HV .
Now, we use again the fact that the mass matrix MXL of the space XL commutes with Ψ> in
the sense that Ψ>MXL = MXL̂Ψ
>.
Additionally, we introduce the orthogonal projection
P = ΨΨ † : XL → XL .
By Proposition 5.1, the projection is given as PV = ΨV̂ , where V̂ is the minimizer of (5.1), and
thus minimizes the projection error in the canonical linearized energy norm. Based on this choice
of the projection, a projected linear operator AP can be defined for A = Aref = J δ2H as
AP = PAP = ΨÂΨ †,
where Â = Ψ †AΨ .
(5.2)
Here, Â : XL̂ → XL̂ is the corresponding reduced layer operator. Using the properties of Ψ †,
we now verify that the operators Â and AP again have Hamiltonian structure, together with an
appropriate definition of the reduced J -operator.
Proposition 5.2. Define the skew-adjoint operators
JP : XL → XL JP = PJP>
Ĵ : XL̂ → XL̂ Ĵ = Ψ †J(Ψ †)>.
(5.3)
Then, it holds that
Â = Ĵ δ2Ĥ and AP = JP δ2HP .
where δ2HP = P>δ2HP .
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Proof. By definition of Ψ † we have (Ψ †)> δ2Ĥ = δ2HΨ and thus
Ψ †AΨ = Ψ †J δ2HΨ = Ψ †J(Ψ †)> δ2Ĥ = Ĵ δ2Ĥ
Concerning the second case, we compute
AP = ΨΨ †AΨΨ † = ΨΨ †J(Ψ †)>Ψ>δ2HΨΨ †,
using the previous result. Now we observe that (Ψ †)>Ψ> = P> = P>P>, owing to the fact that
P is a projection.
Thereby, the structural properties important for stability of the solutions are preserved. Thus,
we can easily employ the derived linear operator in the context of an ETD method, by simply
replacing the operator A by AP . By the construction the adaptation is straightforward. However,
for the practical use of the method it is important that the computation of the matrix ϕ-functions
can be reduced to a smaller-size problem, based on the following observation.
Proposition 5.3. Let AP = PAP and Â = Ψ †AΨ be defined as above. Then, it holds for any
s ≥ 0 that
ϕs(AP ) =
1
s! (Id−P ) + Ψ ϕs(Â)Ψ
†.
Proof. Due to (4.7), we have
ϕs(AP ) =
∞∑
k=0
AkP
(k + s)! =
1
s! (Id−P ) + Ψ
∞∑
k=0
(Ψ †AΨ)k
(k + s)! Ψ
†,
using the identities P = ΨΨ †, A0P = Id and AkP = Ψ(Ψ †AΨ)kΨ † for k ≥ 1.
Thereby, the computation of ϕs(∆tAP )bs in an ETD method can be reduced to the compu-
tation of ϕs(∆tÂ)b̂s, the restriction b̂s = Ψ †bs, and another application of the prolongation Ψ †.
In the context of an ETD-Krylov method, this significantly reduces the required computational
work.
5.2 Implementation of the resulting ETD methods
Finally, for illustrative purposes, we explicitly write the exponential Euler method using the
projected operator AP . On a high level, we simply replace the operator A by AP in (4.9). Using
Proposition 5.3 it can then be rewritten as
V n+1 = V n +∆tΨ ϕ1(∆tAP )F [V n]
= V n +∆t(Id−P )F [V n] +∆tΨ ϕ1(∆tÂ)Ψ †F [V n] .
Thus, the method performs an explicit Euler step with the forcing term projected to the orthogonal
complement of the span of Ψ , whereas the part of the forcing term in the space spanned by Ψ
is treated with the matrix exponential associated to the projected matrix Â. If the matrix Â is
assembled ahead of time, the evaluation of the matrix exponential of the reduced matrix is more
efficient, since the number of degrees of freedom and the nonzero entries of the projected matrix is
much smaller than the number of degrees of freedom of the original one. Similarly, the higher order
ETD methods can be rewritten in the above way to a form that is suitable for implementation
purposes.
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5.3 Barotropic ETD method
Due to the fact that the quotient of the first mode (the fast barotropic mode) and the second mode
(the fastest baroclinic mode) is usually much bigger than one in realistic global ocean simulations,
the stiffest parts of the linear operator can be captured by a particularly simple choice of Ψ , which
exploits the analytical structure of this mode. We note that state-of-the art global models exploit
this splitting as well. In particular, we refer to the widely used split-explicit scheme; see [16]. Here,
a suitable method arises from a direct application of an exponential integrator with a particular
choice of Ψ , which we refer to as barotropic ETD (B-ETD) method.
For a reference configuration href ∈ XLI define the corresponding total height and average
density as
ĥ =
L∑
k=1
hrefk , ρ̂ =
L∑
k=1
ρkh
ref
k
ĥ
∈ XI.
Based on the approximate form of the fastest vertical mode (see section 2.3), we consider the
concrete choice with L̂ = 1 given by
Ψ =
(
y 0
0 1
)
, where 1 ≡ 1, yk = hrefk /ĥ. (5.4)
In the following, we compute the concrete form of the layer-reduced Hamiltonian and the operator
Ψ †, containing the test-functions. Due to the fact that the average density is given as ρ̂ = ρ>y,
the concrete form of the reduced Hamiltonian is readily derived as
δ2Ĥ =
(
g diag(r̂) 0
0 diag
(
{ρ̂ ∗ ĥ}E
)) , where r̂ = y>Ry ∈ XI.
with the matrix R = T> diag(∆ρ)T = (ρmin{k,l})k,l introduced in section 2.3. We note that δ2Ĥ
simply corresponds to a quadratic approximation of a single-layer Hamiltonian, albeit with variable
densities. In fact, ĥ is the total column height of the reference configuration, and both ρ̂ and r̂
are average values of the density over each stack. A simple computation now yields the concrete
form of Ψ † as
Ψ † =
(
(1/r̂) ∗ y>R 0
0 {ρ ∗ href}>E / {ĥ ∗ ρ̂}E
)
.
At first glance, the concrete form of Ψ † is not very instructive, even though it can be easily
computed in practice. However, in the special case of constant densities, it simplifies further.
Remark 3. In the case where ρk = ρref for k = 1, 2, . . . , L, we obtain that
Ψ † =
(
1> 0
0 {href}>E / {ĥ}E
)
.
Thus, the roles of the test-functions in Ψ † and ansatz-functions in Ψ are simply interchanged
with respect to the continuity and momentum equation. We note that this closely resembles the
averaging operators employed in the split-explicit scheme; cf. [16].
5.4 Total mass conservation
One drawback of the outlined approach is that the form of the test functions in Ψ † can not be
controlled directly, rather they arise from the choice of Ψ in an indirect way. This is a problem
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for instance for exact mass-conservation as considered in section 4.4. We briefly describe a simple
remedy for this in the context of the barotropic method.
In a first step, we replace the second variation of the Hamiltonian by the modified version
δ2H˜ =
(
g diag
(
ρρ>/ρ̂
)
0
0 diag (ρ ∗ {h}E)
)
,
where the matrix R is replaced by the cell-wise defined rank-one matrix ρρ>/ρ̂i ∈ RL×L for every
i ∈ I. The reduced operator is then derived in the same way as before, based on this modified
Hamiltonian. Using again the ansatz Ψ from (5.4), we obtain now
δ2Ĥ =
(
g diag(ρ̂) 0
0 diag
(
{ρ̂ĥ}E
)) and Ψ † = (ρ>/ρ̂ 00 {ρ ∗ href}>E / {ĥ ∗ ρ̂}E
)
.
The resulting linear operator from this choice leads to global mass conservation.
Proposition 5.4. For a reference configuration, define as before A˜P = P J δ2H˜ P = Ψ Ĵ δ2Ĥ Ψ †.
Then, a corresponding ETD-method with An = A˜P preserves the total mass;
M [hn+1] = M [hn], where M [h] =
L∑
k=1
ρk(1,hk)I,
and (hn,un) = V n are the time steps (4.6).
Proof. Defining the vector l = (ρ,0), mass can be computed as M(V ) = (l,V )X , and with
Theorem 4.5, we have to verify that
(l, A˜PV )X = (ρ,ΨhΨ †h fh[V ])XLI = 0 for all V ∈ X,
where fh[V ] ∈ XLI is the first component (corresponding to height variables) of f [V ] = J δ2H˜ PV .
We note that ΨhΨ †h = yρ>/ρ̂, from the concrete form of Ψ †. Thus, it follows that ρ>ΨhΨ
†
h =
ρ>yρ>/ρ̂ = ρ>, since ρ̂ = ρ>y. Therefore, it indeed follows (ρ,ΨhΨ †h fh[V ])XLI = (ρ,fh[V ])XLI =
0, due to the properties of J .
Remark 4. Similarly, replacing the matrix R by the constant rank-one matrix (Ri)k,l = ρ̂i in every
cell i ∈ I results in an ETD method which exactly conserves the total layer volume, defined as∑
k(1,hk)I.
We note that this method incurs an additional approximation error. However, since the
approximation of R with a rank-one matrix is well justified, and the reduced system can only
capture the single fast mode contained in this space, we still expect good properties from this
linear operator in the context of an ETD-scheme.
6 Numerical results
In this section, we numerically demonstrate the stability and performance of the ETD methods
described in this work. We first given an overview of the simulation setup, which is based on a
simplified version of the SOMA testcase [35]. The computational domain is given by a circular
basin on the surface of the sphere of radius 6371.22 km, centered at (35◦N, 0◦W) longitude-latitude.
The basin is 2500 km in diameter, has a depth ranging from 2.5 km at the center to 100 m on the
coastal shelf. The concrete form of the bathymetry can be found in [35, Appendix A]; see also
Figure 1. We consider a single-layer and a three-layer configuration.
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6.1 Algorithmic details
In the following, we detail the numerical setup employed in the computational experiments.
6.1.1 Spatial mesh
A quasi-uniform mesh is constructed from a centroidal Voronoi tessellation [25], where the distance
of the cell centers de is ca. 16 km resolution. In order to obtain an initial condition for the initial
layer configuration, we interpolate the initial heights as in Figure 1 to the cell centers. Then, all
cell variables in each layer that correspond to zero heights are marked as dry. Additionally, all
edges adjacent to a dry cell are marked as boundary edges. Subsequently, the degrees of freedom
corresponding to those cells and edges are fixed to zero and thus eliminated from the computation;
cf. also Appendix A.
In order to compare different time stepping methods at different CFL-numbers, we introduce
the reference time step and the Courant number. In this context, we define it for simplicity as
∆tC = 1/|A0|, C(∆t) = ∆t|A0| = ∆t/∆tC
where |·| = σmax(·) denotes the largest magnitude eigenvalue, and A0 = F ′(V 0) is the linearized
operator at the stable reference configuration. We note that ∆tC is determined (up to a constant
factor) by the largest quotient of the local mesh-width and the local free-surface wave-speed√
g b(x). Concretely, we obtain ∆tC ≈ 37.9 [s] on the given domain, mesh, and bathymetry.
6.1.2 Considered time stepping methods
In the tests, the explicit fourth-order Runge-Kutta method (RK4) serves as a base-line, since it
is explicit (thus easy to efficiently implement in a parallel environment), sufficiently high order
accurate (in combination with the second-order TRiSK scheme), and includes an imaginary interval
in its stability region. Specifically, stability of RK4 (for the linearized equation ∂tV = A0V ) is
given for Courant numbers C(∆t) ≤ √8. Thus, the maximal RK4 stepsize is given as ∆tRK4 =√
8∆tC ≈ 107.2 [s] for the 16 km grid, which is used as a reference time step for performance
considerations. We remark that, in practice, a stable simulation is only obtained for slightly
smaller Courant numbers, since the definition employed above ignores the nonlinearity in the
forcing term. Concerning the choice of RK4 over lower order methods, we note that optimal order
one and two stage RK schemes are unconditionally unstable for imaginary eigenvalues, and that
RK4 delivers a better ratio of the number of internal stages to the maximal CFL-compliant time
step than RK3.
The ETD methods described in this work can be separated into two classes. The first class
of methods is constructed by choosing the linear operator as An = Aref, as in (4.4), linearized
either at the reference configuration V ref = (−b, 0) or updated in each time step with the current
height V refn = (hn, 0). Since Arefn corresponds to a first-order wave operator, this class of methods
will be called ETDSwave, where S refers to the number of internal stages. The second class of
methods are based on section 5. Within this class, we will focus on the methods where the linear
operator is projected onto the barotropic mode 5.3. For this reason we will refer to these methods
as B-ETDSwave.
6.1.3 Implementation of the Krylov methods
For both classes of ETDmethods, the Krylov subspace method from section 4.2.1 is used to evaluate
the ϕs functions. Because both classes of methods possess the properties in Proposition 4.2, the
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more efficient skew-Lanczos process, described in section 4.2, is chosen over the Arnoldi process
or IOM.
The cost of evaluating the inner products is not significant, since the corresponding mass
matrix is diagonal in the single-layer case and involves only a vertical translation between height
and layer coordinates using the layer matrix T in the multilayer case. For each stage of the
considered methods, matrix functions of An need to be computed for additional right-hand sides.
Specifically, in the second stage the right-hand side is b1 = F [V n], and in each subsequent stage the
right-hand side bs = Rn[vn,s−1] is introduced, where vn,s−1 is the previous stage; cf. Appendix C.
Additionally, possibly different matrix functions of An need to be applied to b1, . . . , bs−1. Here,
the previous Krylov spaces can be reused; only the matrix function of the Hessenberg matrix
needs to be recomputed. In cases where additional Krylov vectors are required, the Arnoldi
process can be continued. Thus, for each additional stage, effectively one additional skew-Lanczos
process needs to be computed, and the matrix exponentials of the Hessenberg matrix and linear
combinations in (4.14) need to be updated at most s− 1 times.
Additionally, we comment on the number of Krylov iterations per evaluation of a matrix ϕ-
function. The theoretical estimates (see, e.g., [20, Section 4.2]) suggest that the required number
of Krylov vectors effectively depends linearly on the Courant number, before an exponential rate of
convergence sets in. In practice, we also employ the adaptive a posteriori error criterion suggested
in [3], based on [5, 9]. However, in the numerical experiments, we found that the convergence
behavior suggested by theory was sharp: e.g., an error tolerance of 10−6 was usually met after
M ≥ a1 C(∆t) + a2 iterations, where appropriate constants a1 ≈ 1.25, a2 ≈ 15 were determined
empirically. Moreover, using less than C(∆t) Krylov iterations usually lead to completely inaccu-
rate solutions and even unstable simulations. This can be contrasted with an approximation of
the matrix ϕ-function based on RK4 time stepping using (4.8), which requires at a minimum a
number of 4/
√
8 =
√
2 ≈ 1.41 matrix multiplications per unit time step (with C(∆t) = 1), just to
obtain basic stability, and then converges at fourth order.
6.2 Discussion of results
In the first two test cases, obtained using the single-layer configuration, the order of convergence
and energy conservation of the ETDSwave methods are investigated. The third and final test
case uses a three-layer configuration and a spin-up initial condition (over a ten year horizon),
and investigates the performance and accuracy of the methods over a ten year simulation time,
including additional forcing and biharmonic smoothing terms.
6.2.1 Single-layer scenario
The first test scenario is used to verify the accuracy and the energy conservation properties of the
ETDSwave methods. For simplicity, this scenario is implemented using the single-layer configura-
tion. We consider an unforced problem either without or with a minimal amount of biharmonic
smoothing added to the problem. We consider two initial conditions corresponding to fast and slow
modes of the single-layer equation, respectively. The initial condition for the height h0 = −b+ η0
is a Gaussian perturbation of the stable reference height with η0 = η¯ exp
(−(x− xcenter)2/(2σ2)),
where the radius is σ = 200 km, the total perturbation height is η¯ = 2 m and xcenter is the location
at the center of the domain.
In the first case, this is combined with a zero initial velocity u0 = 0. This then leads to a
free-surface gravity wave emanating from the center of the domain. Over the simulation horizon of
six hours the wave spreads out from the center of the domain, is reflected at the coastal boundaries,
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and roughly ends up back at the center of the domain. In the second case, the initial height is
chosen in the same way. However, now the initial velocity is given as u0 = (g/f(xcenter)) kˆ×∇η0.
This choice ensures that ∇ · u0 = 0 and the pressure gradient g∇η0 balances the Coriolis force
fkˆ × u0, which is referred to as geostrophic balance. The dynamics of this solution evolve on a
slower time scale; a snapshot of the solution after ten days is given in Figure 2. In the following,
we will refer to the former as the gravity wave, and to the latter as the geostrophic testcase.
Figure 2: Snapshots of the initial sea surface height η0 = h0 + b [m], the initial velocity u0 [m/s]
and the velocity after ten days of simulation time for the geostrophic testcase. Latitude and
Longitude are in degrees.
Convergence test The errors of RK4 and various ETDSwave methods are computed using
a reference solution computed with RK4 using a time step size of ∆t = (1/4)∆tC. The time
step sizes for the tested methods are chosen as ∆t = 2j∆tC, j = 0, 1, . . . , 7, and the two values
∆t = 0.9∆tRK4 and ∆t = 1.1∆tRK4 are added to verify the stability region of RK4. Additionally,
we consider the first-order ETDwave method, the second-order ETD2wave method with c2 = 1 and
c2 = 2/3 and the third-order ETD3wave method (detailed in Appendix C), where the coefficients
are chosen to be (c2, c3) = (1/2, 3/4). We also consider the impact of using updated heights for
the ETD2wave methods. A small amount of biharmonic smoothing is added to the problem (see
Appendix A.1) with horizontal viscosity νh = 2 × 109. Note that, for all experiments, we use a
number of Krylov iterations set to M = 1.3C(∆t) + 15 (rounded to the nearest integer), which
ensures an accurate evaluation of the matrix ϕ-functions; see section 6.1.3.
To compare the methods, in Figure 3 we show the relative solution error at the final time in
the discrete linearized energy norm as a function of the Courant number. The discrete linearized
energy norm is induced by the mass matrix MH = MXLδ2Href (cf. sections 2.3 and 4.2.1), and
locally combines the weighted errors in heights and weights in a way that more closely matches
their contribution to the total energy (up to a linearization error). We note that RK4 is unstable
for time steps larger than ∆tRK4 (as predicted by theory) but the ETD methods remain stable
for all time steps considered. Within the regions of stability, the methods exhibit the expected
convergence order. Only the ETD2wave method with c2 = 2/3 is noteworthy, since it appears to
have almost third-order convergence for a large regime of time step sizes. Moreover, we note that
all ETD methods deliver solutions that are accurate up to the second significant digit for all time
step sizes. Surprisingly, some of the second- and third-order ETD methods are more accurate
than RK4 at the same time step size, despite being of lower order than RK4.
We can also notice that the ETD methods are more accurate for the geostrophic testcase,
whereas the accuracy of RK4 is similar in both cases. Moreover, differences can be seen among
the ETD methods: In the gravity wave test-case the error of all methods is similar at a Courant
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Figure 3: The relative error in the solution (given in terms of the SSH η = h+ b and the velocities
u) at the final time in a (linearized) energy norm for various methods and Courant numbers. The
vertical dotted line denotes the maximal stable time step for RK4 at Courant number
√
8. Left:
for the gravity wave initial condition (h0, 0) after six hours. Right: for the geostrophic initial
condition (h0, u0) after ten days.
number of ca. 100. In the range 1 ≤ ∆t ≤ 50 a clear benefit in accuracy can be seen for the three
stage method and ETD2wave with c2 = 2/3 over the second- and first-order methods. Updating
the reference height appears to only provide a marginal benefit in the first test-case, which can
be attributed to the fact that the perturbation of the height compared to the stable reference
height changes appreciably over each time step, due to the fast free surface wave. In contrast, for
the geostrophic test-case, we observe an improvement due to incorporating the current reference
height hn into A. We note that this improvement is also present for large Courant numbers.
Performance test From a practical point of view, the most interesting question is the perfor-
mance of the methods. Thus, we also plot the errors as a function of the wall clock time, measured
in simulated years per day (SYPD); see Figure 4. Here, the purely explicit RK4 method has an
advantage over the ETD methods at moderate time step sizes, since no ϕ-functions need to be
evaluated. In fact, in the gravity wave testcase, we observe that RK4 outperforms the proposed
ETD methods in terms of accuracy in the range of SYPD that it can achieve. In the geostrophic
testcase, the ETD2wave methods with c2 = 2/3 outperform RK4, using fewer but larger, more
expensive time steps. In all cases, the maximal SYPD that can be achieved with RK4 is bounded
by the maximal time step, whereas the ETD methods achieve higher SYPD in the large time step
regime. However, we also notice that performance gains decrease at higher Courant numbers. In
the gravity wave testcase, the simulation horizon is very short, so that SYPD actually decreases
around Courant number 100. In the geostrophic case, where the horizon is longer, SYPD continues
to increase with larger time steps, but at Courant number 200, the gain of doing fewer nonlinear
forcing term evaluations per time interval is increasingly balanced by the increased cost of com-
puting the ϕ-functions, since the Krylov method requires a number of iterations that is roughly
proportional to the length of the time step. Note that this also highlights that the performance
gains of the ETD methods exploit the fact that the cost of a matrix-vector product with An is
cheaper than an evaluation of F . For Rosenbrock-ETD methods, this is more difficult to achieve,
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since the Jacobian of every term in F also needs to be included in the linearization.
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Figure 4: The relative error in the solution (given in terms of the SSH η = h+ b and the velocities
u) at the final time in the (linearized) energy norm for various methods as a function of the wall
clock time, measured in simulated years per day (SYPD). The vertical dotted line denotes the
maximal SYPD that could be obtained with RK4. Left: for gravity wave initial condition (h0, 0)
after six hours. Right: for the geostrophic initial condition (h0, u0) after ten days.
Artificial dissipation test The next test focuses on energy conservation in the ETD methods
and the effect of the artificial numerical dissipation described in section 4.3. In particular, we
investigate its effect on the total energy. Concretely, we fix the parameter p = 2, and consider
different values of the spectral cut-off parameter γ. Again, we use the initial condition from
Figure 2, which is in geostrophic balance. First, the evolution of the energy from a simulation
using RK4 close to the maximal time step ∆tRK4 =
√
8∆tC, is compared to the energy obtained
using ETD with various γ values. The time step size for ETD2wave is chosen as ∆t = 10∆tRK4
(using the reference heights, c1 = 1, and M = 45). The values γ ∈ {5, 10, 20, 30} are employed
for ETD2wave, and also the unmodified case without artificial dissipation is considered. Secondly,
we repeat the same test, but add a biharmonic smoothing to the model (see Appendix A.1) with
horizontal viscosity νh = 2 × 1010. This is motivated by the fact that the same term will be
included in the decade long simulations in section 6.2.2. There, it provides a necessary turbulence
closure, which prevents an unphysical build-up of vorticity in the finest grid cells. We note that
the concrete viscosity value for this grid resolution is taken from [35].
In Figure 5 we plot the evolution of the energy for all methods. Note that, in the case
of additional biharmonic smoothing, the curves visually coincide. This show that the energy
dissipating effect of the biharmonic viscosity is stronger than either the time discretization error or
the artificial numerical diffusion. Concerning the case without biharmonic smoothing, we observe
that the ETD methods are affected by a larger time discretization error than RK4. This is not
surprising, due to the much larger time step employed by these methods. Concerning the influence
of γ, we observe that for the largest value of γ = 30 the energy is barely affected, which is explained
by the fact that γ is bigger than the Courant number C(∆t) ≈ 28.3. For smaller γ, there is an
increasing effect on the energy, which tends to be dissipative on average. However, we note that
only for the smallest value of γ, the effect of the artificial dissipation is noticeably larger than the
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Figure 5: Energy (2.6) for RK4 at Courant number C(∆t) = (3/4)
√
8 ≈ 2.1 and ETD at
C(∆t) = 10
√
8 ≈ 28.3 for varying γ values over a time horizon of fifteen days. Left, without
biharmonic smoothing. Right, with biharmonic smoothing.
time discretization error.
6.2.2 Multilayer scenario
The second scenario is used to investigate the long term stability and accuracy of the methods over
simulation horizons of decades. The scenario tries to represent a realistic simulation in the context
of climate studies and, in addition to the bathymetry, shares the same forcing and smoothing
terms as the SOMA test case in [35, Appendix A]. The wind stress τλ is in the easterly direction
in the center of the domain in the westerly at the top and bottom of the domain. This induces
a double-gyre mean circulation pattern. To extract energy from the system, a quadratic bottom
drag with coefficient cdrag = 10−3 is added. Also, a vertical Laplacian is implemented such that the
bottom drag term can be interpreted as a Robin-like bottom boundary condition. The concrete
form of these terms is given in Appendix A.1. The horizontal and vertical viscosities are set to
νh = 2 × 1010 and νv = 10−4, respectively (which are the values given in [35] for the 16 km
grid). The three layer configuration for this scenario has initial layer interfaces located at η01 = 0,
η02 = −25/3, and η03 = −50/3 [km]. This evenly distributed layer configuration is chosen to avoid
the possible out-cropping of layers (which refers to the vanishing of one of the layer heights on
some part of the domain), which could lead to a breakdown of the simulation. The layer densities
are set to ρ = (1025, 1027, 1028) [kg m−3].
The initial condition is obtained from a ten year spin-up simulation initiated at the resting
state and using RK4 with a time step of ∆t = (3/4)∆tRK4. The SSH and top layer velocity
of the resulting spun-up initial condition are shown in Figure 6. This process ensures that the
system is in dynamic equilibrium, which means that the long-term statistics, such as the mean
flow or the root mean square (RMS) of the sea surface height (SSH), have coherent structure.
This is important since, over time horizons of years and longer, it is expected that the trajectories
computed with different methods will drift apart. Thus, a comparison of instantaneous values of
the solution becomes meaningless, and only the behavior of the long-term statistics can be used to
assess the quality of the different time discretization methods. A second motivation for evaluating
solution statistics is that climate-ocean models are concerned with long time scale changes, not
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Figure 6: Spin-up initial condition: Left, SSH. Right, velocity vectors [m/s] and relative vorticity
kˆ ·∇× u [1/s] (density plot) after ten years in the top layer. Latitude and Longitude are in
degrees.
instantaneous phenomena. Therefore, a method’s ability to accurately predict these long-term
statistics is important.
Results We consider a simulation starting from the spin-up initial condition over the horizon
of ten simulation years. We employ ETD2wave, B-ETD2wave, and B-ETD3wave (using the
reference heights and c1 = 1) with time steps increased above the maximal RK4 time step
∆tRK4 =
√
8∆tC ≈ 107.2 [s] for the 16 km grid. For ETDwave we were not able to obtain stable
simulations in any configuration. For ETD2wave the time step is increased 10 and 15 times, for
B-ETD2wave 5 and 7 times, and for B-ETD3wave 10 and 12.5 times over ∆tRK4. Additionally, to
avoid spurious high-frequency oscillations, the artificial dissipation from section 4.3 is employed,
using γ = 20 and p = 2. We note that the larger time step for each ETD method reflects the largest
time step that was empirically found to be stable over the entire time horizon in combination with
a value of γ = 20.
For the purposes of comparison, two additional simulations are performed with RK4 at 1/4
and 3/4 the maximal time step, respectively. We note that global mass is conserved up to machine
precision over the whole simulation horizon for all considered methods, as predicted by theory.
Due to the wind forcing and smoothing, we can not expect conservation of energy. The global
energy evolution for all methods is given in Figure 7. From this, it is evident that the solutions
differ significantly after the first years of simulation time. Therefore, we consider the statistical
quantities mean flow and SSH RMS (to be precise, we compute the RMS of the deviation of
the SSH from its temporal mean, which corresponds to the statistical variance). The mean and
variance are approximated by the statistical mean and the sample variance, with snapshots taken
every two weeks. The velocity and vorticity of the top layer mean flow, and the SSH RMS are
shown in Figure 8, which are computed from the RK4 simulation. Concretely, we compute the
relative reference-thickness weighted L2 error of the mean flow and the L∞ error of the SSH
RMS, which are given in Table 1. Here, we define the reference-thickness weighted L2
href norm for
any velocity profile u by the square-root of ∑k=1,...,L ∫Ω hrefk u2, which roughly corresponds to the
physical L2 norm of the underlying three-dimensional velocity field.
Comparing the error in these quantities for each method, using the small time step RK4
solution as a base-line, we find that the results of the methods differ very little. We observe
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Figure 7: Global energy evolution over ten years in the SOMA simulations for different methods.
Figure 8: SOMA simulation statistics computed with RK4: The mean flow of the velocity, vectors
and magnitude [m/s] (left) and the RMS of the SSH [m] (right) computed as the sample mean
and variance with snapshots of the solution taken every two weeks over ten years.
that all methods (including the RK4 simulation close to the CFL) reproduce the mean flow up
to a similar tolerance of around 2% to 12%. This suggests that the bulk of the error is caused
by replacing the true mean value by a sample average of an effectively random trajectory on a
finite interval and not by the employed time discretization method. Concerning the maximum
error in the SSH RMS, which appears to be a more sensitive criterion, the methods are reproduce
the reference value up to ca. 5 to 9 cm, and thus range from ca. 20% to 35% relative accuracy.
However, the accuracy is only slightly affected by the larger step-sizes, which suggests that all
methods reproduce the chosen statistical quantities similarly accurate in this test. Moreover, the
error does not necessarily increase with larger time steps for each method, which indicates that
much of it could be attributed to statistical effects caused by the effectively random trajectories
and sampling error introduced by approximating mean and variance by a finite number of samples.
With regards to performance, Table 1 also shows the simulated years per real day of the various
ETD methods and RK4. In all cases, ETD outperforms RK4 in terms of wall times. Moreover, the
B-ETD2wave method outperforms the ETD2wave method, although it is forced to use a smaller
time step, which is due to the cheaper ϕ-function computations. Moreover, we note that the
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Method ∆t/∆tRK4 C(∆t) M SYPD mean-flow (L2href rel.) SSH RMS (L
∞)
RK4 3/4 2.12 – 0.911 0.0542 0.0541
ETD2wave 10 28.3 45 2.527 0.0598 0.0510
ETD2wave 15 42.4 63 2.771 0.0437 0.0603
B-ETD2wave 5 14.1 28 4.051 0.0462 0.0794
B-ETD2wave 7 19.5 35 4.609 0.0370 0.0714
B-ETD3wave 10 28.3 48 3.583 0.1372 0.0864
B-ETD3wave 12.5 35.4 56 4.204 0.0206 0.0716
Table 1: Comparison of the ETD methods against the base-line RK4 method: the Courant number,
the number of Krylov vectors M , the average simulated years per real day (SYPD), the relative
mean velocity error in the L2
href norm, and the SSH RMS error in the L
∞ norm. Reference values
are computed with using RK4 with ∆t = (1/4)∆tRK4.
barotropic method with three stages is able to take time steps of similar magnitude as ETD2wave,
in contrast to the barotropic second order version. We attribute this to the fact that B-ETD2wave
is based on RK2, which is not stable on the imaginary axis, but still has to resolve the baroclinic
waves contained in the remainder. On the other hand, B-ETD3wave is based on RK3, which
includes an imaginary interval in its stability region. This, combined with the fact that the cost
of additional stages decreases for the barotropic method in configuration with more than three
layers, will likely make it (or even higher order methods) favorable for configurations with more
layers.
7 Conclusion
In this paper, we have developed ETD methods that can take big time steps for the multilayer
shallow water equations and deliver sufficiently accurate solutions at a reduced cost compared to
explicit methods. We have based this development specifically on the spatial TRiSK-scheme, but
it applies directly to any scheme based on a Hamiltonian framework. More generally, it should
be applicable to any scheme that conserves a discrete energy. This also includes classical finite
difference/finite volume schemes on structured quad-meshes, used in ocean modeling.
In the following, we address the further steps that are needed to use these methods in order
to improve current ocean models running on massively parallel architectures. Most currently
employed ocean models use a splitting of the dynamics into a fast free-surface equation and a
slow remainder, which usually speeds up simulations by an order of magnitude. This is achieved
by solving the free-surface equation either with explicit or implicit time stepping methods. ETD
methods are an attractive substitute, since they restrict the fast dynamics to be linear, and allow
for different approximation methods, such as polynomial or rational Krylov methods. Moreover,
methods of high order are available. In this paper we have only considered problems with up to
three layers, such that the potential for computational speed-up exploiting the structure of the
barotropic method was limited. Clearly, if more layers are added, the computational effort for
the barotropic methods is going to decrease relative to RK4, since the reduction in size of the
reduced linear operator is increased, and the amount of work to compute the ϕs functions remains
independent of the number of layers. In such situations, larger time steps, higher order methods,
and methods incorporating also the first baroclinic mode into the linear operator, which we did
not consider in our numerics, may become increasingly competitive.
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In order to reliably consider situations with more layers, it will be essential to make the model
more realistic. For instance, the out-cropping of internal layers (layer heights going to zero) can no
longer be avoided for thin layers. This can be addressed by leaving the isopycnal reference frame
and considering the primitive equations in an arbitrary Lagrangian vertical coordinate system
together with tracer equations (e.g., for temperature and salinity) and an equation of state. In the
future, we aim to extend the methods to this case. Certainly, the development of monolithic ETD
methods for the combined set of equations is desirable, but preliminary versions can be based
upon an operator splitting into isopycnal dynamics and separate tracer plus ALE updates, which
allow a more direct use of the developed methods. Moreover, the ETD methods should include
an appropriate treatment of the tracer equations, and be able to scale to solve a large number
of such equations efficiently. Here, exponential methods can also enable larger time steps, and a
pre-computation of ϕ-functions for vertical transport may enable further efficiency.
Additional challenges arise due to the necessity of implementing these methods in massively
parallel environments. Concerning the ETD methods proposed here, we first must note that Krylov
methods require a “reduce-all” communication step in every iteration, which can be inefficient on
certain parallel architectures. Here, other iterative approaches such as an approximation of the
matrix functions using Chebyshev polynomials may be used instead, to avoid global communication.
An additional problem of the iterative solution of the fast equation, which also plagues split-explicit
methods, are the frequent communications with small message size and only a small number of
floating point operations in between. This makes overlapping domain decomposition methods a
promising alternative, due to the finite speed of propagation of the free surface waves. In this
context, exponential methods can additionally exploit the linearity of the propagation matrices
and the recursive relations between exponentials associated to time intervals of different length.
In terms of incorporating ETD methods in existing computational ocean models, one may also
consider them as a drop-in replacement for the single-layer barotropic solver. Here, the speed-up
can not come from the layer reduction, but instead must come from the computational advantages
of matrix exponentials of the linear operator over the existing implicit or explicit solution procedure.
Finally, global ocean models are expected to use increasingly nonuniform meshes of higher
resolution near coastal boundaries, in order to more accurately resolve local features and interface
with coastal/estuary models. As long as the bathymetry is sufficiently deep such that linear waves
are still sufficiently faster than the advection, ETD methods using a global time step may still
be effective. However, as the CFL requirements of the fast waves become less restrictive and the
advective CFL becomes more so near the coast, smaller explicit time steps may be more beneficial.
Here, the development of ETD methods that can take different time steps in different parts of
the domain may provide a natural way of realizing that, since they degrade smoothly to explicit
methods for smaller time steps.
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A TRiSK operators
In order to implement the TRiSK scheme several discrete operators are required for the differential
operators and for averaging quantities from one grid location to another. In total there are eight
operators required for the scheme that are built using the connectivity relations defined in [26,
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Divergence: (∇·E→I y)e = (1/Ai)∑e∈EoI(i) ne,ileye
Gradient: (∇I→E y)i = (1/de)∑i∈IoE(e)−ne,iyi
Curl: ((kˆ · ∇×)E→V y)v = (1/Av)
∑
e∈EoV(v) te,vdeye
Perpendicular Gradient: (∇⊥V→E y)e = (1/le)∑v∈VoE(e) te,vyv
Perpendicular Flux: (kˆ×E→E y)e = (1/de)
∑
e′∈EoE(e)we,e′ leye′
Cell to Vertex interpolation: {y}V,v = (1/Av)
∑
i∈CoV(v)Ri,vAiyi
Vertex to Edge interpolation: {y}E,e =
∑
v∈VoE(e) yv/2
Edge to Cell interpolation: {y}I,i = (1/Ai)
∑
e∈EoI(i) yeAe/2
Cell to Edge interpolation: {y}E,e =
∑
i∈IoE(e) yi/2
Table 2: The discrete operators given concretely in terms of geometrical quantities. de and le
denote the distances between the cell centers and cell vertices, respectively. Av and Ai are the
triangle and cell areas, respectively. Ri,v are the kite-areas, the intersection of a primal and dual
grid cell divided by the cell area. we,e′ are the edge-weights from (A.1). The index sets in the
summation correspond to geometrical connectivity arrays [27].
p. 6, table 2]. The operators consist of the divergence ∇·E→I, the gradient ∇I→E, the gradient
in the perpendicular direction ∇⊥V→E, the scalar curl (kˆ · ∇×)E→V, the (perpendicular) flux
reconstruction operator kˆ×E→E, and the interpolation operators.
The definition of flux reconstruction operator kˆ×E→E given in [32], is a necessary condition
for geostrophic balance. The ensures that Coriolis force and pressure gradient balance each other
to maintain divergent free flows under the correct conditions. For a given Delaunay triangulation
(and its CVT) on the sphere, along with the normals ne,i (elements of the matrix N), tangents
te,v (elements of the matrix T ), kite areas (the intersections between triangles) Ri,vAi (elements
of the matrix R), the weights on edge array we,e′ (elements of the matrix W ) are then defined as
quantities satisfying the relation
− TW = RN . (A.1)
We note that the presented identities are only valid for a domain which has no boundary, e.g., the
full sphere.
In order to obtain discrete operators on Ω ⊂ S2, we follow the procedure used in the MPAS-O
software and restrict a spherical mesh to a subset of the cells, which eliminates the “dry” cells of
zero layer height. Note, that this results only in a first-order accurate resolution of the boundary.
We obtain a discretization of the model on the bounded domain by fixing all velocity variables
stored in edges adjacent to at least one “dry” cell to zero, which conveniently incorporates the
no flux boundary conditions. However, since the edge-tangential velocity is reconstructed from
the edge-normal velocity, and this reconstruction takes into account the zero edge velocities in
boundary and “dry” edges, this implementation effectively introduces a full no-slip condition for
the velocity. Thus, it is essential to employ additional diffusion terms such as (bi-)harmonic closure
to obtain a mathematically meaningful model, since the shallow water equations are over-specified
with no-slip conditions.
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A.1 Choices of the forcing term
In wind-driven circulation, energy is injected at the ocean surface by a source term in the momen-
tum equation. Concretely, the forcing term can be implemented as
fwind[h] = χk=1 τwind/{ρ1h1}E,
where τwind,e ≈ ne · τwind(xe) is a edgewise approximation to the continuous wind profile, and the
characteristic function χk=1 ∈ { 0, 1 } ensures that wind forcing is only applied in the top layer.
Energy is typically extracted in the bottom layer, by a drag term that represents interaction
of the flow with the (rough) bottom topography. A classical choice for this term is
fdrag[h,u] = −χk=lbot cdrag
{
√
2K[ulbot ]}E
ρlbot{hlbot}E
∗ ulbot ,
where lbot is the bottom layer index. This corresponds to a quadratic drag term−cdrag|ulbot |ulbot/hlbot
in the continuous equation.
Due to the massive length scales relevant for global ocean modeling and the relatively coarse
discretization, physical viscosities in the momentum equation are usually negligible. However, in
order to account for the energy dissipated in scales below the grid resolution (due to turbulence),
and to prevent a build-up of vorticity in finest grid scales, numerical dissipation terms have to be
introduced to the discrete equation. Here, we employ a classical biharmonic viscosity, which is
modified to be energetically consistent. Concretely, we choose
Dbihar[h,u] = − 1{h}E
∗ ∆˜E→E
(
νh ∗ {h}E ∗
(
∆˜E→Eu
))
,
where ∆˜E→E =∇I→E∇·E→I−
√
3∇⊥V→E (kˆ · ∇×)E→V is a discrete approximation to an anisotropic
vectorial Laplace-Beltrami operator (see [32]).
The appearance of h is motivated by the form of physical viscosities in the shallow water
equation (see, e.g., [4]), and the fact that the concrete form given above leads to consistent energy
dissipation in the discrete equation. In fact, combining these terms by a choice of
G[h,u] = Dbihar[h,u] + fdrag[h,u] + fwind[h],
we obtain for (3.1) the energy equality
dH
dt (V ) = −
L∑
k=1
ρk(νh ∗ {hk}E ∗ ∆˜E→Euk, ∆˜E→Euk)E
− cdrag({
√
2K[ulbot ]}E ∗ ulbot ,ulbot)E + (uk, τwind)E,
which shows that the smoothing and damping terms are energy dissipating. The horizontal
viscosity νh ∈ XI is usually chosen in a grid dependent fashion. However, since we only employ
quasi-uniform grids, we set it to a constant in computations.
Additionally, in the multilayer case a vertical smoothing can be introduced in the momentum
equation in the form of a vertical Laplacian. This can be based on a mimetic discretization of a
vertical gradient and divergence. Since the vertical mesh size is given by the layer thicknesses hk,
the vertical Laplacian will depend non-linearly on the variable h. However, for the sake of brevity,
we omit a detailed presentation. We only note that in this case, the drag term given above can
also be interpreted as a Robin-like boundary condition for the vertical Laplacian.
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B Linearized operators
For convenience, we give the explicit form of the differential operators defined in section 3.2. The
second variation of the Hamiltonian (3.5) can be computed as the linearization of (3.3) as
δ2H[V ]W = δH ′[V ;W ] =
(
g
(
Rwh
)
k
+ ρk{uk ∗wuk}I
ρkuk ∗ {whk}E + ρk{hk}E ∗wuk
)
k=1,2,...,L
,
for all W = (wh,wu). In the case that V = V ref = (href,0), it can be represented by the
block-diagonal matrix
δ2H[V ref] =
(
gR 0
0 diagk=1,2,...,L(ρk {hrefk }E)
)
.
The linearization of J from (3.4) is given for all W = (wh,wu) as
J ′[V ;W ] = diagk=1,2,...,L
1
ρk
(
0 0
0 Q′[V k;W k]
)
,
where
Q′[V k;W k]y =
1
2
(
{q′[V k;W k]}E ∗
(
kˆ×
E→E
y
)
+ kˆ×
E→E
({q′[V k;W k]}E ∗ y))
and q′[V k;W k] = ((kˆ · ∇×)E→Vwuk)/{hk}V− ((kˆ · ∇×)E→V uk+f)∗{whk}V/{hk}2V. We remark
that due the sparsity-pattern of kˆ×E→E, which has the most entries of any of the discrete operators
considered (apart from the biharmonic smoothing term), this term is expensive to evaluate in
practice.
C Exponential Runge-Kutta schemes
Exponential integrators can be given in terms of their Butcher tableau, which contains the
intermediate time points ci, the coefficients for the internal stages ai,j , and the final coefficients
bj in the form
ci ai,j
bj
,
which represents the method in terms of the remainder as
vn,i = exp(ci∆tAn)V n +∆t
∑
j=1,...,i−1
ai,j(∆tAn)rn(vn,j),
V n+1 = exp(∆tAn)V n +∆t
∑
j=1,...,S
bj(∆tAn)rn(vn,j),
where c1 = 0 and ai,j = 0 for j ≥ i for explicit methods, which implies vn,1 = V n. Under the
simplifying assumptions ∑j=1,...,S bj = ϕ1 and ∑j=1,...,i−1 ai,j = ϕ1(ci·), these methods can be
equivalently rewritten in terms of the residual as:
vn,i = V n + ϕ1(ci∆tAn)F (V n) +∆t
∑
j=2,...,i−1
ai,j(∆tAn)Rn(vn,j),
V n+1 = V n + ϕ1(∆tAn)F (V n) +∆t
∑
j=2,...,S
bj(∆tAn)Rn(vn,j).
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The two stage method from section 4.1 taken from [19] is characterized by the Butcher tableau
0 0 0
c2 c2ϕ1(c2·) 0
ϕ1 − (1/c2)ϕ2 (1/c2)ϕ2
,
i.e. a2,1(·) = c2ϕ1(c2·), b1 = ϕ1 − (1/c2)ϕ2, and b2 = (1/c2)ϕ2, where c2 ∈ (0, 1). A third-order
three stage method (also taken from [19]) is given by the Butcher tableau
0 0 0 0
c2 c2ϕ1(c2·) 0 0
c3 c3ϕ1(c3·)− a3,2 γc2ϕ2(c2·) + (c23/c2)ϕ2(c3·) 0
ϕ1 − b2 − b3 (γ/(γc2 + c3))ϕ2 (1/(γc2 + c3))ϕ2
,
where either c3 = 2/3, c2 ∈ (0, 1), and γ = 0 or c2, c3 ∈ (0, 1)\{ 2/3 } and γ = −(3c23−2c3)/(3c22−
2c2).
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