INTRODUCTION
Our concern is the integral equation x>l; u,(x)=u(x) for O<x<l,
is in the class L,( -co, cc); therefore aZZ integrals appearing in (1.1) belong to L,(O, 1). We add here that the equality sign in (1.1) is meant to hold almost everywhere in 0 < x < 1. For al z a2 = *a. = a, = 0 Eq. (1.1) takes the form Kv = g, known as the airfoil equation. The more general equation U(X) v(x) + hKv = g (x) with X as a constant parameter and a(x) as a given function was first investigated and solved by T. Carleman [3] by using the theory of analytic functions. The special equation KV = g was treated by H. Siihngen who found a closed form of its solutions by means of potential theory. Recent studies by F. Tricomi [4] and H. Sohngen [5] with an arbitrary constant C, identified as C = Jt v(t) dt. For p < 2 v belongs to every class L, with Q < p."
For n = 3 the more general form (1 .l) appears in connection with a boundary value problem of elasticity, described in H. F. Bueckner [6] . In this first part we shall deal with the simplest type of (1. associated with v will play an important role. This is in line with Carleman's procedure. In order to prepare the use of functions of the type (1.3") we shall first introduce some denotations and later some well-known properties of Cauchy-integrals of the type (1.3"). Let a, b with a 5 b be any two real numbers. We cut the complex plane of z = x + iy along the interval, (a, b) of the real axis ( Fig. 1 ) and distinguish upper and lower (opposite) points of the cut by x + i * 0, x -i * 0 respectively. We define boundaries and the domain D(a, 6) = (2 : x # a, z # 6, z not on I,' (a, 6) z not onL-(a, 6)) (1.5) as well as the region D*(a, 6) = D(a, 6) u LS(a, 6) u L-(a, 6).
(1.6)
The point z = co is meant to belong to D(a, b). Note that x = a, x = 6 do not belong to any of the sets (1.4) (1.5) (1.6). In the case a = 0, b = 1 we shall simply write L+, L-, D, D* for the sets so described.
FIG. 1
Our investigations will quite frequently deal with analytic functions @(a) having the following properties: For brevity any function satisfying (a), (b), (c) will be referred to as a simple function of D*. As a consequence of (1.7) a simple function is real on the real axis outside the interval 0 < x < 1; it has the same real part on opposite points of L+, L-while the imaginary parts differ in sign only. We set Im Q(X) = u(z) on L+, Im @(x) = -u(x) on L-. This formula is also true for x EL-.
(1.11") Let In what follows we shall present conditions which are sufficient in order to enforce the desired effect on @. W'ith regard to an interval (a, b) let us introduce the class 11(a, b; h) of functions f(t) which satisfy the Hoeldercondition if(s) --f(l) 1 < c 1 s --t I1 for a < s, t < b with 0 < h < 1 (1.12) and with a suitable constant c > 0. Let now u(t) satisfy the following: u(t) E H(e, 1 -e; A(e)); O<e<*; 0 <h(e) < 1 (1.13)
for every possible e, with X = h(e) somehow depending on it; furthermore pa(t) E fqo,rl1; A,); 0 < a, 71 < 1;
O<h,<l (1.13a)
with suitable real numbers cy, p, Q , 7s , h, , X, . According to N. I. Muskhelishvili [7] , in particular with reference to chapters II-IV, the conditions (1.13), (l.l3a), (1.13b) p ermit to extend the definition of G(x) to a continuous function in D* by means of the Plemelj-formulas
(1.14)
The function a'(z) satisfies (1 .Sa), (1.8b); hence D(z) defined by (1.10') under the conditions (1.13), (l.l3a), (1.13b) on u(t) is a simple function of D*.
Let us now look for sufficient conditions to enforce (I. 13), (l.l3a), (1.13b).
We assert the following: Let u(t) be continuously differentiable in the open interval (0, l), and let u'(t) satisfy 1 u'(t) 1 < A, j t I-- l-a1   for   o<t<3 with O<or,<l
with O<&<l (1.15b) and with suitable real numbers A,, B,; then o(t) satisfies the three conditions (1.13) with LY = 01~ + 6, /3 = /I1 + 6 and arbitrarily small 6 > 0.
PROOF. Since o(t) is continuously differentiable for 0 < t < 1 the condition (1.13) is satisfied. We show next that (1.15a) leads to (1.13a). To this end we set 01 = (Ye + 6 with 0 < 8 < 1 -ar; we introduce a*(t) = t"o(t) and derive from (1.15a) 1 u*(t) I < c . ts, / u*'(t) I < c . The function u(t) of (1.17) is continuously differentiable for 0 < t < I ; we have (1.17') introducing 1 /p' = 1 -l/p and applying Hoelder's inequality to (1.17') we obtain I J(t) I < 2--Y-1 (11 I 44 ID q* (j; @ + ;cI-"ID, yp' < oat-l-p; with a suitable constant o. . Therefore (1.15a) holds for (1.17) with lyl = p; it is obvious that (1.15b) holds with & = 0. Altogether: The function (1.10') with u(t) given by (1.17) is a simple function of D*.
Let us now assume that (1.3) admits a solution v EL,(O, 1) with q > 1. We introduce
This function solves Kw = g, hence the difference l'(t) = w(r) -v(t) solves
We assert that the analytic function (1.19) associated with V(t) is a simple function of D*.
PROOF. We can give (1 .lS') another form with the aid of the function (1.3"), namely
where
We note here that bothg,(x) and g'( -x) for 0 < x < 1 are of the type (1.17). We apply (1.2) to (1.18") and obtain
with a certain arbitrary constant C'. It is permissible to interchange the order of integration with respect to S-and to x, hence where C" is some real constant. It is seen that V(t) is essentially of the type (1.17); V(t) is continuously differentiable for 0 < t < 1 and satisfies (l.l5a), (l.l5b), SO 
is a simple function of D*.
In view of (1.11") the integral equation (1.18') can be formulated as follows:
Re F(x) + rF(-4 = g&9; xEL+; (1.22) and we have to find a simple function F(z) of D* which satisfies (1.22). The function gl(x) is infinitely often continuously differentiable for 0 < x < 1. In view of the derivation of (1.17") from (1.17) we may add that I g1(4 I ,< go . In view of (1.8a), (1.8b) the function V(t) will belong to a class L&O, 1) with Q > 1. By means of (1.18) a solution v(t) = w(t) -V(t) of (1.2) is obtained. As it will turn out in the course of the following considerations the restriction to simple functions does not permit to find the best insight into the nature of the problem (1.24). We therefore admit other than simple functions to solve (1.24) . To this end we generalize the concept of a simple function with the aid of the ring W of all rational functions Q(a) which are real on the real axis and whose poles are confined to z = 0, z = 1 and z = co. Any compound p(z) = Qi(z)F(z) + Qa(z) with Qr , Qa E 9 and with F being a simple function is called a general function of D*. Evidently all general functions form a modul M over the ring W.
A characterization of the general functions without reference to the ring 9%' is the following: With the possible exception of a pole at infinity a general function is holomorphic in D and continuous in D*. It satisfies (1.7) and (1.8);
however the exponents 01, p in (1.8a), (1.8b) are not restricted to be smaller than unity.
If y(z) is a general function a polynomial P(z) with real coefficients exists such that F(Z) -P(z) is regular at infinity and vanishes there. P(z) is uniquely determined by v(z); we call it the polynomial of g, and indicate its relation to v by sometimes writing P(z) = P,+,(z). All general functions v(x) satisfying (1.24) are said to form the class T(y). 0 ur next aim is to fully describe this class. The case y = 0 being well-known we describe T(0) right here. where R(x) is an element of the ring W. We may therefore say that T(0) is a modul of dimension 1 over the ring 9; &z) is a basis of T(0). Turning now to simple functions in T(0) we find that these are exactly the functions cvO(z) with c as a real constant. As we shall see the classes T(y) for y # 0 differ in essential respects from T(0).
COMPOSITIONS IN T(y)
We assume y # 0 and endeavor to find rules of composition in T(y) which permit to generate elements of the class from given ones. Let R be the subring of the ring W whose elements r(z) have the property r(z) = r(-z).
(2.1)
Evidently the elements of R are the functions
where n may run through all integers (positive, zero, negative), while p(t) is a polynomial of t with real coefficients. We assert: LEMMA 1. T(y) is a modul over the ring R. Ifv(z) E T(y) and ifv( -1) = 0 then Y = (9 -1)-l p)(z) also belongs to T(y).
PROOF. Since all general functions form a modul over 9 it remains to prove that the property (1.24) of the elements of T(y) is preserved when modul operations with respect to R take place. Since (1.24) is a linear condition, the sum p)a = y1 + ~a of any two elements v1 , ~a of T(y) is also in T(y); in view of (2.1) any product Y = rg, with r E R and 'p E T(y) satisfies (1.24) again. This already completes the proof of the modul-property of T(y). As for the second part of the lemma we observe that Y is a general function and that the division of F by (9 -1) does not destroy (1.24).
We introduce the function S(z) = (9 -1)1'2 and consider it in D*(-1, 1). With the square-root so determined that S(z) = z -l/22 + ... at infinity we can state that S(z) -z is holomorphic in D(-1, 1) and continuous in D*(-1, 1). S(z) is an odd function of x, i.e., S(z) = -S(-z). It is purely imaginary on L+( -1, l), L-( -1, 1) and it satisfies (1.7).
For y E T(y) let us set f(z) = SC4 * hJ(4 + d-41. Since v(x) is real for 1 < x < 2 the coefficients ck are necessarily real.
In the more general case of an element g, E T(y) not complying with the condition /3 < 8 of Lemma 2 the expansion (2.5) changes to
where m is some positive integer. The coefficients ck are real. Although a theory of the class T(r) can be based on that functional equation we prefer another way which does not force us to leave D*. We state:
PROOF. We show first that zq'(z) satisfies (1.8a); since XT'(X) obviously satisfies (1.7), we may prove (1.8a) for Im x >, 0 only. We assume z to be in d* and we use (2. which proves (1.8a) for +'(z); note that the exponent 01 is the same for both p, and XT'. From (2.5') it follows that ?P = XT'(Z) satisfies (1.8b), but not with the same value of /3 as v. Furthermore (2.5') implies that (1.24) for v(z) can be differentiated along L+ or L-with the result that Y = zv' satisfies (1.24) as well; with the possible exception of a pole at infinity Y = zv' is holomorphic in D and continuous in D*. We mentioned already that Y complies with (1.7). This completes the proof in all detail. Consider now q~ E T(y) with /3 < $ in (1.8b), so that f(z) by (2.2) and Lemma 2 also belongs to T(y). Let us compute (v,f) and (f,f). We find from (2.3)
In order to simplify our considerations we introduce (2.18) DEFINITION 1. An element v of T(y) is called normal if it is bounded at z = 1 and if it satisfies 1 q 1 < A * j z 1~ with (Y > -1 near JZ = 0. Any element YE T(y) can be normalized in the following sense. Set cp = r?P and take r = .zP(z~ -1)"; with sufficiently 'large positive integers m, n chosen, q = YY will be normal. From now on our main effort will be directed towards finding the normal elements of T(y). is a polynomial of z2 with real coejkients.
PROOF. With Lemmas 1, 2, 3 applied the matter is clear for (a) and (c); as for (b) we observe that the order restrictions by Definition 1 prevent a pole of even order of (q, Y) a z = 0; they also prevent poles at x = 1, t z = -1. The assertion (d) is proved by reference to (2.5) and to (2.9'). By (2.5) Y is bounded at z = 1; from (2.9') it follows that Y shares with v the exponent 01 in (1.8a).
Let (CJJ, p') = 0 for CJJ E T'(y). Then it follows from (2.10) for Y = v that &>+%(-g=o with 8 = y -(9 -1)"2 (2.19) for a suitable determination of (y2 -1) i/a. This implies that v is regular in the full z-plane with the exception of x = 0, z = co, where poles of finite order can appear. Since y is normal there can be no pole at z = 0, and v is a polynomial of z, so that fory=l,p,isth p d t f e ro UC o z and an element of R', and vice vesa any such product is in T'(1). In any case we have y = P, .
We assert : LEMMA 6. For p E T'(y) wehaveg,=OifandonlyifP,~O.
PROOF. g, g 0 implies P, E 0; if vice versa P, = 0 then (p, p') vanishes at infinity; (c,J, p) being a polynomial (Lemma 4), we find (v, p') = 0 and 9 = 0 from (2.20).
From here on we shall use the well-known DEFINITION 2. Any n elements v1 , ~a , .**, p"n of T'(y) are called linearly independent if a relation ripi + Y~CJJ~ + *a* + rflpfl = 0 with ri E R' implies y1 z p2 *** 1 r, = 0. Otherwise the elements pk are said to linearly depend on one another. Furthermore we introduce with uniquely determined coeficients ri; if m is the degree of tp then the degree of rR as a polynomial of z cannot exceed m -n -k.
PROOF. Any relation pop0 + ply1 = 0 with p. , pr E R' implies p. = 0, pr = 0 since p. , pr are polynomials of z of even degree while the degrees of v0 , q1 differ by one. Hence v,, , v1 are linearly independent which enforces uniqueness in the representation (2.22) if it exists at all. Given an arbitrary element 9 + 0 of T'(y) we note first that the degree m of F cannot be smaller than n. If m = n then v is minimal, hence CJJ = CT, with some real constant c according to Lemma 7 . If m > n we prove (2.22) by induction as follows. Let the existence of the representation (2.22) be true for m = n + R with K as a nonnegative integer and let us consider m = 1z + K + 1. If K is odd then !PO = T -~a"+$+, with a real constant a is in T'(y); for a suitable value of a the degree of Y,, is not above n + k; if k is even then !P'r = v -bz$, with a real constant b is in T'(y); for a suitable b the degree of !Pr is not above n + k. Since Y,, or Yi admit a representation (2.22) the same is seem to be true for v of degree n + k + 1. Also if the assertion on the degree of r0 , rl is true for m = n + k then it is also true for m = n + k + 1. Since the assertions in the case R = 0 are true by Lemma 7, Lemma 8 is proved in all detail.
COROLLARY. For y # 1, -1 the existence of a minimal element q,, implies the existence of an element q1 the degree of which exceeds the degree of y,, by 1.
PROOF. Take for y1 the element f of (2.2) with v = IJJ,, . where f is associated with q~ by means of (2.2); f has degree n + 1. Also by Lemma 8 r, has to be a constant while r,, is of the form y. = a,$ + b with real constants a, b. For z = --1 the lefthand side of (2.23) vanishes; so doesf; since v( -1) # 0 by Lemma 9 we must have r0 vanishing at x = -1; hence r,, = a(z2 -1). Expanding both sides of (2.23) at infinity and comparing leading terms we find a = n, and therefore (9 -1) q'(z) = n(z2 -1) cp(z) + ri f (z).
We apply (2.16'), (2.17) and derive from (2.23') x2 $ (% QJ) = 4% T); and (y, 'p) = const. zP. (2.25') While this formula was derived for ya f 1 we add here that (2.25') regardless of y is an immediate consequence of Lemma 4 in the case 12 = 0; indeed (v, y) has to be a polynomial of .z2; the polynomial reduces to a constant for n = 0 and this constant is uniquely determined by the leading term of (2.25). We confront the result with an expression for (q,, p') on L+; setting v = u + iv on L+ we find from (1.24) and from (2.10) For r2 > 1 we have (y, p') < 0 onL+; this enforces n to be even for y < -1 and n to be odd for y > I in (2.25'). It is easy to extend this statement so as to cover the cases y = & 1. To this end we apply the more general LEMMA 10. 1j v E T'(y) then zg, E T'(-y). The lemma is trivial, and we skip the proof. We observe that the function v -z 1 belongs to T'( -1) and is minimal in that class. By Lemma 10 the function !P = .a belongs to T'(1); is it minimal or not ? If it were not then T'( 1) must have a minimal element of degree zero. In this case (2.25') b ecomes applicable and leads to a contradiction with (2.26). Therefore Y = x is minimal in T'(1).
We summarize the last results in LEMMA 11. The classes T'(1) and T'( -1) have the minimal elements ye z z and rp E 1 respectively. If T'(y) h as a minimal element, then the degree of it is even for y < -1 and odd for y > 1.
Going back to Lemma 9 we observe now that the lemma is true for all values of y; hence the following SUPPLEMENT TO LEMMA 9. The restriction y = f 1 is supe&ous.
CONSTRUCTION OF T'(y). SIMPLE FUNCTIONS IN T(y)
We begin with the class T'(-1) and assume that it contains an element Y of degree 1, which without loss of generality, we can suppose to have the expansion Y = z + a+rl + u-2z-2 + a*-at infinity. Since rl E R' we find belongs to T'(y) and vanishes at z = -1. The element Y of T'(y) has at most degree 1; if it had degree zero it would be minimal in T'(y), but this would contradict Lemma 9. Therefore !P has precisely degree 1, which implies the existence of vi(z) and the validity of (3.17). T'(y) cannot have two different elements ~~(.a) with the properties as described in Lemma 12, because the difference of two such elements would be of degree zero and therefore minimal in contradiction to Lemma 9 and its supplement.
Our next aim is to find those classes T'(y) which admit a minimal element of degree zero. In view of Lemma I1 our search has to be confined to y < 1. Since we may also assume y f -1, we can use (2.23') which, in the case n = 0, takes the form z(+qz) = yl WC4 + P)(-4 SC4 . We have ascertained that all classes T'(r) with y < 1, y # 0, have a minimal element of degree zero. It is interesting to note that formula (3.24) is also applicable to the case y = 0 although we excluded this case in our discussions of the classes T'(y). If one sets TV = &, h = ii then (3.24) furnishes
which we recognize as an element of T(O).
It remains to give the form of an element of degree 1 for the classes T'(y), y < 1, y f 0, -1. Such an element is f(z), associated with 9 of (3.24) by (2.2). In view of (2.23') we havef(z) = const. x(z2 --1) q'(z), and it therefore suffices to compute XT'(Z) from (3.24). The result is-in view of (3.9)- according to the distinctions (3.25a), (3.25b); c is a real constant. Formulas (3.32) are easily checked with the aid of (3.14'). We leave the details to the reader. The functions V(X) solve the homogeneous equation (1.3').
We have not yet considered the class T'(y)for y > 1 in all detail. But this is almost superfluous. It follows from Lemma 10 that T'(r) has an element of degree 1, namely the product of z and the minimal element (degree zero) of T'(-y), By Lemma 11 the degree of the minimal element of T'(r) is odd; hence the degree of the minimal element of T'(r) for y > 1 is exactly one. An element of degree 2 of T'(y) is found by multiplying an element of degree 1 of T'(-r) by z. The elements of degree 1 and 2 in T'(y) form a basis due to Lemma 8. We can also state that all elements of T'(y) for y > 1 are obtained by multiplying all elements of T'(-y) by z. Lemmas 9 and 12 do not permit T(r) for y >, 1 to have simple functions other than y = 0; indeed the minimal element is of degree 1 which prevents the existence of the element v1 of Lemma 12.
We are now prepared to sum up our most important results in THEOREM 1. The class T'(y) is a modul of dimension 2 over R'. . For y < 1 the class T'(y) has elements of degree zero and I as a basis, A minimal element is y = 1 for y = -1 and v(z) of (3.24) for y # 0, -1.
Elements of degree 1 are described by (3.13) and by (3.31) respectively. 
THE INHOMOGENEOUS EQUATION
We turn to the problem (1.22); it will be shown that (1.22) always admits a solution by a simple function F(x).
Assuming first that a simple function F(x) which solves (1.22) exists, we choose any two linearly independent elements t/,, , #r of T(y) and introduce fU$ = W4 VW $4 -4 -F( -4 Ad4 ; k =o, 1. All of this is well in accordance with the preceding section; w(z) is fully defined in connection with the mapping (3.9). It is evident that these functions &, , $i lead to functions Hk*(t) w ic are holomorphic at infinity; we h h have even H,*(co) = 0; y < 1. All of this follows from (3.14), (3.27), and (3.28).
We add that A, can be so chosen that also I kt'(~> I < A, I z I--l-, O<jzl<& (4.12") the exponent 01 stays unchanged as already mentioned in the proof of Lemma 3. Since F(z) is assumed to be simple we may set IF(z)/ <F,,j,z-=' 0< /z/ <8 withsuitable F,-,>O, ol'<l. we shall prove next that these formulas, based on the properties of I, describe simple functions of D*(O, 1) of the l-plane. In this connection we use the criterion (1.15a), (1.15b) with t substituted by E. The functions gr(x) and &( -x) are continuously differentiable for 0 < x < 1. We therefore derive from (4.5) that TV is continuously differentiable in 0 < 5 < 1. It is obvious that T&) satisfies the equivalent of (1.15b). It follows from (1.23), (4.5), (4.12), (4.12") that It was already stated that the integrals vanish at infinity; since the term c&(z) (where it appears) also vanishes at infinity the function F(z) vanishes at infinity in any case. It remains to verify (1.8a) and (1.8b). Since the functions Hk*([) were shown to be bounded near < = 1, which implies boundedness of H,(z) near z = 1, the functions (4.17) and hence F(z) will necessarily comply with (1.8b).
We are left with (1.8a). We can easily dispose of the cases y < -1 and y 2 1; for y < -1 we use (4.26') and the relations (4.12), (4.12'); if y 3 1 we apply (4.26") together with (4.12), (4.12'); in each of these cases F(z) is seen to comply with (1.8a). This leaves us with (1.8a) to be verified for -1 < y < 1. Here it may happen that H,(z) does not satisfy (l.Sa), and we are bound to show that the formula (4.24) as a whole defines a function that abides by (1.8a).
It is no lack of generality to restrict z to the subset Im z 3 0 of D*. We also agree to consider t as a point of L-. This implies with g*(t) continuously differentiable for 0 < t < 1 and satisfying the relations (1.23) together with gr(x). We can also write 2I= 2-y j -l g*(G) TL'P d7 Using (1.18) and e)(t) = w(t) -V(t) we can obtain the solutions v(t) of (1.3). The final result is, as one would expect, of the form (4.22')-(4.25'); one has to substitute g(t) for gl(t) and one obtains V(X) rather than V(x). We do not go into the details. With g(t) assumed to belong to some class L,(O, 1) with p > 1 the formulas (4.22')-(4.25') no longer present continuous functions in general; however the integrals in those formulas exist almost everywhere in 0 < x < 1 and present functions v(x) of some class L&O, 1) with a certain 4 > 1. Hence There are special cases in which a solution to (1.3) can be found in closed form without the aid of the set of formulas (4.22')-(4.25'). We mention the particular case of a polynomial g(x). Let us assume that a polynomial h(x) with real coefficients exists such that 44 + rh(-4 = g(x); (4.40) this is the case for y2 # 1; h(x) exists even uniquely. For y < 1 the class T'(y) has elements of degree zero and one, and it is obvious that T'(y) contains exactly one element v for which P, = h(z). We have an element v2 of T(y) for which P,, = h(O), (4.42') while p)a -Pm, is a simple function in T(y); for 9s we can take 9J2 = cJ4&4; & E T(-y) as defined by (4.9); (4.42") with a suitable real constant c. The function y = C,J~ + vs is in T(r); it satisfies (4.41) and leads to a simple function F(z) by (4.41'), F(z) solving (1.22).
THE RESULTS IN RETROSPECT
The following remarks refer to real linear spaces, i.e., linear spaces over the field of real numbers as scalars. The general functions F(x) as introduced on p. 399 form a linear space 1M, as already mentioned, M is even a modul over the ring W of those rational functions Q(z) which have poles at z = 0, 1, co only and which are real on the real axis. In functional analysis one likes to endow a linear space with a norm; while we have not done so we have nevertheless come close to this point by introducing the bilinear form (v, yl) of (2.10) for the elements of T(y) C M; this bilinear form shares certain properties with the scalar product defined in a Hilbert space; we refer in particular to (2.13), (2.14), and (2.15); but most important is the property (q, 9) = 0 if and only if y GE 0 for 9) E T'(y); it was this property that enabled us to describe T'(y) through Lemma 8. We should emphasize that while (F, !P) is not a scalar it is nevertheless an element of the ring 9'. The generalization (1.24) requires finding the null space N of L, on M. As we know Lo maps N into functions v(x) of Co which are not integrable at all (an example is v(x) = x+ for an arbitrary positive integer n). One would think that the generalization is somehow equivalent to extending the definition of Kr to a larger domain, say Co , and to look for the nullmanifold of Kl within the larger domain. An extension of the definition of Kl to say C,, is not impossible; one could use Hadamard's finite portion of an improper integral to that end. But even so we would not achieve the degree of generalization of (1.24). The latter is related to the fact that (5.4') cannot be extended to hold for M instead of M' only. Indeed F(z) = z-" for any positive integer n is in the nullmanifold of L, . Consequently L,p, is not uniquely determined by L,p, for a generic y E M. Summing it up we may say that we have generalized the original operation w = K,v by a "parameter-representation" v = L,~I, w = L,~I with 9 varying in M such that the range of L, on M goes beyond the domain of Kl while simultaneously v does not uniquely determine w.
Let us conclude with a remark about the continuation law 9*@4 + d4 + %P-4 = 0 (5.5)
which we introduced in connection with (2.7). As the reader will recall the term v*(x) denotes a value ~(5) with 5 representing a point "above a" on the Riemann-surface of p)(z). It was this author's first attempt to solve ( Yet there is a simple transformation w = w(z) which permits to deal with the functional equation (5.5') . This is the transformation (3.9), i.e. z-l = sin w, v(z) = a(w). The equivalent of (1.24) can be written as D(w) + @(?T -w) + 2yq -w) = 0; w=4+2+ 2 (5.6)
Here the images of z, -z are w, n -w, -w. But (5.6) constitutes a functional equation for 0(w), which, if @ is continuable beyond the strip -7r/2 < Re w < r/2, should be easily dealt with. In fact one can aim at finding exponential solutions to (5.6) and at sifting out suitable ones if this would be necessary. But why did we obtain a functional equation as simple as (5.6) ? The reason is that the mapping 2-l = sin w is not a mapping of D(0, 1) but a mapping of D (-1, I ). H ence by lifting the restriction that w =F(z) map D(0, 1) into some domain of the w-plane, it is possible to obtain simple relations for the images of z, 5, -z; the disadvantage of such a mapping is of course that one has to look for those solutions D(w) which come from p)(x) singlevalued in D(0, 1). But this disadvantage is not serious. In the case (5.6) one has to look for those solutions of (5.6) which satisfy
This can be done, and one arrives at the solutions to (1.24) as we have described them. But all of this was found only after the transformation (3.9) was obtained in the course of dealing with the equation (3.18). So far as a systematic derivation of the results is concerned, it is felt that the "algebraic" approach of examining the possible structure of T(y) is to be preferred. For this reason the investigation of (5.5) plays no major role in this paper.
A last word about the inhomogeneous problem may be in order. While we have ascertained that the inhomogeneous problem (1.3) has always a solution in the conventional sense, it is nevertheless remarkable that the explicit form of the solution or solutions makes use of the generalized solutions to the homogeneous problem. It would seem that this experience calls for a review of the theory of certain singular integral equations.
