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1, INTRODUCTION 
In a paper recently published in this journal [S], A. C. Laxer has proved an 
existence theorem for the periodic solutions of the second-order equation of 
Duffing’s type 
where g(x) is such that xg(x) 3 0 for 1 x / sufficiently large and g(x)/x + 0 
as 1 x 1 + cc. His proof was based upon a new method of applying the 
Schauder fixed point theorem [3] and a possible n-dimensional extension was 
indicated in [7]. 
In this note we propose to prove the existence of periodic solutions for 
n-dimensional Litnard systems 
d2x 
p + 1 kradW1 + &> = e(t) (1.1) 
with conditions upon g(x) analogous to those of Lazer (but in fact less severe) 
and with surprisingly weak restrictions upon F(x) (only a differentiability 
requirement). Moreover, we shall also consider the case where 
g(x) = Ax 
with A an n x n constant matrix, and extend for the corresponding system 
some criteria given in [4] and [lo]. 
All those results will be based upon an existence theorem introduced in [lo] 
and extended in [ll]. For the reader’s convenience we shall give, without 
proof, a short account of the basic existence theorem obtained in [l l] and of 
one of the various corollaries, more suitable for the applications of this theo- 
rem. Other conditions for the existence of periodic solutions of Lienard and 
Rayleigh systems, distinct of those given here, can be found in [12] and [13]. 
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2. SOME EXISTENCE THEOREMS FOR PERIODIC SOLUTIONS 
OF NONLINEAR SYSTEMS 
Let us consider the real differential system 
dkfl) = q(t, x, a?‘,...) x(k)), (2-l) 
where k > 0 is an integer, 
and where the function 
q : Rl+(ktl)n, R", 
(4 0 I---+ !a 43 
is continuous with respect to (t, 5) and T-p eriodic with respect to t. 1 being a 
positive integer, let CTz(R, R”) be the Banach space of real n-vector functions 
x(t) of class Cz with the norm 
v(x) = max 
j=O 1 
I =& ill 7 
,,..., * 
where 
II x II = (i I xi 12y2. 
i=l 
(2.2) 
(The results are proved in [ll] for the norm 
II 3 II = icyax ,...,n I xi I 
but remain obviously valid for the Euclidean norm (2.2)). 
To state Lemma 1 and to prove Theorems 1 and 2 we need the operators 
P and H extensively used by L. Cesari [2] and J. K. Hale [6] in their studies 
about periodic solutions (see also [lo] and [ll]). First, P is the averaging 
operator defined by 
P : C,O(R, R”) + R”, At> * f j-r ~(4 ds, 
and next, I being the identity, His the operator (of primitivation) such that, if 
y(t) E C,O(R, R”), H(I - P)y(t) E C,l(R, Rn), and 
$ WV - P>Y@)l = r(t) - PYY P[H(I - P)y(t)] = 0. 
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The following result is proved in [l l] : 
LEMMA 1. The function x(t) : R j R” will be a T-periodic solution of class 
Ck+l of system (2.1) ;f  and only if it is a$xed point of the operator 
F : C,“(R, R”) ---f C$(R, Rn), 
x(t) - p@(t) - 4[4 4v)l) + H”+l(l - q qllt, 5(t)] 
with 
t(t) = [x(t), x’(t) ,..., x’“‘(t)]. 
This lemma, together with the basic properties of Leray-Schauder degree 
[3, 91, leads to various more practical criteria (see [Ill) and particularly to 
the following Lemma 2 first obtained, under more restrictive conditions, in 
[IO]: 
LEMMA 2. Let us introduce the auxiliary system 
X(k+l) = hg(t, x, XI)...) x(k); A), h E IO, 11, (2.3) 
where 
g : R1+ck+ljn x [0, l] + R*, (6 574 ++g(t, 5; 4 
is continuous with respect to (t, 5, A), T-periodic with respect to t and such that 
g(4 5; 1) = q(t, 0. 
If the following conditions are satisfied: 
(1) Every possible T-periodic solution x(t) of class Ck+l of (2.3) is such that 
“(4 < Ml 
with MI > 0 independent of A. 
(2) Every possible solution of the equation 
(2.4) 
G,(a) = f  /:g(t, a, 0 ,..., 0; 0) dt = 0 (2.5) 
(determining equation) is such that 
with Mz > 0 independent of A. 
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(3) The topological (Brouwer) degree [3, lo] 
is nonzero, with M,, = max(MI , M.J and BMO = {a E R” : /I a /I < M,}, then 
(2.1) has at least one T-periodic solution of class Ck+l satisfying (2.4). 
3. AN EXTENSION OF LAZER'S THEOREM 
Using Lemma 2 we shall prove, in this section, the following 
THEOREM 1. Let us consider the real differential system 
xv + $ [grad+)1 + g(x) = e(t), 
where x = (x1, x2 ,..., xn) and 
(i) F(x) : Rn -+ R is of class Cz; 
(ii) g(x) : R” -+ R” is continuous; 
(iii) e(t) : R + R” is continuous, T-periodic and such that 
Pe(t) = 0. 
If  g(x) satisfies the following conditions : 
(iv) xkgk(x) > 0 if 1 xk 1 3 n-1’2b > 0, k = 1, 2 )..., n, , 
xkgk(x) < o if I xk / 3 n-lleb > 0, h = no + l,..., n, 
where n,, E [0, n] is an integer and b a positive number; 
(9 Il~ll-lllg(x)ll~o ;f llxII+ a> 
then (3.1) has at least one T-periodic solution of class C2. 
Proof. Let us introduce the auxiliary system 
(3.1) 
(3.2) 
x” + A 2 [gradF(x)] + Ag(x) - he(t) = 0, x E IO, 11 (3Y3) 
and let x(t) be a possible T-periodic solution of class C2 of (3.3). Using (3.2) 
and the periodicity of x(t), it follows immediately from (3.3) that 
Pg[x(t)] = 0. (3.4) 
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I f  x(t) and y(t) belong to C,O(R, R”), let us write for brevity 
Then, from (3.3), 
<x”(t), 44) f h ($ grad F[x(t)], s(t)) 
+ %A401 - 4th x(t)> = 0, hElO, 11, 
and, therefore, after integrating by parts the first two terms: 
- f jr II x’(t)l12 dt + Wg[x(t)l - e(t), x(t)> = 0, h E IO, 11. (3.5) 
If  we write 
x(t) = a, + u(t), a, = EC(t), 
we have, using (3.2), (3.4) and (3.5), 
f jr II WI2 dt = WW - 4th W> 
< f jr II g[x(t)l - e(t)11 IIu(t)ll dt. 
(3.6) 
For every E > 0 condition (v) implies the existence of an r(c) 3 0 such 
that II g(x)11 < E /I x 11 if 11 x 11 > Y(C), and hence, for every x E R”, 
II &WI < E II x II + Y(E) (3.7) 
with 
Y(E) = sup II &I - 
llxllG+(O 
From (3.6), (3.7) and the inequalities of Schwarz and Wirtinger [l] we obtain 
therefore the following relation 
“1 T ?; j, 11 x’(t)l12 dt < l r2 [+ j’ o II Wl12 dt] 
+ W-YE II a, II + 144 + 4 [& 1: II -WI2 dt]“‘, 
with 
w = 27r/T, E2 = <e(t), e(t)>, 
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and hence, for every E E [0, w2[, 
[+ ,I II x’(t)ll” dt]“’ < w(w2 - e)-’ [e II a, II + ~(4 + El. (3.8) 
Therefore (see [lo, p. 3161) 
SUP II W < 3-1’27dw2 - l )-’ k II a, II + y(c) + El 
Hwl 
-=I 2-l II a, II + +J, 4, 
if we take for 6 the value 
co = (1 + 2.3-l12 7ry w2 < w2. 
Hence, for every t E R, 
II 49ll B II a, II - II 4t)ll 3 2-l II a, II - @J> EL 
and, using condition (iv), 
&WI + 0, tER, 
for every possible T-periodic solution x(t) such that 
II M)lI = II a, II 3 Wh E) + 4. 
Then (3.4) implies that 
II 0, II -==c Wb, -@I + 4, 
and therefore 
[$ j: 11 x’(t)112 q2 < w(w2 - Q)-~ CkMw, E) + 4 + Y(Q) + El 
= &J, E, b), 
t;;~:K II @)I1 < 4@, E) + 3b = K(w, E, 4, 
for every possible T-periodic solution x(t) of class C2 of (3.3). 
If X(X) is the Hessian matrix of F(x), then 
and therefore (see [lo, p. 3 16]), 
for every possible T-periodic solution x(t) of class C2 of (3.3). 
Now, every possible solution of the determining equation 
being such that 
G,(a) = - g(u) = 0 
II41 <b 
by virtue of condition (iv), it remains to compute 
where 
M,, = max(M, , M2, b) = max(M, , n/r,). 
If T(X) : R” -+ R” is the application defined by 
rlk(X) = - Xk > k = 1, 2 )..., n, , 
%44 = Xk > k = fzo + I,..., n, 
then, from condition (iv), 
h(4 - (1 - 4 g(u) # 0, h E [O, 11, 
on the boundary of BM 
theorem [3, p. 25; or 10, “p. 
and therefore, using the homotopy invariance 
3201, 
d[- g(u), B, , 01 = d[rl@), B, 901 = (- 1)“” f 0, 
and Theorem 1 is proved. 
Remarks. I. Theorem 1 remains true if, in condition (iv), the inequalities 
xkg,(x) > 0 or %&c(x) -=c 0 
are not strict. To prove this fact, it is sufficient to consider, for example, the 
sequence of systems 
X” + d [gradF(x)] + g(“)(x) = e(t), 
dt 
k = 1, 2,..., 
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g!"'(x) = g.(x) + k-'h(x.) 3 3 3 T j = 1) 2 )..., 11s , 
g!“‘(x) = g&c) - Klh(x.) 3 3 , j = n, + I,..., n, 
with h(s) : R + R a continuous function such that j h(s)1 < I and sh(s) > 0 
if s # 0. Every system of this sequence satisfies the conditions of Theorem 1 
with g(“)(x) instead of g(x) and a priori bounds for possible periodic solutions 
can be obtained that do not depend upon k. Therefore the result follows 
from a standard argument based upon Arzela-Ascoli’s theorem. 
2. If n = 1, (3.1) can be written 
32” + f(x) x’ + g(x) = 44 
with f(x) = (dF/dx) (x) and h ence Theorem 1 together with Remark 1 
extend Lazer’s result in the following directions: 
(a) The term cx’ in Eq. (1) of [8] is replaced by f(x) x’ with f(x) an 
arbitrary continuous function; 
(b) Condition (3) in the basic theorem of [8] can be replaced by 
xg(x) 2 0 or q(x) < 0 for / x 1 > b. 
3. Another way to extend Lazer’s theorem would be to consider a system 
of the form 
X” + gradF(x’) + g(x) = e(t) (3.10) 
(Rayleigh system) with F(x) : R n -+ R of class Cr. In this case, however, it 
does not seem possible to obtain a priori bounds for the periodic solutions 
without supplementary conditions uponF(x). IfF(x) and [g(x) - e(t)] satisfy, 
respectively, properties of symmetry analogous to those used in [12] for the 
corresponding function F(x) and G(x, x’, t), it is possible to obtain existence 
theorems for periodic solutions having some symmetry. 
4. Other existence theorems for periodic solutions of Rayleigh systems 
with weaker conditions upon g(x) but stronger ones upon F(x) can be found 
in [13]. 
4. PERIODIC SOLUTIONS OF LIENARD SYSTEMS 
We shall now prove the following 
THEOREM 2. Let us consider the real differential system 
d 
X” + z [gradF(x)] + Ax = e(t) (4-l) 
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where x = (x1 , x2 ,..., x,), A is an n x n constant nonsingular matrix and F(x) 
and e(t) satisfy, respectively, conditions (i) and (iii) of Theorem 1. If  one of the 
following conditions is verified: 
(ii)‘ A is negative definite; 
(ii)” 11 A jl < w2 with w = 277/T and 
II A II = (i i I aii lz)1’2, i-1 j-1 
then (4.1) has at least one T-periodic solution of class C2. 
Proof. Let us introduce the auxiliary system 
3” + X 1 [gradF(x)] + /\Ax - he(t) = 0, A E IO, 11, (4.2) 
and let x(t) be a possible T-periodic solution of class C2 of (4.2). It is easy 
to obtain for (4.2) the relations corresponding, respectively, to (3.4) and (3.4) 
in the proof of Theorem 1: 
Px(t) = 0, (4.3) 
- f  s: II x’(t)112 dt + @x(t), x(t)) - h(e(t), x(t)) = 0. (4.4) 
Therefore, using (4.3), (4.4) and the inequalities of Schwarz and Wirtinger [l], 
we have 
[ I + :I] x’(t)l12 dt]“’ < [w” - p(A)]-l WE, 
and hence 
sup 11 x(t)11 < 3-li27rE[w2 - p,(A)l-’ = M&J, 4 E) (4.6) 
f~[O,Tl 
with F(A) = 0 or II A I/ according as (ii)’ or (ii)” is satisfied. 
Now, an analogous argument as for (3.9) leads to the inequality 
t;;~l II 4t)ll 9 M2h 4 El, 
where the positive constant M, is independent of A. The determining equation 
is 
-Au=0 
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and its unique solution is a = 0. Moreover, for every M > 0, 
d[- Au, BM, 0] = (- 1)n d&t A / dCt A 1-l # 0 
[3, p. 33; or 10, p. 3211, and Theorem 2 is proved. 
Remarks. 1. If n = 1, the corresponding a priori bounds for the periodic 
solutions were obtained, independently of any existence theorem and by a 
slightly different procedure, by D. Graffi [5], and were used by R. Faure [4] 
and the author [lo] to prove slightly weaker versions of Theorem 2 with 
n = 1. 
2. Other existence theorems for periodic solutions of system (4.1) with 
weaker requirements upon A but stronger ones uponF(x) can be found in [13]. 
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