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S u m m ary
This thesis presents the Progressive Probabilistic Hough Tmnsj’orm{PPWT). Unlike 
the Probabilistic HT [46] where the Standard HT is performed on a pre-selected 
fraction of input points, the PPH T minimises the amount of computation needed 
to detect lines by exploiting the difference in the fraction of votes needed to reli­
ably detect lines with different numbers of supporting points. The fraction of points 
used for voting need not be specified ad hoc or using a priori knowledge, as in the 
probabilistic HT; it is a function of the inherent complexity of data.
The algorithm is ideally suited for real-time applications with a fixed amount of 
available processing time, since voting and line detection is interleaved. The most 
salient features are likely to be detected first. While retaining its robustness, ex­
periments show PPH T has, in many circumstances, advantages over the Standard 
HT.
K e y  w ords: Hough Ti-ansform,Perceptual Grouping,Feature Extraction
A ck n ow led gem en ts
I would like thank the many people who helped me throughout my PHD. In par­
ticular my supervisor Josef Kittler, for his advice and guidance. I would also like 
to thank Jiri Matas for this help, comments and constructive criticisms. Finally all 
those people in CVSSP who have in one way or another helped me comiDlete this 
thesis.
C ontents
1 Introduction 1
1.1 The Hough TL 'ansform ................................................................................... 1
1.1.1 Lille M o d e l .........................................................................................  3
1.1.2 M ulti-resolution Hough T ïa n s fo rm ...............................................  4
1.1.3 The Randomised Hough T ransform ...............................................  5
1.1.4 The Probabilistic Hough T ïa n s f o r m ............................................ 6
1.1.5 Use of Gradient Inform ation............................................................  7
1.1.6 The Hough Tïansform for other prim itives..................................  8
1.1.7 Applications ......................................................................................  8
1.2 Overview of t h e s i s .......................................................................................... 9
1.2.1 Problems A d d re s se d .........................................................................  9
1.2.2 C on tribu tions ......................................................................................  9
1.2.3 The Progressive Probabilistic Hough Transform (Chapter 2) . 10
1.2.4 Gradient Direction and PPH T. (Chapter 3 ) ................................  10
1.2.5 Sobol Sampling (Chapter 4 ) ............................................................  11
1.2.6 D ata Flow (Chapter 5)   11
1.2.7 Real Time PPH T (Chapter 6)   11
1.2.8 S u m m a iy .............................................................................................  12
2 P P H T  13
2.1 In troduction .......................................................................................................  13
2.2 The A lg o r i th m ................................................................................................  14
2.2.1 Algorithm O u t l in e .............................................................................  18
2.3 Performance evaluation of the P P H T .........................................................  18
vi Contents
2.3.1 Experimental s e t - u p .........................................................................  19
2.3.2 Correctness of line detection using P P H T .....................................  20
2.3.3 Computational efficiency................................................................... 23
2.3.4 Experiments with plain PPH T on real im ag es .............................  24
2.4 Results on real images...................................................................................  26
2.5 Accumulator size s ta tis tic s ..........................................................................  35
2.6 C onclusions....................................................................................................  37
3 Gradient D irection and PP H T  41
3.1 In troduction ....................................................................................................  41
3.2 Modifications to the PPH T a lg o r i th m .....................................................  42
3.2.1 Changes to the th r e s h o ld ..............................................................  44
3.3 Effects of using gradient d irec tion ...............................................................  46
3.4 Experiments on synthetic d a t a ..................................................................  48
3.5 Experiments on Real Images ...................................................................... 53
3.6 D iscussion .......................................................................................................  56
3.7 Conclusion ....................................................................................................  57
4 Sobol Sampling 59
4.1 In troduction ....................................................................................................  59
4.2 T h e o ry ..............................................................................................................  60
4.3 Experim ents....................................................................................................  63
4.3.1 Experiments on synthetic d a t a ...................................................... 64
4.3.2 Experiments on real im a g e s ............................................................  65
4.4 Conclusion ....................................................................................................  67
5 D ata Flow Programming 69
5.1 In troduction ....................................................................................................  69
5.2 Processing a single data  i t e m .................................................................... 71
5.3 D ata S tre a m s .................................................................................................  73
5.3.1 Sources and S i n k s ............................................................................. 75
5.3.2 T a p s ......................................................................................................  76
5.3.3 Multiple Argument P ro c esse s .........................................................  76
Contents vii
5.3.4 S p lit; .......................................................................................................  77
5.3.5 B u f f e r ....................................................................................................  78
5.3.6 M u ltip le x e r ..........................................................................................  80
5.3.7 T h r e a d s ................................................................................................  81
5.3.8 H o ld .......................................................................................................  81
5.3.9 E v e n ts ....................................................................................................  82
5.3.10 Seekable Ports .................................................................................... 82
5.4 File and 10 In te rfa c e ....................................................................................  83
5.4.1 File fo rm a ts ..........................................................................................  83
5.4.2 Automatic type conversion ............................................................. 84
5.4.3 File 10   86
5.4.4 S equences.............................................................................................  87
5.4.5 Special f i l e s ..........................................................................................  88
5.5 Conclusion .....................................................................................................  90
6 Real Tim e PP H T  91
6.1 In troduction .....................................................................................................  91
6.2 A lg o rith m ........................................................................................................  92
6.3 T h e o ry ............................................................................................................... 94
6.4 D ata f l o w ........................................................................................................  95
6.5 Perform ance.....................................................................................................  96
6.6 Conclusion .....................................................................................................  99
7 Conclusion 103
7.1 S u m m a r y ........................................................................................................  103
7.2 Future w o rk .....................................................................................................  104
viii Contents
List of Figures
1.1 Mapping between points in the image space and lines in the in pa­
ram eter space  2
1.2 Model for a Tine’ of edgels in an image....................................................... 3
1.3 Model for a ’line’ of edgels in an image....................................................... 4
2.1 Run time as a function of voting operations. The correlation coeffi­
cient is 0.998  22
2.2 Votes needed to find a small number of lines............................................  22
2.3 Effect of line length on number of voting operations..............................  23
2.4 Example synthetic image................................................................................ 23
2.5 Input edge image..............................................................................................  25
2.6 Results of Standard Hough Transform........................................................ 25
2.7 Results of the PPH T, with a large value for I (10~®).............................  27
2.8 R.esults of the PPH T, with a small value for 10“ ^).............................  27
2.9 Results of the SHT using gradient direction for accumulation and line 
term ination......................................................................................................... 29
2.10 Results of the PPH T  using gradient direction for accumulation and
line term ination................................................................................................. 29
2.11 Points used in voting P P H T .......................................................................... 30
2.12 A r c h ...................................................................................................................  30
2.13 Machine P a r t ..................................................................................................  30
2.14 Office ................................................................................................................ 31
2.15 S p a n n e r ............................................................................................................  31
2.16 PPH T Threshold schedule.............................................................................  34
2.17 Lines found as a function of votes................................................................  34
2.18 Low Floor, MLL=20, FT = 3 .....................................................................  35
ix
List o f Figures
2.19 High Floor, MML=20, FT=20 ................................................................  35
2.20 PPH T Threshold schedule............................................................................ 36
2.21 Votes required to recover lines of different lengths................................... 36
2.22 Effect of varying FP  on accumulator size.................................................  37
3.1 SHT failure m o d e s .......................................................................................  46
3.2 360 degree edge direction.............................................................................. 47
3.3 Solution to some close parallel lines...........................................................  47
3.4 Inconsistent assignm ents.............................................................................  48
3.5 Example of a synthetic edge image....................................................  49
3.6 PPH T votes, using gradient direction for accumulation................ 50
3.7 PPH T False positives, using gradient direction info for accumulation. 51
3.8 PPH T False Negatives, using gradient direction info for accumulation. 51
3.9 SHT with gradient direction................................................................  52
3.10 Comparison of results from PPH T and SHT on real images using
gradient direction.............................................................................................  52
3.11 Typical door image.........................................................................................  54
3.12 Typical shelf image.........................................................................................  54
3.13 Example door edge images............................................................................ 55
3.14 Example shelve edge images......................................................................... 56
3.15 Fraction of lines matched as a function of angle width for the door 
da ta ...................................................................................................................... 58
3.16 Fraction of lines matched as a function of angle width for the shelves 
da ta ...................................................................................................................... 58
4.1 First N points from a 2D Sobol sequence....................................................  61
4.2 First N points from a 2D uniformly distributed random sequence. . 62
4.3 A synthetic image of 255 lines, 100 pixels long.........................................  64
4.4 Variance in the number of edgels picked from lines in synthetic test
images as a function of the fraction of image points sampled................  64
4.5 Example input images.................................................................................... 65
4.6 Example edge images..................................................................................   . 66
5.1 D ata processing C o m p o n e n ts ...................................................................... 74
List o f Figures xi
5.2 Simple data  pipe...............................................................................................  75
5.3 D ata Tap............................................................................................................. 76
5.4 Tap example....................................................................................................... 76
5.5 2 Argument process .....................................................................................  77
5.6 3 Argument process .....................................................................................  77
5.7 Example of a 2 input process........................................................................  77
5.8 Input split........................................................................................................... 78
5.9 O utput split.......................................................................................................  78
5.10 Example of splitting an inpu t.......................................................................  79
5.11 Buffer.............................................    79
5.12 Example of processing pipeline.....................................................................  79
5.13 Multiplex processing........................................................................................  80
5.14 Example of multiplexed processing..............................................................  80
5.15 Thread.................................................................................................................  81
5.16 Hold d a ta ............................................................................................................  81
5.17 A simple type conversion graph....................................................................  85
6.1 Single threaded pipe for extracting line from a gray scale image. . . 95
6.2 Multiplexed processing for line e x tr a c t io n ..............................................  95
6.3 Pipelined processing for line extraction .................................................  96
6.4 Number of lines found and matched, for a given processing time limit. 100
6.5 Ratio of lines matched to found, for a given processing time limit. . 101
6.6 Examples of effect of time limiting processing..........................................  102
xii List o f  Figures
List of Tables
2.1 Effect of image clutter on false positives (FP) and negatives (FN).
Averages and standard deviations (cr) over 100 runs are shown. . . .  19
2.2 Influence of significance level on error rate and run time. Averages
and standard deviations over 100 tests are shown...............  22
2.3 Voting operations for house image..........................................  24
2.4 Com putation time in terms of votes for a variety of real images. . . 32
2.5 Stability of PPH T with different Floor Thresholds (FT) and Mini­
mum Line Lengths (MLL) for the arch im a g e   39
2.6 Stability of the PPH T with different False Positive (FP) thresholds
for the House Image..................................................................... 39
2.7 Stability of the PPH T with different False Positive (FP) thresholds
for the Door Image......................................................................  40
3.1 Comparison of PPH T  and SHT...............................................  54
3.2 Execution times for processing 100 frames............................ 57
4.1 Example contents of an 8x8 Sobol image............................... 62
4.2 Comparison of Sobol and Random sampling .......................................  66
4.3 Relative improvements due to Sobol sampling ....................................  67
6.1 Performance of PPH T with Sobol sampling.........................  98
xm
xiv List o f  Tables
C h ap ter  1
The Hough Transform and its 
variants
1.1 T he H ough Transform
The Hough Transform (HT) is a popular robust statistical method of extraction of 
geometric primitives. In literally hundreds of papers, every aspect of the transform 
and its performance [66] have been scrutinised - parameterisation [31], accumulator 
design [35, 2, 36], voting patterns [44, 74], peak detection - to name but a few. A 
good overview of the Hough transform can be found in [33, 43, 50].
Essentially the Hough transform is the mapping of points in the image space to points 
in a param eter space. The param eter space is discretised to the Hough accumulator. 
In the Standard Hough TL'ansform, for each point in the input set, all the bins in the 
accumulator that correspond to possible parameters of a curve the point may fall on 
are incremented. W here many points in an image map to a single set of parameters, 
the accumulator gets a high count and the existence of a geometric primitive with 
those param eters can be hypothesised. This is illustrated in Figure 1.1.
Originally the Hough Tï'ansform was used to find straight lines. Equation 1.1 is the 
original param eterisation used, and maps points in the image space to lines in the 
param eter space. This works well except as a line becomes vertical and m  tends
1
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Figure 1.1: Mapping between points in the image space and lines in the in param eter 
space.
to infinity. The alternative parameterisation given in Equation 1.2 is often used, 
to avoid the infinity and so to give a more stable mapping. The values for the sin  
and cos functions can be recomputed for each angle, and so it is not significantly 
more expensive to compute. (2 multiplications and 1 addition, as opposed to 1 
multiplication and 1 addition.)
y = m x  +  c (1,1)
p = x.sin(9) +  y.cos{6) (1 .2 )
Once the line parameters have been found it is then possible to go back into the 
image and look for edgels that contributed to the line. These maybe segmented 
out and removed from the image. The Hough Transform can then be repeated 
and further lines recovered. The refrence SHT used throughout thesis is given in 
Alogrithm 1.
Algorithm 1: Progressive Probabilistic Hough Transform
1. For every edgel in the input image vote for all possible lines
1.1. The Hough Transform
2. Find tlie highest peak in the accumulator space
3. Find all points in the longest line segment with parameters indicated by the 
found peak
4. Remove all votes by those points from the accumulator
5. If any peaks remain in the accumulator goto step 2
The same m ethod can be extended to detect many other primitives, including circles, 
ellipses, and even arbitrary shapes in the Generalised Hough Transform. These are 
discussed in Section 1.1.6.
1.1 .1  L ine M od el
It is im portant to define what is meant by a line in a digitised image. In this work the 
following model was used along with typical values for the key parameters. Figure
1.2 shows the line model used in this work. The dashed line in the middle is the 
ideal line. All edgels assigned to the line must lie within a distance W  from the 
hypothesised line (typically 2.5 pixels) to be assigned to it. A line segment can 
have no gaps between adjacent edgels greater than G (typically 5) pixels. The final 
criterion is the number of edgels needed to constitute a line N  (typically 5 or 10 
pixels).
0 w
w
.2: Mode'
% V,
edgels in an image
G
for a ’line’ of
It is possible to elaborate on this model to get cleaner edge strings. A possible way 
of doing this would be to define the maximum difference in error (marked E  in the
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figure) between adjacent edgels on a line. This is illustrated in Figure 1.3. In some 
applications this can be useful, particularly where there are many curves. However 
this technique was not used in this work.
-  E -------■
Figure 1.3: Model for a ’line’ of edgels in an image.
Following is an introduction to some of the more interesting developments using the 
Hough Tiansform.
1.1 .2  M u lti-reso lu tion  H ough  Transform
111 the Adaptive Hough Transform [32], both the resolution of the accumulator and 
the area within the accumulator space examined are dynamically adapted to find 
peaks in the accumulator space. The search starts at a coarse resolution, an area 
containing a potential peaks is identified, and the accumulation is repeated over 
that region. This continues until a single peak has been identified with sufficient 
resolution, then the line is extracted from image and the process repeated. Since 
the accumulator only contains a  few cells at any time (in the paper a grid of 9 by 9 
is used), the voting process is fast. The Multi-resolution Hough Transform [5] takes 
this a  step further by using multi-resolution edge images, thus reducing processing 
time even further.
The Fast Hough Transform (FHT) [53] is similar in concept to these techniques but 
uses a quad-tree to represent the accumulator space. A quad-tree is a method of 
defining a region of an image, by recursively dividing it into quadrants. W ith the 
method you can divide a region to an arbitrary resolution. If any bin (or quad) in 
the tree exceeds a certain quantity that bin is investigated further. It is divided into 
four parts, adding another level to the tree in that area. This continues until the 
desired accuracy for the parameters is reached.
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These techniques work well for relatively simple images, for more complex ones where 
there are large number of edgels in the input it can be hard to identify peaks in an 
accumulator with such a coarse resolution. The re-accumulation of a large number 
of edgels can also reduce efficiency as the list will be repeatedly scanned for each 
iteration of the search.
1.1 .3  T h e R an d om ised  H ou gh  Transform
W hen generalising the pure Hough transform to high dimensional curves, problems 
soon emerge with both the size of the accumulator space, and the number of bins 
that must be incremented for each edgel in the input image. The Randomised Hough 
Transform (RHT) [83, 82] avoids these problems by picking a group of n  points. 
Where n  depends on the number of param eters needed to defined the geometric 
primitive being searched for. R om  these points in the input image a hypothesis 
about a possible curve is formed, and a vote is placed in a single bin for a curve 
with those parameters. In this method the number of bins actually incremented 
is much fewer than  in the full Hough Tiansform and it is possible to use a sparse 
representation for the accumulator space. This method works well w ith simple 
images where the chances of picking n  edgels from a single primitive are good. 
However in complex images the probability of this happening becomes very low, 
and chance alignment of edgels can cause the method to break down.
This m ethod can be thought of as an extension to the Random Sample Consensus 
(RANSAC) algorithm [22], where sets of n  points are continually sampled, hypoth­
esis are generated and then tested. This process is term inated after either picking 
a fixed number of tuples or if the error in the solution is deemed sufficiently small. 
R.HT has an advantage over RANSAC where verification of a hypothesis is expen­
sive. By accumulating evidence in the Hough Space before verification the number 
of hypotheses that must be rejected is significantly reduced.
This technique suffers when images get more complex, as the probability of picking 
n  points from the same primitive becomes very small. There are several methods of 
increasing the probability that the points are from the same curve. One is to use
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the connectivity of edge points to select ones likely to lie on the same curve [42] 
or to limit how far apart the points are in the image space by using a windowing 
technique [41].
1.1 .4  T h e P rob ab ilistic  H ough  Transform
In the original paper on the Probabilistic Hough Transform [46], Kiryati et. al. show 
that it is often possible to obtain results identical to Standard Hough Tiansform if 
only a fraction p of input points is used in the voting process. In the first step of 
Probabilistic Hough Transform a random subset of points is selected and a standard 
Hough Tiansform is subsequently performed on the subset. Successful experiments 
with p as low as 2% are presented. The poll size is a parameter critically influencing 
the Probabilistic Hough T ansform  performance. The authors analyse the problem 
for the case of a single line immersed in noise. Unfortunately the derived formulas 
require the knowledge of the number of points belonging to the line a priori^ which 
is rare in practice. In [8], Bergen and Schvaytzer show that the Probabilistic Hough 
Transform can be formulated as a Monte Carlo estimation of the Hough Transform. 
The number of votes necessary to achieve a desired error rate is derived using the 
theory of Monte Carlo evaluation. Nevertheless, the poll size remains independent 
of the data and is based on a priori knowledge If little is known about the 
detected objects, a conservative approach (much larger than necessary poll size) must 
be adopted, diminishing the computational advantage of the Probabilistic Hough 
Transform.
Stopping rules for PH T
The need to pre-select a poll size can by bypassed by an adaptive scheme [87, 86, 72]. 
In the adaptive Probabilistic Hough Transform the term ination of voting is based on 
monitoring the polling process. The criterion suggested by Yla-Jaaski and Kiryati 
[87] is based on a measure of stability of the ranks of the highest peaks. Shaked et al, 
[72] propose a sequential rule. Both methods formulate their goal so as to “obtain 
' Perhaps it is more appropriate to speak about assum ptions rather than knowledge
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the same maximum as if the Hough Transform had been accumulated and analysed” . 
In our opinion, such formulation is unrealistic since in almost all applications the 
detection of multiple instances of lines (circles, etc.) is required whereas the given 
stopping rule depends on the prominence of the most significant feature only. For 
instance if the input contains any number of lines of equal length, it will not be 
possible to detect a stable maximum regardless of the percentage of input points 
used for voting.
1.1 .5  U se o f G radient In form ation
The Hough Tiansform typically uses a set of points. The exact properties and 
attribu tes of these points vary depending on their source. These edge points are 
typically extracted by first applying a gradient based edge detection such as Deriche 
[18] or Canny [12]. Then these are processed with methods such as [67] to identify 
lines of connected edgels. A large amount of work has been done on edge detectors 
and evaluating their performance [61]. Edgels recovered in this way typically not only 
have a position (localisation is also an im portant issue in many applications [75]), 
but a direction and m agnitude as well. These extra attributes can be useful when 
grouping edgels into high order primitives (e.g. [3]); this is discussed in Chapter 3.
Nearly all edge detectors have a scale parameter, the value of which is often chosen 
in an ad-hoc manner. One way to eliminate this parameter is to use multi-scale 
filters [55, 29, 81], allowing structure to be recovered over a range of scales.
The goal of edge detectors to find the boundary between homogeneous areas in an 
image. Gradient methods are not the only way this can be done, methods such as 
morphology [1], and fuzzy logic [69] have also been used with some success. If multi- 
spectral information is available, such as colour images, it is possible to distinguish 
between other types of boundary such as specular reflections [78]. In some cases 
edge detection is disposed of entirely and the transform performed directly on the 
grey level image [73]. This approach can also be used to search for elongated shapes 
w ith a given intensity profile [16].
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1.1 .6  T h e H ou gh  Transform  for o ther prim itives
Though originally used for finding straight lines the Hough transform has been ex­
tended to extract many other geometric primitives. These include many param etric 
shapes such as circles [4, 32, 24, 38, 30, 64, 25], ellipses [3, 57, 60, 52], 3 dimensional 
lines [9], searching for symmetrical structures [85] and making polygonal approxi­
mations of curves [84].
The Generalised Hough Transform (GHT) [6] allows arbitrary outlines to be detected 
and located in images. A comparative study of the various GHT techniques can be 
found in [45]. The case where objects are partially occluded is examined in [77]. For 
natural shapes [70], use of a contour ’thickness’ represents uncertainty in shape.
It is interesting to note that where a one to many voting scheme is used, the param ­
eter space is typically either one or two dimensional. Where the param eter space 
is of a higher dimension, a many-to-one scheme is used where only a single bin is 
voted into. This is because if voting must be done in anything above a 1 dimensional 
space, the cost of voting quickly makes the algorithm impractical.
1 .1 .7  A p p lica tion s
The primitives recovered by the Hough Transform are used in a wide variety of 
applications, including object recognition [80, 47, 58, 37], 3D pose estimation [59, 48], 
signal processing [34] and navigation [54, 68]. It has also been used extensively for 
data  analysis in other scientific fields [7, 10, 23]. In some applications real-time line 
recovery is required. The computational demands are beyond most conventional 
computers. To address this, both hardware [15, 17, 40, 51] and multiprocessor 
[13, 79, 71] implementations have been studied.
1.2. Overview o f thesis
1.2 O verview  of thesis
1.2 .1  P rob lem s A dd ressed
The Hough Ti-aiisform has been shown to be an effective way of recovering line 
structures from images. Originally the Hough Tiansform was designed to find a 
single line amongst single pixel noise. However in many vision applications there 
are tens if not hundreds of lines to recover. To cope with these complex images 
efficiently and reliably some modifications need to be made to the original algorithm.
The Hough T ansform  is also known for its large computational and memory re­
quirements. A promising method is the Probabilistic Hough Transform (described 
earlier), this method however introduces problems with choosing the fraction of 
points to use, and with the stability of the results, both of which are examined in 
this thesis.
The use of such methods in a real-time context is only now becoming possible with 
increasing processing power and memory. Many issues with the performance of such 
algorithms when used in these situations have yet to be investigated. Of particular 
interest is the stability of results generated, which is crucial in many applications.
1.2 .2  C ontr ib u tion s
This thesis contains several im portant contributions to the field. F irst it introduces 
the Progressive Probabilistic Hough Tï'ansform which enables a Probabilistic Hough 
Transform  to be done with significantly less a priori knowledge of the image content. 
Unfortunately stochastic approaches based on the Probabilistic Hough Transform 
introduce instability in the line interpretation generated. To overcome this problem 
extra constraints are introduced with the use of gradient direction for each of the 
input edgels. This is shown to significantly improve the stability of the results.
Many of these problems stem from the fact tha t a random sample of edgels is used to 
further reduce the problems introduced with purely random sampling, an alternative 
is examined, Sobol sampling, and its effects on performance are looked at. This
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makes a small but noticeable contribution to performance, bringing the results yet 
closer to that of the full Hough Tiansform.
Finally an interesting property of Progressive Probabilistic Hough Transform., the 
fact that it is an anytime algorithm is demonstrated. An anytime algorithm is one 
that can be stopped at nearly any time during processing and some useful results 
obtained. This is particularly useful when processing images in real-time, where 
only a finite amount of processing time is available before results must be generated.
1.2.3 T h e P rogressive  P rob ab ilistic  H ough  Transform  (C hap ter 2)
This chapter presents the Progressive Probabilistic Hough TransformiPPWT). Unlike 
the Probabilistic HT [46] where Standard HT is performed on a pre-selected fraction 
of input points, the PPH T minimises the amount of computation needed to detect 
lines by exploiting the difference in the fraction of votes needed to reliably detect lines 
luith different numbers of supporting points. The fraction of points used for voting 
need not be specified ad hoc or using a priori knowledge, as in the probabilistic HT; 
it is a function of the inherent complexity of data.
The algorithm is ideally suited for real-time applications with a fixed amount of 
available processing time, since voting and line detection are interleaved. The most 
salient features are likely to be detected first. While retaining its robustness, exper­
iments show the PPH T has, in many circumstances, advantages over the Standard 
HT.
1.2 .4  G radient D irec tio n  and P P H T . (C hapter 3)
In this chapter we demonstrate that the Progressive Probabilistic Hough Transform 
(PPHT) is sufficiently close to SHT that many of the methods of improving its 
performance can be easily adapted to work with it. In this chapter we look at 
one example of this, the benefits of exploiting gradient information to enhance the 
Progressive Probabilistic Hough Transform (PPHT). It is shown that using the angle 
information in controlling the voting process and in assigning pixels correctly to a
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line, PPH T  performance can be significantly improved. The performance gains are 
assessed in terms of repeatability of results, a measure which has direct relevance 
for its use in larger applications. The overall improvement in output quality is 
shown to be greater than tha t found for Standard Hough Transform using the same 
information. The improved algorithm gives results very close to tha t of the Standard 
Hough Transform., bu t requires significantly less computation.
1.2 .5  Sob ol S am pling  (C hap ter 4)
In this chapter we look at the benefits of using quasi-random sampling with the 
Probabilistic Hough Ti’ansform, in particular the Progressive Probabilistic Hough 
Tiansform. The repeatability of results obtained with the Progressive Probabilistic 
Hough Transform. (PPHT) is shown to improve, bringing it significantly closer to 
the quality of the Standard Hough Transform. (SHT) while using a fraction of the 
processing time.
1.2 .6  D a ta  F low  (C hapter 5)
Object oriented languages provide the programmer with many useful tools for ab­
stracting problems. It is however only one way of looking at the structure of a 
program, and in some cases it is useful to use other models for writing a program. 
One that is often useful in image processing is the ’D ata Flow’ model. This chapter 
outlines a set of classes which allow this programming model to be easily expressed 
in a C-l—I- program.
1 .2 .7  R ea l T im e P P H T  (C hap ter 6)
In this chapter we examine the performance of Progressive Probabilistic Hough 
Transform (PPHT) in real time processing applications. It is shown that as the 
amount of time available for processing an edge set is reduced, the PPH T  behaves 
gracefully. In particular the repeatability of results obtained with the PPH T is shown 
to remain constant even when it is constrained to use very little computation.
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1.2 .8  Sum m ary
First the Progressive Pivbabilistic Hough Transform is introduced and some of its 
essential properties examined. In Chapter 3 we look at how the performance of 
PPH T  can be significantly improved with the use of gradient direction for each of 
the input edgels. Chapter 4 shows how Sobol sampling can be used to increase the 
consistency as well as performance of results still further. Chapter 5 describes the 
real-time processing framework used to perform the experiments used to demonstrate 
the anytime properties of PPH T shown in Chapter 6.
C h ap ter  2
The Progressive Probabilistic  
H ough Transform
2.1 Introduction
111 this chapter we present a new form of adaptive Probabilistic Hough Ti'ansform, 
Unlike previous work we attem pt to minimise the amount of computation needed 
to detect lines (or in general geometric features) by exploiting the difference in the 
fraction of votes needed to reliably detect lines (features) with different numbers 
of supporting points. It is intuitively obvious (and it directly follows e.g. from 
K iryati’s analysis in [46]) tha t for lines with strong support (long lines) only a small 
fraction of its supporting points have to vote before the corresponding accumulator 
bin reaches a count that is non-accidental. For shorter lines a much higher proportion 
of supporting points must vote. For lines with support size close to counts due to 
noise a full transform must be performed.
This is achieved by dynamically controlling the line acceptance threshold as a func­
tion of votes cast. The threshold schedule is derived from theoretical considerations. 
The line detection algorithm based on the theory is extensively validated experi­
mentally. A comparison with benchmark algorithms including the Standard Hough 
Tiansform shows it is computationally efficient and has other attractive properties.
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The proposed algorithm is sufficiently close to the SHT transform that many of the 
methods of improving its performance can be easily incorporated. The PPH T does 
not rely on particular aspects of the input data structure such as connectivity, unlike 
[49] though it does borrow the idea of removing labelled structures from the input 
data.
The PPH T can be easily adapted to detect other two-parameter shapes such as 
circles [64], to use with techniques that change the voting scheme from a one to 
many scheme such as SHT to one-to-one as found in RHT [82] or window based 
schemes such as [11]. The algorithm is also applicable to finding objects with a 
higher dimensional parameterisation, as it intrinsically keeps the number of votes 
in the accumulator space low, and so works well with sparse representations of the 
accumulator space [83].
This method is not so easily adapted to techniques that do repeated accumula­
tion and peak detection such as the Adaptive Hough Transform [32] and the M ulti­
resolution Hough Transform [5], since the PPH T relies on being able to identify the 
pixels belonging to a line as they are detected. Algorithms that use two passes to 
gain information about the image content before doing a full transform such as [63] 
could be adapted, but with more difficulty.
This chapter is organised as follows. In the next section the new algorithm with 
its underlying theory and properties is presented. In Section 2.3 its performance is 
evaluated using two performance criteria: line quality and computational efficiency. 
A comparative evaluation of the advocated algorithm on a selection of real images is 
given in Section 2.4. In Section 2.5 we investigate the accumulator size required by 
the proposed algorithm and its dynamics during the voting process. This chapter is 
drawn to conclusion in Section 2.6.
2.2 T he A lgorithm
To minimise the computational requirements the proposed algorithm which we call 
Progressive Probabilistic Hough Transform (PPHT) proceeds as follows. Repeatedly,
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a new random point is selected for voting. After casting a vote, we test the following 
hypothesis: ’could the count be due to random noise?’, or more formally ’having 
sampled m  out of points, does any bin count exceed the threshold of I points which 
would be expected from random noise?’. The test requires a single comparison with 
a threshold per bin update. Of course, the threshold I changes as votes are cast. 
W hen a line is detected the supporting points retract their votes. Remaining points 
supporting the line are removed from the set of points that have not yet voted and 
the process continues with another random selection.
Such an algorithm possesses a number of attractive properties. Firstly, a feature 
is detected as soon as the contents of the accumulator allows a decision. The pro­
gressive probabilistic algorithm is an anytime algorithm. It can be interrupted and 
still output usable results, in particular salient features that could be detected in 
the allowed time. The algorithm does not require a stopping rule. The computation 
stops when all the points either voted or have been assigned to a feature. This 
does not mean tha t a full Hough Transform has been performed. Depending on the 
data, only a small fraction of points could have voted, the rest being removed as 
supporting evidence for the detected features. If constraints are given e.g. in the 
form of minimum line length a stopping rule can be tested before selecting a point 
for voting.
W ithout a stopping rule, the PPH T  and the Standard Hough Transform (SHT) 
differ only in the number of false positives. False negatives -  missed features with 
respect to the Standard Hough Transform, -  should not pose a problem, because if 
the feature is detectable by SHT it will be detected by PPH T at the latest when the 
voting finished, when the corresponding bin counts of PPH T and SHT are identical. 
The PPH T  and SHT performance differs from the point of view of false positives. 
It is exactly identical only where the assignment of points to lines is ambiguous, i.e. 
where points are in the neighbourhood of more than one line, as then the PPH T  is 
forced to use all the available points.
In the experiments presented in this thesis, no stopping rule was used, and execution 
was continued until all the input edgels were processed, unless otherwise stated
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111 our experiments a straightforward one-to-many voting scheme was used. The 
proposed method reduces computation by minimising the number of points that 
participate in the voting process, so common improvements th a t reduce the number 
of votes cast (e.g. by exploiting the gradient information if available) do not interfere 
with the benefits of the method.
In setting the decision threshold we assume that all points are due to noise. It is a 
worst-case assumption, but if many lines are present in the image the assumption is 
almost valid, since only a fraction of points belong to any single line.
Let us denote the number of bins for angle 6 as and the number of bins for distance 
p from the origin as Np, We adopt the following model of the voting process. Every 
randomly selected pixel votes in all N q bins, A pixel can belong either to no line 
(a noise point), to a single line, or lie on an intersection of lines. In the first case 
all No votes cast add noise to bin counts. We assume that, for every 0, a  random 
bin is incremented, i.e. each bin is equally likely to be incremented with probability 
1/Np. If a point lies on a line, one vote is cast into the bin corresponding to this 
line and the remaining Ng — 1 votes are assumed to fall into random bins, 1 vote for 
each angle 6. For points on line intersections we assume Ng — 2 votes fall in random 
bins. Since 1, Ng «  iVg — 1 «  — 2, we do not (and we cannot) distinguish
between the three cases and assume that always random Ng  bins are incremented.
Clearly, the counts in individual bins are not independent. All counts for bins with a 
fixed 0 must add to the number of edge points that have voted. Moreover, counts in 
bins with similar 9 and p are not statistically independent either, due to the cosine 
voting pattern  of a single point. Nevertheless to keep computation tractable we will 
assume that the count in any single bin is an independent random variable with 
binomial distribution B{N,p) ,  where N  is the number of edge pixels th a t voted so 
far and p = l /Np \s the probability of selecting a particular bin with a given 6. The 
hypothesis that is being tested after every bin is incremented is the following:
Is the count C in bin {p,9) higher than a value likely to occur if C{p,6)
was a realisation of a random variable with binomial distribution B  (A, p)l
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We would like to set the threshold so that
P{C{p,9) > tJw) < l  (2.1)
Significance level I is a user param eter that shall, if the model is accurate, indicate 
the number of false positives For a binomial distribution it is easy but laborious 
to compute the threshold for a given A f  since we have to evaluate the sum
' £ P { C ( p , e ) = i )  (2.2)
i=0
for all j  until 1 — l i s  reached. Since N p  ^  Np{ l  —p ) > l  (for Np  )$> 0) as in a typical 
image ^  1 at the beginning of the voting process, the binomial distribution 
can be well approximated by a Poisson distribution. This approximation makes 
com putation of (2.2) much easier (no need to compute (")), but the summation for 
computing P((7(p, 9) > thr) is still needed. For efficiency reasons we therefore adopt 
a less accurate approximation for P{C{p,9))  and replace the binomial distribution 
with Gaussian with mean N p  and standard deviation \ / {Np{l  — p)). W ith this 
simplification, probability P (C (p ,9 )) > thr  can be obtained using a single look-up 
in the standard error function.
The approximation will influence the result mostly for small N,  since for N p  > 1 the 
approximation with a Gaussian can be justified. If, for small values of A , a better 
model was needed, the values of the threshold can be precomputed for small N~.
It is interesting to note that the analysis is independent of the angular resolution of 
the accumulator Ng.  For small values of Ng  the algorithm would confuse instances 
of lines with similar orientations within the same bin. The recovered models could 
even compound to give virtual lines. As Ng  increases the resolvability of the lines 
will increase without afiecting the voting strategy. One might argue that if the 
algorithm was based on incrementing param eter Np  and voting into Ng  a certain 
symmetry should be maintained. This would suggest that the resolution Ng  and Np  
of the accumulator should be of comparable size.
^in the case of no post processing
18 Chapter 2. P P H T
2.2 .1  A lg o r ith m  O utline
Algorithm 2: Progressive Probabilistic Hough Transform
1. Vote into the accumulator with a single pixel randomly selected from the input 
image. If none, then finish.
2. Remove pixel from input image.
3. Check if the highest peak in the accumulator tha t was modified by the new 
pixel is higher than threshold thr{N) .  If not, then go to 1.
4. Look along a corridor specified by the peak in the accumulator, and find the 
longest segment of edges that are either continuous or not exhibiting a gap 
larger than a given threshold.
5. Remove the edges in the found segment from input image.
6. Unvote from the accumulator all the pixels from the line th a t have previously 
voted from the newly found line.
7. If the line segment is longer than the minimum length add it into the output 
list.
8. goto 1
2.3 Perform ance evaluation of the P P H T
Performance evaluation of a line detection algorithm has many aspects. In synthetic 
images the correctness of the output can be measured by the error rate, i.e. the num­
ber of false positives (spurious detected features) and false negatives (mis-detected 
lines). In real images the definition of what should and should not be detected as
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Method SHT PPH T
Lines FP (7 FN a FP (T FN a
2 0.08 0.27 0.08 0.27 0.01 0.10 0.00 0.00
4 0.36 0.67 0.36 0.67 0.12 0.46 0.06 0.24
6 1.07 1.22 1.06 1.20 0.37 0.81 0.19 0.44
8 . 2.56 1.68 2.56 1.68 I j # 1.30 0.90 1.01
10 4.00 1.84 3.98 1.83 2.28 1.90 1.52 1.48
12 6.44 2.07 6.40 2.06 3.79 2.15 2.78 1.99
14 8.13 2.15 8TW 2.11 5.94 2.21 4.48 2.49
16 10.90 2.06 10.86 2.02 8.35 2.23 6.66 3.07
18 13.36 2.03 13.32 2.07 9.86 2.77 8.16 3.51
20 16.12 1.93 16.04 1.88 12.74 2.37 11.56 4.09
Table 2.1: Effect of image clutter on false positives (FP) and negatives (FN). Aver­
ages and standard deviations (a) over 100 runs are shown.
a line is subjective or application-dependent. Since the PPH T is not designed for 
a specific application we illustrate its performance on real imagery by comparing 
it w ith the Standard Hough Transform [66] (Section 2.3.4). The tests designed to 
assess the correctness (quality) of the PPH T are presented in section 2.3.2. We 
do not present any results on the correctness of pixel assignment and the precision 
of recovered line parameters. We do not consider the precision of the PPH T to 
be an im portant characteristic of the method - standard precision can by achieved 
by a (robust) least squares fit performed on the assigned points. The rest of the 
experiments test the computational efficiency of the PPH T (section 2.3.3).
2 .3 .1  E xp er im en ta l set-u p
To assess the relative merit of the PPH T, the quality of its output was compared to 
tha t of the Standai'd Hough Ttmnsform. The experiments were designed to minimise 
any differences between the SHT and PPH T  implementations. The implementa­
tions were kept as simple as possible, with minimal post and pre-processing (use of
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gradient information, connectivity etc). Most standard enhancements of the SHT 
are directly applicable to PPH T and do not therefore change the relative merits of 
the methods. In the implementation, the standard p, 6 line param eterisation was 
used. All experiments were carried out with the following settings. Resolution of 
the accumulator space was 0.01 radians for 6 and 1 pixel for p. Pixels within a 3 
pixel wide corridor was assigned to a line. Since the Hough Transform detects peaks 
corresponding to infinite straight lines, but we want to detect finite line segments a 
single post-processing step was implemented to separate collinear lines. Prom the 
pixels supporting a particular bin, the longest segment was chosen which had no gaps 
bigger than  6 pixels long. The minimum accepted line length was 4 pixels. Unless 
stated otherwise the value used for the PPH T specific param eter for the significance 
threshold I was 10“ .^
If the assumptions made were true this would lead to 1 in 10000 chance of random  
voting leading to a false line hypothesis in any single bin. Since the resolution of 9 is 
0.01, in the simple form of the algorithm 314 votes are made for each point, giving 
a 1 in 32 chance of getting an incorrect line hypothesis, for each point analysed. 
Experimentally it can be seen the observed number of false positives generated is 
lower than predicted by theory. It also should be noted that the algorithm will reject 
lines whose point density is too low.
2.3 .2  C orrectness o f line d etectio n  using P P H T .
The correctness of the PPH T output was measured by the error rate. Definition of 
what constitutes a false positive and a false negative is not as straightforward as it 
may first appear. This is particularly a problem where post processing is used to 
obtain line segments for the infinite lines found by the Hough Transform. If edge 
pixels are allowed to be assigned to a single line, incorrect assignment of pixels (e.g. 
at intersections of lines) can lead to a split of a correctly extracted line. A pair of 
collinear lines almost covering a model line is not, in our opinion, identical to a pair 
of false positives and a false negative. Similarly, it has to be decided at what level 
of assignment errors a feature is declared not detected.
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We decided to use the following criteria for determining the error statistics. False 
positives ai’e detected lines tha t cover less than  80% of any single groim d-truth line 
in the image. False negatives are those lines in the model which are covered by less 
than  80 percent by detected lines, excluding those counted as false positives.
E x p e r im e n t 1. One hundred images containing a fixed number of randomly posi­
tioned lines were synthetically generated. The only source of noise in the synthetic 
images is introduced by the digitisation of the lines. Figure 2.4 shows a typical 
image used in the experiment. Image resolution was 256 both horizontally and ver­
tically, the lines were one hundred pixels long. The number of lines varied between 
2 and 20. Both the SHT and the PPH T were run on all images. The false negatives 
and positives were counted as described above. The results of the experiment are 
summarised in table 2.1.
The results in table 2.1 show that the PPH T outperforms the Standard Hough Trans­
form  ill all the cases. Both the number of false positives and the number of false 
negatives for PPH T  were lower than those given by SHT. This is an unexpected re­
sult. The PPH T uses a fraction of SHT votes, but this should reduce, in controlled 
way, the average correctness of the output. The test results show the advantages of 
introducing a ‘verification’ step in the PPH T. Since unlike the SHT, the PPH T can 
reject false peaks found in the accumulator space. This allows the PPH T  to obtain 
a result closer to the ground truth.
E x p e r im e n t  2. The param eter I of PPH T, significance level at which lines are 
accepted, controls the trade-off between false positives and the speed of the method. 
The influence of I is shown in table 2.2. The experiments were again performed 
on a set of 100 synthetic images of 256x256 pixels each with 5 lines of 100 pixels. 
Increase in the significance level for line detection leads to a decrease in the number 
of false positives at the cost of increasing the number of voting operations required, 
which will be shown in the next section, is proportional to run time. The observed 
values for standard deviation on the number of votes required to process an image is 
relatively large because the order of pixels used in voting is made randomly. If the 
first few points selected are from a single line, it and all its supporting pixels will be
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I FP a FN a votes
0.1 0.34 0.73 0.39 0.82 46.88 9.70
0.01 0.25 0.70 0.36 0.76 46.68 9.80
10-3 0.13 0.34 0.27 0.68 55.47 8.89
10-^ 0.17 0.55 0.25 0.59 57.27 8.80
10-3 0.17 0.43 0.36 0.70 72.73 12.15
10-3 0.11 0.31 0.25 0.61 84.63 13.19
10-7 0.16 0.42 0.39 0.79 93.06 15.20
10-3 0.07 0.26 0.33 0.65 108.62 12.18
Table 2.2; Influence of significance level on error rate and run time. Averages and 
standard deviations over 100 tests are shown.
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Figure 2.1: Run time as a function of 
voting operations. The correlation co­
efficient is 0.998.
Figure 2.2; Votes needed to find a small 
number of lines
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Figure 2.4: Example synthetic image.
removed and not considered any further. This reduces clutter in the accumulator, 
and increases the chances that any two pixels will be from the same line.
2.3 .3  C om p u ta tion a l efficiency
We have argued tha t the advantage of PPH T lies in its ability to minimise the 
number of voting operations while almost retaining the quality of the SHT output. 
The run time of the algorithm depends on implementation details, the compiler as 
well as on the machine it is run on. To measure the run time speed we would prefer 
to use a number related directly to the algorithm itself rather than the measured run 
time. Since the activity which dominates the computation is voting and unvoting 
(vote retracting) in the Hough space we will use the number of such operations as a 
measure of the amount of computation required.
E x p e r im e n t  3. To check the validity of the assumption, the run tim e and number 
of voting operations were measured on a large set of test images. The results in 
figure 2.1 show a very high correlation between the number of voting operations and 
the program run time (correlation coefficient 0.998).
E x p e r im e n t  4. Since lines are removed as they are found, the number of voting 
operations required to find a single line is nearly independent of its length. Figure 
2.2 shows the number of voting operations required to find a line in a simple image
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with only a few lines and no noise. The experiment was repeated 50 times, and 
the error bars show one standard deviation. Once the line length exceeds a small 
threshold value, the number of votes required becomes constant. The actual number 
of voting operations needed to process any image is effectively proportional to the 
number of lines in the image. This is particularly true if noise points are considered 
to be small lines in there own right, which is reasonable if the output comes from 
an edge detector.
Figure 2.3 shows the fraction of the image points that voted as a function of the 
number of lines in an image. The slight positive gradient of these lines is due to the 
accumulator threshold rising as the number of votes it contains increases.
2.3 .4  E xp erim en ts w ith  p lain  P P H T  on real im ages
Finally we looked at the results of processing real images. The starting point is the 
edge image shown in figure 2.5. In figure 2.6 the results of the SHT are shown. In 
figures 2.7 and 2.8 the results of the PPH T algorithm are shown with low and high 
values of I respectively. The number of voting operations used to process each of 
these images is shown in table 2.3.
The main difference that can be seen between these images is due to the combination 
of two factors. The first is the use of the greedy pixel allocation strategy used by 
these algorithms. The second factor is that the order in which lines are found in 
PPH T is much less well defined than in SHT. This means short lines may be found 
before longer ones. This in itself is not incorrect, but because the greedy allocation 
takes pixels from either end of the shorter line it can interfere with the detection of
I Voting operations
SHT 3120
10-3 1897
10-5 1042
Table 2.3: Voting operations for house image.
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Figure 2.5: Input edge image.
n
Figure 2.6: Results of Standard Hough 
Transform.
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other, longer lines which are found by SHT. This problem is less serious with higher 
values of I because the number of votes required to find a line increases, and so the 
order of detection becomes more deterministic.
The other problems inherent to PPH T with a low false positive threshold can be seen 
in the lower left corner of figure 2.7. Here false positive lines are found diagonally 
crossing the actual lines in the image. This problem can also be seen in the output 
of the SHT, the window in the centre of figure 2.6. Exploiting gradient information 
can solve this problem and is discussed in Chapter 3.
2.4 R esu lts on real im ages.
The aim of the experiments performed on real images was to compare the quality of 
the output produced by PPH T with those of the Standard Hough Transform (SHT) 
and the Randomised Hough Transform (RHT). The Standard Hough Transform has 
been chosen to provide a base line representing the achievable quality of line detec­
tion whereas the RHT algorithm is representative of voting schemes optimised for 
computational efficiency. We have adopted public domain implementations of the 
reference algorithms to ensure that all three algorithms tested would have benefited 
from a comparable degree of tuning and refinement. The algorithms were run with 
accumulator resolution of 1 pixel for p and 0.01 radians for 0.
The advocated and the reference algorithms have been tested on five images repre­
senting different complexity of line structure and image content. The house image 
is used as a standard benchmark and the results of other algorithms applied to it 
can be found in the literature. The arch and machine parts are images of medium 
complexity, containing not only straight line segments of different length but also 
curves. The most testing structures are presented by sets of parallel lines which are 
separated by a gap of a few pixels only. The office image is an example of highly 
complex image where the background structure constitutes a dense clutter. The 
spanner contains a very simple line structure where the clutter is formed only by 
the curved segments of the spanner head.
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Figure 2.7: Results of the PPH T, with a 
large value for I (10“ *^ ).
Figure 2.8: Results of the PPH T, with a 
small value for  ^ (10“ ®).
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Two criteria were used for the comparison: i) The quality of the extracted lines and 
ii) computational efficiency. W hilst the quality of the detected structures was evalu­
ated subjectively, computational efficiency was measured objectively, using different 
measures. PPH T and SHT were compared using the number of votes cast by each 
method. This is an unbiased measure for these two algorithms as they perform the 
same type of operations. Unfortunately, we could not adopt the same approach to 
measure the computational complexity of the RHT method as the nature of the op­
erations performed by the algorithm is completely different. For this reasons R H T ’s 
computational complexity was measured in terms of the CPU time and this was 
related to the same of the PPH T algorithm.
The results on the house image are shown in Figures 2.9, 2.10 and 2.11. Comparing 
the line output produced by the SHT algorithm shown in Figure 2.9 with the PPH T 
output in Figure 2.11 we note that they are comparable in quality. If anything, the 
PPH T  algorithm is slightly superior as it does not tend to favour long lines over 
short ones. This tendency of SHT leads to the detection of long virtual lines, which 
are supported by unrelated structures. PPH T has also coped better with the parallel 
line structures in the bottom  right quadrant of the image. It is interesting to note 
the points used in voting by the PPH T algorithm shown in Figure 2.11. The dark 
points correspond to edge pixels, which failed to be interpreted on term ination of the 
algorithm when all the pixels were either used in voting or removed from the edge list 
by virtue of being consistent with the lines already detected. The light grey points 
are the voting pixels providing evidence for the detected structure. It is apparent, 
that the number of voting points is considerably lower than  the to tal number of edge 
pixels used by SHT. Moreover, the distribution of voting pixels is not uniform. The 
density of voting pixels for shorter lines are much higher than  for longer lines. This 
shows clearly that the sub-sampling approach of the Probabilistic Hough Transform 
will use an unnecessary large number of voting points for detecting long lines whereas 
short lines may end up undetected.
The results obtained on the arch, machine parts and office images clearly demon­
strate that in more complex data, the Randomised Hough Transform tends to detect 
an imacceptably large amount of spurious structure. The PPH T and SHT results
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Figure 2.9: Results of the SHT using gra­
dient direction for accumulation and line
termination.
'/I
Figure 2.10: Results of the PPH T using 
gradient direction for accumulation and 
line termination.
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Figure 2.11: Points used in voting PPHT.
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Figure 2.13: Machine Part
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Figure 2.15: Spanner
are of similar quality. In some cases tlie tendency of tlie SHT to form long lines 
leads to better results as in Figure 2.12 where the two quasi horizontal lines at the 
top of the image are detected as single structures whereas the PPH T  breaks the 
lines up into several models. This tendency works against the SHT in Figure 2.13 
when modelling the base of the larger machine part. The SHT detects one virtual 
single line for the base at an angle which allows edge pixels from the two parallel 
structures to be subsumed by the same model. Even for the simple spanner image 
RH T did not produce a high quality output. The orientation of the lines detected 
is inaccurate.
The computational efficiency of the advocated method is illustrated in Table 2.4. 
The average savings achieved by the PPH T are about 75 % of the time needed 
to perform an SHT. To a large extent this appears to be independent of image 
complexity. Table 2.4 also indicates tha t though the RHT is relatively efficient 
for simple data, for more complex problems not only does the relative execution 
time increase but there is also a loss in the quality of its performance. This is
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Image
Image
SHT
Votes
PPH T
Votes
Fraction
P P H T
S E T
PPH T
Time
RHT
Time
Arch 5345 1186 0.22 0.8 1.6
Machine part 5347 1439 0.27 1.8 6.2
Spanner 1266 293 0.23 0.2 0.6
Office 36326 8718 0.24 5.0 28.8
Table 2.4: Computation time in terms of votes for a variety of real images.
particularly visible in Figure 2.14 with many of the small features being completely 
misinterpreted by the RHT. For this image SHT takes less time to complete the 
computation than the RHT.
It has been pointed out earlier tha t in some situations the PPH T  can break long 
lines. This is likely to happen in busy structures where virtual lines, straddling 
several true lines, are detected early in the voting process. The removal of the pixels 
corresponding to such a virtual line than impacts on the ability of the PPH T  to find 
the correct models. It would be pertinent to test the hypothesis that this behaviour 
is exhibited at the early stages of the algorithm when the detection threshold is 
relatively low. Recalling Section 2.2 the detection threshold schedule shown in Figure 
2.16 was defined by theoretical considerations. The lower limit (floor threshold) was 
specified by the minimum number of points that are needed to provide evidential 
support for an instance of line, which is 3. Intuitively, if one wished to encourage the 
extraction of longer lines first, to avoid the problem of long line break-up, one should 
s ta rt with a higher threshold and reduce it as the detection process proceeds. This 
arguments runs contrary to the theory of progressive probabilistic line detection. A 
suitable compromise is to increase the floor threshold above the minimum of 3. W ith 
an increasing floor threshold, one could expect improved ability to detect true long 
structures but possibly at the expense of reduced speed. Clearly the floor threshold 
cannot be increased above the length of the shortest line tha t we wish to detect.
In order to investigate the dependence of PPH T on the floor threshold an experiment 
was done, which was designed to measure the stability of the solution found by
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PPH T, as a function of the threshold. The idea is that the detection of spurious 
lines is a result of the random  nature of the algorithm and this randomness will be 
manifest in the output of PPH T varying from one run to another. We therefore 
applied PPH T  to the same image on many occasions for a fixed floor threshold 
and measured how the output varies by comparing two successive outputs using the 
criteria introduced in Section 2.3.2.
The results of the experiment for 100 output pairs, expressed in terms of ‘error 
ra te ’, are presented as a function of the floor threshold in Table 2.5. Where the 
‘error ra te ’ is defined as the sum of false positive and false negative errors. It is also 
interesting to record the number of votes taken by the algorithm as this represents 
the computational complexity as a function of the floor threshold. A single criterion, 
combining the quality of interpretation and computational complexity can be defined 
as a product of these two constituent indices. This criterion can be used to compare 
the performance ‘Perf’ of the algorithm with various parameters.
We have first investigated the effect of minimum line length on these performance 
criteria, while keeping the floor threshold low (set to 3). Table 2.5 also shows the 
number of lines detected and the associated errors, each qualified by their corre­
sponding standard deviation. We note a sudden improvement when the minimum 
line length equals 20. The improved stability for this line length is attributable to the 
inhibition of the algorithm to model edge chains associated with curves, as straight 
line segments which is inherently unstable. The arch image contains a number of 
them. If the minimum line length is low, image curves are polygonally approximated 
by straight line segments and these tend to be formed in a very random way and 
hence the observed instability. By setting the minimum line length high, the curved 
edge chains are no longer interpreted and the detected line models become consistent 
from one run to another.
When the floor threshold is changed, the results show that increasing its value affects 
neither the number of votes cast nor the quality until the floor threshold reaches 
a level which exceeds the “saturation” level of the dynamic threshold schedule (see 
Figure 2.16). When the floor level is set to 20, the computational complexity worsens
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Figure 2.16: PPH T Threshold schedule. Figure 2.17: Lines found as a function of
votes.
by some 20% but at the same time the quality improves dramatically resulting in 
an overall performance gain, as compared with the best result for the fixed floor 
level threshold. Comparing visually typical outputs of experiments with MLL=20, 
F T = 3, in figure 2.18, and MML—20, FT=20, in figure 2.19 we see tha t a higher floor 
threshold resulted in fewer ambiguous structures being detected. This is particularly 
clear in the line in top left hand corner of the image. This line is not at all straight, 
but is detected in the Low Floor image but not in the other.
In conclusion, it would appear that the P P H T ’s inherent behaviour is to extract 
lines a t the earliest opportunity and this may be at the expense of breaking up long 
lines. However, the proposed algorithm has a number of strong points which would 
favour it over the SHT and other existing algorithms. Tables 2.6 and 2.7 show how 
the stability of the PPH T is afl"ected by varying the False Positive threshold. In both 
cases the performance of the algorithm improves between thresholds of 10“ “^ (FP=4) 
and 10"^ (FP=7), at which point the performance improvements level out or in the 
case of the arch image actual start to degrade. This effect can be attribu ted  to the 
fact that there is a limited amount of information in the edge image. Once sufficient 
pixels from ambiguous lines have been sampled there is no way the algorithm can get 
more information. While the detected line accuracy remains constant the number 
of votes cast will continue growing with an increasing FP threshold. This limits
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Figure 2.18: Low Floor, MLL=20, FT = 3 Figure 2.19: High Floor, MML=20,
FT=20
the improvement in performance one can gain by just altering the False Positive 
threshold.
2.5 A ccum ulator size sta tistics
The next objective of our experimentation was to investigate the required size of 
the accumulator and its dynamics during the line detection process. In particular, 
we were interested in exploring the relationship between the total number of votes, 
the number of lines found, accumulator size and line length. The experiment was 
conducted using synthetic images each composed of 20 lines of random orientation 
and length between 1 and 100 pixels. The statistics of the above quantities were 
collected over a sample set of 100 such images. Figure 2.17 shows the relationship 
between the number of lines found in this ensemble for a given number of votes per 
image. As each image contains on average 1000 pixels, it is apparent that PPH T 
which detects all the structures with less than 170 votes is about six times faster 
than  the SHT. In 10% of the time taken by SHT, we detect more than 60% of the 
structure. Most importantly, from Figure 2.21 it follows tha t this 60% relates to the 
most salient lines (longest lines). Thus after 10% of time most of the pixel structure 
will be interpreted and most im portant lines segments recovered. The tendency for
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Figure 2.20: PPH T Threshold schedule. Figure 2.21: Votes required to recover
lines of different lengths.
the PPH T to select long lines first suggests that by term inating the algorithm any 
time will always guarantee the recovery of the most salient structure. In fact Figure 
2.21 shows clearly that short lines start being recovered only after a substantial 
number of votes have been collected.
The variation of the accumulator size with the total number of votes is shown in 
Figure 2.20. The curve initially increases steeply and linearly with the number of 
votes. For SHT this linear relationship would continue until the completion of the 
accumulation process. In contrast the PPH T will at some stage start detecting line 
models and identifying all pixels associated with these models. The pixels assigned 
to the recovered lines, which have voted will undergo the process of unvoting. In 
other words their effect on accumulator content will be cancelled and as a result 
the accumulator size will be reduced. Those pixels tha t have not yet voted will be 
removed from the pool of candidate pixels and this is instrumental in accomplishing 
the claimed computational efficiency gains. Thus the accumulator size will continue 
diminishing until most of the recoverable structure is pulled out. As all the lines 
of length above a specified threshold are detected, the uninterpreted clutter will 
remain in the accumulator and its size will start again growing. The final level will 
be a function of the saturation value of the line hypothesis test threshold. Thus for 
PPH T  with higher confidence levels the threshold will be higher (see Figure 2.22)
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Figure 2.22: Effect of varying FP on accumulator size.
and consequently the term inal accumulator size larger. It is interesting to note that 
the maximum accumulator size for this type of imagery is less than 5% of that 
required by the Standard Hough transform. This argues well for the applicability of 
the proposed algorithm for detecting other param etric curves.
2.6 C onclusions
In this chapter we presented Progressive Probabilistic Hough Transform (PPHT) 
algorithm. We showed th a t unlike the Probabilistic HT the proposed algorithm 
minimises the amount of computation needed to detect lines by exploiting the dif­
ference in the fraction of votes needed to reliably detect lines with different support.
The dependence of the fraction of points used for voting is a function of the inherent 
complexity of data  was studied. We demonstrated on input images containing N  
lines tha t the number of votes (speed) of PPH T  is almost independent of line lengths 
(input points). It has been shown PPH T has, in many circumstances, advantages 
over the Standard HT.
The proposed algorithm is sufficiently close to the SHT transform th a t many of the 
methods of improving its performance can be easily adapted to work with it. An 
example of such an improvement, the use of gradient direction is explored Chapter 3
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and The use of Sobol sampling in Chapter 4. In both  cases it is shown that a 
significant improvement can be made in the performance of the algorithm.
The algorithm is also ideally suited for real-time applications with a fixed amount 
of available processing time, since voting and line detection is interleaved. The 
most salient features are likely to be detected first. This aspect will be explored in 
Chapter 6 .
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FT MLL Lines
Std.
Dev. Errors
Std.
Dev. Votes
Std.
Dev.
Error
Rate
Perf.
3 3 52.3 4.00 28.0 6.73 2130 81.62 0.54 1150
6 3 52.7 3.66 27.0 5.71 2130 70.91 0.51 1086
20 3 67.4 7.15 21.4 5.26 1959 78.90 0.32 626
3 3 52.9 3.69 27.7 7.53 2133 91.17 0.53 1130
6 6 52.6 2.92 26.6 6.42 2130 74.90 0.51 1086
20 20 36.9 1.74 7.0 3.93 2529 42.46 0.19 480
Table 2.5: Stability of PPH T  with different Floor Thresholds (FT) and Minimum 
Line Lengths (MLL) for the arch image
FP Lines
Std.
Dev. Errors
Std.
Dev. Votes
Std.
Dev.
Error
Rate
Perf.
4 61.9 2.20 28.31 7.05 1355 48.09 0.46 623
5 56.3 2.47 22.68 5.74 1560 54.21 0.40 624
6 53.0 1.89 16.28 5.30 1785 55.13 0.31 553
7 48.4 1.69 12.89 4.89 1984 67.01 0.27 535
8 45.0 1.16 12.21 4.61 2092 43.63 0.27 565
9 44.9 1.15 12.26 4.40 2122 37.83 0.27 572
Table 2.6: Stability of the PPH T with different False Positive (FP) thresholds for 
the House Image.
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FP Lines
Std.
Dev. Errors
Std.
Dev. Votes
Std.
Dev.
Error
Rate
Perf.
4 34.3 3.52 16.59 5.48 1432 48.78 0.48 687
5 27.6 1.12 8.47 4.19 1478 36.62 0.31 458
6 27.2 0.97 7.65 3.94 1579 40.22 0.28 442
7 27.0 0.88 6.83 3.98 1665 47.17 0.23 383
8 27.1 0.85 5.91 3.40 1767 40.74 0.22 389
9 27.0 0.89 5.55 3.53 1820 31.89 0.21 382
Table 2.7: Stability of the PPH T with different False Positive (FP) thresholds for 
the Door Image.
C h ap ter  3
Gradient D irection and P P H T
3.1 Introduction
111 practice the use of a stochastic approach reduces the repeatability (a measure we 
argue for in Section 3.5 of this chapter) of the recovered line structure. In complex 
images there are often many interpretations of an edge image which are equally 
plausible. The stochastic nature of the algorithm, will not reliably select one of 
these interpretations (unlike the SHT). One way to reduce the range of solutions is 
to constrain the results with further information about each edgel [62]. One value 
tha t is commonly associated with edgels is gradient. Gradient direction turns out to 
be particularly useful in providing the extra constraints needed. In this Chapter we 
will show that using Gradient information has a significant impact, improving both 
the performance and the reliability of the Progressive Probabilistic Hough Transforin.
It is worth noting tha t even where gradient information is not directly available it 
is easy to estimate. One way of obtaining an estimate is to use the moments of all 
the edgels within a window centred on the edgel of interest. In some cases this can 
provide a more accurate gradient estimate than  those obtained from simple edge 
filters. The details of this method will not be discussed here, it is sufficient to note 
tha t gradient information can be obtained for a wide range of possible edge sources.
In section 3.2 we outline the modifications to the PPH T algorithm needed to use
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gradient direction. Section 3.3 discusses some failings of the SHT, and their impli­
cations for the PPH T. In sections 3.4 and 3.5 experiments designed to demonstrates 
the performance of the modified algorithm are presented for both  synthetic and 
real data. In section 3.6 an analysis of these results is carried out, and finally the 
conclusions are drawn in section 3.7
3.2 M odifications to  the P P H T  algorithm
The use of gradient direction information does not significantly alter the overall 
operation of the PPH T  algorithm (Algorithm 2), only the way certain steps are 
carried out. The differences will be explained later in this section.
In using gradient direction we make two key changes to the standard PPH T algo­
rithm. First we limit the range of angles voted for by each pixel. Secondly when a 
peak is detected and the edgels are being assigned to the line we check whether the 
gradient direction of each edgel is consistent with the angle indicated by the peak.
Limiting the range of angles has two main effects. The first is to reduce the com­
putation required to process a new pixel. The second is to reduce the clutter in 
the Hough space, or in other words, increase the signal to noise ratio. Gradient 
direction can be made available from several sources. Most edge detectors give this 
information as part of their output. If edge information is not available directly, it is 
possible to estimate it, e.g. by calculating the moments of the neighbouring edgels.
It has been shown that the cost of voting into the Hough space is a major factor 
in the computational cost of the algorithm [56]. Cutting the number of angles 
voted for proportionally reduces the number of votes cast. As long as the angles 
considered in voting reasonably cover the uncertainty in the angle of the gradient, 
then no information is lost, and the gain in computation speed does not lead to any 
degradation in performance.
The second advantage of restricting the angle is the reduced ’clu tter’ in the Hough 
space. This significantly reduces the chances of a false positive peak occurring. If 
one considers tha t only one angle is correct out of the many bins voted in, halving
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the angles reduces the ’noise’ votes by nearly half. Again the limit on how far the 
angle may be reduced is dictated by the uncertainty in the gradient direction of the 
edgel.
In addition, the gradient direction can be used again in the post processing part 
of PPH T. In the original PPH T, when a peak is detected a search is made in the 
image space for all edgels tha t could correspond to the line i.e. that are within a 
corridor of a given width. This search can be refined with PPH T  to only include 
edgels with matching gradient directions. The same range of angles is used for this 
as for voting. This can significantly improve the quality of lines generated, both in 
pixel assignment at ’T ’ junctions, and where there are many closely spaced lines.
The key factor influencing the improvement that can be gained by using gradient 
direction is the uncertainty of the gradient direction at each edgel. Unfortunately 
this is very difficult to quantify theoretically, and even if it were possible, the re­
sults would only be applicable to a particular edgel source. For the purposes of 
these experiments we will assume the angular error distribution is unknown but 
approximately uniform for each source.
It is also conceivable that one may be able to estimate the uncertainty in gradient 
direction for each edgel, and incorporate that into the algorithm described here, but 
it is not clear that this would be possible for all sources, and so we will only consider 
the simpler case.
Finally there are two possible ranges of angles that can be considered; either 180 
or 360 degrees. In the SHT, normally only a 180 degree range is considered, as 
when interpreting points there is no way to distinguish between lines running in 
opposite directions. However, in cases where a full 360 degree direction information 
is available it is possible to double the size of the accumulator space, whilst only 
voting for the same number of points. This halves the density of ’noise’ votes and 
allows the use of lower thresholds. The added angular information also resolves some 
ambiguities th a t can arise from close parallel lines thus improving results further. 
This is discussed further in Section 3.3.
Another possible refinement of the voting process would be to move from a simple
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integer scheme, to one where the value added to each accumulator space represented 
the probability of it being the correct edgel given the measured angle and the uncer­
tainty [63]. To do this properly however, one would also have to vote proportionally 
in adjacent p bins, thus significantly increasing the computational cost of voting. 
Though this may well lead to improved performance, the benefits are not as clear as 
the effects of the proposed improvements and so this idea will not be explored here.
3.2.1 C hanges to  th e  th resh o ld
Using gradient direction with PPH T we limit the number of angles used when voting. 
This changes the distribution of votes in the accumulator, and so the original analysis 
of the peak detection threshold is no long accurate. It is now easier to consider the 
accumulator to be a set of ID histograms of possible p values, one histogram for 
each angle 6 considered (the standard p-9 representation of the accumulator space 
[19] is assumed). When a vote is cast only a subset of these histograms are updated.
In setting the decision threshold we assume that all points are due to noise. It is a 
worst-case assumption, but if many lines are present in the image the assumption is 
almost valid, since only a fraction of points belong to any single line.
Let us denote the number of histograms for angles as Nq, the number of bins for 
distance from origin as Np  and the number of votes for a given angle as Vg. We 
adopt the following model of the voting process. Every randomly selected pixel 
votes once into a subset of the available Ng  histograms, the exact bins depending 
on the gradient direction of the edgel and the uncertainty in its value. The size of 
the uncertainty will be denoted by 7  and is related to Vg as follows;
( 3 .)
A pixel can belong either to no line (a noise point), to a single line, or lie on an 
intersection of lines. In the first case all votes cast add noise to those histograms. 
We assume that, for every one of the 6 histograms voted into, a random bin is 
incremented, along with the vote count for that histogram, Vg . Each bin in a
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histogram is equally likely to be incremented with probability 1/Np. If a point lies 
on a line, one vote is cast into the bin corresponding to this line and the remaining 6 
votes are assumed to fall into random bins, 1 in each of the corresponding histograms. 
For points on line intersections we assume Vg — 2 votes fall in random  bins. Since 
Vg »  FFg ~  Vg — 1 ~  Vg — 2 , we do not (and cannot) distinguish between the 
three cases and assume that always random Vg bins are incremented.
Clearly, the p histograms are not independent, and the counts in bins with similar 
0 and p are not statistically independent either, due to the cosine voting pattern  
of a single point. Nevertheless to keep computation tractable we will assume that 
the count in any single bin in a histogram is an independent random variable with 
binomial distribution B { V g ,p ) ,  where Vg is the number of edgels tha t voted in each 
p histogram so far and p =  1 fNp  is the probability of selecting a particular bin with 
a given angle 9. In our voting model, the distribution of votes in the Np bins for a 
given 9 follows the multidimensional hyper-geometric distribution (not multinomial 
distribution - the sampling is without replacement). We adopted the B { V g ,p )  sim­
plification because we could not find a practical (efficient) testing procedure for the 
hyper-geometric distribution. The hypothesis that is being tested after every bin is 
incremented is the following:
Is the count C(p, 0) in bin (p, 0) higher than a value likely to occur if 
C(p, 9) was a realisation of a random variable with binomial distribution 
B(Fg,p)?
We would like to set the threshold so that
f ( C ( p ,9 ) > m r ( I 4 ) ) < Z  (3.2)
Significance level I is a user param eter tha t shall, if the model is accurate, indicate 
the number of false positives  ^ due to noise. If there is more than  one peak found in 
voting for a single pixel, the highest is used. For a binomial distribution it is easy 
to compute the threshold for a given N, since we have to evaluate the sum
J2 P {G {p ,e )  = i) (3.3)
>=0
bn the case of no post processing
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for all j  till 1 —/is  reached. This value can be computed relatively efficiently with the 
incomplete beta function [65]. To further speed the process of voting these values 
can be precomputed, and stored in a look up table.
3.3 Effects of using gradient d irection
To see why using gradient direction improves the quality of the detected lines, we 
have to look at where the Hough Transform and its variants fail. The details of 
measuring the quality of the output of SHT will be discussed in Section 3.4.
(a) M any close 
parallel lines
(b) Line term ina­
tion
(c) Line overlap (cl) T w o close par­
allel lines
Figure 3.1: SHT failure modes
There are two places in SHT processing where a failure can occur: either spurious 
peaks can be detected in the accumulator, or edgels can be incorrectly assigned to 
the line in post processing. Figure 3.1, shows four typical SHT failures. Problems 
depicted in Figures 3.1(a) and 3.1(d) are caused by incorrect or inaccurate peak 
detection respectively. Figures 3.1(c) and Figures 3.1(b) show problems that can 
occur due to the greedy edgel assignment used in the Hough Transform. The use of 
gradient direction information in both the voting process and edgel assignment can 
go a long way to reduce, and in some cases cure these problems.
In Figure 3.1(a) SHT is fooled because it looks for the longest possible line. If 
there are many short parallel lines, (such as may be found on the edge image of a 
bookcase.) SHT finds the longest line at right angles to the actual line direction. 
If the gradient directions used is limited to less than 90 degree range (7  <  90) in
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voting, these incorrect hypotheses are never considered.
Figure 3.1(b) shows a line that has been correctly detected, but where extra edgels 
have been assigned to the end. This can be corrected by considering the edgel angle. 
If it is inconsistent with the line, the edgel assignment is rejected.
A similar mis-assignment ])roblem is shown 3.1(c). The edgels are incorrectly as­
signed from a line segment that joins the found line with a similar angle. The extent 
to which this problem can be solved without adding some extra optimisation stej) 
depends entirely on the accuracy of the gradient direction available. This kind of 
mis-assignment can also cause other problems for any PHT based algorithm.
Finally there is the problem of close parallel lines shown in Figure 3.1(d). The 
edgels of two close jmrallel lines are easily confused, since the gradient direction of 
the edgels is very close, using 180 degree angle information does not help us. If we 
use the fact that most edge detectors i^rovide 360 degree edge orientation, we can 
eliminate approximately half of the potential cases. Figure 3.2 shows how the edge 
detector can distinguish between the direction, by simply specifying that the darker 
region should be on the left side of the edgel. When we consider the response of an 
edge detector to a dark stripe, we see that edgels from opposite sides of the l)ar have 
opposite directions. Using the constraint of having a consistent gradient direction 
for all edgels cissigned to a line, the edgels are assigned correctly.
Figure 3.2: 360 degree edge direction. Figure 3.3: Solution to some close ])ar- 
allel lines.
The effect these haws have on PH T based methods, can be quite marked. PHT is
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based on the idea that the final state of the Hough space can be api^roximated by 
sampling a subset of all the edgels in an image. The effects of random sampling 
increase the relative amount of noise in the accumulator. In particular the conse­
quence is that the size of peaks in the accumulator and the order of lines detected 
can vary. This does not immediately seem a problem, until you consider the effects 
of changing the order the lines are detected on the problems shown in Figures 3.1(b) 
and 3.1(c). If the vertical lines are detected before the horizontal in Figure 3.1(b) 
the interpretation will be correct, otherwise it will not. The interpretation will shift 
similarly for Figure 3.1(c), shown more clearly in Figure 3.4.
Figure 3.4: Inconsistent assignments
The effects of noise on the order of line recovery is one reason why thresholds higher 
than those suggested by the theory in Section 3.2.1 are often useful. Since the use of 
gradient direction information also improves the performance at the post processing 
stage, the effects of these problems are greatly reduced. The extent of these effects 
are shown in the next section,
3.4 E xperim ents on syn th etic data
These experiments aim to quantify the performance benefits gained by using gradient 
direction with PPH T. The main factors for consideration are the improvement in 
the interpretation of the results gained and computation cost of using the extra 
information.
For consistency the stopping criterion of the algorithm exploiting gradient direction 
should be modified to take account of the reduced influence of noise on the accu­
m ulator statistics. In order to make clear performance comparisons between the
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modified and unmodified PPH T, the following procedure was adopted. There are 
several approximations made when calculating the threshold. Changing them at 
the same time would make it difficult to assess the magnitude of the performance 
improvements.
The synthetic images used for these experiments were 256x256 pixels, each with 20 
lines of random length uniformly distributed between 1 and 100 edgels. An example 
of such a synthetic image can be seen in Figure 3.5. Each experiment was repeated 
100 times. This enables the computation of means and the standard deviations 
for the measured quantities shown in the graphs. All error bars correspond to one 
standard deviation. To make the gradient direction information in the synthetic 
image realistic it was estimated by counting the moments of all the edgels within 
a radius of 2.5 grid squares. This estimation works well on real images as well and 
sometimes better as they often contain fewer crossing lines.
The following criteria were used for determining the error statistics. False positives 
are all those lines detected that cover less than 80% of any single ground-truth line 
in the image. False negatives are those lines in the model which are covered by less 
than  80 percent by detected lines, excluding those counted as false positives.
Figure 3.5: Example of a synthetic edge image.
Figure 3.6 shows the number of voting operations used in processing the images.
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Though voting for a restricted range of angles means that the number of voting 
operations is no longer directly proportional to the time required for computation, 
these numbers can still be used to compare the relative performance of the algorithm. 
The test images contain 2000 edgels, and hence the full SHT uses 2000 voting op­
erations. This means the results for PPH T were obtained with about one tenth  of 
the operations required by SHT.
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Figure 3.6: PPH T votes, using gradient direction for accumulation.
As the range of angles used drops below the uncertainty in the gradient direction 
information the number of votes needed to process the image starts to rise as can 
be seen in Figure 3.6 for values of 7  bellow 30 degrees. This occurs because as the 
range of bins incremented becomes smaller than the uncertainty in the direction, it 
becomes increasing likely that the bin corresponding to the actual line param eters 
will not be incremented.
Figures 3.7 and 3.8 show the detection performance results for the PPH T  as a 
function of the gradient angle constraint. The performance is measured in term s of 
average number of false positives (Figure 3.7) and false negatives (Figure 3.8) (unde­
tected lines) as compared with the known ground tru th  for each test image. We note 
tha t when 7  is has a value between 30 and 60 degrees the number of false negatives 
dips significantly for the faster version of the PPH T with the false positives thresh­
old (/) set at 0.1. At the same time the false positive rate is significantly reduced to
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a level comparable to the PPH T operating with a small I of 10“ ^. It is im portant 
not to set the orientation threshold too tight as the false negative rate dramatically 
increases as the angle uncertainty interval approaches zero. Fortunately the per­
formance curves are reasonably fiat for values of 7  between 30 and 60 degrees and 
one can allow a sufficient margin to prevent moving into the degraded ]^erformance 
range due to changes in the image signal to noise ratio.
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Figure 3.7: PPH T False positives, us­
ing gradient direction info for accumu­
lation.
Figure 3.8: PPH T False Negatives, us­
ing gradient direction info for accmim- 
lation.
When compared with the results for SHT as seen in Figure 3.9, the number of 
false negatives is about the same as for PPH T for values of 7  between 30 and 70 
degrees. There are about twice as many false positives for the PPH T over the SHT. 
Considering the relative execution times this is a reasonable result.
For values of I smaller than 10"^ the results for false positives shown in Figure 3.7 arc 
fairly similar for both the PPH T and the SHT. but the number of false negatives in 
figure 3.8 shows about a 20 percent drop over previous results for values of 7  li et ween 
30 and GO degrees. For small values of I the overall results for the PPH T. at least 
on synthetic images are l)etter than those for the SHT. As can be seen from Figure 
3.6 this extension has little impact on the number of voting operations required to 
process the image.
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Figure 3.10: Comparison of results
from PPH T and SHT on real images 
using gradient direction.
In the final experiment we compare the output of SHT and PPH T on a real image. 
This experiment is only intended to illustrate that the improvements give similar 
heiK^fits when processing real image data. These experiments were run with the 
house edge image as used in [56]. It is worth noting that PPH T with gradient 
direction information has been tested successfully with many other real images.
The SHT was run with 7 of 30 degrees to give as near optimal interpretation as 
possible. SHT and PPH T use different stopping rules and hence the number of short 
lines recovered vary significantly. To reduce problems with this causing excessive 
false positives only lines of 10 edgels and longer where used in the comparison. 
PPH T was run with an I of 10"^ which has been found to give good performance.
Figure 3.10 shows the results of the comparison. As indicated by the experiments 
on synthetic data there is an optimal value for 7  of about 30 degrees. This gives a 
very close approximation to the results of the SHT.
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3.5 E xperim ents on R eal Im ages
Evaluating the performance of any feature extraction routine on real da ta  taken from 
a complex environment is difficult. The idea of ’correct results’ for a line detector 
cannot be defined without some reference to an intended application. This can be 
clearly seen when considering how to interpret a curve, depending on the intended 
application you may wish to either ignored it, or approximate it w ith straight lines.
For this reason we discard the abstract concept of correctness and replace it with
repeatability. Repeatability is of direct relevance in tracking, and object recognition.
It is necessary (but not sufficient) that the line extraction routine gives a consistent
interpretation of its input data. A measure of repeatability gives a limit to the best
performance you can expect of algorithm that depends on a particular interpretation 
2
An additional advantage is that the repeatability can be measured on a continuous 
data  stream, assuming the differences between successive frames are small. This 
could be used to dynamically optimise parameters of the whole image processing 
chain while the system is running.
These experiments have been carried out on image sequences captured from CCIR601 
source, using the intensity value only. The resolution was halved in both directions 
by summing pairs of adjacent pixels, from the corresponding places in the fields of 
each frame. This avoids most of the problems that can be found from either temporal 
or spatial aliasing that can be introduced by processing an interlaced sequence.
The da ta  was then processed using a Deriche [18] edge detector. Then the linear
non-maximum suppression with four-connectivity was used to find the edgels, and
their angle calculated from the Deriche derivatives. Typical edge images from the
sequence can be seen in Figures 3.13 and 3.14. There are two example edge sets
from each sequence. The difference between them is relatively small, but enough
to generate different line interpretations even in a deterministic algorithm like the
SHT. The original images before edge detection are shown in Figures 3.12 and 3.11 
^If the algorithm  uses a com bination of several cues it still possible to  m ake the system  m ore 
reliable than  the detection of any single feature.
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Figure 3.11: Typical door image. Figure 3.12: Typical shelf image.
Tlie lines extracted from each successive frame were compared. Every pair of lines 
which have both end points within 5 pixels were considered as matches. Only lines 
10 pixels and longer were considered in the comparison. Table 3.1 gives a typical set 
of K^sults from such a comparison. The results for these tables are all for 7  =  40.
Data set Method Range Matches Std Dev Ratio Std Dev Lines Std Dev
door PPH T 180 57.42 6.32 0.41 0.044 144 5.24
door SHT 180 110.06 5.63 0.60 0.031 187 4.04
door PPH T 360 111.89 4.70 0.71 0.030 160 3.16
door SHT 360 145.79 4.45 0.77 0.026 192 3.20
shelves PPH T 180 130.51 7.26 0.43 0.025 310 5.82
shelves SHT 180 207.50 7.66 0.61 0.024 341 5.51
shelves PPH T 360 211.60 7.92 0.67 0.024 320 4.82
shelves SHT 360 257.11 6.81 0.76 0.018 342 4.82
Table 3.1: Comparison of PPH T and SHT.
One of the most striking features of the results shown in Table 3.1 is the improvement 
in performance made when edgels with 360 degree angle were used. The PPH T on 
botli sets of data  showed a 50 percent improvement in the fraction of lines that were
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Figure 3.13: Example door edge images.
successfully matched. The improvement to the PPH T was greater than  tha t seen in 
the SHT. This brings the performance of the PPH T very near to the SHT, within 
10 percent. Table 3.2 shows the execution time for these experiments. These results 
are not intended to be definitive comparisons but to show the relative performances. 
The implementation for the SHT was kept identical where possible to that used for 
the PPH T. The one area of the SHT th a t was not heavily optimised was the search 
of a  peak in the accumulator space. Even allowing it could be speeded up many 
times, the PPH T  far outperforms the SHT.
It is interesting to note th a t there is little extra computational cost in using full 
360 degree angle information In the SHT the increased accumulator size doubles 
the cost of scanning for peaks, whilst in the PPH T  because the scan is done during 
voting, the extra cost is negligible.
Figures 3.16 and 3.15 show the effect of using gradient direction on the stability of the 
sequence of real images. These results agree well with those given on the synthetic 
data. The best performance for the door image was with 7  set at 40 degrees and for
*The clifFereuces arise because of the effects a  larger accum ulator on m em ory caching.
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Figure 3.14: Example shelve edge images.
the shelves it was a value of around 30. These figures correspond well w ith minimums 
in false negatives and positives seen in Figure 3.10 in the previous section. They 
also support the results on the synthetic data, shown in Figures 3.8 and 3.7.
As mentioned earlier in this section, it is entirely possible that this param eter (7 ) 
could be dynamically set, using feedback from the stability results. The only re­
quirement for this to work is that the average amount of change in the processed 
scene should be reasonably low.
3.6 D iscussion
The results of the experiments clearly show an improvement in performance for 
PPH T. They show that when PPH T is used with gradient direction information 
it has a performance similar to SHT, even where SHT uses the same information. 
Since the gradient direction was estimated using neighbouring edgels, comparable 
error bounds on gradient direction information estimates can always be achieved for 
any image data.
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D ata Method Range, degrees Time, seconds
door PPH T 180 55
door SHT 180 590
door PPH T 360 60
door SHT 360 1142
shelves PPH T 180 148
shelves SHT 180 1349
shelves PPH T 360 150
1 shelves SHT 360 2297
Table 3.2: Execution times for processing 100 frames.
R'om Figures 3.7 and 3.8 it can also be seen that algorithm is robust with respect 
to the confidence angle interval. W hen the range is set too low, or the uncertainty 
increases PPH T uses more votes to compensate for this missing information. This is 
im portant if the uncertainty in the angles varies. It allows the value of this param eter 
to be set at an optimal value, without fear tha t the algorithm will completely fail if 
angles become more noisy than usual for a short while.
The results on real images summarised in graphs 3.16 and 3.15 show th a t the benefits 
shown on synthetic data  transfer to the processing for real image data. W ith the 
added stability in the generated output gradient direction gives, PPH T  becomes an 
attractive choice for real-time processing of edge images.
3.7 C onclusion
The simple modifications shown here significantly improve both the accuracy and 
performance of PPH T, where gradient direction is available. It has also been shown 
th a t the relative improvement in PPH T is greater than th a t seen with equivalent 
modifications to SHT. Even where gradient direction is not directly available, its is 
possible to use neighbouring edgels to estimate the required information successfully. 
The main disadvantage is the addition of an extra parameter which gives the imcer-
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Figure 3.15: Fraction of lines matched 
as a function of angle width for the 
door data.
Figure 3.16; Fraction of lines matched 
as a  function of angle width for the 
shelves data.
tainty in the edgel angles. This however can be estimated easily by either tuning 
to optimise performance or by comparing the angles of the edgels to those of the 
lines they are finally assigned to. Otherwise the proposed modifications are easy to 
implement, and the improvements are gained without any significant drawbacks.
C h ap ter  4
Sobol Sam pling for Edgel 
Selection
4.1 Introduction
Analogies have been drawn between the Probabilistic Hough Transform and a Monte 
Carlo approximation of the Hough Space [8]. Sobol sampling is a well known m ethod 
of reducing the computation required to obtain a result of a given accuracy with 
Monte Carlo methods. It is natural then to test if Sobol sampling gives similar 
benefits to PH T based methods.
In this chapter we look at the effect of replacing random sampling with Sobol sam­
pling in the case of one specific m ethod known as the Progressive Probabilistic Hough 
Transform (PPHT) [39]. Statistically Sobol sampling has a more even distribution 
than  random sampling, and so reduces the-"variance of the results. Most of the results 
obtained on the effect of using Sobol sampling with Monte Carlo approximation con­
centrate on numerical integration of functions in a multidimensional space. These 
functions normally occupy a continuous part of the space over which the integration 
is done. In the case of the Hough transform for detecting lines the integration is 
performed over a union of one dimensional subspaces represented by edgels. Since a 
line of edgels is intrinsically a one dimensional feature in a two dimensional space,
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and so it is close to a degenerate case, it is not immediately obvious that a similar 
reduction in variance will be seen in the results of the transform. The experiments 
in Section 4.3 investigate this.
A reduction in variance in the sizes of peaks found in the accumulator space has 
clear implications for methods that use this information to decide when to term inate 
the voting process. An example of such a m ethod is described in [87], where the 
largest peaks are sorted by size, and the stability of the order of the peaks in this list 
is used to determine when to term inate voting. A reduction in the variance would 
lead to a stable set of peaks earlier in the voting process than  would otherwise be 
found.
In the case of PPH T Sobol sampling is motivated by the anticipated increase in the 
stability of the order in which lines hypotheses are generated which should minimise 
the detection of spurious lines.
This chapter shows that Sobol sampling provides a distinct improvement in the per­
formance of PPH T, and that it is reasonable to expect this gain to extend to all 
PH T based variants. The improvement is shown to come with no overall increase in 
the total computational cost of processing the data. Using Sobol sampling removes 
the use of random numbers from the algorithm, making PPH T  a deterministic pro­
cess, which is a desirable property for many applications. Sobol sampling moves the 
results generated by PPH T a significant step closer to those obtained with the full 
Hough Transform, whilst only requiring a fraction of the computation.
This chapter is organised as follows. A brief summary of Sobol sampling, modifica­
tions the PPH T  algorithm, and details of the implementation are given in Section 
4.2. The results of experiments evaluating the benefits are given in 4.3. Finally 
conclusions are drawn in Section 4.4.
4.2 T heory
It has been shown previously that PH T can be explained as a Monte Carlo estima­
tion of the bin counts in the Hough space [8]. As mentioned in the introduction,
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sampling technique commonly used in Monte Carlo integration is based on Sobol 
sequences [65]. A Sobol sequence is a quasi-random sequence of numbers maximally 
spread out over a given hyper-cube. The sequence is generated number-theoretically, 
rather than  randomly, and successive points at any stage fill in the gaps in the previ­
ously generated distribution. The use of Sobol sequences leads to faster convergence 
compared to uniformly distributed random numbers since the fractional error of 
the approximation decreases as ln {N )^ /N  [65], where N  is the number of samples 
and d the dimensionality of the approximated function. The corresponding rate for 
uniformly distributed random  numbers is 1 / \ /N .  In Figure 4.1, spatial samples gen­
erated by three Sobol sequences are shown. For comparison corresponding sample 
sequences generated by a uniform random distribution are shown in Figure 4.2.
The quasi-random nature of the Sobol sampling process implies tha t the sampling 
points will not interfere with (and possibly cancel out) a specific frequency. However 
in contrast to random sampling, if sampling points are repositioned sequentially to 
lie on a grid, aliasing is much more likely. Furthermore, it is possible to continuously 
increase the sampling density and at the same time m aintain approximately uniform 
density throughout the image. This is because the sampling prevents a chance 
clustering tha t may occur with random points drawn from a uniform distribution.
(a) N' — 256 (b) N  =  512 (c) N  =  1024
Figure 4.1; First N points from a 2D Sobol sequence.
There are several factors which introduce errors into the results of the Probabilistic 
Hough Ti ansforms. The position of peaks found in the accumulator can be biased by 
noise. Spurious peaks tha t do not correspond to actual lines in the input image can
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Figure 4.2: F irst N points from a 2D uniformly distributed random sequence.
0 54 34 20 10 60 40 30
18 36 48 6 24 46 58 12
42 28 8 62 32 22 2 52
56 14 26 44 50 4 16 38
11 61 41 31 1 55 35 21
25 47 59 13 19 37 49 7
33 23 3 53 43 29 9 63
51 5 17 39 57 15 27 45
Table 4.1: Exami^le contents of an 8x8 Sobol image.
be found. Finally, the order in which the peaks are recovered also affects the result, 
as a greedy pixel assignment is used when assigning edgels to a line. This final 
point is of particular interest where we are looking for repeatable results, which 
is im portant for applications such as line tracking. The chances of these errors 
occurring will be reduced if there is less variance in the estimation of the Hough 
accumulator space.
The simplest way to deploy a Sobol sequence to sample an image is to use a 2D Sobol 
sequence to select a pixel location in an image, and then to check if this corresponds 
to an edge point. Since a Sobol sequence generates real numbers, one can sometimes 
select a pixel location twice. In this case we choose instead the closest unsampled 
pixel. This ensures the coverage of the image is completed within a reasonable time.
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This sampling process can be significantly speeded up with the use of a Sobol image. 
It consists of an image of integers, each with the position in the Sobol sequence 
at which that pixel location was sampled. Generating the Sobol image, as you 
might expect, is done by going through a 2D Sobol sequence and assigning the 
corresponding pixel in the image to its number in the sequence. If the pixel is 
already labelled, then the closest unlabelled pixel is given tha t number. A small 
example of contents of such an image is given in Table 4.1. To use the image, the 
list of edgels tha t we wish to process are sorted by using their position to lookup 
their corresponding Sobol numbers. The edgels are then processed in the order 
they appear in the list. If an edgel has already been assigned to a line it is simply 
discarded as it comes to the top of the list.
4.3 E xperim ents
The experiments presented in this chapter are based on the Progressive Probabilistic 
Hough Transform presented in [39]. This variant of the PHT, replaces the poll size 
param eter with one tha t specifies the number of acceptable false positives (incor­
rectly found lines) in the results. The value of this param eter can be set according to 
the requirements of an application, and is independent from the number and length 
of lines in the input data. PPH T  works by analysing the peaks in the accumulator 
space as votes are cast. W hen a peak becomes higher than one would expect from 
noise alone, a search is made for a corresponding line. If found, the line and its 
supporting edgels are removed from the input data.
To evaluate the effect of Sobol sampling two main experiments are performed. The 
aim of the first experiment is to show that using Sobol sequences has a real impact 
on the distribution of edgels sampled from the lines in an image. The second aims to 
demonstrate tha t the benefits translate into performance improvements in processing 
real image data.
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4.3.1 E xp erim en ts on sy n th etic  data
To investigate the likely impact of Sobol sampling on PPH T, it is easier to analyse 
the results on synthetic line images. As mentioned in Section 4.2, the order of line 
recovery is dictated by the relative heights of the associated peaks in the accumulator 
space. This in turn is directly proportional (assuming no position errors) to the 
number of points sampled from the corresponding lines. The first experiment looks 
at how Sobol sampling affects variance in the height of the peaks.
■H
Figure 4.3: A synthetic image of 255 
lines, 100 pixels long.
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Figure 4.4: Variance in the number of 
edgels picked from lines in synthetic 
test images as a function of the frac­
tion of image points sampled.
The synthetic images used in these experiments consisted of 255 lines, each 100 
edgels long. The image size was 512 pixels square, and 100 such images were used 
to generate the statistics presented here. Figure 4.3 shows a typical example of such 
an image.
Figure 4.4 shows how the variance in the number of points picked from all the lines in 
the image changes as sampling proceeds for both Sobol and random sampling. The 
error bars in this graph show the standard deviation in the results over the 100 test 
images used. Points are only allowed to be sampled once hence the variance follows 
that of a hyper-geometric distribution. The graph shows a significant reduction in
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the variance in the nimiber of ])oints picked from individual lines. In sample sizes of 
20% to 80%, the variance was approximately 25% lower than that given by random 
sampling.
4 .3 .2  E xp erim en ts on real im ages
There are a number of properties that can be measured to evaluate the effect of Sobol 
sampling on PPH T. Their relevance dej^ends on the application of the algorithm. 
In these experiments the performance measure used is the repeatability of the line 
detection results. This measure has direct implications for applications such as 
feature tracking, and object recognition.
The ex])eriments were run on 3 sequences of 100 images. The result for each frame 
were compared with the result of the previous one. The lines were matched using 
the position of the end points, which had to be within 10 pixels, and the overall line 
direction which was obtained from the gradient direction of the edgels assigned to 
the line. All 3 images had a size of 359 by 288 pixels.
(a )  D o o r (b )  S h e l v e s (c )  M o v i n g
Figure 4.5: Example input images.
The first two scenes ‘D o o r ’ and ‘S h e l v e s ’ are static, and are taken with a static 
camera. Sample input images are shown in Figure 4.5 and the edge images gen­
erated from them are shown in Figure 4.6. The edgel filtering and extraction was 
realised with a Deriche filter [18] and linear non-maximum suppression with four- 
way connectivity [67]. The variations between the frames were caused by natural
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( a )  D o o r (b )  S h e l v e s  ( c) M o v i n g
Figure 4.6: Example edge images.
noise in the image capture process. The ‘M o v i n g ’ sequence was captured while 
moving the camera slightly, keeping the image content generally the same. The final 
se(juence was used to eliminate the possibility of the results being inaccurate due to 
the deterministic sampling pattern introduced with the Sobol sequence.
In order to gauge the effect of Sobol sampling three methods where used to process 
the sequences. PPH T with random sampling, PPH T with Sobol sanq^ling, and Stan­
dard Hough Transform (SHT) as a bench mark. In all cases full gradient direction 
was used [39].
Data set Method Time Matches S.D. Ratio S.D.
S helves Random 123.6 211.60 7.9 66.6 2.4
S helves Sobol 123.3 235.60 6.6 73.9 2.0
S helves SHT 2297.0 257.11 6.8 76.0 1.8
D oor Random 54.8 111.89 4.7 70.7 3.0
D oo r Sobol 55.6 121.38 4.8 76.6 3.0
D oo r SHT 1142.0 145.79 4.5 77.0 2.6
M oving Random 87.5 123.53 19.1 54.2 8.5
M oving Sobol 8&4 130.91 22.1 57.8 10.1
M oving SHT 3761.0 151.82 26.2 60.0 10.4
Table 4.2: Comparison of Sobol and Random sampling
Table 4.2 gives the results of the experiments. The stopping conditions differ slightly 
for SHT and PPH T. hence SHT can successfully find shorter lines. This increases 
both the total number of lines found and the number of matches. Table 4.3 sum­
marises the percentage improvements in the number of matches found by Sobol as 
compared to Random sampling for PPHT.
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The computational overhead of using Sobol sampling is negligible. Generating the 
Sobol image takes approximately 1 second. This can be precomputed for a sequence 
of images of a fixed size. W hen this is taken into account, the computation times 
for the Sobol and Random methods are very similar.
D ata set Matches Time
% Change. A Seconds.
S h e l v e s 11.3 -0.3
D o o r 8.5 0.8
M o v i n g 6.0 0.9
Table 4.3: Relative improvements due to Sobol sampling
There is an average 8.6 percent improvement in the number of matches in the de­
tected lines found using Sobol sampling. It gives a small but consistent improvement 
in all experiments. The fact that the m ethod exhibits a similar relative improvement 
for the ' M o v i n g ’ sequence shows that the performance gains are not due to a fixed 
sampling pattern.
4.4 C onclusion
The reduction in variation of edgels sampled from the lines has implications for 
many of the rank based voting term ination schemes such as those presented in [87], 
significantly reducing the number of points tha t are sampled.
Sobol sampling provides a distinct improvement in the performance of PPH T. It is 
reasonable to expect this gain to extend to many other PH T based variants. The 
improvement comes with no overall increase in the total computational cost of pro­
cessing the data. Finally using Sobol sampling removes the use of random  numbers 
from the algorithm, making PPH T a deterministic process, which is a desirable prop­
erty for many applications. Sobol sampling moves the results generated by PPH T a 
significant step closer to those obtained with the full Hough Tiansform, whilst only 
requiring a fraction of the computation.
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C h ap ter  5
D ata Flow Program m ing
Image processing applications vary widely in their requirements and constraints e.g. 
where the image processing is done as part of a larger system which has to interact 
w ith some external entities such as a person or a controlling machine. Assembling 
such systems and ensuring they deliver their results in a timely m anner can be a dif­
ficult task. To effectively solve these problems, especially in a research environment 
where the systems design can be fluid, it is vital to have a programming toolkit 
to simplify software development. In this chapter we present such a set of tools 
for aiding the construction of such systems. These tools were used in many of the 
experiments presented in this thesis, particularly for the real time processing done 
in Chapter 6 .
5.1 Introduction
Imaging processing always involves chains of processing operations. In languages like 
C + 4- [76] many tools for representing and abstracting the data  and algorithms are 
used. The language itself is designed to be object-oriented: this is an ideal m ethod 
for modelling many problems [20]. However some aspects of image processing are 
more easily expressed in terms of the ‘data  flow’ approach. This is much harder 
to express in C + + , but with some tools this aspect of a program can be clearly 
expressed.
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111 ‘da ta  flow’ program design, the program is modelled as a flow of data  through 
several processing operations. This kind of approach is used successfully in Unix for 
piping text between Unix processes. This model is also well suited to designing multi­
threaded software. Synchronisation between threads can done in the communication 
between processes, thus removing the need to do this explicitly inside the processes 
themselves. Since this communication is handled by the framework presented in 
this chapter, it is possible write complex parallel software without a single explicit 
reference to a synchronisation structure. A good summary of the issues relating to 
synchronisation and m ulti-thread systems can be found in [21].
One of the key design features of the mechanisms described here is tha t they are 
designed to make the minimum impact on the user classes they work with. The 
mechanisms work with all the built-in types of C + + , and only require a working 
copy constructor for most of its operations. In addition the assignment operator is 
used for some but not all functionality. Even if the user’s classes do not meet these 
weak constraints, it is still possible to use most of the mechanisms here, as all kinds 
of pointers work well within the framework. If the user decides to use raw pointers, 
memory management is left to them. In order to make this possible the C + +  RTTI 
(Real Time Type Information) mechanism is used.
The framework presented here is designed to work with the AMMA  ^ C + +  program­
ming library. AMMA uses reference counting to manage all large data  structures. 
It has much in common with the ‘letter’ and ‘envelope’ idiom described in [14]. The 
envelop class contains a sm art pointer to the body or ‘letter’ class which contains 
the actual data. The functions defined in the ‘envelope’ or handle class pass on the 
call to the body where the actual work is done. When a handle class is attached 
to a body, it increments a reference counter in the body, and when it is detached 
it decrements it. When this reference counter reaches zero the software knows the 
body is no longer needed and deletes it.
Because all large objects use reference counting in AMMA it means that the cost 
of using the assignment operator and copy constructor can be assumed to be low.
4 l ie  origin o f th is nam e is best left in obscurity.
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This has a bearing on the choices made when passing data  around. The reference 
counting mechanism is also thread sale, which means several different threads can 
hold references to an object w ithout any problems. This does not ensure the objects 
themselves are thread safe. However if the data  processing model is adhered to, the 
input to a process is never modified and if we are only reading information from an 
object, no conflicts should arise.
Section 5.2 introduces the pipeline syntax and shows how it can be used to process 
a  single item of data. Section 5.3 extends this to show how streams of data can be 
handled in a similar manner.
5.2 P rocessing a single data item
The first issue to be addressed is how to express da ta  flow operations in C + + . We 
could use function calls to execute the operations in a pipe line, but this quickly 
becomes unwieldy, and unclear especially if the functions have more than one argu­
ment.
results = Normalise(Smooth(Read("my.data"))) ;
A clearer version of this can be w ritten using a simple template function on the > >  
operator. Processing a single piece of data  through a pipe line can be achieved quite 
easily. The simplest kind of processing can be done with a few templates, the first 
of which is defined as follows.
template<class InT,class OutT>
OutT operator>> (const InT & in,OutT (*func)(const InT &))
{ return fune(in); }
An example of the use of this template follows. The ‘Read(...)’ function is assumed 
to return  the data  we wish to process; this data is processed by the ‘Normalise’ and 
‘Sm ooth’ functions and the result of the computation is stored in ‘results’.
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results = Read("my.data") > >  Normalise > >  Smooth;
To complete the path we can add a template operator to copy the output into a 
result variable. So we can complete the pipe in a way consistent with the rest of 
the notation. This may seem unnecessary, but it keeps the syntax consistent with 
operations tha t will be introduced in the next section. The definition of the new 
templated > >  operator is given below.
template < class InT,class OutT >
OutT operator>>(const InT &in,OutT &out)
{ return out = in; }
This allows us to write the previous example as follows.
Read ("my .data") > >  Normalise > >  Smooth > >  results;
The data flow is now completely left to right. This will be kept true in all the 
following examples and in the diagrams tha t will be introduced later. Often we 
want to setup param eters for a process, or a process has state which is preserved 
between operations. For this it is more convenient to use a class to represent the 
processing operation.
To allow a set of templates to be written which will handle these processes autom at­
ically it is assumed that each class used for processing data  has a m ethod ‘A pply’ 
which transforms the input data  to the output. To allow full tem plate instantia­
tion on parameters of the ‘pipe’ operator > >  it is easier if all such processes are 
derived from a single tem plated base class. In the AMMA system this class is called 
DPProcessC<IiiT ,O utT> and has an abstract virtual apply method called ‘O utT  
Apply(const InT  & dat)’.
Again we can add a template function which will call the apply operator in the 
appropriate place in a stream.
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template < class InT,class OutT >
OutT operator>>(const InT &in,const DPProcessC<InT,DutT> & 
proc)
{ return const_cast<DPProcessC<InT,OutT> &> proc . Apply (in) ;
}
A typical application for this kind of process is convolution, where we wish to specify 
a kernel.
ReadC'file") > >  ConvolveC(kernel) > >  Normalise > >  result;
So far the examples given are all ‘semantic sugar’. They allow a few operations 
w ritten in a slightly simpler way, but do not provide any real extra functionality. In 
AMMA these piping elements aie declared within a namespace DPComposeSE, or 
‘Single Elem ent’ composition.
5.3 D ata  Stream s
Often we want to process a stream  of data, not just a single element. It is this kind 
of processing where we can get real benefits from using more explicit representation 
of the data  flow through a program. The flow of data in a program is only linear 
in the simplest cases, so to make things clearer we will adopt a diagram  notation 
for the data  stream. The basic components of these diagrams are show in Figure 
5.1. As stated earlier the convention of keeping the data flow from left to right is 
maintained.
In the stream  model we need a ‘source’ of da ta  to process as shown in Figure 5.1(a) 
and a ‘sink’ to send the data  to, when it has been processed, seen in Figure 5.1(b). 
In this library both the source and the sink (or input and output) are passive. To 
drive the flow of da ta  we need a component to drive the flow; this is the ‘pum p’ 
shown in Figure 5.1(c). Figure 5.1(d) shows a FIFO (First In F irst Out) buffer, 
in which a queue of data for processing can be stored. And finally we need to do
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some processing or transformations on the data: this is done by a process, shown in 
Figure 5.1(e).
All these components have corresponding classes in the system. Sources or data  in­
puts are embodied by the templated class D PIPortC <x> . D ata sinks or outputs are 
embodied by D PO PortC < x>. There are two basic types o f ‘pum p’. D P IO C o n n e c tC o  
attem pts to copy the entire contents of the stream  immediately. There is also 
M T D P IO C o n n ec tC o  which starts a new thread to copy the data. For the threaded 
version of the pump we use a different symbol > > =  to make it clear where in the 
pipe the pump is located.
Since each input and output of all the comments are tem plated it is possible to 
send almost any ‘C + + ’ object through any part of the pipe. The only constraints, 
mentioned earlier, are having a copy constructor and an assignment operator. Since 
the processing pipe is built with template functions, the type of data  can be changed 
arbitrarily by processing operations, and as long as the input and output types match 
the user need not intervene.
(a) D a ta  source (b) D ata  sink (c) Pum p (d) FIFO Buffer
(e) Process
Figure 5.1: D ata processing Components
Figure 5.2 shows a simple process taking data in processing it and outputting it. 
The circle indicates where the ‘pum p’ for the pipe is located. In this case the pipe 
is driven from its sink end, pulling data through the pipe. By default the system 
puts the pump at the data  sink. This choice is based on the view that you should
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only process data  as and when it is needed.
Data Source Process Data Sink
Figure 5.2: Simple data pipe.
Here is an example of a pipe using this type of processing. The source and sinks 
are classes derived from the tem plated classes D PIPortC <x>  and D PO PortC <x>; 
they convert data  to and from the standard C + +  text streams. The following code 
takes a series of numbers from the file ‘in .dat’, adds an offset of 2 and scales it by 
3, calculates a running average of the data  and outputs it to ‘ou t.dat’
DPIFileC<RealT>("in.dat") > >  DP0ffsetScale(2.0,3.0) »  
DPRunningAverageCl. 0,5) > >  DPOFileC<RealT> ("out. dat ") ;
5.3 .1  Sources and Sinks
The interface to D P IPortC < D ataT >  is fairly simple. There is a function ‘bool 
IsGetReadyO’ to test if any data  is immediately available, ‘bool IsGetBOS()’ tests 
if the end of the stream  has been reached, ‘bool IsGetEOS()’ tests if the end of the 
stream  has been reached. Finally there is ‘bool Get(D ataT & buf)’ which retrieves 
data  from the stream. They all return  false if for whatever reason it fails. The 
interface to D P O PortC < D ataT >  is fairly simple, ‘bool IsPutR eady()’ tests if a 
stream  is ready to accept data and ‘bool Pu t (const DataT & dat)’ to send it.
There are several implementations of input and output in AMMA. These include 
ones that use the standard C + +  istream and ostream. There is a binary version 
of these operators, BinlStreaniG and BinOStreamC, for a more compact (machine 
independent) representation. In addition there are numerous type-specific formats 
which will be discussed in section 5.4.
Typical examples of such routines are D P O F ile C o  and D P IF i le C o  which use 
the standard C + +  stream  class and operators, ‘operator>>  (istream &,ClassT &x)’
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and ‘operato r< <  (ostream const ClassT &x)’ to load and save a set of objects to 
a file. These are described in most C + +  textbooks, so we will not go into any detail 
here.
5.3 .2  Taps
There are several tools implemented in the basic library to allow complex data  flows 
to be composed. The first is a simple process which ‘taps’ the data  flowing through 
a pipe and puts it into another data pipe. This tap process is shown in Figure 5.3.
There is a helper function which constructs a tap with the appropriate types. 
‘D P T a p O ’ takes one argument, the destination to put the tapped data. The ex­
ample opens an output stream  on stdout, to which it sends all the processed data  
as well as saving it to the file ‘ou t.dat’. Figure 5.4 shows a graphical representation 
of the stream  created.
DPOFileC<RealT> m o n i t o r ;
DP0ffsetScale(2.0,3.0) > >  DPRunningAverageCl.0,5) > >  DPTap(monitor) 
> >  DPQFileC<RealT> ("out. dat") ;
Figure 5.3: D ata Tap. Figure 5.4: Tap example.
5.3 .3  M u ltip le  A rgu m en t P rocesses
Sometimes we wish to combine two or more streams of data. Since each inputs 
and output can be either passive or active, there are too many combinations to 
support directly, however some simple cases are provided for. Implementing other
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more complex combinations for a specific application is not complicated. As before 
both the use of simple functions and processes based on classes are supported. The 
wrappers of multiple argument processes are show in Figure 5.5 and Figure 5.6.
Figure 5.5: 2 Argument 
process
Figure 5.6: 3 Argument process
The following example is not as elegant as previous examples, as the two input 
streams are setup separately to aid clarity. Figure 5.7 shows the pipelines created.
Figure 5.7: Example of a 2 input process.
DPIFileC<IntT> srclCin.dat");
DPIPortC<RealT> src2 = DPIFileC<RealT>("in2.dat") > >  
DP0ffsetScale(2.0,3.0); 
DPProc2IStreainC(MyComibinationProcC("some paramiters"),srcl,src2) 
> >  DP0ffsetScale(5.0,2.0) > > =  DPIFileG<RealT>("out .dat") ;
5 .3 .4  S p lit
Sometimes we wish to process some data  in several ways, hence we wish to split 
the data  stream  into several independent channels. We can do this using the ‘Split’ 
classes. This can be done on both  input, with D P S p l i t lC o  and output streams 
with D P S p li tO C o , Figures 5.8 and 5.9 show these respectively. There are ad­
vantages in splitting an input stream  as it allows each channel to process da ta  
independently. If one channel runs faster than the others the data  will be read from
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the input and will be queued for processing on all the other channels. D ata is read 
from the input only when there is no other da ta  queue on the requesting channel.
Figure 5.8: Input split. Figure 5.9: O utput split.
Following is an example using the input split class. The input stream  is processed by 
two independent piplines, and the output is sent to different files. Figure 5.10 shows 
the structure generated by this code fragment. ‘DPEventSetC’ will be explained 
later, in Section 5.3.9.
DPEventSetC es ;
DPSplitIC<RealT> split;
es +  =  DPIFileC<RealT>("in.dat") > >  split > >  DP0ffsetScale(2.0,2.0) 
> >  DPRunningAverageCl .0,5) > > =  DPOFileC<RealT>("out.dat") ;
es +  =  split > >  DPOff set Scale (2.0,2.0) > > =
DPOFileC<RealT> ("out2 .dat") ;
es.Wait();
5.3 .5  Buffer
If we wish to pipeline an operation we need to place buffers in the processing stream. 
We can do this with the ‘D P B u f ie rC o ’ class, shown in Figure 5.11. We can use
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EH>-
Figure 5.10: Example of splitting an input.
Figure 5.11: Buffer.
this together with the ‘pum p’ operator to create a processing pipeline. The pipeline 
below uses 3 threads: one for reading the data, one for processing the data  and 
finally one to write the data  out again. All this can be setup with a single, if long, 
line of code given below. A diagram of the pipe created is given in figure 5.12. It 
is easy to extend this pipe line to include any number of processing steps. Since a 
pipe line is only as fast as its slowest element it is useful to balance the processing 
by grouping fast processes together. This is easy to achieve, given this syntax.
DPIFileC<RealT>("in.dat") » =  DPBuf f erC<RealT> (2) > >  
DPRunningAverageCl .0,5) > > =  DPBufferC<RealT>C2)
> > =  DPOFileC<RealT> ("out.dat") ;
> MD-I>
Figure 5.12: Example of processing pipeline.
There are actually two kinds of buffer available, fixed length and infinite buffers. In 
most cases a finite buffer is desirable because it provides some flow control through 
the program. If there is no limit on the buffer size, a program could take an arbi­
trarily large amount of memory.
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5.3 .6  M u ltip lexer
Figure 5.13: MultijDlex processing.
If an operation in the pipeline is particularly slow, we may wish to process the da ta  in 
parallel. This can be done with a multiplexer, shown in Figure 5.13. Together with 
separate processing threads it can be used to run any number of processing steps in 
parallel. The multiplexer ensures that each ‘P u t’ and ‘G et’ from the corresponding 
sub-processes match, ensuring tha t the order of the data  is preserved. The example 
given below creates 3 threads to do the offset and scaling operation in parallel. 
Figure 5.14 shows the structure created, with some slight simplifications.
DPIFileC<RealT>("in.dat") > > —  DPMultiplex(3,
DPBufferC<RealT>(2) > >  DPOffsetScale(4.0,2.0) > >  =  
DPBuf ferC<RealT> (2) ) » =  DPOFileC<RealT> ("out .dat") ;
- - - # - 4>
Figure 5.14: Example of multiplexed processing.
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Figure 5.15: Thread.
5 .3 .7  T hreads
To simplify the construction of the sub threads, D P T h re a d P ip e C o  integrates all 
the threading and buffers into one class. All the user needs to do is to supply the 
processing operation that should be performed and the size of the buffers to use. 
The D P T h re a d P ip e C o  is shown in Figure 5.15. It allows the previous multiplex 
example to be simplified to the following.
DPIFileC<RealT> ("in.dat") > > —  DPMultiplex(DPThreadPipeC<RealT>( 
DPOffsetScale(4.0,2.0) ,2) ,3) > > =  DPOFileC<RealT>("out .dat") ;
The structure this creates is identical to that shown in Figure 5.14.
5.3 .8  H old
Sometimes only the last result from a processing pipeline is of interest, and we wish 
to ‘hold’ this last result for use as required in further processing. This can be done 
w ith the ‘hold’ component, shown in Figure 5.16. Any ‘G et’ from the pipe returns 
the last result ‘P u t’ into it. A typical application of the ‘hold’ component is to access 
the latest result of some other computation, e.g. the estimation of some parameter.
Figure 5.16: Hold data.
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5.3 .9  E ven ts
Sometimes we wish to know when the processing of a stream of da ta  is complete. 
This can be done with the DPEventC class. This class is the result whenever a 
complete path  is constructed, and thus one can simply assign it to an appropriate 
variable, as shown below. You can either use ‘completed’ to test if processing has 
finished, or use the ‘W ait’ method to wait for it.
DPEventC completed = DPIFileC<RealT>("in.dat") > >
DPOff setScale (4.0,2.0) > > =  DPOFileC<RealT> ("out. dat" ) ;
If you wish to wait for a number of pipes to finish, you can create a set of events 
with DPEventSetC, and wait for all of them.
5.3 .10  Seekable P orts
There is an extention to the input and output ports mentioned in Section 5.3.1 
which allows sequences to be handled more flexibly. The two new types of ports are 
derived from D P I P o r tC o  and D P O P o r tC o  but extend them  to allow seeking 
operations in a manner similar to the old ‘C’ style file operations. The two new 
classes D P IS P o r tC o  and D P O S P o r tC o  add the methods ‘Seek’,‘DSeek’ ,‘Tell’, 
‘Size’, and ‘S ta rt’ to the interface.
The ‘Seek’ and ‘DSeek’ allow seeking to an absolute and relative position in the 
stream  respectively. ‘Tell’ returns the current absolute position in the stream. The 
‘Size’ returns the total number of data  elements in the stream, if known, and ‘S ta rt’ 
the number of the first element. In input streams the position given is tha t of the 
next element to be read. In output streams it is of the next element to be written.
The extra functionality is actually provided by a separate class, ‘DPSeekCtrlC’ which 
can be used separately to control and monitor the stream position. This handle has 
no type information associated with it, which can make the implementation of stream  
controls easier to abstract.
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5.4 File and lO  Interface
The stream  mechanism described in the previous section enables and complements 
the implementation of a sopisticated file 10 system. There are two parts to this 
mechanism: first a set of classes which can automatically detect and create the 
appropriate input and output (or sources and sinks) for a specified file. The second 
element of the system is the autom atic type conversion between the representation 
used in the file and tha t required by the program.
5.4 .1  F ile  form ats
Suppose we wish to load some data from a file. The first question the program must 
ask is ‘W hat format is this data  in ?’ There are two ways to approach this. The 
first is to fix or specify explicitly the format of the file so the program knows what 
to expect. Second, we can attem pt to identify the file automatically.
Having to prepare large data  sets for a program can be a headache as for instance, 
there are dozens of ways of storing an image. Finding a program to convert them 
between two particular formats can be time consuming and difficult. While it is 
impossible to write input and output routines for every conceivable format data  
may be presented in, the user’s life is made much easier if there are number of 
formats to choose from.
Unfortunaly identifying files is not always simple, and in some cases it is impossible. 
It is however possible to make very good guesses, and provided the user is given the 
option of specifing the format manually, it is a vast improvement over doing so for 
all operations.
There are several clues that can be used to identify a file: the extension on the 
filename often gives a good indication, or failing that the first few bytes of the file 
sometimes contain a unique signature. Despite this there is no single fool-proof 
m ethod, so we have opted for the most flexible approach, i.e. a method or function 
call which tells us if a set of Inpu t/O u tpu t (10) routines can handle a particular file.
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111  Older to keep the implementation of new file formats tractable, each format the 
system recognises is represented by its own class. The class is derived from an 
abstract representation of the file format, called ‘FileFormatBaseC’. Each format 
then provides a method for identifying, reading and writing a file of tha t format. 
All the formats known to the system are kept in list, which is used for handling any 
lO required for the program.
5.4 .2  A u to m a tic  ty p e  conversion
The problem of proliferation of formats is not limited to files. It occurs in the 
structures used to represent the data used within programs as well. If there are 
N  different representations for some data within a program, and M  different file 
formats, there could be a requirement for up to N  * M  load routines.
Fortunately the concept of a ‘Process’ for transforming data  from the previous sec­
tion provides a solution. As has been done for file formats, it is possible to keep 
a database of known transformations between different data  representations. Using 
this database we can identify a transformation or set of transformations tha t converts 
between the representation used by a file format and tha t used by the program.
The set of transformations known to the program can be thought of as a graph, 
each node corresponding to a data  representation, and the edges as transformations 
between them. The problem of finding the quickest way of converting one type to 
another becomes one of searching for the shortest path  through the graph. This 
is a well-known and studied problem, and is easily solved. Figure 5.17 shows a 
simple type-conversion graph. The numbers shown next to the edges are the defined 
costs of conversions which will be discussed next. It is possible to convert between 
any two nodes in this graph even though not all conversions are defined; it is this 
consideration which justifies the added complexity of using such graphs, over a simple 
conversion list.
The nodes of the graph in Figure 5.17, are represented by the class ‘D PTypelnfoC’, 
and the edges by the class ‘DPProcInfoC’. Both these classes contains virtual m eth­
ods which allow the type conversion mechanism both to handle data, and construct
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conversion pipes without any direct reference to types themselves.
Figure 5.17: A simple type conversion graph.
Sometimes information is lost in a conversion, e.g. turning a real number into an 
integer. This means tha t not all paths through the graph are equally desirable. Since 
the 10 routines cannot know which aspects of the information being handled are 
im portant we cannot guarantee the best conversion path is chosen. It is possible to 
define a heuristic, which chooses the path  which ‘loses’ the least information. For this 
a value is associated with each conversion which estimates the relative information 
lost in the conversion. The value is provided by the programmer, and should be 
the ratio of bits used in the representation of the output divided by the number 
used to represent the input data. The graph search then becomes a search for the 
least cost, leading to a problem with known solutions from computer science. The 
heuristic described above is a little ad-hoc, but in practice has provided satisfactory 
behaviour.
W ith the use of tem plating the addition of new conversion can be made very easy. As 
with processes described earlier only a single function need be defined. The following 
example defines the conversion from an interger to a floating point number (deflned 
as RealT in AMMA), which loses no information and hence has a cost of one.
RealT DPConvIntT2RealT ( const IntT &val )
{ return ( RealT) val ; }
DP_REGISTER_CONVERTION ( DPConvIntT2RealT, 1 ) ;
The type conversion mechanism is available should the user wish to use it. The 
interface consists of 3 functions. The first, ‘DPCanConvert’ tests if a conversion is 
possible, and takes as argument references the C-k-i- RTTI typeJnfo structure. A
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Boolean is returned indicating whether a conversion is possible. The second function, 
‘DPDoConvertion’ takes as arguments two abstract handles, RCAbstractC, which 
can wrap any other C + +  type rather like a void * in ‘C’. This will convert the 
handle from its original type to the one required, if possible. If the conversion 
fails an invalid handle is returned. Finally a tem plated function, DPTypeConvert 
is provided which wraps the ‘DPDoConvertion’ operation so the user can use the 
type conversion without any special constructions. This final mechanism is provided 
mainly for testing the type conversion mechanism, as if both types are fully defined, 
conversion can be done through conventional C + +  means. The following example 
uses the interface to convert an integer to a double, the hard way.
int i =  10; 
double j ;
if(DPTypeConvert(i,j))
{ cout < <  "Conversion succeeded"; }
5.4 .3  F ile  lO
This mechanism provides a powerful mechanism for handling 10 from a program. 
Though it does not solve every problem that can arise, it addresses many of the 
trival but annoying problems faced by users and developers of the software.
The following example demonstrates the use of the file 10 mechanism. The type of 
object being requested is identified by the templated function. Both the Load and 
Save functions return a Boolean value indicating whether the operation has been 
successful.
int X ;
Load("fred.dat", x);
Save("Jim.dat", x);
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These functions actually have two extra arguments, as well as the ones described 
above; there is a string specifiying the format of data to use and a Boolean flag 
which, if set to true, prints information about the file format and conversions used 
to load the data. W hen the file format is set to an empty string, the autom atic file 
identification system is used. The default values for these parameters are an empty 
string and false, respectively.
5 .4 .4  Sequences
The same mechanisms used for handling the loading and saving of single pieces of 
data  can be extended to handle sequences of data  with little effort. When dealing 
with sequences, we need to open streams from which we can get streams of data. For 
this we use the ports described in Section 5.3. These act as sources and sinks for the 
da ta  we wish to process. The mechanism used to handle sequences is nearly identical 
to the one described above except the interface now describes streams instead of 
single elements, in much the same way we extended the processing presented in 
Section 5.2 to that in Section 5.3.
One key difference is that where the file format only supports the storing of a single 
data  element (which is indicated by flag in the class describing the data  format, e.g. 
‘PNM ’) the system now looks for a sequence of files with consecutive numbering. 
The class ‘DPFileSequenceBaseC’ has functions which search for the sequence based 
on the filename given. There are two ways of specifying the format: the first assumes 
the number is before the last period in the filename. If the given name is of the form 
[filename].[suffix], then the name [filename]XXX.[suffix], where XXX is a series of 
numbers is searched for. The second option looks for the sub-string %d in the given 
filename. W here it is found a search is made for files that contain numbers at this 
point. W hen saving files the first convention is assumed unless the given filename 
contains %d. It is possible to specify the number of digits to use by adding a number 
between the % and the ‘d ’, as in ‘C’ style printf. The number will be padded with 
zeros to the specified number of digits, e.g. %3d will give ‘002’ for frame number 2.
In most cases the seek operations described in Section 5.3,10 will work with file
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formats implemented with this mechanism. Where this is not the case, the functions 
will report failures as appropriate.
Open and closing sequences using this mechanism is done in a  way very similar to 
that of single objects. The following example opens a stream of integers as an input, 
a stream of doubles as the output. It then ‘seeks’ to the 10th element on the input 
stream, and comences converting the rest into real values which are w ritten to the 
output file ‘double.dat’
double ConvertToDouble ( const int & dat )
{ return (double) dat; }
DPISPortC<int> iseq;
if( ! OpenlSequence ( iseq , "int.dat" ))
{ cerr < <  "Open of input failed."; } 
iseq.Seek(lO);
DPISPortC<double> oseq;
if( ! OpenlSequence(oseq,"double.dat"))
{ cerr < <  "Open of output failed. "; }
iseq > >  ConvertToDouble > >  oseq;
5.4 .5  S p ecia l files
The 10 mechanism also provides a  convenient interface for devices other than simple 
files. A typical example is if we wish to process data from some hardware, for 
example a frame grabber. The convention used in the system for such devices is to 
prefix the name with a Between the @ and the first : is a unique name which 
specifies the device we wish to use. After the colon, device specific configuration
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options may be given. The data  conversion mechanism plays its normal role, even 
with these special files.
X  Graphical Interface
For example one use this is pu t to is outputting data  to a graphical display. In 
AMMA there are a set of libraries which define an interface to the ‘X ’ windowing 
system. The user needs only link the library ’DPDisplaylO, and the system will 
recognise the file name @X, and attem pt to send it to a graphical window instead 
of a file.
The convention used for these ‘X ’ files names is ‘@X:[Window name]’. If several 
saves are made within the program to the same window, the results are overlayed. 
Sequences work in a similar manner, but every time new data  is sent to the stream, 
it replaces the previous contents put by tha t stream. This allows the output of 
processing to be monitored, and the results to be seen as they are generated, helping 
to accelerate the code development cycle. The following example loads the image 
stored in the file ‘jim .ppm ’ and displays it in a window with the same name.
ImageC<ByteRGBValueC> x;
Load("jim.ppm", x);
Save("@X:jim.ppm", x) ;
V ideo lO
One of the pieces of hardware supported by this system is video 10 on a Silicon 
Graphics Onyx 2 servers. The card supported is called a ‘DIVO’. It supports both 
realtime CCIR.601 video input and output. As was the case with the ‘X ’ libraries, 
the user needs only to include the ‘DMedia’ library into their code, and the system 
will pick up on names of the available hardware, such as ‘@DIVO_0’. There are two 
versions of the driver available, @DIV0_0 which provides full frame rate video, and 
@DIV0_0ss2 which does sub-sampling on the input before passing it to the user.
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This is particularly useful where we wish to avoid dealing with interlaced video. The 
video output works in a similar fashion. The following example is all that is needed 
to capture a single frame of video from the DIVO.
ImageC<ByteRGBValueC> x;
Load("@DIV0_0", x) ;
Save("jim.ppm", x);
5.5 C onclusion
The methods outlined in this chapter provide a powerful framework for constructing 
data  processing systems from component parts. The non-intrusive nature of the 
mechanisms described make it easy to adapt from various sources to run within the 
framework. The 10 system described not only provide an easy m ethod for supporting 
many file formats but when used with the graphical support a powerful debugging 
tool.
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Real T im e P P H T
6.1 Introduction
The PPH T has some particular features which make it well suited for use in real-time 
situations, particularly where the available processing time is a limiting factor. First, 
the PPH T  is an anytime algorithm. It can be stopped during its processing, and 
useful results are still obtained. Second, it is significantly faster that the Standard 
Hough Transform (SHT). This makes it an attractive method for applications with 
either soft or hard real-time requirements.
In this chapter we show th a t the PPH T performs well when the time available for 
processing is limited. The consistency of the results given by the algorithm is not 
significantly affected by limiting the processing time. The number of lines recovered 
increases linearly with the time allocated to it, after a short initialisation period.
These properties make the PPH T  well suited for applications such as tracking, which 
require the consistent recovery of features over a sequence of frames. Consistency 
in the recovered line set also has advantages when applied to tasks such as object 
recognition and verification, where is it is useful to have constraints on which lines 
should have been recovered from an image, e.g. if a short line is matched to a model, 
you would expect longer lines to be recovered also.
In Section 6.2 the PPH T algorithm and its implementation are described. Section
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6.2 presents theoretical arguments which are the basis for predicting performance 
gained with PPH T  as compared to other methods. Section 6.5, tests the performance 
of the algorithm in a time limited situation. Conclusions are drawn in Section 6 .6 .
6.2 A lgorithm
The real-time line detection algorithm is outlined in Section 2.2.1. The standard 
p, 0 line parameterisation was used to represent the lines in the accumulator space. 
The param eters are then converted to line segments during the post-processing of 
each line hypothesis. The accumulator resolution for these experiments was selected 
so that the longest possible line will always fall within the search corridor. The 
corridor used 2.5 pixels either side of the hypothesised line.
There are several refinements to the Progressive Probabilistic Hough Transform used 
for the experiments presented in this chapter. In [26] the gradient direction is 
used to narrow the range of angles an edgel can vote for, thus both speeding up 
the voting process and increasing its accuracy. Gradient direction is also used to 
improve the performance of edgel assignment in post processing, allowing only edgels 
with appropriate gradients to be associated with a given line. This improves the 
consistency of the recovered lines and makes it more robust to noise.
Gradient direction can be made available from several sources. Most edge detectors 
give this information as part of their output. If edge information is not available 
directly, it is possible to estimate it, possibly by calculating the moments of the 
neighbouring edgels.
The overall processing time is also affected by the size of input image. The larger the 
input image, both the finer the angle resolution of the accumulator in the 0 direction 
must be and the larger the range of distances of the line from the origin (p) must be 
allowed for. In the experiments presented in Section 6.5, the p resolution was chosen 
to give a maximum error of one pixel on the longest possible line in the image.
The process of voting was also accelerated by the use of lookup tables for sine and 
cosine values. This has been used often in hardware implementations of the Hough
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transform [40, 51, 17], As the implementation of PPH T is software-based not all the 
methods of accelerating the transform are applicable or relevant, particularly where 
a modern floating point processing unit is available.
Once a line hypothesis is formed from a peak in the accumulator space, it has to be 
verified. This is done by identifying a string of edgels whose gradient and position are 
consistent with the hypothesised line. These edgels must conform to some criteria 
of a consistent line, such as their distance from the line, their gradient direction 
and the distance between them  along the line. In order to identify candidate edgels 
quickly the input image is divided into a grid, and all the edgels within each area 
are put into a list. A line hypothesis defines a corridor in the image. Only grid cells 
tha t overlap with this corridor are searched for appropriate edgels, which is normally 
only a fraction of the number in the whole image. The optimal choice of bin size 
depends on several factors: the relative cost of checking an edgel, the average edgel 
density in an image and that of selecting and scanning a bin. The implementation 
described here uses a bin size of 8 by 8 .
Finally, the implementation includes an option to use Sobol sampling (discussed in 
Chapter 4), to improve the performance of the PPH T in real-time situations. It 
works by replacing the ‘random ’ pixel in step one of the algorithm in Section 2.2.1, 
Figure 2 with a process tha t provides a more even sampling distribution. Details of 
this process have been presented in [27].
The modified algorithm uses a Sobol image, which consists of an image of integers, 
each with the position in the Sobol sequence at which that pixel location was sam­
pled. Generating the Sobol image is done by going through a 2D Sobol sequence 
and assigning the corresponding pixel in the image to its number in the sequence. 
If the pixel is already labelled, then the closest unlabelled pixel is assigned to that 
position. To use the image, the list of edgels that we wish to process is sorted by 
using their position to lookup their corresponding Sobol numbers. The edgels are 
then processed in the order they appear in this list. If an edgel has already been 
assigned to a line it is simply discarded as it comes to the top of the list.
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6.3 T heory
All im portant feature of the PPH T is the consistency of results it gives. This repeata­
bility even when the processing time is limited is im portant in many applications. 
An obvious case of this is feature tracking, but it also has implications for object 
recognition tasks where it is useful to know what features are expected to be found.
Let f {t )  be the fraction of lines recovered after processing the image for t seconds. 
f { t )  is a monotonically increasing function, i.e. the more time spent inocessing, the 
more lines are recovered. Its exact shape depends on the complexity of the input 
image and the distribution of line lengths it contains.
The algorithm is run twice, firstly for ti  and then t 2 seconds. If the lines are 
extracted from the image in a random order we can only expect / ( H ) - / (^2) lines on 
average to match between runs of the algorithm. On the other hand if the order 
in which lines recovered is completely preserved then this number will tend towards 
Min{ f { t i ) ,  f { t 2 )). In this case if the times are equal all the lines recovered are 
matched.
< m <  Min{ f { t i ) ,  f { t 2 )) (6.1)
Equation 6.1 gives the range of performance (m) expected from PPH T.
It has been shown that the order in which the lines are retrieved depends on their 
length [28]. If all lines in image are of equal length we would expect performance 
close to the worst case f { t i ) . f { t 2 )- If they are evenly distributed it should be closer 
to the best case of M i n { f  {t i) , f  {t2 )).
Let Onih)  be the rank of the line i in image n, where lines are ordered by when they 
were recovered during processing. To cpiantify the similarity in the order in which 
lines are recovered we define the following metric R  as R =  Hi{On{h) — On+i{h))‘^- 
If the lines are in images n and n + 1  are recovered in exactly the same order, R  will 
be 0. The worst case is where the order is completely reversed.
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6.4 D ata  flow
For most image sizes completing all the required processing within 1 /25 of a second 
is simply not possible. Never the less there are several techniques which will allow 
25 frames a second to be processed. (Figure 6.1)
PPHTSub-Sam ple Edge Detection
Image Source Line List Sink
Figure 6.1: Single threaded pipe for extracting line from a gray scale image.
The execution of these modules can be parallelised in 2 ways. The first is to run the 
whole pipeline on separate thread for successive frames. This is shown in Figure 6 .2 . 
In this case each frame will still take the same time to process, so the latency before 
the data  is available is still the same, but the results are produced at the same rate 
as the input.
Sul)-S»Miplc - — Elijjc Dclcciiiiii -
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Figure 6.2: Multiplexed processing for line extraction
This is not always the most convenient way of processing data, as often we need 
intermediate results as input for several different modules. In this case it is better 
to pipeline the processing so tha t data  can be processed in many different ways. 
This is the m ethod used for the following experiments, as it easy to tap  into the 
da ta  stream  between modules and monitor the results of each stage. This has some
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disadvantages as the the speed of the pipeline is limited to tha t of the slowest 
component, unlike the multiplexing method. A slightly simplified diagram of the 
pipeline used is shown in Figure 6.3. In actual fact either software allows the data  
to be displayed at any combination of points in the pipeline.
Edge Sink (X Window)
Sub-Sample
Ininsc Source
Edge Delecdon
PPHT -
Line List Sink
Figure 6.3; Pipelined processing for line extraction
In order to reduce latency between the data entering and leaving the system it is 
necessary to do more fine grained parallélisation. To do this efficiently it must be 
done within modules, and so is transparent at system level. This is actually done 
within both the Sub-sampling and for edge detection processes. As it makes no 
difference to its behaviour of the module other than reducing processing time, it is 
not shown at this level.
6.5 Perform ance
There are a number of properties that can be measured to evaluate the effect of lim­
iting processing time with PPH T. Their relevance depends on the application of the 
algorithm. In these experiments the performance measure used is the ‘repeatability’ 
of the line detection results. This measure has direct implications for applications 
such as feature tracking, and object recognition. It can be measured directly, and 
may even be used to tune a system’s performance at runtime.
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The experiments were run on a SOOMhz multiprocessor Onyx2, though for these 
experiments only a single CPU was used. By both sub-sampling the input images, 
(effectively reducing there complexity and size), and by running several line extrac­
tion threads in parallel, frame rate processing is possible. The exact performance 
of the system however is harder to characterise, as the behaviour of the scheduler 
and system 10 can significantly affect the time available to process a frame. For 
this reason the experiments were run on larger, more complex images over longer 
periods with only a single thread.
In Section 2.5 it has be shown that PPH T  tends to recover lines in a fixed order, 
starting  from the longest line in the image working through to the shortest ones. 
This has im portant implications for the repeatability of results of PPH T: it implies 
th a t for similar images, lines are recovered in a similar order. This also implies that 
for an uniform distribution of line lengths, f { t )  (introduced in Section 6.3) will also 
be linear. Hence if you interrupt processing regularly, for example while processing 
a video sequence, the results obtained will still be fairly consistent. The experiments 
where run on the sequences presented in Section 4.3.2.
Figure 6.4 shows the number of lines recovered from the image, that have matches 
found in adjacent frames. It shows a fairly linear increase in the number of lines 
found with the amount of time spent processing each frame. These results give values 
for where N  is the total number of lines in the processed image. There is
a slight overhead when using Sobol sampling as the edgels have to be sorted. This 
pays off quickly however and Sobol sampling generally leads to better overall results 
in most cases.
Figure 6.5 shows the ratio between lines recovered from the image, and the number 
of matches found in adjacent frames. As expected from the results in Section 2.5, 
the consistency of results was maintained even when processing time was severely 
limited. This implies that the order in which the lines are recovered must be fairly 
consistent as the ratio of matches shows very little dependence on the fraction of 
lines recovered from the images.
In some cases the consistency of results was better where processing time is re­
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stricted, particularly where Sobol sampling was used. This is because in general 
long lines can be more reliably detected and matched, and so removing shorter lines 
improves the performance. Another way these unstable shorter lines are introduced 
is to interpret them as curves, possibility by trying to fit lines to a circular or ellip­
tical arc. There is no correct orientation for these lines, so the actual lines recovered 
can vary greatly between otherwise similar frames.
D ata Set Image Size Edgels Matched Time Lines/Sec
D o o r 359x288 9344 130 0.54 239
S h e l v e s 11309 280 1.20 233
M o v i n g 15157 135 0.86 157
D o o r 179x144 2669 40 0.114 350
S h e l v e s 4578 108 0.268 404
M o v i n g 3390 44 0.169 260
D o o r 119x96 1301 25 0.056 447
S h e l v e s 2335 53 0.107 495
M o v i n g 1593 21 0.067 312
Table 6.1: Performance of PPH T with Sobol sampling.
Table 6.1 summarises the performance of PPH T using Sobol sampling. The results 
for the image when subsampled in each dimension by 2 and 3 are given. The pro­
cessing time required to extract all lines from an edge set scales w ith the area of the 
input image. The other major factor influencing this is the complexity of the data. 
If it contains many small lines, processing will take significantly longer than  a few 
long ones, even where the total number of edgels processed is the same.
Figure 6 .6 , shows the example output of PPH T for the door image, with various 
limits on the times spent processing it. The results correspond well w ith the experi­
ments on synthetic image in Section 2.5. Where processing time is short, only longer 
lines are found, but as the algorithm is given more time, more details are recovered.
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6.6 C onclusion
111 this chapter we have shown that PPH T performs well when the time available for 
processing is limited. The consistency of the results given by the algorithm is not 
significantly affected by limiting the processing time. The number of lines recovered 
increases linearly with the time allocated to it, after a short initialisation period.
This makes the algorithm well suited for applications such as tracking, which require 
the constant recovery of features over a sequence of frames. It also has advantages 
when applied in tasks such as object recognition and verification, in tha t the set of 
lines recovered is consistent. For example if you have made a particular match of lines 
to a model and you wish to confirm the hypothesis, you can make the assumption 
that any lines longer than those already processed should have been recovered too.
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Figure 6.4: Number of lines found and matched, for a given processing time limit.
6.6. Conclusion 101
0.8
g 0.6
0.4
0.2
1 -r
f
-  Random sampling 
Sobol sampling
0,2 0.4 0.6
Time limit, seconds
0.8
0.5
 Random sampling
Sobol sampling
0
Time limit, seconds
f a )  D o o h (1)) S t IE I .V E S
0.5
Random sampling 
Sobol sampling
0 0 0.2 0.4 0.6 0.8
Time limit, seconds
(c )  M o v i n g
Fignro G.5: Ratio of lines matched to foimd, for a given processing time limit.
102 Chapter 6. Real Time P P H T
(a) 0.10 (b) 0.15 (c) 0.20
(d) 0.25 (e) 0.30 (f) 0.35
(g) 0 .40 (h) 0.45 (i) 0.50
Figure 6 .6 : Examples of effect of time limiting processing.
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Conclusion
7.1 Sum m ary
111 this thesis we have introduced a new variant of the Hough Transform, the Pro­
gressive Probabilistic Hough Transform (PPHT). We have evaluated its performance 
compared to other similar techniques, and shown that it has distinct advantages 
over existing methods. In particular we have shown that, compared to the Standard 
Hough Transform (SHT), using PPH T significantly reduces the amount of compu­
tation required to extract lines from an image. It does this without the need for 
prior knowledge about the image content, which techniques like Probabilistic Hough 
Transform (PHT) require.
It has also been shown that PPH T is sufficiently close to the original SHT th a t many 
of the techniques tha t improve SHT performance can also be applied to it. An ex­
ample of this is given in Chapter 3, where the use of gradient direction to reduce the 
cost of voting and increase the accuracy of pixel assignment is demonstrated. The 
use of gradient direction significantly improves the performance of PPH T. It over­
comes most of the instability that is inevitably introduced with stochastic methods. 
This brings the overall performance of PPH T very close to that of SHT, whilst still 
only requiring a fraction of the processing time.
In Chapter 4 an alternative to the random sampling traditionally used in the PH T
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was introduced, Sobol sampling. This m ethod makes use of the observation tha t 
PH T is a form of Monte Carlo approximation of the Hough Space [8]. Sobol sam­
pling is a well known method for increasing the accuracy of Monte Carlo approxi­
mations. In particular we showed that Sobol sampling improves the consistency of 
results obtained from PPH T. This increase in consistency has clear implications for 
applications such as line tracking. The cost of using Sobol sampling is negligible, so 
though the benefits are not large (on the order of 8%) they cost little to obtain.
Chapter 5 details an innovative programming framework used for writing the soft­
ware with which the experiments presented in this thesis were done. The frame 
work is particularly well suited to real-time processing of data  recpiired for the ex­
periments in Chapter 6 . The main feature of the m ethod is tha t it offers a clear, 
non-intrusive way of putting together complex multi-threaded applications.
The effectiveness of PPH T in real-time applications is demonstrated in Chapter 6 . 
It has been shown that even when the time allocated for PPH T  to extract lines is 
limited, it can still produce useful results. Since the order in which lines are recovered 
depends on their relative lengths, it is shown that PPH T will tend to recover the 
same sub-set of lines from successive fr ames of a sequence. This allows applications 
like line tracking to work effectively under a wide range of time constraints. It also 
allows certain assumptions to be made in applications involving object recognition, 
i.e. that if a short line from a model has been found in the image, then any longer 
lines that are expected to be visible should also have been recovered from the image.
7.2 Future work
There are many directions in which the work presented in this thesis could be ex­
tended. First of all there are many extensions commonly used with the Hough Ti’ans- 
forni that could be applied with PPH T to gain further performance improvements. 
Another direction in which this work could be taken is to look at the extraction of 
primitives other than lines, e.g. the extraction of elliptical arcs for example.
Another area where improvements could be made is in the post-processing of line
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hypotheses. Most implementations of the Hongh Ti'ansfonn use greedy pixel assign­
ment. This can cause the interpretation of an image to shift because of changes 
in the order in which line hypothesises are generated as discussed in Section 3.3. 
In stochastic methods such as PPH T this can be a real problem. An alternative 
technique for pixel assignment could be used such as M inimum Description Length 
which would allow reassigning pixels from previously found lines. This may well 
close the small remaining performance gap between PPH T  and SHT.
106 Chapter 7. Conclusion
Bibliography
[1] Scott T. Acton and Dipti Prasad Miikherjee. Area operators for edge detection. 
Pattern Recoginition Letters, 21:771-777, 2000.
[2] R. C. Agrawai, R..K. Slievgaonkar, and S.C. Saliascrabiidlie. A fresh look at 
the hough transform. Pattern Recoginition Letters, 17:1065-1068, 1996.
[3] Alberto S. Aguado, Eugenia Montiel, and Mark S. Nixon. On using directional 
information for param eter space decomposition in ellipse detection. Pattern 
Recognition, 29(3):369-381, 1996.
[4] T. J. Atherton and D. J. Kerbyson. Fast and robust techniques for detecting 
straight line segments using local models. Image and Vision Computing, 17:795- 
803, 1999.
[5] M Atiquzzaman. Multiresolution Hough Tiansform - an efficient method of 
detecting patterns in images. IEEE Transactions on Pattern Analysis and Ma­
chine Intelligence, 14(11):1090-1095, 1992.
[6] D l i  Ballard. Generalizing the hough transform to detect arbitrary shapes. 
Pattern Récognition, 13(2):111-112, 1981.
[7] Pascal Ballester. Hough transform and astronomical da ta  analysis. Vistas in 
Astronomy, 40(4):479~485, 1996.
[8] J R Bergen and H Shvaytser. A probabilistic algorithm for computing Hough 
Transforms. Journal Of Algorithms, 12(4):639-656, 1991.
107
108 Bibliography
[9] Prabir Bliattacliarya, Haiying Liu, Azriel Rosenfeld, and Scott. Thompson. 
Hough-transform detection of lines in 3-d space. Pattern Recognition Letters, 
21:843-849, 2000.
[10] H. Bischof and R ’uhwirth R. Recent developments in pattern  recognition 
with applications in high-energy physics. Nuclear Instruments and Methods 
in Physics Research, A 419:259-269, 1998.
[11] A Califano and R  M Bolle. The Multiple Window Param eter Transform. IEEE  
Transactions On Pattern Analysis And Machine Intelligence, 14(12):1157-1170, 
1992 .
[12] J. Canny. A computational approach to edge detection. 8:679-698, 1986.
[13] Santanu Chaudhury, Anjana Roy, and Lipika. Dey. An mimd algorithm foi- 
constant curvature feature extraction using curvature based data  partitioning. 
Pattern Recoginition Letters, 20:573-583, 1999.
[14] J.O. Coplien. Advanced C++ Programming Styles and Idioms. Addison-Wesley, 
1992.
[15] R ita Cucchiara, Giovanni Neri, and Massimo Piccardi. A real-time hardware 
implementation of the hough transform. Journal of Systems Architecture, 45:31- 
45, 1998.
[16] R Cucchuara and F Filicori. The vector-gradient Hough transform. IEEE  
Transactions on pattern analysis and machine intelligence, 20(7):746-750, 1998.
[17] R Cucchuara, Neri G, and Piccardi M. The vector-gradient hough transform. 
Journal of systems architecture, 45:31-45, 1998.
[18] R. Deriche. Using Canny's criteria to derive a recursively implemented optimal 
edge detector. IJCV, 1:167-187, 1987.
[19] R. E. Duda and P. E. Hart. Pattern Classification and Scene Analysis. John 
Wiley, 1973.
Bibliography 109
[20] J. Riimbaiigli. et al. Object Oriented Modeling and Design. Prentice Hall In­
ter ational., 1991.
[21] Mnkesh Singhal. et al. Advanced Concepts in Operating Systems. McGraw-Hill, 
Inc., 1994.
[22] M artin A. Fiscliler and Robert C. Bolles. Random sample consensus: A 
paradigm  for model fitting with applications to image analysis and autom ated 
cartography. Communications of the ACM, 24:381, June 1981.
[23] N.C. F itton  and S.J.D. Cox. Optimising the application of the Hough trans­
form for autom atic feature extraction from geoscientific images. Computers and 
Geosciences, 24(10):933-951, 1998.
[24] Clark F.Olson. Constrained hough transforms for curve detection. Computer 
Vision and Image Understanding, 73(3):329-345, 1999.
[25] Gian Luca Foresti, Carlo S. Regazzoni, and Vernazza Gianni. Circular arc ex­
traction by direct clustering in a 3d Hough parameter space. Signal Processing, 
41:203-224, 1995.
[26] C Galambos, J K ittler, and J Matas. Gradient based progressive probabilistic 
hough transform. lE E  Proceedings - Vision, Image and Signal Processing, -(- 
):Subniitted for publication., 2000.
[27] C Galambos, J Kittler, and J Matas. Sampling techniques for the progressive 
probabilistic hough transform. Pattern Recognition Letters, -(-):Subm itted for 
publication., 2000 .
[28] C Galambos, J Matas, and J Kittler. Progressive probabilistic Hough Tiansform 
for line detection. In Computer Vision and Pattern Récognition, pages 554-560, 
Los Alamitos, California, June 1999. IEEE Computer Society.
[29] M Garcia-Silvente, J. A. Garcia, J Fdez-valdivia, and A. Garrido. A new edge 
detector intergrating scale-spectrum information. Image and Vision Computing, 
15:913-923, 1997.
110 Bibliography
[30] J.Y. Goulermas and P. Liatsis. Genetically fine-tuning the Hough transform  fea­
ture space, for the detection of circular objects. Image and Vision Computing, 
16:615-625, 1998.
[31] ZY Hu and SD Ma. Uniform line parameterization. Pattern Recognition Letters, 
17(5):503-507, 1996.
[32] J Illingworth and J Kittler. The Adaptive Hough Transform. IEEE Transac­
tions on Pattern Analysis and Machine Intelligence, 9(5):690-698, 1987.
[33] J Illingworth and J Kittler. A survey of the Hough Transform. Computer 
Vision, Graphics and Image Processing, 44:87-116, 1988.
[34] Atsushi Imiya. Detection of piecewise-linear signals by the randomized Hough 
transform. Pattern Recoginition Letters, 17:771-776, 1996.
[35] John Immerkaer. Some remarks on the straight line hough transform. Pattern 
Recoginition Letters, 19:1133-1135, 1998.
[36] Dimitrios loannou and Edward T. Dugan. A note on ”a fresh look at the hough 
transform”. Pattern Recoginition Letters, 19:307-308, 1998.
[37] Dimitrios loannou, Edward T. Dugan, and Andrew P. Laine. On the uniqueness 
of the representation of a convex polygon by its hough transform. Pattern 
Recoginition Letters, 17:1259-1264, 1996.
[38] Dimitrios loannou, Walter Huda, and Andrew F. Laine. Circle recognition 
through a 2d Hough transform and radius histogramming. Image and Vision 
Computing, 17:15-26, 1999.
[39] Matas J, Galambos C, and Kittler J. Robust detection of lines using progrssive 
probablistic hough transform. Computer Vision and Image Understanding, 
78(1):119-137, 2000.
[40] Hanahara K, Maruyama T, and Uchiyama T. A real-time processor for the 
hough transform. IEEE Transactions on pattern analysis and machine intelli­
gence, 10(1):121-125, 1988.
Bibliography 111
[41] H Kalviainen, P Hirvonen, L Xu, and E Oja. Probabilistic and nonprobabilistic 
Hough Transforms - overview and comparisons. Image And Vision Computing, 
13(4);239-252, 1995.
[42] Heikki Kalviainen and Petri Hirvonen. An extension to the randomized hough 
transform exploiting connectivity. Pattern Recoginition Letters, 18:77-85, 1997.
[43] Heikki Kalviainen, Petri Hirvonen, and Erkki Oja. Houghtool - a software pack­
age for the use of the Hough transform. Pattern Recoginition Letters, 17:889- 
897, 1996.
[44] Varsha Kamat-Sadekar and Subramaniam Ganesan. Complete description of 
multiple line segments using the hough transform. Image and Vision Comput­
ing, 16:597-613, 1998.
[45] A. A. Kassim, T  Tam, and K H. Tan. A comparative study of efhceint gener­
alised hough transform techniques. Image and Vision Computing, 17, 1999.
[46] N Kiryati, Y Eldar, and A M Bruckstein. A probabilistic Hough Transform. 
Pattern Recognition, 24(4):303-316, 1991.
[47] Dmitry Lagimovsky and Sergey Ablameyko. Straight-line-based primitive ex­
traction in grey-scale object recognition. Pattern Recoginition Letters, 20:1005- 
1014, 1999.
[48] Chih-Chiun Lai and Wen-Hsiang Tsai. Estimation of moving vehicle locations 
using wheel shape information is single 2d lateral vehicle images by 3-d com­
puter vision techniques. Robotics and Computer-Intergrated Manufacturing, 
15:111-120, 1999.
[49] V F Leavers. The dynamic generalized Hough Transform - its relationship to the 
Probabilistic Hough Transforms and an application to the concurrent detection 
of circles and ellipses. Cvgip-image Understanding, bQ{3):381-398, 1992.
[50] V.F. Leavers. Which Hough Transform. Cvgip-image Understanding, b8{2):2b9- 
264, 1993.
112 Bi bliography
[51] F Leavers V and B Sandler M. An efficient randon transform. British Pattern 
Recognition Association, j^th International Conference on Pattern Recognition, 
pages 380-389, 1988.
[52] Yiwii Lei and Kok Clieong Wong. Ellipse detection based on symmetry. Pattern  
Recoginition Letters, 20:41-47, 1999.
[53] H. Li and M.A. Lavin. Fast Hough transform based on the bintree data  struc­
ture. In Proceedings, CVPR ’86 (IEEE Computer Society Conference on Com­
puter Vision and Pattern Recognition, Miami Beach, FL, June 22-26, 1986), 
IEEE Publ.86CH2290-5, pages 640-642. IEEE, 1986.
[54] Wei Li, Xiaojia Jiang, and Yangxing Wang. Road recognition for vision navi­
gation of an autonomous vechicle. Fuzzy Sets and Systems, 93:275-280, 1998.
[55] Song De MA and Bingcheng Li. Derivative computation by multiscale filters. 
Image and Vision Computing, 16:43-53, 1998.
[56] J Matas, Ch Galambos, and J Kittler. Progressive probabilistic hough trans­
form. Ill M. S. Nixon, editor, Proc British Machine Vision Conference 
BMVC98, pages 256-265, 1998.
[57] Robert A. McLaughlin. Randomized hough transform: Improved ellipse detec­
tion with comparison. Pattern Recoginition Letters, 19:299-305, 1998.
[58] Peyman Milanfar. On the Hough transform of a polygon. Pattern Recoginition 
Letters, 17:209-210, 1996.
[59] Vittoro Murino and Gian Luca Foresti. 2d into 3d hough-space mapping for 
planar object pose estimation. Image and Vision Computing, 15:435-444, 1997.
)0] P.S. Nair and A. T. J r  Saunders. Hough transform based ellipse detection 
algorithm. Pattern Recoginition Letters, 17:777-784, 1996.
[61] T.B. Nguyen and D. Ziou. Contextual and non-contextual performance evalu­
ation of edge detectors. Pattern Recoginition Letters, 21:805-816, 2000.
Bibliography 113
[62] F O ’Gorman and Clowes M. B. Finding picture edges through collinearity of 
feature points. IEEE D'ansactions on computers, C-25(4):449-456, 1976.
[63] P L Palmer, J K ittler, and M Petrou. Using focus of attention with the 
Hough H ans form for acccurate line param eter estimation. Pattern Recogni­
tion, 27:1127-1133, 9 1994.
[64] Soo-Chang Pei and Ji-Hwei Horng. Circular arc detection based on Hough 
Transform. Pattern Recognition Letters, 16:615-625, 1995.
[65] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling. Numerical 
Recipes in C. Cambridge University Press, 1992.
[66] J Princen, J Illingworth, and J Kittler. Hypothesis-testing - a framework for 
analyzing and optimizing Hough transform performance. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 16(4):329-341, 1994.
[67] Hancock E R and K ittler J. Adaptive estimation of hysteresis thresholds. In 
ICPR, pages 196-201. IEEE Computer Society, 1991.
[68] Antonio Reina and Javier Gonzalez. A two-stage mobile localization method by 
overlapping segment-based maps. Robotics and Autonommis Systems, 31:213- 
225, 2000.
[69] Fabrizio Russo. Fire operators for image processing. Fuzzy Sets and Systems, 
103:265-275, 1999.
[70] Ashok Samal and Jodi Edwards. Generalized hough transform for natural 
shapes. Pattern Recoginition Letters, 18:473-480, 1997.
[71] Guna Seetharanian. A simplified design strategy for mapping image processing 
algorithms on a simd torus. Theortical Computer Science, 140:319-331, 1995.
[72] D Shaked, O Yaron, and N Kiryati. Deriving stopping rules for the proba­
bilistic Hough Tiansform by sequential-analysis. Computer Vision And Image 
Understanding, 63(3):512-526, 1996.
114 Bibliography
[73] B. Uma Shankar, Miirthy C. A., and S K. Pal. A new gray level based hough 
transform for region extraction: An application to irs images. Pattern Recogi­
nition Letters, 19:197-204, 1998.
[74] Kim Shearer and Les Kitchen. Filling gaps in the Hough transform voting locus 
for n-dimensional parameter spaces. Pattern Recoginition Letters, 16:1105- 
1109, 1995.
[75] C. Spinu, C. Grabay, and J. M. Ghassery. Edge detection by estimation and 
minimization of errors. Pattern Recoginition Letters, 18:695-704, 1997.
[76] Bjarne Stroiistrup. The C++ programming language. Addison Wesley, 1997.
[77] Du-Ming Tsai. An improved generalized hough transform for the recognition 
of overlapping objects. Image and Vision Computing, 15:877-888, 1997.
[78] W.H. Tsang and P.W.M. Tsang, Suppression of false edge detection due to 
specular reflection in color images. Pattern Recoginition Letters, 18:165-171, 
1997.
[79] Austin Underhill, Mohammed Atiquzzaman, and John Ophel. Performance o f 
the Hough transform on distributed memory multiprocessor. Mircoprocessors 
and Mircosystems, 22:335-362, 1999.
[80] M Wright, A Fitzgibbon, P J Giblin, and Fisher R B. Convex hulls, occluding 
contours, aspects graphs and the Hough transform. Image and Vision Comput­
ing, 14:627-634, 1996.
[81] Paul S. Wu and Ming Li. Pyramid edge detection based on stack filter. Pattern 
Recoginition Letters, 18:239-248, 1997.
[82] L Xu and E Oja. Randomized Hough Tiansform (RHT) - basic mecha­
nisms, algorithms, and computational complexities. Cvgip-image Understand­
ing, 57(2):131-154, 1993.
[83] L Xu, E Oja, and P Kultanen. A new curve detection method: Randomized 
Hough Tïansform (RHT). Pattern Recognition Letters, 11:331-338, 1990.
Bibliogmphy  11 5
[84] Soiiheil Ben Yacoiib and Jean-Michel Jolion. Characterizing the hierarchical 
Hough transform through a polygonal approximation algorithm. Pattern Recog­
inition Letters, 16:389-397, 1995.
[85] Raymond K.K. Yip. A Hough transform technique for the detection of parallel 
projected rotational symmetry. Pattern Recognition Letters, 20:991-1004, 1999.
[86] A Yla-Jaaski and N Kiryati. Automatic term ination rules for probabilistic 
hough algorithms. In 8th Scandinavian Conference on Image Analysis, pages 
121-128, 1993.
[87] A Yla-Jaaski and N Kiryati. Adaptive termination of voting in the probabilistic 
circular Hough transform. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, 16(9):911-915, 1994.
