Abstract Using data from U.S. states, we find a positive relationship between trust and growth. According to our results, a 10 percentage point increase in trust increases the growth rate of GDP by 0.5 percentage points and the growth rate of manufacturing employment by 1.3 percentage points over a five-year period. Our results are robust to the endogeneity between trust and growth.
people to have this type of trust, they are likely to think that not only most other people play by the rules in 'person-to-person' contacts, but they also 'play by the rules' in their contacts with government institutions. That is, they are less likely to corrupt these institutions. Several studies, such as Mauro (1995) and Glaeser and Saks (2006) , show the negative effects of corruption on economic growth. Corruption simply acts as an additional tax which slows economic growth. Finally, trust leads to greater investment in ideas. As Knack and Keefer (1997) argue, innovation hardly takes place in low-trust societies. Entrepreneurs, rather than devoting more time innovating new products, have to devote more time to monitoring their employees. Since trust protects property and contractual rights, it is not necessary to divert resources from production to protection. Using data from a mixed group of countries, i.e., low, middle, and high-income, both Knack and Keefer (1997) and Zak and Knack (2001) find a positive relationship between trust and economic growth. However, Helliwell (1996) , using data from a group of high-income OECD countries, finds a negative relationship. Beugelsdijk and van Schaik (2005) , on the other hand, use regional data from high-income European countries and do not find a relationship at all. As Helliwell (1996) suggests, the next step in unraveling the puzzle requires social capital measures for a broader range of countries and regions, such as U.S. states. In this study, we use data from U.S. states, and find a positive relationship between trust and economic growth regardless of the economic growth measure used. Our results are robust to the endogeneity between economic growth and trust.
Data
In cross-country studies trust is measured using data from World Values Surveys (WVS). It is calculated for each country as the share of respondents who agree that "most people can be trusted" rather than the alternative that "you can't be too careful in dealing with people" (Knack 1999: 16) . WVS cover approximately 1000 respondents in a small group of countries. The first wave of surveys was administered during the 1980s in mostly highincome countries while the second wave was in the 1990s in both middle and high income countries. The share of respondents who agree that most people can be trusted varies from 10% in Turkey to close to 50% in Canada. Our measure of trust is from Uslaner and Brown (2005) . They calculate the shares of trusting people in 43 contiguous states and in Alaska in the 1990s using data from several other surveys in addition to the General Social Survey (GSS).
1 The standard question asked to measure trust is the same: "Generally speaking, do you believe that most people can be trusted, or can you not be too careful in dealing with people?" 2 Using data from U.S. states is quite advantageous for a variety of reasons. First, it is more likely that the relationship between the answers to survey trust questions and actual trust differs across countries than across states. Holm and Danielson (2005) , for example, show that it differs considerably between Sweden and Tanzania. The standard deviation of 1 American National Election Study, Pew Civic Engagement Survey, the Washington Post Trust in Government Survey, and the New York Times Millennium Survey. While calculating the shares of trusting people, they did not include the states in which the sample size used in the surveys was smaller than 50. 2 Uslaner and Brown (2005) aggregate the survey data to calculate the shares of trusting people across states. Note that none of the surveys used are designed to produce measures across states. Nevertheless, as Brace et al. (2002) show, aggregating survey data does produce reliable measures. Putnam (2000) , for example, aggregates data from GSS to calculate measures of social capital across states. See Uslaner and Brown (2005) for a discussion of the data. the cross-country trust measure that Knack and Keefer (1997) use, for example, is equal to 0.140, which is in fact larger than the cross-state trust measure that we use in our study which is equal to 0.116. Second, there are significant unobservable institutional differences across countries. U.S. states are much more similar than different countries regarding institutions and in other dimensions that are difficult to measure. As Alesina and La Ferrara (2005) argue, although the growth rate of Gross Domestic Product (GDP) is a natural measure for cross-country growth regressions due to the relative immobility of labor across countries, it is not necessarily the case for the U.S. states. Within the United States, labor responds strongly and quickly to economic opportunities. Following Glaeser and Saks (2006) , in addition to the growth rate of GDP by state, we use an additional variable as our measure of economic growth: the growth rate of manufacturing employment covering two time periods 1990-1994 and 1995-1999 . Our GDP data are from the Bureau of Economic Analysis (BEA) and the employment data are from the Bureau of Labor Statistics (BLS). Summary statistics for each economic growth measure we use as well as our measure of trust are given in Table 1 . The share of trusting people varies significantly across states. It is 10% in Arkansas, the lowest, and in New Hampshire it is above 60%, the highest. People who live in Midwestern states are, on average, more trusting. The share of trusting people in the Midwest is around 45% while it is below 30% in the South. The growth rates of GDP and the manufacturing employment follow the same pattern. The Midwest is the fastest growing region. GDP, on average, grows 5.5 percentage points over a 5 year period while manufacturing employment grows 2.5 percentage points. The South, on the other hand, is the slowest growing region. GDP and manufacturing employment grow 4 and −1 percentage points, respectively. In Louisiana, for example, the average growth rate of GDP is equal to 2% over a 5 year period while in Minnesota it is 6.5%. The average growth rate of manufacturing employment is equal to −1.5% in Alabama, while it is equal to 8% in North Dakota.
In every specification, we control for the initial values of our growth variables as well as for regional effects by entering dummy variables for South, Midwest, and West. In order to minimize omitted variable bias, we also include a set of control variables in our regressions. In the regressions where GDP by state is used to measure economic growth, we control for initial values of government spending and urbanization as well as education. Our measure of education is the share of the population age 25 and above with a college degree or higher given by the Census Bureau. We measure government spending as the total share of federal, state, and local government spending in GDP in each state given by the BEA. Our measure of urbanization is the share of the population living in urban areas reported by the Census Bureau. In the regressions where manufacturing employment growth is used to measure economic growth, in addition to government spending, we control for the institutional structure governing labor relations in each state with a dummy variable for right-to-work laws.
Results
We first estimate the following basic model by seemingly unrelated regression (SUR) for 43 contiguous U.S. states and Alaska for the periods 1990-1994 (period 1) and 1995-1999 (period 2):
where Growth it represents the growth rate of GDP and the growth rate of manufacturing employment in state i during period t , i.e., periods 1 and 2. Trust it represents the share of trusting people in each state and X it represents the set of control variables that affect economic growth including the region dummies (Education, Government Spending, Urban, Right to Work, South, Midwest, West) . SUR is a flexible form of Random Effects (RE) estimation and is widely used in cross-country growth regressions since it allows for the error terms to be correlated across periods (Alesina and La Ferrara 2005) . We first formulate a separate regression for each period, then constrain the coefficients to be equal across periods and estimate the resulting system by generalized least squares (GLS). If the error terms are not correlated, there is no payoff to GLS estimation. GLS is then simply equation-byequation ordinary least squares (OLS). The greater the correlation of the error terms, the greater the efficiency gain accruing to GLS (Greene 2003) .
The results of the SUR estimation are given in Columns 1, and 4 of Table 2 . The estimated coefficient of Trust is positive and highly significant in both specifications. According to the results of the SUR estimation, a 10 percentage point increase in Trust increases the growth rate of GDP by 0.5 percentage points and the growth rate of employment by 1.3 percentage points over a 5-year period. A 1 standard deviation increase in Trust increases the growth rate of GDP by almost 0.2 standard deviations, significantly bigger than the standardized coefficient of Urban. Similarly, a 1 standard deviation increase in Trust increases the growth rate of manufacturing employment by almost 0.4 standard deviations, same as the standardized coefficient of Government Spending. The partial regression plots between Trust and the growth rates of GDP and manufacturing employment are given in Figs. 1 and 2, respectively. Together with the control variables, Trust explains more than 45% of the variation in the growth rate of GDP, and more than 65% of the variation in the growth rate of manufacturing employment across U.S. states.
Second, to control for spatial autocorrelation, we estimate the following spatial autoregressive (i.e., spatial lag and spatial error) models by maximum likelihood (ML): W is the spatial-lag weighting matrix and ρ and λ are the coefficients giving the sign and the strength of spatial autocorrelation in Growth and u, respectively. We adopt a simple weighting scheme of strict state contiguity, such that w ij = 1 if i = j and state i is contiguous to state j and w ij = 0 otherwise. The results of the ML estimation are given in Columns 2, 3, 5 and 6 of Table 2 . According to Wald and LM tests, spatial autocorrelation is present in all but one specification. Even controlling for spatial autocorrelation, the estimated coefficient of Trust is positive and highly significant in all specifications. 
Robustness of the results
The first robustness issue is the endogeneity of Trust. Knack and Keefer (1997) instrument for Trust with the share of a country's population belonging to the largest ethnic group while Zak and Knack (2001) instrument with Catholic, Muslim, and Orthodox shares of each country's population. According to WVS in the 1990s, the Nordics, the British, and the Germans are the most trusting people. Uslaner (2008b) finds that living in states with high Nordic, British, and German populations leads to higher levels of trust. Following Uslaner (2008b) we use the share of Nordic, British, and German populations in a state as our instruments for Trust. The summary statistics for our instruments and the pairwise correlations between our instruments and our measure of trust are given in Table 3 and Table 4 , respectively. The results of the instrumental variables (IV) estimation for the basic model and the spatial autoregressive models are given in Columns 1 and 4, and Columns 2, 3, 5, and 6 of Table 5 , respectively. As long as the population shares of Nordics, British, and Germans affect economic growth through Trust, the instruments are theoretically valid. According to the 1st Stage F and the Hansen J statistics given in Table 5 , they are empirically valid as well. 4 The estimated coefficient on Trust is positive and highly significant in all specifications. The second robustness issue is the possible measurement error in Trust. However, IV estimation not only helps correct for the endogeneity but also measurement error. The third robustness issue is the presence of outliers. In Knack and Keefer (1997) , for example, the results are somewhat sensitive to outliers. To identify the outliers, we use Hadi's and Grubbs' methodologies. Neither methodology identifies any outliers in our model. 4 The Hansen J statistic is a version of the Sargan statistic that is robust to heteroscedasticity. It is used to test overidentifying restrictions for a regression estimated with instrumental variables in which the number of instruments is greater than the number of regressors. The null hypothesis is that the excluded instruments are uncorrelated with the error term. Under the null hypothesis the test statistic is distributed as χ 2 with degrees of freedom equal to the number of overidentifying restrictions. Rejection of the null hypothesis means that the instruments are not valid. Robust standard errors in parentheses. All tests one tailed except constants. * p < 0.10; ** p < 0.05; *** p < 0.01
Conclusion
The empirical evidence regarding the relationship between trust and growth is conflicting. The lack of consensus is partly the result of differences in the samples of countries selected for analysis. Helliwell (1996) uses data from a group of high income OECD countries and Beugelsdijk and van Schaik (2005) use data from regions of a group of high income European countries. On the other hand, the relationship between trust and economic growth is more likely to be observed in lower income countries due to the lack of protection of property and contractual rights. Using data from the U.S. states, we provide new evidence of a positive relationship between trust and economic growth and show that even in a high income country such as the United States, in which property and contractual rights are protected more than in the low income countries, high trust regions achieve faster economic growth.
