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Abstract. We rigorously justify in 3D the main asymptotic mod-
els used in coastal oceanography, including: shallow-water equations,
Boussinesq systems, Kadomtsev-Petviashvili (KP) approximation,
Green-Naghdi equations, Serre approximation and full-dispersion
model. We first introduce a “variable” nondimensionalized version of
the water-waves equations which vary from shallow to deep water,
and which involves four dimensionless parameters. Using a nonlocal
energy adapted to the equations, we can prove a well-posedness theo-
rem, uniformly with respect to all the parameters. Its validity ranges
therefore from shallow to deep-water, from small to large surface and
bottom variations, and from fully to weakly transverse waves.
The physical regimes corresponding to the aforementioned models
can therefore be studied as particular cases; it turns out that the
existence time and the energy bounds given by the theorem are al-
ways those needed to justify the asymptotic models. We can therefore
derive and justify them in a systematic way.
1. Introduction
1.1. General setting
The motion of a perfect, incompressible and irrotational fluid un-
der the influence of gravity is described by the free surface Euler (or
water-waves) equations. Their complexity led physicists and mathe-
maticians to derive simpler sets of equations likely to describe the dy-
namics of the water-waves equations in some specific physical regimes.
In fact, many of the most famous equations of mathematical physics
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were historically obtained as formal asymptotic limits of the water-
waves equations: the shallow-water equations, the Korteweg-de Vries
(KdV) and Kadomtsev-Petviashvili (KP) equations, the Boussinesq
systems, etc. Each of these asymptotic limits corresponds to a very
specific physical regime whose range of validity is determined in terms
of the characteristics of the flow (amplitude, wavelength, anisotropy,
bottom topography, depth, ...).
The derivation of these models goes back to the XIXth century, but
the rigorous analysis of their relevance as approximate models for the
water-waves equations only began three decades ago with the works
of Ovsjannikov [40,41], Craig [13], and Kano and Nishida [27,28,26]
who first addressed the problem of justifying the formal asymptotics.
For all the different asymptotic models, the problem can be formu-
lated as follows: 1) do the water-waves equations have a solution on
the time scale relevant for the asymptotic model and 2) does this
model furnish a good approximation of the solution? Answering the
first question requires a large-time existence theorem for the water-
waves equations, while the second one requires a rigorous derivation
of the asymptotic models and a precise control of the approximation
error.
Following the pioneer works for one-dimensional surfaces (1DH)
of Ovsjannikov [41] and Nalimov [38] (see also Yosihara [50,51]),
Craig [13], and Kano and Nishida [27] provided the first justifica-
tion of the KdV and 1DH Boussinesq and shallow water approxi-
mations. However, the comprehension of the well-posedness theory
for the water-waves equations hindered the perspective of justifying
the other asymptotic regimes until the breakthroughs of S. Wu ([48]
and [49] respectively for the 1DH and 2DH case, in infinite depth,
and without restrictive assumptions). Since then, the literature on
free surface Euler equations has been very active: the case of finite
depth was proved in [29], and in the related case of the study of the
free surface of a liquid in vacuum with zero gravity, Lindblad [34,35].
More recently Coutand and Shkoller [12] and Shatah and Zeng [45]
managed to remove the irrotationality condition and/or took into ac-
count surface tension effects (see also [3] for 1DH water-waves with
surface tension).
In order to review the existing results of the rigorous justification
of asymptotic models for water-waves, it is suitable to classify the
different physical regimes using two dimensionless numbers: the am-
plitude parameter ε and the shallowness parameter µ (defined below
in (1.2)):
– Shallow-water, large amplitude (µ ≪ 1, ε ∼ 1). Formally, this
regime leads at first order to the well-known “shallow-water equa-
tions” (or Saint-Venant) and at second order to the so-called
“Green-Naghdi” model, often used in coastal oceanography be-
cause it takes into account the dispersive effects neglected by
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the shallow-water equations. The first rigorous justification of the
shallow-water model goes back to Ovsjannikov [40,41] and Kano
and Nishida [27] who proved the convergence of the solutions of
the shallow-water equations to solutions of the water-waves equa-
tions as µ → 0 in 1DH, and under some restrictive assumptions
(small and analytic data). More recently, Y. A. Li [33] removed
these assumptions and rigorously justified the shallow-water and
Green-Naghdi equations, in 1DH for flat bottoms. Finally, the
first and so far only rigorous work on a 2DH asymptotic model is
due to a very recent work by T. Iguchi [24] in which he justified
the 2DH shallow-water equations, also allowing non-flat bottoms,
but under a restrictive zero mass assumption on the velocity.
– Shallow water, medium amplitude (µ≪ 1, ε ∼ √µ). This regime
leads to the so-called Serre equations, which are quite similar to
the aforementioned Green-Naghdi equations and are also often
used in coastal oceanography. To our knowledge, no rigorous result
exists on that model.
– Shallow water, small amplitude (µ≪ 1, ε ∼ µ). This regime (also
called long-waves regime) leads to many mathematically interest-
ing models due to the balance of nonlinear and dispersive effects:
– Boussinesq systems: since the first derivation by Boussinesq,
many formally equivalent models (also named after Boussi-
nesq) have been derived. W. Craig [13] and Kano and Nishida
[28] were the first to give a full justification of these models,
in 1DH (and for flat bottoms and small data). Note, however,
that the convergence result given in [28] is given on a time scale
too short to capture the nonlinear and dispersive effects specific
to the Boussinesq systems; in [13], the correct large time exis-
tence (and convergence) results for the water-waves equations
are given. The proof, of such a large time well-posedness result
for the water-waves equations, is the most delicate point in the
justification process. Furthermore, it is the last step needed
to fully justify the Boussinesq systems in 2DH, owing to [5]
(flat bottoms) and [9] (general bottom topography), where the
convergence property is proved assuming that the large-time
well-posedness theorem holds.
– Uncoupled models: at first order, the Boussinesq systems re-
duce to a simple wave equation and, in 1DH, the motion of
the free surface can be described as the sum of two uncoupled
counter-propagating waves, slightly modulated by a Korteweg-
de Vries (KdV) equation. In 2DH and for weakly transverse
waves, a similar phenomenon occurs, but with the Kadomtsev-
Petviashvili (KP) equation replacing the KdV equation. Many
papers addressed the problem of validating the KdV model
(e.g. [13,28,43,5,47,23]) and its justification is now complete.
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strictive assumption (small and analytic data), but as in [27],
the time scale considered is unfortunately too small for the rel-
evant dynamics. A series of works then proved the KP limit
for simplified systems and toy models [20,4,42], while a differ-
ent approach was used in [32] where the KP limit is proved
for the full water-waves equations, assuming a large-time well-
posedness theorem and a specific control of the solutions.
– Deep-water, small steepness (µ ≥ 1, ε√µ≪ 1). This regime leads
to the full-dispersion (or Matsuno) equations; to our knowledge,
no rigorous result exists on this point.
Instead of developing an existence/convergence theory for each
physical scaling, we hereby propose a global method which allows
one to justify all the asymptotics mentioned above at once. In order
to do that, we nondimensionalize the water-waves equations, and keep
track of the five physical quantities which characterize the dynamics
of the water-waves: amplitude, depth, wavelength in the longitudinal
direction, wavelength in the transverse direction and amplitude of
the bottom variations.
Our main theorem gives an estimate of the existence time of the so-
lution of the water-waves equations which is uniform with respect
to all these parameters. In order to prove this theorem, we intro-
duce an energy which involves the aforementioned parameters and
use it to construct our solution by an iterative scheme. Moreover,
this energy provides some bounds on the solutions which appear to
be exactly those needed in the justification of the asymptotics regimes
mentioned above.
1.2. Presentation of the results
Parameterizing the free surface by z = ζ(t,X) (withX = (x, y) ∈ R2)
and the bottom by z = −d + b(X) (with d > 0 constant), one can
use the incompressibility and irrotationality conditions to write the
water-waves equations under Bernouilli’s formulation, in terms of a
velocity potential φ (i.e., the velocity field is given by v = ∇X,zφ):
∂2xφ+ ∂
2
yφ+ ∂
2
zφ = 0, −d+ b ≤ z ≤ ζ,
∂nφ = 0, z = −d+ b,
∂tζ +∇ζ · ∇φ = ∂zφ, z = ζ,
∂tφ+
1
2
(|∇φ|2 + (∂zφ)2)+ ζ = 0, z = ζ,
(1.1)
where ∇ = (∂x, ∂y)T and ∂nφ is the outward normal derivative at the
boundary of the fluid domain.
The qualitative study of the water-waves equations is made easier
by the introduction of dimensionless variables and unknowns. This
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requires the introduction of various orders of magnitude linked to the
physical regime under consideration. More precisely, let us introduce
the following quantities: a is the order of amplitude of the waves; λ
is the wave-length of the waves in the x direction; λ/γ is the wave-
length of the waves in the y direction; B is the order of amplitude of
the variations of the bottom topography.
We also introduce the following dimensionless parameters
a
d
= ε,
d2
λ2
= µ,
B
d
= β; (1.2)
the parameter ε is often called nonlinearity parameter, while µ is the
shallowness parameter. In total generality, one has
(ε, µ, γ, β) ∈ (0, 1] × (0,∞) × (0, 1] × [0, 1] (1.3)
(the conditions ε ∈ (0, 1] and β ∈ [0, 1] mean that the the surface and
bottom variations are at most of the order of depth —β = 0 corre-
sponding to flat bottoms— and the condition γ ∈ (0, 1] says that the
x axis is chosen to be the longitudinal direction for weakly transverse
waves).
Zakharov [52] remarked that the system (1.1) could be written in
Hamiltonian form in terms of the free surface elevation ζ and of the
trace of the velocity potential at the surface ψ = φ|z=ζ and Craig,
Sulem and Sulem [17] and Craig, Schanz and Sulem [16] used the fact
that (1.1) could be reduced to a system of two evolution equations on
ζ and ψ; this formulation has commonly been used since then. The
dimensionless form of this formulation involves the parameters intro-
duced in (1.2), the transversity γ, and a parameter ν = (1 +
√
µ)−1
whose presence is due to the fact that the nondimensionalization is
not the same in deep and shallow water. It is derived in Appendix A:
∂tζ − 1
µν
Gµ,γ [εζ, βb]ψ = 0,
∂tψ + ζ +
ε
2ν
|∇γψ|2 − εµ
ν
( 1µGµ,γ [εζ, βb]ψ + ε∇γζ · ∇γψ)2
2(1 + ε2µ|∇γζ|2) = 0,
(1.4)
where ∇γ = (∂x, γ∂y)T and Gµ,γ [εζ, βb] is the Dirichlet-Neumann
operator defined by Gµ,γ [εζ, βb]ψ = (1 + ε2|∇ζ|2)1/2∂nΦ|z=εζ , with Φ
solving{
∂2zΦ+ µ∂
2
xΦ+ γ
2µ∂2yΦ = 0, −1 + βb < z < εζ,
Φ|z=εζ = ψ, ∂nΦ|z=−1+βb = 0.
(1.5)
In Section 2, we give some preliminary results which will be used
throughout the paper: a few technical results (such as commutator
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estimates) are given in §2.1 and elliptic boundary value problems di-
rectly linked to (1.5) are studied in §2.2.
Section 3 is devoted to the study of various aspects of the Dirichlet-
Neumann operator Gµ,γ [εζ, βb]. It is well-known that the Dirichlet-
Neumann operator is a pseudo-differential operator of order one; in
particular, it acts continuously on Sobolev spaces and its operator
norm, commutators with derivatives, etc., have been extensively stud-
ied. The task here is more delicate because of the presence of four
parameters (ε, µ, γ, β) in the operator Gµ,γ [εζ, βb]. Indeed, some of
the classical estimates on the Dirichlet-Neumann are not uniform
with respect to the parameters and must be modified. But the main
difficulty is due to the fact that the energy introduced in this paper
is not of Sobolev type; namely, it is given by
∀s ≥ 0, ∀U = (ζ, ψ), |U | eXs =
∣∣ζ|Hs + | ν−1/2|Dγ |
(1 +
√
µ|Dγ |)1/2ψ
∣∣
Hs
,
(1.6)
where |Dγ | := (−∂2x − γ2∂2y)1/2. For high frequencies, this energy is
equivalent to the Hs × Hs+1/2-norm specific to the non-strictly hy-
perbolic nature of the water-waves equations (see [14] for a detailed
comment on this point), but the equivalence is not uniform with re-
spect to the parameters, and the Hs × Hs+1/2 estimates of [48,49,
29,3] for instance, are useless for our purposes here. We thus have
to work with estimates in | · | eXs-type norms and the classical re-
sults on Sobolev estimates of pseudodifferential operators cannot be
used. Consequently, we must rely on the structural properties of the
water-waves equations much more heavily than in the previous works
quoted above.
Fundamental properties of the DN operators are given in §3.1, while
commutator estimates and further properties are investigated in §3.2
and §3.3. We then give asymptotic expansions of Gµ,γ [εζ, βb]ψ in
terms of the parameters in §3.4.
Using the results of the previous sections, we study the Cauchy prob-
lem associated to the linearization of (1.4) in Section 4; the main
energy estimate is given in Proposition 4.1.
The full nonlinear equations are addressed in Section 5 and our main
result is stated in Theorem 5.1; it gives a “large-time” (of order
O(ε/ν)) existence result for the water-waves equations (1.4) and a
bound on its energy (defined in (1.6)). The most important point
is that this result is uniform with respect to all the parameters
(ε, µ, γ, β) satisfying (1.3) and such that the steepness ε
√
µ and the
ratio β/ε remain bounded. The theorem also requires a classical Tay-
lor sign condition on the initial data; we give in Proposition 5.1 very
simple sufficient conditions (involving in particular the “anisotropic
Hessian” of the bottom parameterization b), which imply that the
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Taylor sign condition is satisfied.
Both Theorem 5.1 and Proposition 5.1 can be used for all the physical
regimes given in the previous section, and the solution they provide
exists over a time scale relevant with respect to the dynamics of the
asymptotic models. We can therefore study the asymptotic limits,
which is done in Section 6. It is convenient to use the classification
introduced previously to present our results (we also refer to [31] for
an overview of the methods developed here):
– Shallow-water, large amplitude (µ≪ 1, ε ∼ 1). We justify in §6.1.1
the shallow-water equations without the restrictive assumptions of
[24] and previous works. For the Green-Naghdi model, we extend
in §6.1.2 the result of [33] to non-flat bottoms, and to two dimen-
sional surfaces.
– Shallow water, medium amplitude (µ≪ 1, ε ∼ √µ). We rigorously
justify the Serre approximation over the relevant O(1/
√
µ) time
scale in §6.1.2.
– Shallow water, small amplitude (µ≪ 1, ε ∼ µ).
– Boussinesq systems: In §6.2, we fully justify all the Boussinesq
systems in the open case of two-dimensional surfaces (flat or
non-flat bottoms).
– Uncoupled models: We complete the full justification of the KP
approximation in §6.3.
– Deep-water, small steepness (µ ≥ 1, ε√µ≪ 1). We show in §6.4.1
that the solutions of the full-dispersion model converge to exact
solutions of the water-waves equations as the steepness goes to
zero and give accurate error estimates.
We also give in §6.4.2 an estimate on the precision of a model used
for the numerical computation of the water-waves equations (see
[15] for instance).
1.3. Notations
- We use the generic notation C(λ1, λ2, . . . ) to denote a nondecreasing
function of the parameters λ1, λ2, . . . .
- The notation a . b means that a ≤ Cb, for some nonnegative
constant C whose exact expression is of no importance (in particular,
it is independent of the small parameters involved).
- For all tempered distribution u ∈ S′(R2), we denote by û its Fourier
transform.
- Fourier multipliers: For all rapidly decaying u ∈ S(R2) and all
f ∈ C(R2) with tempered growth, f(D) is the distribution defined
by
∀ξ ∈ R2, f̂(D)u(ξ) = f(ξ)û(ξ); (1.7)
(this definition can be extended to wider spaces of functions).
- We write 〈ξ〉 = (1 + |ξ|2)1/2 and Λ = 〈D〉.
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- For all 1 ≤ p ≤ ∞, | · |p denotes the classical norm of Lp(R2) while
‖ · ‖p stands for the canonical norm of Lp(S), with S = R2× (−1, 0).
- For all s ∈ R, Hs(R2) is the classical Sobolev space defined as
Hs(R2) = {u ∈ S′(R2), |u|Hs := |Λsu|2 <∞}.
- For all s ∈ R, ‖ · ‖L∞Hs denotes the canonical norm of
L∞([−1, 0];Hs(R2)).
- If B is a Banach space, then | · |B,T stands for the canonical norm
of L∞([0, T ];B).
- For all γ > 0, we write ∇γ = (∂x, γ∂y)T , so that ∇γ coincides with
the usual gradient when γ = 1. We also use the Fourier multiplier
|Dγ | defined as
|Dγ | =
√
D2x + γ
2D2y ,
as well as the anisotropic divergence operator
divγ = (∇γ)T .
- We denote by Pµ,γ (or simply P when no confusion is possible) the
Fourier multiplier of order 1/2
Pµ,γ(= P) :=
ν−1/2|Dγ |
(1 +
√
µ|Dγ |)1/2 . (1.8)
- We write X = (x, y) and ∇X,z = (∂x, ∂y, ∂z)T ; we also write
∇µ,γ = (√µ∂x, γ√µ∂y, ∂z)T .
- We use the condensed notation
As = Bs + 〈Cs〉s>s (1.9)
to say that As = Bs if s ≤ s and As = Bs + Cs if s > s.
- By convention, we take
0∏
k=1
pk = 1 and
0∑
k=1
pk = 0. (1.10)
- When the notation ∂nu|∂Ω is used for boundary conditions of an
elliptic equation of the form ∇X,z · P∇X,zu = h in some open set
Ω, it stands for the outward conormal derivative associated to this
operator, namely,
∂nu|∂Ω = n · P∇X,zu|∂Ω , (1.11)
n standing for the outward unit normal vector to ∂Ω.
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2. Preliminary results
2.1. Commutator estimates and anisotropic Poisson regularization
We recall first the tame product and Moser estimates in Sobolev
spaces: if t0 > 1 and s ≥ 0, then ∀f ∈ Hs ∩Ht0(R2),∀g ∈ Hs(R2),
|fg|Hs . |f |Ht0 |g|Hs + 〈|f |Hs |g|Ht0 〉s>t0 (2.1)
and, for all F ∈ C∞(Rn;Rm) such that F (0) = 0,
∀u ∈ Hs(R2)n, F (u) ∈ Hs(R2)m and |F (u)|Hs ≤ C(|u|∞)|u|Hs .
(2.2)
In the next proposition, we give tame commutator estimates.
Proposition 2.1 (Ths. 3 and 6 of [30]). Let t0 > 1 and −t0 < r ≤
t0+1. Then, for all s ≥ 0, f ∈ Ht0+1∩Hs+r(R2) and u ∈ Hs+r−1(R2),∣∣[Λs, f ]u∣∣
Hr
. |∇f |Ht0 |u|Hs+r−1 + 〈|∇f |Hs+r−1|u|Ht0 〉s>t0+1−r ,
where we used the notation (1.9).
One can deduce from the above proposition some commutator esti-
mates useful in the present study.
Corollary 2.1. Let t0 > 1, s ≥ 0 and γ ∈ (0, 1]. Then:
i. For all v ∈ Ht0+2 ∩Hs+1(R2)2 and u ∈ Hs(R2), one has∣∣[Λs,divγ(v·)]u∣∣2 ≤ |v|Ht0+2|u|Hs + 〈|u|Ht0+1|v|Hs+1〉s>t0+1.
ii. For all 0 ≤ r ≤ t0 + 1, f ∈ L∞((−1, 0);Hs+r ∩ Ht0+1(R2)) and
u ∈ L2((−1, 0);Hs+r−1(R2)),
‖Λr[Λs, f ]u∥∥
2
. ‖f‖L∞Ht0+1‖Λs+r−1u‖2
+
〈‖f‖L∞Hs+r‖Λt0u‖2〉s>t0+1−r .
Proof. For the first point, just remark that[
Λs,divγ(v·)
]
u =
[
Λs,divγ(v)
]
u+
[
Λs,v
] · ∇γu,
and use Proposition 2.1 to obtain the result (recall that γ ≤ 1).
For the second point of the corollary, remark that for all z ∈ [−1, 0],
|Λ[Λs, f ]u(z)∣∣
2
. |f(z)|Ht0+1|u(z)|Hs + 〈|f(z)|Hs+1 |u(z)|Ht0 〉s>t0 ,
as a consequence of Proposition 2.1 (with r = 1). The corollary then
follows easily. ⊓⊔
Let us end this section with a result on anisotropic Poisson reg-
ularization (when γ = µ = 1, the result below is just the standard
gain of half a derivative of the Poisson regularization).
10 B. Alvarez-Samaniego, D. Lannes
Proposition 2.2. Let γ ∈ (0, 1], µ > 0 and χ be a smooth, compactly
supported function and u ∈ S′(R2). Define also u† := χ(√µz|Dγ |)u.
For all s ∈ R, if u ∈ Hs−1/2(R2), one has Λsu† ∈ L2(S) and
c1
∣∣ 1
(1 +
√
µ|Dγ |)1/2 u
∣∣
Hs
≤ ‖Λsu†‖2 ≤ c2
∣∣ 1
(1 +
√
µ|Dγ |)1/2u
∣∣
Hs
.
Moreover, for all s ∈ R, if u ∈ Hs+1/2(R2), one has Λs∇µ,γu† ∈
L2(S)3 and
c′1
∣∣ √µ|Dγ |
(1 +
√
µ|Dγ |)1/2 u
∣∣
Hs
≤ ‖Λs∇µ,γu†‖2 ≤ c′2
∣∣ √µ|Dγ |
(1 +
√
µ|Dγ |)1/2 u
∣∣
Hs
.
In the above estimates, c1, c2, c
′
1 and c
′
2 are nonnegative constants
which depend only on χ.
Proof. Write classically (with |ξγ | =
√
ξ21 + γ
2ξ22),
‖χ(√µz|Dγ |)u‖2s,0 =
∫
R2
∫ 0
−1
〈ξ〉2sχ(√µz|ξγ |)2|û(ξ)|2dzdξ
=
∫
R2
〈ξ〉2sF (0)− F (−
√
µ|ξγ |)√
µ|ξγ | |û(ξ)|
2dξ,
where F denotes a primitive of χ2. The first estimate of the proposi-
tion then follows from the observation that
c21
1
1 +
√
µ|ξγ | ≤
F (0)− F (−√µ|ξγ |)√
µ|ξγ | ≤ c
2
2
1
1 +
√
µ|ξγ | ,
where the constants depend only on χ.
For the second estimate of the proposition, remark that∥∥∇µ,γu†∥∥
2
∼ √µ∥∥χ(√µz|Dγ |)|Dγ |u∥∥
2
+
√
µ
∥∥χ′(z√µ|Dγ |)|Dγ |u∥∥,
and use the first part of the proposition. ⊓⊔
2.2. Elliptic estimates on a strip
We recall that the velocity potential Φ within the fluid domain solves
the boundary value elliptic problem{
∂2zΦ+ µ∂
2
xΦ+ γ
2µ∂2yΦ = 0, −1 + βb < z < εζ,
Φ|z=εζ = ψ, ∂nΦ|z=−1+βb = 0,
(2.3)
with (ε, µ, γ, β) ∈ (0, 1] × (0,∞)× (0, 1] × [0, 1].
Denote by S the flat strip S = R2 × (−1, 0), and assume that the
following assumption is satisfied:
There exists h0 > 0 such that 1 + εζ − βb ≥ h0. (2.4)
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Under this assumption, one can define a diffeomorphism S mapping
S onto the fluid domain Ω:
S :
S → Ω
(X, z) 7→ S(X, z) := (X, z + σ(X, z)),
with
σ(X, z) = −βzb(X) + ε(z + 1)ζ(X). (2.5)
Remark 2.1. The mapping σ used in (2.5) to define the diffeomor-
phism S is the most simple one can think of. If one wanted to have
optimal estimates with respect to the fluid or bottom parameteriza-
tion (but unfortunately not uniform with respect to the parameters),
one should use instead regularizing diffeormorphisms as in Prop. 2.13
of [29].
From Proposition 2.7 of [29], we know that the BVP (2.3) is equiv-
alent to the BVP (recall that we use the convention (1.11) for normal
derivatives), {∇X,z · P [σ]∇X,zφ = 0, in S,
φ|z=0 = ψ, ∂nφ|z=−1 = 0,
(2.6)
with φ = Φ ◦ S and with the (2 + 1)× (2 + 1) matrix P [σ] given by
P [σ] := Pµ,γ [σ] =
µ(1 + ∂zσ) 0 −µ∂xσ0 γ2µ(1 + ∂zσ) −γ2µ∂yσ
−µ∂xσ −γ2µ∂yσ 1+µ(∂xσ)
2+γ2µ(∂yσ)2
1+∂zσ
 .
Remark also that it follows from the expression of P [σ] that
∇X,z · P [σ]∇X,z = ∇µ,γ · (1 +Q[σ])∇µ,γ ,
where
Q[σ] := Qµ,γ [σ] =
 ∂zσ 0 −√µ∂xσ0 ∂zσ −γ√µ∂yσ
−√µ∂xσ −γ√µ∂yσ −∂zσ+µ(∂xσ)
2+γ2µ(∂yσ)2
1+∂zσ
 .
(2.7)
Below we provide two important properties satisfied by Q[σ].
Proposition 2.3. Let t0 > 1, s ≥ 0, and ζ, b ∈ Ht0+1 ∩Hs+1(R2) be
such that (2.4) is satisfied. Assume also that σ is as defined in (2.5).
Then:
i. One has
‖Q[σ]∥∥
L∞Hs
≤ C( 1
h0
, ‖∇µ,γσ‖L∞Ht0
)‖∇µ,γσ‖L∞Hs
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and, when σ is also time dependent,
‖∂tQ[σ]
∥∥
∞,T ≤ C
( 1
h0
, ‖∇µ,γσ‖∞,T
)‖∇µ,γ∂tσ‖∞,T .
ii. For all j ≥ 1 and h ∈ Ht0+1∩Hs+1(R2)j , and denoting byQ(j)[σ]·h
the j-th derivative of ζ 7→ Q[σ] in the direction h, one has
‖Q(j)[σ] · h
∥∥
L∞Hs
≤ ( ε
ν
)j
C
( 1
h0
, ε
√
µ, ‖∇µ,γσ‖L∞Ht0
)
×
( j∑
k=1
|hk|Hs+1
∏
l 6=k
|hl|Ht0+1 +
〈
(1 + ‖∇µ,γσ‖L∞Hs)
j∏
k=1
|hk|Ht0+1
〉
s>t0
)
.
iii. The matrix 1 +Q[σ] is coercive in the sense that
∀Θ ∈ R2+1, |Θ|2 . k[σ](1 +Q[σ])Θ ·Θ,
with
k[σ] := kµ,γ [σ] = 1 + ‖∂zσ‖∞ + 1
h0
(
1 +
√
µ‖∇γσ‖∞
)2
.
Proof. The first two points follow directly from the tame product and
Moser’s estimate (2.1) and (2.2), and the explicit expression of Q[σ].
It is not difficult to see that (1 +Q[σ])Θ ·Θ = 11+∂zσ |BΘ|2, where
B =
(
1 + ∂zσ 0 −√µ∂xσ
0 1 + ∂zσ −γ√µ∂yσ
0 0 1
)
.
The matrix B is invertible and its inverse is given by
B−1 =
1
1 + ∂zσ
(
1 0
√
µ∂xσ
0 1 γ
√
µ∂yσ
0 0 1 + ∂zσ
)
.
Remark now that owing to (2.4), the mapping σ, as given by (2.5),
satisfies (1 + ∂zσ)
−1 ≤ h−10 , so that√
1 + ∂zσ|B−1|R3 7→R3 .
√
1 + ‖∂zσ‖∞ + 1√
h0
(
1 +
√
µ‖∇γσ‖∞
)
.
Since |BΘ||B−1|R3 7→R3 ≥ |Θ|, the third claim of the proposition fol-
lows. ⊓⊔
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Since the Dirichlet condition in (2.6) can be ’lifted’ in order to
take homogeneous Dirichlet boundary condition, we are led to study
the following class of elliptic BVPs:{∇µ,γ · (1 +Q[σ])∇µ,γu = ∇µ,γ · g, in S,
u|z=0 = 0, ∂nu|z=−1 = −ez · g|z=−1, (2.8)
where, according to the notation (1.11), ∂nu|z=−1 stands for
∂nu|z=−1 = −ez · (1 +Q[σ])∇µ,γu|z=−1.
Before stating the main result of this section let us introduce a nota-
tion:
Notation 2.1.We generically write
M [σ] := C
(
ε
√
µ,
1
h0
, ‖∇µ,γσ‖L∞Ht0+1
)
, (2.9)
where, as usual, C(·) is a nondecreasing function of its arguments.
Proposition 2.4. Let t0 > 1, s ≥ 0 and ζ, b ∈ Ht0+2 ∩Hs+1(R2) be
such that (2.4) is satisfied, and let σ be given by (2.5).
Then for all g ∈ C([−1, 0];Hs(R2)3), there exists a unique variational
solution u ∈ H1(S) to the BVP (2.8) and
‖Λs∇µ,γu‖2 ≤M [σ]
(‖Λsg‖2 + 〈‖∇µ,γσ‖L∞Hs∥∥Λt0g‖2〉s>t0+1),
where M [σ] is defined in (2.9).
Proof. The existence of the solution can be obtained with very clas-
sical tools and we therefore omit it. We thus focus our attention on
the proof of the estimate.
Let χ(·) be a smooth, compactly supported function such that χ(ξ) =
1 in a neighborhood of ξ = 0, and define Λh := Λ∗χ(hD). Using Λ2sh u
as test function in the variational formulation of (2.8), one gets∫
S
(1 +Q[σ])∇µ,γu · ∇µ,γΛ2sh u =
∫
S
g · ∇µ,γΛ2sh u,
so that using the fact that Λsh is L
2-self-adjoint, one gets, with vh =
Λshu, ∫
S
Λsh(1 +Q[σ])∇µ,γu · ∇µ,γvh =
∫
S
Λshg · ∇µ,γvh,
and thus∫
S
(1+Q[σ])∇µ,γvh·∇µ,γvh=
∫
S
(
Λshg·∇µ,γvh−
[
Λsh, Q[σ]
]∇µ,γu·∇µ,γvh).
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Thanks to the coercitivity property of Proposition 2.3, one gets
k[σ]−1‖Λsh∇µ,γu‖2 . ‖
[
Λsh, Q[σ]
]∇µ,γu‖2 + ‖Λshg‖2; (2.10)
since [Λs, Q[σ]] is of order s − 1, the above estimates allows one to
conclude, after letting h go to zero, that Λs∇µ,γu ∈ L2(S); more
precisely, thanks to Corollary 2.1, one deduces
k[σ]−1‖Λs∇µ,γu‖2 . ‖Λsg‖2 +
∥∥Q[σ]∥∥
L∞Ht0+1
∥∥Λs−1∇µ,γu‖2
+
〈‖Q[σ]‖L∞Hs∥∥Λt0∇µ,γu∥∥2〉s>t0+1,
and thus
‖Λs∇µ,γu‖2 ≤ C
(
k[σ],
∥∥Q[σ]∥∥
L∞Ht0+1
)
(2.11)
× (‖Λsg‖2 + ‖∇µ,γu‖2 + 〈‖Q[σ]‖L∞Hs∥∥Λt0∇µ,γu∥∥2〉s>t0+1).
One also gets ‖∇µ,γu‖2 ≤ k[σ]‖g‖2 from (2.10) after remarking that
the commutator in the r.h.s. vanishes when s = h = 0; taking s = t0
in (2.11) then gives ‖Λt0∇µ,γu‖2 ≤ C
(
k[σ],
∥∥Q[σ]∥∥
L∞Ht0+1
)‖Λt0g‖2,
so that the r.h.s. of (2.11) is bounded from above by
C
(
k[σ], ‖Q[σ]‖L∞Ht0+1
)(‖Λsg‖2 + 〈‖Q[σ]‖L∞Hs∥∥Λt0g‖2〉s>t0+1).
The proposition follows therefore from Proposition 2.3. ⊓⊔
Before stating a corollary to Proposition 2.4, let us introduce a few
notations:
Notation 2.2. i. For all u ∈ H3/2(R2), we define u♭ as the solution
to the BVP {
∇µ,γ · (1 +Q[σ])∇µ,γu♭ = 0
u♭|z=0 = u, ∂nu
♭
|z=−1 = 0.
(2.12)
ii. For all u ∈ S′(R2), one defines u† as
∀z ∈ [−1, 0], u†(·, z) = χ(√µz|Dγ |)u,
where χ is a smooth, compactly supported function such that χ(0) =
1.
The following corollary gives some control on the extension mapping
u 7→ u♭.
Corollary 2.2. Let t0 > 1 and s ≥ 0. Let also ζ, b ∈ Ht0+2 ∩
Hs+1(R2) be such that (2.4) is satisfied, and σ be given by (2.5).
Then for all u ∈ Hs+1/2(R2), there exists a unique solution u♭ ∈
H1(S) and
‖Λs∇µ,γu♭‖2≤√µνM [σ]
(|Pu|Hs + 〈‖∇µ,γσ‖L∞Hs |Pu|Ht0〉s>t0+1),
with P as defined in (1.8).
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Proof. Looking for u♭ under the form u♭ = v + u†, with u† given by
Notation 2.2, one must solve{∇µ,γ · (1 +Q[σ])∇µ,γv = −∇µ,γ · (1 +Q[σ])∇µ,γu†,
v|z=0 = 0, ∂nv|z=−1 = ez · (1 +Q[σ])∇µ,γu†|z=−1. (2.13)
Applying Proposition 2.4 (with g = −(1 +Q[σ])∇µ,γu†), one gets
‖Λs∇µ,γv‖2≤M [σ]
(‖Λs∇µ,γu†‖2+〈‖∇µ,γσ‖L∞Hs∥∥Λt0∇µ,γu†‖2〉s>t0+1),
and since u♭ = u†+ v, the corollary follows from Proposition 2.2. ⊓⊔
Remark 2.2. From the variational formulation of (2.13), one gets
easily
‖(1 +Q[σ])1/2∇µ,γv‖2 ≤ ‖(1 +Q[σ])1/2∇µ,γu†‖2.
3. The Dirichlet-Neumann operator
As seen in the introduction, we define the Dirichlet-Neumann opera-
tor Gµ,γ [εζ, βb]· as
Gµ,γ [εζ, βb]ψ =
√
1 + |ε∇ζ|2∂nΦ|z=εζ ,
where Φ solves (2.3). Using Notation 2.2, one can give an alternate
definition of Gµ,γ [εζ, βb]· (see Proposition 3.4 of [29]), namely,
Gµ,γ [εζ, βb]ψ = ∂nψ♭|z=0
(
= ez · P [σ]∇X,zψ♭|z=0
)
.
More, precisely one has:
Proposition 3.1. Let t0 > 1, s ≥ 0 and ζ, b ∈ Ht0+2 ∩Hs+1(R2) be
such that (2.4) is satisfied, and let σ be given by (2.5).
Then one can define the mapping Gµ,γ [εζ, βb]· (or simply G[εζ]· when
no confusion is possible) as
Gµ,γ [εζ, βb] (= G[εζ]) : H
s+1/2(R2)→ Hs−1/2(R2)
u 7→ ∂nu♭|z=0 .
Proof. The extension u♭ is well-defined owing to Corollary 2.2. More-
over, we can use the definition of P [σ] and Q[σ] to see that
ez · P [σ]∇X,zu♭ = ez · (1 +Q[σ])∇µ,γu♭.
We will now show that it makes sense to take the trace of the above
expression at z = 0. This is trivially true for Q[σ], so that we are left
with u♭. After a brief look at the proof of Corollary 2.2, and using
the same notations, one gets u♭ = v + u†. Since one obviously has
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∇µ,γu† ∈ C([−1, 0];Hs−1/2(R2)3), the trace ∇µ,γu†|z=0 makes sense.
In order to prove that ∇µ,γv|z=0 is also defined, remark that v, which
solves (2.13) satisfies ∇µ,γv ∈ L2((−1, 0);Hs(R2)3) and, using the
equation, ∂z∇µ,γv ∈ L2((−1, 0);Hs−1(R2)3). By the trace theorem,
these two properties show that ∇µ,γv|z=0 ∈ Hs−1/2(R2)3. ⊓⊔
3.1. Fundamental properties
We begin this section with two basic properties of the Dirichlet-
Neumann operator which play a key role in the energy estimates.
Proposition 3.2. Let t0 > 1 and ζ, b ∈ Ht0+2(R2) be such that (2.4)
is satisfied. Then
i. The Dirichlet-Neumann operator is self-adjoint:
∀u, v ∈ H1/2(R2), (u,G[εζ]v) = (v,G[εζ]u).
ii. One has
∀u, v ∈ H1/2(R2), ∣∣(u,G[εζ]v)∣∣ ≤ (u,G[εζ]u)1/2(v,G[εζ]v)1/2.
Proof. Using Notation 2.2, one gets by Green’s identity that
(u,G[εζ]v) =
∫
S
(1 +Q[σ])∇µ,γu♭ · ∇µ,γv♭ (3.1)
=
∫
S
(1 +Q[σ])1/2∇µ,γu♭ ·(1 +Q[σ])1/2∇µ,γv♭, (3.2)
where (1+Q[σ])1/2 stands for the square root of the positive definite
matrix (1 + Q[σ]) (note that the symmetry in u and v of the above
expression proves the –very classical– first point of the proposition).
It follows therefore from Cauchy-Schwartz inequality that
(u,G[εζ]v) ≤ ∥∥(1 +Q[σ])1/2∇µ,γu♭∥∥
2
∥∥(1 +Q[σ])1/2∇µ,γv♭∥∥
2
,
which yields the second point of the proposition, since one has
(u,G[εζ]u) = ∥∥(1 +Q[σ])1/2∇µ,γu♭∥∥2
2
(3.3)
(just take u = v in (3.2)). ⊓⊔
The next proposition is related to the variational formula of Hadamard
and gives a uniform control of the operator norm of the DN operator
and its derivatives (recall that we use the convention (1.10) and that
djζG[ε·]u · h = G[εζ]u when j = 0).
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Proposition 3.3. Let t0 > 1, s ≥ 0 and ζ, b ∈ Ht0+2 ∩Hs+1(R2) be
such that (2.4) is satisfied, and let σ be given by (2.5).
For all u ∈ Hs+1/2(R2), j ∈ N and h ∈ Ht0+2 ∩Hs+1(R2)j , one has
∣∣ 1√
µ
djζG[ε·]u · h
∣∣
Hs−1/2
≤ ( ε
ν
)jM [σ]
(∣∣Pu∣∣
Hs
j∏
k=1
|hk|Ht0+1
+
〈
(1 + ‖∇µ,γσ‖L∞Hs)
∣∣Pu∣∣
Ht0
j∏
k=1
|hk|Ht0+1
〉
s>t0
+
〈∣∣Pu∣∣
Ht0
j∑
k=1
|hk|Hs+1
∏
l 6=k
|hl|Ht0+1
〉
s>t0
)
,
with M [σ] as in (2.9) while P is defined in (1.8).
Remark 3.1.When j = 0, the proposition gives a much more precise
estimate on |G[εζ]u|Hs−1/2 than Theorem 3.6 of [29], but requires ζ ∈
Hs+1(R2) while ζ ∈ Hs+1/2(R2) is enough, as shown in [29] through
the use of regularizing diffeomorphisms. This lack of optimality in
the ζ-dependence is the price to pay to obtain uniform estimates in
terms of a Es(·) rather than Sobolev-type norm.
Remark 3.2. The r.h.s. of the estimate given in the proposition
(when j = 0) is itself bounded from above by
M [σ]
(|u|Hs+1 + 〈‖∇µ,γσ‖L∞Hs |u∣∣Ht0+1〉s>t0).
Proof. First remark that one has Λs−1/2v†|z=0 = Λs−1/2v (with v† as
in Notation 2.2), so that one gets by Green’s identity,
(Λs−1/2G[εζ]u, v) = (G[εζ]u,Λs−1/2v)
=
∫
S
(1 +Q[σ])∇µ,γu♭ · Λs−1/2∇µ,γv†
=
∫
S
Λs(1 +Q[σ])∇µ,γu♭ ·Λ−1/2∇µ,γv†. (3.4)
A Cauchy-Schwartz inequality then yields,
(Λs−1/2G[εζ]u, v) ≤ ‖Λs(1 +Q[σ])∇µ,γu♭‖2‖Λ−1/2∇µ,γv†‖2, (3.5)
and since it follows from the product estimate (2.1) that ‖Λs(1 +
Q[σ])∇µ,γu♭‖2 is bounded from above by
(1 + ‖Q[σ]‖L∞Ht0 )‖Λs∇µ,γu♭‖2 +
〈‖Q[σ]‖L∞Hs‖Λt0∇µ,γu♭‖2〉s>t0,
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one can deduce from Propositions 2.2 and 2.3 that (recall that ν =
1
1+
√
µ),
(Λs−1/2G[εζ]u, v) ≤ ν−1/2M [σ]|v|2
×
(
‖Λs∇µ,γu♭‖2 +
〈‖∇µ,γσ‖L∞Hs‖Λt0∇µ,γu♭‖2〉s>t0),
and the proposition thus follows directly from Corollary 2.2 and a
duality argument in the case j = 0.
In the case j 6= 0, after differentiating (3.4), and using the same
notation as in Proposition 2.3, one gets
(Λs−1/2djζG[ε·]u · h, v) =
∫
S
Λs(Q(j)[σ] · h)∇µ,γu♭ · Λ−1/2∇µ,γv†
+
j∑
k=1
∑
hk ,hj−k
∫
S
ΛsB(hk,hj−k) · Λ−1/2∇µ,γv†, (3.6)
where the second summation is over all the k-uplets hk and (j − k)-
uplets hj−k such that (hk,hj−k) is a permutation of h, and where
B(hk,hj−k) is given by
B(hk,hj−k) = (Q(j−k)[σ] · hj−k)∇µ,γ(u♭,k · hk)
(u♭,k ·hk standing for the k-th order derivative of ζ 7→ u♭ at ζ and in
the direction hk).
Proceeding as for the case j = 0 and using the estimates on ‖Q(j)[σ] ·
h‖L∞Hs provided by Proposition 2.3, one arrives at the desired esti-
mate for the first term of the r.h.s. of (3.6). For the other terms, one
has to remark first that u♭,k · hk solves a bvp like (2.8) with
g = −
k−1∑
l=0
∑
hk,l,hk,k−l
B(hk,l,hk,k−l),
where the second summation is taken over all the l and k − l-uplets
such that (hk,l,hk,k−l) is a permutation of hk. A control of ‖∇µ,γu♭,k ·
hk‖L∞Hs in terms of ‖Q(k−l)[σ]·hk,k−l‖L∞Hs and ‖∇µ,γu♭,l ·hk,l‖L∞Hs
is therefore provided by Proposition 2.4. It is then easy to conclude
by a simple induction. ⊓⊔
Remark 3.3. Instead of (3.5), one can easily get
(Λs−1/2G[εζ]u, v) ≤ ‖Λs+1/2(1 +Q[σ])∇µ,γu♭‖2‖Λ−1∇µ,γv†‖2,
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and since ‖Λ−1∇µ,γv†‖2 . √µ|v|2 one also has the estimate (with
ζ = 0 for the sake of simplicity):∣∣ 1
µ
G[0]ψ
∣∣
Hs−1/2
≤ C( 1
h0
, β
√
µ, |b|Hs+3/2)
∣∣ |Dγ |
(1 +
√
µ|Dγ |)1/2ψ
∣∣
Hs+1/2
,
showing that 1µG[0]· can be uniformly controlled when µ goes to zero.
The proposition below show that controls in terms of |Pu|2 or
(u, 1µνG[εζ]u)1/2 are equivalent. This result can be seen as a version
of the Garding inequality for the DN operator.
Proposition 3.4. Let t0 > 1 and ζ, b ∈ Ht0+2(R2) be such that
(2.4) is satisfied, and let σ be given by (2.5), k[σ] be as defined in
Proposition 2.3 and P be given by (1.8). For all u ∈ H1/2(R2), one
has
(u,
1
µν
G[εζ]u) ≤M [σ]|Pu|22 and k[σ]−1|Pu|22 . (u,
1
µν
G[εζ]u).
Proof. The first estimate of the proposition follows directly from (3.3)
and Corollary 2.2.
The second estimate is more delicate. Let ϕ be a smooth function,
with compact support in (−1, 0] and such that ϕ(0) = 1; define also
v(X, z) = ϕ(z)u♭ (with u♭ defined as in Notation 2.2). Since v|z=−1 =
0, one can get, after taking the Fourier transform with respect to the
horizontal variables,
|ξγ |2
1 +
√
µ|ξγ | |û(ξ)|
2 ≤ 2
∫ 0
−1
|ξγ |2
1 +
√
µ|ξγ | |v̂(ξ, z)| |∂z v̂(ξ, z)|dz.
Remarking that
|v̂| ≤ |ϕ|∞|û♭| and |∂z v̂| ≤ |∂zϕ|∞|û♭|+ |ϕ|∞|∂zû♭|,
one gets
|ξγ |2
1 +
√
µ|ξγ | |û(ξ)|
2 ≤ 2|ϕ|∞|∂zϕ|∞
∫ 0
−1
|ξγ |2
1 +
√
µ|ξγ | |û
♭(ξ, z)|2dz
+2|ϕ|2∞
∫ 0
−1
|ξγ |2
1 +
√
µ|ξγ | |û
♭(ξ, z)| |∂z û♭(ξ, z)|dz,
≤ 2|ϕ|∞|∂zϕ|∞
∫ 0
−1
|ξγ |2|û♭(ξ, z)|2dz
+|ϕ|2∞
∫ 0
−1
µ|ξγ |4
(1 +
√
µ|ξγ |)2 |û
♭(ξ, z)|2dz + |ϕ|2∞
∫ 0
−1
1
µ
|∂zû♭(ξ, z)|2dz,
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where Young’s inequality has been used to obtain the last line. Re-
marking now that µ|ξ
γ |4
(1+
√
µ|ξγ |)2 ≤ |ξγ |2, one has
|ξγ |2
1 +
√
µ|ξγ | |û(ξ)|
2 .
∫ 0
−1
|ξγ |2|û♭(ξ, z)|2dz +
∫ 0
−1
1
µ
|∂zû♭(ξ, z)|2dz,
so that, integrating with respect to ξ, one gets∣∣∣ |Dγ |
(1 +
√
µ|Dγ |)1/2u
∣∣∣2
2
.
1
µ
‖∇µ,γu♭‖22.
Owing to Proposition 2.3 and (3.1) (with v = u), one has
‖∇µ,γu♭‖22 . k[σ](u,G[εζ]u),
and the proposition follows. ⊓⊔
3.2. Commutator estimates
In the following proposition, we show how to control in the energy
estimates, the terms involving commutators between the Dirichlet-
Neumann operator and spatial or time derivatives and in terms of
Es(·) rather than Sobolev-type norms.
Proposition 3.5. Let t0 > 1, s ≥ 0 and ζ, b ∈ Ht0+2 ∩Hs+2(R2) be
such that (2.4) is satisfied, and let σ be given by (2.5). Then, for all
v ∈ Hs+1/2(R2),∣∣[Λs, 1
µν
G[εζ]]v
∣∣
2
≤M [σ]
(
‖∇µ,γσ‖L∞Ht0+1 |Pv|Hs
+
〈‖∇µ,γσ‖L∞Hs+1|Pv|Ht0 〉s>t0),
where M [σ] is as in (2.9) while P is defined in (1.8).
Proof. First remark that for all u ∈ S(R2),(
u, [G[εζ], Λs]v) = (u,G[εζ]Λsv)− (Λsu,G[εζ]v).
Since u†|z=0 = u and Λsu†|z=0 = Λsu (we use here Notation 2.2), it
follows from Green’s identity that(
u, [G[εζ], Λs]v) = ∫
S
∇µ,γu† · (1 +Q[σ])∇µ,γ(Λsv)♭
−
∫
S
(1 +Q[σ])∇µ,γv♭ · ∇µ,γΛsu†
=
∫
S
∇µ,γu† · ((1 +Q[σ])∇µ,γ((Λsv)♭ − Λsv♭)− [Λs, Q[σ]]∇µ,γv♭).
(3.7)
Let us now prove the following lemma:
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Lemma 3.1. For all f ∈ L2(R2) and g ∈ H1(S)3, one has∫
S
∇µ,γf † · g . √µ√ν|f |2
∥∥Λg∥∥
2
.
Proof. By definition of f †, one has
∇µ,γf †=√µ
(
χ(z
√
µ|Dγ |)∂xf
γχ(z
√
µ|Dγ |)∂yf
χ′(z
√
µ|Dγ |)|Dγ |f
)
.
Replacing ∇µ,γf † in the integral to control by this expression, and
using the self-adjointness of Λ, one gets easily from Proposition 2.2
that ∫
S
∇µ,γf † · g . √µ√ν|PΛ−1f |2
∥∥Λg∥∥
2
;
recalling that ν = 11+√µ and γ ≤ 1, one can check that |PΛ−1f |2 .
|f |2, uniformly with respect to µ and γ, and the lemma follows. ⊓⊔
It is then a simple consequence of the lemma, (3.7) and Proposition
2.3 that(
u, [G[εζ], Λs]v) . √µ√ν|u|2(‖Λ[Λs, Q[σ]]∇µ,γv♭‖2
+ (1 + ‖∇µ,γσ‖L∞Ht0+1)‖Λ∇µ,γ
(
(Λsv)♭ − Λsv♭)‖2), (3.8)
which motivates the following lemma:
Lemma 3.2. One has
‖Λ∇µ,γ((Λsv)♭ − Λsv♭)‖2 ≤M [σ]‖Λ[Λs, Q[σ]]∇µ,γv♭‖2.
Proof. Just remark that w := (Λsv)♭ − Λsv♭ solves{∇µ,γ · (1 +Q[σ])∇µ,γw = ∇µ,γ · g,
w|z=0 = 0, ∂nw|z=−1 = −ez · g|z=−1,
with g = [Λs, Q[σ]]∇µ,γv♭, and use Proposition 2.4. ⊓⊔
With the help of the lemma, one deduces from (3.8) that(
u, [G[εζ], Λs]v) ≤ √µ√νM [σ]∥∥Λ[Λs, Q[σ]]∇µ,γv♭∥∥
2
|u|2,
and thus, owing to Corollary 2.1 and Proposition 2.3(
u, [G[εζ], Λs]v) ≤ √µ√νM [σ]|u|2
×(‖∇µ,γσ‖L∞Ht0+1‖Λs∇µ,γv♭‖2+〈‖∇µ,γσ‖L∞Hs+1‖Λt0∇µ,γv♭‖2〉s>t0),
and the result follows therefore from Corollary 2.2 and a duality ar-
gument. ⊓⊔
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The next proposition gives control of the commutator between the
Dirichlet-Neumann operator and a time derivative.
Proposition 3.6. Let t0 > 1, T > 0 and ζ, b ∈ C1([0, T ];Ht0+2(R2))
be such that (2.4) is satisfied (uniformly with respect to t), and let σ
be given by (2.5). Then, for all u ∈ C1([0, T ];H1/2(R2)) and t ∈ [0, T ],∣∣([∂t, 1
µν
G[εζ]]u(t), u(t))∣∣ ≤M [σ(t)] ‖∇µ,γ∂tσ‖∞,T |Pu(t)|22,
where M [σ(t)] is as in (2.9) while P is defined in (1.8).
Proof. First remark that
(u, [∂t,G[εζ]]u) = ∂t(u,G[εζ]u) − 2(u,G[εζ]∂tu),
so that using Green’s identity, one gets
(u, [∂t,G[εζ]]u) = ∂t
∫
S
(1 +Q[σ])∇µ,γu♭ · ∇µ,γu♭
−2
∫
S
(1 +Q[σ])∇µ,γ(∂tu)♭ · ∇µ,γu♭
=
∫
S
(∂tQ[σ])∇µ,γu♭ · ∇µ,γu♭
−2
∫
S
(1 +Q[σ])∇µ,γ((∂tu)♭ − ∂tu♭) · ∇µ,γu♭.
It follows directly that
(u, [∂t,G[εζ]]u) . ‖∂tQ[σ]‖∞‖∇µ,γu♭‖22
+ (1 + ‖Q[σ]‖∞)‖∇µ,γ
(
(∂tu)
♭ − ∂tu♭
)‖2∥∥∇µ,γu♭‖2.
Proceeding exactly as in the proof of Lemma 3.2, one gets
‖∇µ,γ((∂tu)♭ − ∂tu♭)‖2 . ‖∂tQ[σ]‖∞‖∇µ,γu♭‖2,
and the result follows therefore from Corollary 2.2 and Proposition
2.3. ⊓⊔
3.3. Other properties
Propositions 3.2 and 3.4 allow one to control (u,G[εζ]v) in general.
However, it is sometimes necessary to have more precise estimates,
when u and v have some special structure that can be exploited.
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Proposition 3.7. Let t0 > 1, s ≥ 0 and ζ, b ∈ Ht0+2 ∩Hs+2(R2) be
such that (2.4) is satisfied, and let σ be given by (2.5).
i. For all v ∈ Hs+1 ∩Ht0+2(R2)2 and u ∈ Hs+1/2(R2), one has(
[Λs,v] · ∇γu, 1
µν
G[εζ]([Λs,v] · ∇γu))1/2 ≤M [σ]
× (|v|Ht0+2∣∣Pu∣∣Hs + 〈|v|Hs+1∣∣Pu∣∣Ht0+1〉s>t0+1).
ii. For all v ∈ Ht0+1(R2)2 and u ∈ H1/2(R2), one has(
(v · ∇γu), 1
µν
G[εζ]u) ≤M [σ] |v|W 1,∞ |Pu|22.
Proof. In order to prove the first point of the proposition, define
U = [Λs,v] · ∇γu and recall that we saw in (3.3) that
(U,G[εζ]U) = ∥∥(1 +Q[σ])1/2∇µ,γU ♭∥∥2
2
.
Using Notation 2.2, we define U ♮ = [Λs,v] · ∇γu†; as in Remark 2.2
(with U ♮ instead of U †), one deduces
(U,G[εζ]U) ≤
∥∥(1 +Q[σ])1/2∇µ,γU ♮∥∥2
2
.
Since γ ≤ 1, one has ‖∇γU ♮‖2 . ‖ΛU ♮‖2 and one gets with Proposi-
tion 2.1,
‖∇γU ♮‖2 . |v|Ht0+1‖Λs∇γu†‖2 +
〈|v|Hs+1‖Λt0∇γu†‖2〉s>t0 ;
similarly, since ∂zU
♮ = [Λs,v] · ∇γ∂zu†, one gets
‖∂zU ♮‖2 . |v|Ht0+1‖Λs∂zu†‖2 +
〈|v|Hs‖Λt0+1∂zu†‖2〉s>t0+1,
so that, finally,
‖∇µ,γU ♮‖2 . |v|Ht0+2‖Λs∇µ,γu†‖2 +
〈|v|Hs+1‖Λt0+1∇µ,γu†‖2〉s>t0+1.
It follows therefore from Proposition 2.2 that
‖∇µ,γU ♮‖2 . √µ|v|Ht0+2
∣∣ |Dγ |
(1 +
√
µ|Dγ |)1/2u
∣∣
Hs
+
〈√
µ|v|Hs+1
∣∣ |Dγ |
(1 +
√
µ|Dγ |)1/2u
∣∣
Ht0+1
〉
s>t0+1
, (3.9)
and the result follows.
To establish the second point of the proposition, first remark that,
owing to Green’s identity,(
(v · ∇γu),G[εζ]u) = ∫
S
(1 +Q[σ])∇µ,γu♭ · ∇µ,γ(v · ∇γu♭), (3.10)
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so that,
(
(v · ∇γu),G[εζ]u) = ∫
S
(1 +Q[σ])∇µ,γu♭ · [∇µ,γ ,v · ∇γ ]u♭
+
∫
S
∇µ,γu♭ · [Q[σ], (v · ∇γ)]∇µ,γu♭
+
∫
S
∇µ,γu♭ · (v · ∇γ)(1 +Q[σ])∇µ,γu♭. (3.11)
Integrating by parts, one finds∫
S
∇µ,γu♭ · (v · ∇γ)(1 +Q[σ])∇µ,γu♭
= −
∫
S
(
(divγv) + v · ∇γ
)∇µ,γu♭ · (1 +Q[σ])∇µ,γu♭ (3.12)
= −
∫
S
(divγv)∇µ,γu♭ · (1 +Q[σ])∇µ,γu♭
−
∫
S
[v · ∇γ ,∇µ,γ ]u♭ · (1 +Q[σ])∇µ,γu♭
−
∫
S
∇µ,γ(v · ∇γu♭) · (1 +Q[σ])∇µ,γu♭. (3.13)
From (3.11), (3.12) and (3.13), one gets therefore
(
(v · ∇γu),G[εζ]u) = ∫
S
(1 +Q[σ])∇µ,γu♭ · [∇µ,γ ,v · ∇γ ]u♭
+
1
2
∫
S
∇µ,γu♭ · [Q[σ], (v · ∇γ)]∇µ,γu♭
− 1
2
∫
S
(divγv)∇µ,γu♭ · (1 +Q[σ])∇µ,γu♭.
Remarking that [∇µ,γ ,v · ∇γ ] =
(∇γv1√µ∂x +∇γv2γ√µ∂y
0
)
, one
deduces easily that(
(v · ∇γu),G[εζ]u) . |v|W 1,∞(1 + ‖Q[σ]‖W 1,∞)‖∇µ,γu♭‖22
and the results follows from Corollary 2.2. ⊓⊔
We finally state the following theorem, which gives an explicit
formula for the shape derivative of the Dirichlet-Neumann operator.
This theorem is a particular case of Theorem 3.20 of [29].
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Theorem 3.1. Let t0 > 1, s ≥ t0 and ζ, b ∈ Hs+3/2(R2) be such that
(2.4) is satisfied. For all ψ ∈ Hs+3/2(R2), the mapping
ζ 7→ G[εζ]ψ ∈ Hs+1/2(R2)
is well defined and differentiable in a neighborhood of ζ inHs+3/2(R2),
and
∀h ∈ Hs+3/2(R2), dζG[ε·]ψ · h = −εG[εζ](hZ)− εµ∇γ · (hv),
with Z := Z[εζ]ψ and v := ∇γψ − εZ∇γζ, and where
Z[εζ ] := 1
1 + ε2µ|∇γζ|2 (G[εζ ] + εµ∇
γζ · ∇γ).
Remark 3.4.We take this opportunity to correct a harmless mis-
print in the statement of Theorem 3.20 of [29]. It should read
daG(·, b)f · h = −G(a, b)(hZ)−
(∇X
0
)
·
[
hP
(
v
Z
)]
,
and P˜a should be replaced by P on the right hand side of the equation
in the statement of Lemma 3.24.
3.4. Asymptotic expansions
This subsection is devoted to the asymptotic expansion of the DN
operator G[εζ]ψ(= Gµ,γ [εζ, βb]ψ) in terms of one or several of the
parameters ε, µ, γ and β. We consider two cases which cover all the
physical regimes described in the introduction.
3.4.1. Expansions in shallow-water (µ ≪ 1) In shallow water, that
is when µ ≪ 1, the Laplace equation (2.3) –or its straightened ver-
sion (2.6)– reduces at first order to the ODE ∂2zΦ = 0. This fact
can be exploited to find an approximate solution Φapp of the Laplace
equation by a standard BKW expansion. This method has been used
in the long-waves regime in [5,32,9] (see also [39]) where the corre-
sponding expansions of the DN operator can be found. We prove here
that it can be used uniformly with respect to ε and β, which allows
one to consider at once the shallow-water/Green-Naghdi and Serre
scalings. The difference between both regimes is that ε = β = 1 in
the former (large amplitude for the surface and bottom variations),
while ε = β =
√
µ in the latter (medium amplitude variations for the
26 B. Alvarez-Samaniego, D. Lannes
surface and bottom variations).
Let us first define the first order linear operator T [h, b] as
T [h, b]V :=−1
3
∇(h3∇ · V )+1
2
[∇(h2∇b · V )−h2∇b∇ · V ]+h∇b∇b · V.
(3.14)
Proposition 3.8 (Shallow-water and Serre scalings). Let γ =
1, s ≥ t0 > 1, ∇ψ ∈ Hs+11/2(R2), b ∈ Hs+11/2(R2) and ζ ∈
Hs+9/2(R2) and assume that (2.4) is satisfied.
With h := 1 + εζ − βb, one then has∣∣G[εζ]ψ −∇ · (− µh∇ψ)∣∣
Hs
≤ µ2C0∣∣G[εζ]ψ −∇ · (− µh∇ψ + µ2T [h, βb]∇ψ)∣∣
Hs
≤ µ3C1,
with Cj = C(
1
h0
, |ζ|Hs+5/2+2j , |b|Hs+7/2+2j , |∇γψ|Hs+7/2+2j ) (j = 0, 1),
and uniformly with respect to ε, β ∈ [0, 1].
Proof. We look for an approximate solution φapp to the exact solution
φ of the potential equation (2.6) under the form
φapp(X, z) = ψ(X) + µφ1(X, z).
Plugging this ansatz into (2.6), and expanding the result into powers
of µ, one can cancel the leading term by a good choice of φ1, namely,
φ1(X, z) = −h
(
h(
z2
2
+ z)∆ψ − zβ∇b · ∇ψ).
One can then check that{∇X,z · P [σ]∇X,zφapp = µ2Rµ, in S,
φapp |z=0 = ψ, ∂nφapp |z=−1 = µ
2rµ,
with (Rµ, rµ) satisfying, uniformly with respect to µ ∈ (0, 1),
‖Λs+1/2Rµ‖2 + |rµ|Hs+1/2 ≤ C(|ζ|Hs+5/2 , |b|Hs+7/2 , |∇γψ|Hs+7/2).
(3.15)
Since G[εζ]ψ − ∂nφapp |z=0 = ∂n(φ − φapp)|z=0, the truncation error
can be estimated using the trace theorem and an elliptic estimate on
the BVP solved by φ− φapp; this is exactly what is done in Theorem
1.6 of [9] for instance, which gives here:
|G[εζ]ψ − ∂nφapp |z=0|Hs ≤ µ2Cs(‖Λs+1/2Rµ‖2 + |rµ|Hs+1/2),
with Cs = C(|ζ|Hs+5/2, |b|Hs+5/2). Together with (3.15), this gives the
result.
In order to prove the second estimate of the proposition, one must
look for a higher order approximate solution of (2.6), namely φapp =
ψ+µφ1+µ
2φ2. The computations can be performed by any software
of symbolic calculus and the estimates are exactly the same as above;
we thus omit this technical step ⊓⊔
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3.4.2. The case of small amplitude waves (ε ≪ 1) Expansions of
the Dirichlet-Neumann operator for small amplitude waves has been
developed in [17,16]. This method is very efficient to compute the
formal expansion, but instead of adapting it in the present case to
give uniform estimates on the truncation error, we rather propose a
very simple method based on Theorem 3.1.
Proposition 3.9. Let s ≥ t0 > 1, Pψ ∈ Hs+1/2(R2) and ζ ∈
Hs+3/2(R2) be such that (2.4) is satisfied for some h0 > 0. Then
one has∣∣G[εζ]ψ − [G[0]ψ − εG[0](ζ(G[0]ψ)) − εµ∇γ · (ζ∇γψ)]∣∣
Hs
≤ ( ε
ν
)2
√
µC
( 1
h0
, ε
√
µ, |ζ|Hs+3/2 , |Pψ|Hs+1/2
)
.
Proof. A second order Taylor expansion of G[εζ]ψ gives
G[εζ]ψ = G[0]ψ + d0G[ε·]ψ · ζ +
∫ 1
0
(1− z)d2zζG[ε·]ψ · (ζ, ζ)dz.
Using Theorem 3.1, one computes
d0G[ε·]ψ · ζ = −εG[0]
(
ζ(G[0]ψ)) − εµ∇γ · (ζ∇γψ),
while for all z ∈ [−1, 0], Proposition 3.3 controls d2zζG[ε·]ψ · (ζ, ζ) in
Hs by the r.h.s. of the estimate given in the statement. ⊓⊔
4. Linear analysis
The water-waves equations (1.4) can be written in condensed form
as
∂tU + LU + ε
ν
A[U ] = 0,
with U = (ζ, ψ)T , A[U ] = (A1[U ],A2[U ])T and where
L :=
(
0 − 1µνG[0]·
1 0
)
(4.1)
and
A1[U ] = − 1εµ(G[εζ]ψ − G[0]ψ),
A2[U ] = 1
2
|∇γψ|2 −
( 1√µG[εζ]ψ + ε
√
µ∇γζ · ∇γψ)2
2(1 + ε2µ|∇γζ|2) .
(4.2)
By definition, the linearized operator L(ζ,ψ) around some reference
state U = (ζ, ψ)T is given by
L(ζ,ψ) = ∂t + L+
ε
ν
dUA;
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assuming that U is such that the assumptions of Theorem 3.1 are
satisfied, one computes that L(ζ,ψ) is equal to
∂t +
(
ε
µνG[εζ](Z·) + εν∇γ · (·v) − 1µνG[εζ ]·
ε2
µνZG[εζ ](Z·) + (1 + ε
2
ν Z∇γ · v) ενv · ∇γ · − εµνZG[εζ ]·
)
,
(4.3)
where v and Z are as in the statement of Theorem 3.1.
This section is devoted to the proof of energy estimates for the
associated initial value problem,{
L(ζ,ψ)U =
ε
νG
U|t=0 = U
0.
(4.4)
Defining
a = 1 +
ε
ν
b, and b = εv · ∇γZ + ν∂tZ, (4.5)
we first introduce the notion of admissible reference state:
Definition 4.1. Let t0 > 1, T > 0 and b ∈ Ht0+2(R2). We say that
U = (ζ, ψ) is admissible on [0, νTε ] if
– The surface and bottom parameterizations ζ and b satisfy (2.4)
for some h0 > 0, uniformly on [0,
νT
ε ];
– There exists c0 > 0 such that a ≥ c0, uniformly on [0, νTε ].
We also need to define some functional spaces and notations linked
to the energy (1.6) mentioned in the introduction.
Definition 4.2. For all s ∈ R and T > 0,
i. We denote by Xs the vector space Hs(R2)×Hs+1/2(R2) endowed
with the norm
∀U = (ζ, ψ)T ∈ Xs, |U |Xs := |ζ|Hs + ε
ν
|ψ|Hs + |Pψ|Hs ,
while XsT stands for C([0,
νT
ε ];X
s) endowed with its canonical norm.
ii. We define the space X˜s as
X˜s := {U = (ζ, ψ)T , ζ ∈ Hs(R2),∇ψ ∈ Hs−1/2(R2)2},
and endow it with the semi-norm |U | eXs := |ζ|Hs + |Pψ|Hs .
iii. We define the semi-normed space (Y sT , | · |Y sT ) as
Y sT :=
2⋂
k=0
Ck([0,
νT
ε
]; X˜s−
3
2
k) and |U |Y sT =
2∑
k=0
sup
[0, νT
ε
]
|∂kt U | eXs− 32 k .
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iv. For all (G,U0) ∈ XsT ×Xs, we define
Is(t, U0, G) := |U0|Xs + ε
ν
∫ t
0
sup
0≤t′′≤t′
|G(t′′)|Xsdt′.
We can now state the energy estimate associated to (4.4), and whose
proof is given in the next two subsections.
Proposition 4.1. Let s ≥ t0 > 1, T > 0, b ∈ Hs+9/2(R2), and
U = (ζ, ψ) ∈ Y s+9/2T be admissible on [0, νTε ] for some h0 > 0 and
c0 > 0. Let also (G,U
0) ∈ Xs+2T ×Xs+2.
There exists a unique solution U ∈ XsT to (4.4); moreover, for all
0 ≤ t ≤ νTε , one has
|U(t)|Xs ≤ C
(Is+2(t, U0, G) + |U |
Y
s+9/2
T
It0+2(t, U0, G)),
where C = C
(
T, 1h0 ,
1
c0
, εν ,
β
ε , |b|Hs+9/2 , |U |Y t0+9/2T
)
.
4.1. Energy estimates for the trigonalized linearized operator
As shown in [29], the operator L(ζ,ψ) is non-strictly hyperbolic, in
the sense that its principal symbol has a double purely imaginary
eigenvalue, with a nontrivial Jordan block. It was shown in Prop.
4.2 of [29] that a simple change of basis can be used to put the
principal symbol of L(ζ,ψ) under a canonical trigonal form. This result
is generalized to the present case. More precisely, with a as defined
in (4.5) and defining the operator M(ζ,ψ) = ∂t +M(ζ,ψ) with
M(ζ,ψ) =
(
ε
ν∇γ · (·v) − 1µνG[εζ ]·
a ενv · ∇γ ·
)
, (4.6)
one reduces the study of (4.4) to the study of the initial value problem{
M(ζ,ψ)V =
ε
νH
V|t=0 = V
0,
(4.7)
as shown in the following proposition (whose proof relies on simple
computations and is omitted).
Proposition 4.2. The following two assertions are equivalent:
– The pair U = (ζ, ψ)T solves (4.4);
– The pair V = (ζ, ψ − εZζ)T solves (4.7), with H = (G1, G2 −
εZG1)
T and V 0 = (ζ0, ψ0 − εZ |t=0ζ0)T .
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In view of this proposition, it is a key step to understand (4.7),
and the rest of this subsection is thus devoted to the proof of energy
estimates for this initial value problem.
First remark that a symmetrizer for M(ζ,ψ) is given by
S =
(
a 0
0 ε
2
ν2
+ 1µνG[εζ ]·
)
, (4.8)
so that (provided that a is nonnegative), a natural energy for the IVP
(4.7) is given by
Es(V )2 = (ΛsV, SΛsV )
= |√aΛsV1|22 +
ε2
ν2
|V2|2Hs + (ΛsV2,
1
µν
G[εζ ]ΛsV2). (4.9)
Remark 4.1. The introduction of the term ε2/ν2 in (4.8) –and thus
of ε2/ν2|V2|2Hs in (4.9)– is not necessary to the energy estimate below.
But this constant term plays a crucial role in the iterative scheme used
to solve the nonlinear problem because it controls the low frequencies.
It also turns out that the order O(ε2/ν2) of this constant term is the
only one which allows uniform estimates.
We can now give the energy estimate associated to (4.7); in the
statement below, we use the notation
Is(t, V 0,H) := Es(V 0) +
ε
ν
∫ t
0
sup
0≤t′′≤t′
Es(H(t′′))dt′,
while s ∨ t0 := max{s, t0} and C is as defined in Proposition 4.1.
Proposition 4.3. Let s ≥ 0, t0 > 1, T > 0, b ∈ Hs∨t0+9/2(R2), and
U = (ζ, ψ) ∈ Y s∨t0+9/2T be admissible on [0, νTε ] for some h0 > 0 and
c0 > 0.
Then, for all (H,V 0) ∈ XsT × Xs, there exists a unique solution
V ∈ XsT to (4.7) and for all 0 ≤ t ≤ νTε ,
Es(V (t)) ≤ C(Is(t, V 0,H) + 〈|U |
Y
s+7/2
T
It0+1(t, V 0,H)
〉
s>t0+1
)
.
Proof. Throughout this proof, C0 denotes a nondecreasing function
of 1c0 ,
ε
ν , M [σ], |v|Ht0+2, |b|Ht0+2 , and |∂tb|∞ which may vary from
one line to another, and σ is given by (2.5) with ζ = ζ.
Existence of a solution to the IVP (4.7) is achieved by classical means,
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and we thus focus our attention on the proof of the energy estimate.
For any given κ ∈ R, we compute
e
εκ
ν
t d
dt
(e−
εκ
ν
tEs(V )2) = −εκ
ν
Es(V )2 + 2
ε
ν
(ΛsH,SΛsV )
−2(ΛsM(ζ,ψ)V, SΛsV ) + (ΛsV, [∂t, S]ΛsV ). (4.10)
We now turn to bound from above the different components of the
r.h.s. of (4.10).
• Estimate of (ΛsH,SΛsV ). We can rewrite this term as
(
√
aΛsH1,
√
aΛsV1) + (
ε
ν
ΛsH2,
ε
ν
ΛsV2) + (Λ
sH2,
1
µν
G[εζ ]ΛsV2),
so that Cauchy-Schwartz inequality and Proposition 3.2 yield
(ΛsH,SΛsV ) ≤ Es(H)Es(V ). (4.11)
• Estimate of (ΛsM(ζ,ψ)V, SΛsV ). One computes
(ΛsM(ζ,ψ)V, SΛ
sV ) =
(
Λs(
ε
ν
divγ(vV1)− 1
µν
G[εζ ]V2), aΛsV1
)
+
(
Λs(aV1 +
ε
ν
v · ∇γV2), ( ε
2
ν2
+
1
µν
G[εζ])ΛsV2
)
,
so that one can write
(ΛsM(ζ,ψ)V, SΛ
sV ) = A1 +A2 +A3 +A4 +A5,
with
A1 =
ε
ν
(
Λsdivγ(vV1), aΛ
sV1
)
,
A2 =
ε
ν
(
Λs(v · ∇γV2), ε
2
ν2
ΛsV2
)
,
A3 =
ε
ν
(
Λs(v · ∇γV2), 1
µν
G[εζ ]ΛsV2
)
,
A4 =
(
Λs(aV1),
1
µν
G[εζ]ΛsV2
)− (aΛsV1, Λs( 1
µν
G[εζ ]V2)
)
,
A5 =
(
Λs(aV1),
ε2
ν2
ΛsV2).
We now turn to prove the following estimates:
Aj ≤ ε
ν
C0E
s(V )
((
1 +
ν
ε
‖∇µ,γσ‖L∞Ht0+2
)
Es(V )
+
〈(|v|Hs+1 + |b|Hs+1 + νε‖∇µ,γσ‖L∞Hs+1)Et0+1(V )〉s>t0+1),(4.12)
for j = 1, . . . , 5.
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– Control of A1 and A2. Integrating by parts, one obtains
ν
ε
A1 =
(
[Λs,divγ(v·)]V1, aΛsV1
)− 1
2
(
ΛsV1, (v · ∇γa)ΛsV1
)
+
1
2
(
aΛsV1, (divγv)Λ
sV1
)
and
ν
ε
A2 =
(
[Λs,v]∇γV2, ε
2
ν2
ΛsV2
)− ε2
2ν2
(
ΛsV2, (divγv)Λ
sV2
)
.
Recalling that a = 1 + εν b, one can then deduce easily (with the
help of Proposition 2.1 and Corollary 2.1 to control the commu-
tators in the above expressions) that (4.12) holds for j = 1, 2.
– Control of A3. First write A3 = A31 +A32 with
A31 =
ε
ν
( 1
µν
G[εζ]ΛsV2, [Λs,v] · ∇γV2
)
A32 =
ε
ν
(
v · ∇γΛsV2, 1
µν
G[εζ ]ΛsV2
)
.
Thanks to Proposition 3.2, one gets
A31 ≤ ε
ν
( 1
µν
G[εζ ][Λs,v] · ∇γV2, [Λs,v] · ∇γV2
)1/2
Es(V ),
and Propositions 3.7.i and 3.4 can then be used to show that A31
is bounded from above by the r.h.s. of (4.12). This is also the case
of A32, as a direct consequence of Propositions 3.7.ii and 3.4. It
follows that (4.12) holds for j = 3.
– Control of A4. One computes, remarking that [Λ
s, a] = εν [Λ
s, b],
A4 =
(
aΛsV1, [
1
µν
G[εζ ], Λs]V2
)
+
ε
ν
(
[Λs, b]V1,
1
µν
G[εζ ]ΛsV2
)
:= A41 +A42.
Using successively Cauchy-Schwartz inequality, Proposition 3.5,
and Proposition 3.4, one obtains directly that A41 is bounded
from above by the r.h.s. of (4.12). In order to control A42, first
remark that using Propositions 3.2 and 3.4, one gets
ν
ε
A42 ≤
(
[Λs, b]V1,
1
µν
G[εζ][Λs, b]V1
)1/2
Es(V )
≤M [σ]∣∣P[Λs, b]V1∣∣2Es(V ).
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Recalling that ν = 11+√µ one can check that for all ξ ∈ R2,
ν−1/2|ξγ |
(1+
√
µ|ξγ |)1/2 . 〈ξ〉, uniformly with respect to µ and γ, so that
one deduces
ν
ε
A42 ≤M [σ]
∣∣[Λs, b]V1∣∣H1Es(V ).
Remarking that owing to Proposition 2.1, one has∣∣[Λs, b]V1|H1 ≤ |b|Ht0+1|V1|Hs + 〈|b|Hs+1 |V1|Ht0〉s>t0
≤ 1√
c0
(|b|Ht0+2Es(V ) + 〈|b|Hs+1Et0+1(V )〉s>t0+1),
and A42 is thus bounded from above by the r.h.s. of (4.12). This
shows that (4.12) also holds for j = 4.
– Control of A5. First remark that
A5 = (Λ
sV1,
ε2
ν2
ΛsV2) +
ε
ν
(Λs(bV1),
ε2
ν2
ΛsV2),
so that Cauchy-Schwartz inequality and the tame product esti-
mate (2.1) yield
A5 ≤ ε
ν
(
(1 + | ε
ν
b|Ht0 )|V1|Hs +
〈| ε
ν
b|Hs |V1|Ht0
〉
s>t0
) ε
ν
|V2|Hs
≤ ε
ν
1√
c0
(
(1 + | ε
ν
b|Ht0+1)Es(V ) +
〈| ε
ν
b|HsEt0+1(V )
〉
s>t0+1
)
Es(V ),
and (4.12) thus holds for j = 5.
From (4.12), we obtain directly
(ΛsM(ζ,ψ)V, SΛ
sV ) ≤ ε
ν
C0E
s(V )
((
1 +
ν
ε
‖∇µ,γσ‖L∞Ht0+2
)
Es(V )
+
〈(|v|Hs+1 + |b|Hs+1 + νε ‖∇µ,γσ‖L∞Hs+1)Et0+1(V )〉s>t0+1).
(4.13)
• Estimate of (ΛsV, [∂t, S]ΛsV ). One has
(ΛsV, [∂t, S]Λ
sV ) =
ε
ν
(ΛsV1, ∂tbΛ
sV1) + (Λ
sV2, [∂t,
1
µν
G[εζ ]]ΛsV2),
so that, using Proposition 3.6 to control the second component of the
r.h.s., one gets easily
(ΛsV, [∂t, S]Λ
sV ) ≤ ε
ν
C0(1 +
ν
ε
‖∇µ,γ∂tσ‖∞)Es(V )2. (4.14)
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According to (4.10), (4.11), (4.13) and (4.14), we have
e
εκ
ν
t d
dt
(e−
εκ
ν
tEs(V )2) ≤ ε
ν
Es(V )
(
2Es(H)+C0
〈
DsE
t0+1(V )
〉
s>t0+1
)
,
(4.15)
with Ds :=
(|v|Hs+1 + νε‖∇µ,γσ‖L∞Hs+1 + |b|Hs+1), provided that κ
is large enough, how large depending only on
sup
t∈[0, νT
ε
]
[
C0(t)
(
1 +
ν
ε
‖∇µ,γσ(t)‖L∞Ht0+2 +
ν
ε
‖∇µ,γ∂tσ(t)‖∞
)]
.
It follows from (4.15) that,
Es(V (t)) ≤ e εκν tEs(V 0) + ε
ν
∫ t
0
e
εκ
ν
(t−t′)Es(H(t′))dt′
+
〈 ε
ν
C0( sup
[0,νT/ε]
Ds)
∫ t
0
e
εκ
ν
(t−t′)Et0+1(V (t′))dt′
〉
s>t0+1
;
(4.16)
using (4.16) with s = t0 + 1 gives
Et0+1(V (t)) ≤ e εκν tEt0+1(V 0) + ε
ν
te
εκ
ν
t sup
0≤t′≤t
Et0+1(H(t′)),
and plugging this expression back into (4.16) gives therefore
Es(V (t)) ≤ C1
(
Is(t, V 0,H) +
〈
( sup
t∈[0,νT/ε]
Ds)I
t0+1(t, V 0,H)
〉
s>t0+1
)
,
where C1 is a nondecreasing function of T,
1
c0
, 1h0 ,
ε
ν and of the supre-
mum on the time interval [0, νTε ] of
ν
ε‖∇µ,γσ‖L∞Ht0+2, νε‖∇µ,γ∂tσ‖∞,|v|Ht0+2, |b|Ht0+2 and |∂tb|L∞ . The proposition follows therefore from
the following lemma:
Lemma 4.1.With C and | · |Y sT as defined in the statement of Propo-
sition 4.1 and Definition 4.2, one has,
∀s ≥ t0 + 1, sup
t∈[0,νT/ε]
Ds(t) ≤ C|U |Y s+7/2T and C1 ≤ C.
Proof. Remark first that, as a consequence of Proposition 3.3, one
has for all r ≥ t0 + 1,∣∣ 1√
µ
G[εζ]ψ∣∣
Hr
≤ C( 1
h0
,
1
c0
,
ε
ν
,
β
ε
, |U | eXt0+2, |b|Hr+3/2
)|U | eXr+3/2;
(4.17)
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since |ξγ | ≤ ν−1/2|ξγ |(1+|ξ|)1/2
(1+
√
µ|ξγ |)1/2 , uniformly with respect to γ ∈ (0, 1] and
µ > 0, one also has
|∇γψ|Hr ≤ |Pψ|Hr+1/2 ≤ |U | eXr+1/2. (4.18)
It follows from the explicit expression of Z given in Theorem 3.1 that
εZ is a smooth function of ε
√
µ ≤ ε/ν, ∇γζ, ∇γψ and 1√µG[εζ ]ψ.
Moser’s type estimates then imply that for all r ≥ t0 + 1, |εZ|Hr –
and hence |v|Hs+1 – is bounded from above by C|U |Y s+7/2T . This is
also the case of the second component of Ds, as a direct consequence
of (2.5), and because ν
√
µ ≤ 1.
To control the third component of Ds, namely, sup[0, νT
ε
] |b|Hs+1 (with
b given by (4.5)), we need to bound |ν∂tZ|Hs+1 from above. Using
Theorem 3.1 to compute explicitly ∂tZ, one finds
ν∂tZ =
√
µν
1 + ε2µ|∇γζ|2
( 1√
µ
G[εζ ]∂tψ + ε√µ∇γζ · ∇γ∂tψ
−ε√µ∇γ∂tζ · (εZ)∇γζ − ε√µ∂tζdivγv − 1√
µ
G[εζ](∂tζ(εZ))),
which is a smooth function of ε
√
µ ≤ ε/ν, ∇γζ, ∂tζ, ∇γ∂tζ, ∇γ∂tψ,
εZ, 1√µG[εζ ]∂tψ and 1√µG[εζ ]
(
∂tζ(εZ)
)
. The sought after estimate on
|b|Hs+1 thus follows from Moser’s type estimates (note that Remark
3.2 is used to control 1√µG[εζ]
(
∂tζ(εZ)
)
in terms of Sobolev norms of
∂tζ and εZ).
The estimate on C1 is obtained exactly in the same way and we omit
the proof. ⊓⊔
⊓⊔
4.2. Proof of Proposition 4.1
Deducing Proposition 4.1 from Proposition 4.3 is only a technical
step, essentially based on the equivalence of the norms Es and | · |Xs
stemming from Proposition 3.4. We only give the main steps of the
proof.
Step 1. Since U = (V1, V2 + εZV1), one can expand |U |Xs in terms
of V1 and V2 and control the different components using the norm E
s
to obtain:
|U |Xs ≤ C ×
(
Es+1(V ) + 〈|U | eXs+5/2Et0+1(V )〉s>t0
)
. (4.19)
Step 2. Using Proposition 4.3 to control Es+1(V ) and Et0+1(V ) in
terms of V 0 = (U01 , U
0
2 − εZ|t=0U01 ) and H = (G1, G2 − εZG1) in
(4.19), one gets
|U(t)|Xs ≤ C
(Is+1(t, V 0,H) + 〈|U |
Y
s+9/2
T
(It0+1(t, V 0,H))〉s>t0
)
.
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Step 3. Replacing H by (G1, G2 − εZG1) and V 0 by (U10 , U02 −
εζ|t=0U01 ) one obtains the following control on Ir+1(t, V 0,H) (r =
s, t0):
Ir+1(t, V 0,H) ≤ C(Ir+2(t, U0, G) + 〈|U | eXr+7/2It0+2(t, U0, G)〉r>t0).
Step 4. The proposition follows from Steps 2 and 3.
5. Main results
5.1. Large time existence for the water-waves equations
In this section we prove the main result of this paper, which proves
the well-posedness of the water-waves equations over large times and
provides a uniform energy control which will allow us to justify all
the asymptotic regimes evoked in the introduction. Recall first that
the semi-normed spaces (X˜s, | · | eXs) have been defined in Definition
4.2 as
X˜s := {(ζ, ψ), ζ ∈ Hs(R2),∇ψ ∈ Hs−1/2(R2)2},
and |(ζ, ψ)| eXs := |ζ|Hs + |Pψ|Hs , and define also the mapping a by
a(ζ, ψ) :=
ε2
ν
(∇γψ − εZ[εζ]∇γζ) · ∇γZ[εζ]ψ
− εZ[εζ](ζ +A2[(ζ, ψ)]) + εdζZ[ε·]ψ · G[εζ]ψ + 1,
where Z[εζ] is as defined in Theorem 3.1 and A2 is defined in (4.2),
and where ν = (1+
√
µ)−1. The only condition we impose on the pa-
rameters is that the steepness ε
√
µ and the ratio β/ε remain bounded.
More precisely, (ε, µ, γ, β) ∈ PM (M > 0) with
PM={(ε, µ, γ, β)∈(0, 1]×(0,∞)×(0, 1]×[0, 1], ε√µ≤M and β
ε
≤M}.
We can now state the theorem:
Theorem 5.1. Let t0 > 1, M > 0 and P ⊂ PM .
There exists P > D > 0 such that for all s ≥ s0, b ∈ Hs+P (R2), and
all family (ζ0p , ψ
0
p)p∈P bounded in X˜s+P satisfying
inf
Rs
1 + εζ0p − βb > 0 and inf
R2
a(ζ0p , ψ
0
p) > 0
(uniformly with respect to p = (ε, µ, γ, β) ∈ P), there exist T > 0
and a unique family (ζp, ψp)p∈P bounded in C([0, νTε ]; X˜
s+D) solving
(1.4) with initial condition (ζ0p , ψ
0
p)p∈P .
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Remark 5.1. The time interval of the solution varies with p ∈ P
(through ε and ν); when we say that (ζp, ψp)p∈P is bounded in
C([0, νTε ]; X˜
s+D), we mean that there exists C such that
∀p ∈ P, ∀t ∈ [0, νT
ε
], |ζp(t)|Hs+D + |Pψp(t)|Hs+D ≤ C.
Remark 5.2. For the shallow water regime for instance, one has ε =
β = γ = 1 and µ is small (say, µ < 1); thus, we can take P =
{1} × (0, 1) × {1} × {1}; for the KP regime (with flat bottom), one
takes P = {(ε, ε,√ε), ε ∈ (0, 1)} × {0}, etc.
Remark 5.3. The condition infR2 a(ζ
0
p , ψ
0
p) > 0 is the classical Tay-
lor sign condition proper to the water-wave equations ([48,49,29,34,
35,3,12,45], among others). It is obviously true for small data and
we give in Proposition 5.1 some simple sufficient conditions on the
initial data and the bottom parameterization b which ensure that it
is satisfied.
Remark 5.4. One also has the following stability property (see Corol-
lary 1 in [2]): let T > 0 and (Uappp )p∈P = (ζ
app
p , ψ
app
p )p∈P , bounded in
Y s+PT (see Definition 4.2), be an approximate solution of (1.4) in the
sense that
∂tU
app
p +LUappp +
ε
ν
A[Uappp ] =
ε
ν
δpRp, U
app
p |t=0 = (ζ
0
p , ψ
0
p)+ δprp,
with (Rp, rp)p bounded in C([0,
νT
ε ];X
s+P )∩C1([0, νTε ];Xs+P−5/2)×
Xs+P (and δp ≥ 0). If moreover the Uappp are admissible, then one
has
∀t ∈ [0, ν
ε
inf{T, T}], |Up(t)− Uappp (t)| eXs+D ≤ Cst δp,
where Up ∈ C([0, νTε ]; X˜s+D) is the solution furnished by the theorem.
For δp small enough, one can take T = T .
Remark 5.5. The numbers P andD could be explicited in the above
theorem (as in Theorem 1 of [2] for instance), but since the focus
here is not on the regularity of the solutions, we chose to alleviate
the proof as much as possible. For the same reason, we use a Nash-
Moser iterative scheme which allows us to deal with all the different
regimes at once, though it is possible in some cases to push further
the analysis of the linearized operator and use a standard iterative
scheme (as shown in [24] for the shallow-water regime).
Proof. Let us denote in this proof ǫ = ε/ν and omit the index p for
the sake of clarity. Rescaling the time by t t/ǫ and using the same
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notations as in (4.1) and (4.2), the theorem reduces to proving the
well-posedness of the IVP{
∂tU +
1
ǫLU +A[U ] = 0,
U |t=0 = U0,
on a time interval [0, T ], with T > 0 independent of all the parameters.
Define first the evolution operator Sε(·) associated to the linear part
of the above IVP. The following lemma shows that the definition
Sǫ(t)U0 := U(t), with ∂tU +
1
ǫ
LU = 0 and U|t=0 = U0
(5.1)
makes sense for all data U0 ∈ X˜s.
Lemma 5.1. For all U0 ∈ X˜s, Sǫ(·)U0 is well defined in C([0, T ]; X˜s)
by (5.1). Moreover, for all 0 ≤ t ≤ T ,
|Sǫ(t)U0| eXs ≤ C(T,
1
h0
, |b|Hs+7/2 ,
β
ε
,
ε
ν
)|U0| eXs .
Proof. Proceeding as in the proof of Proposition 4.1 (in the very
simple case U = (0, 0)T ), one checks that Sǫ(t)U0 makes sense and
that the estimate of the lemma holds if U0 ∈ Xs.
Now, let us extend this result to data U0 ∈ X˜s. Let ι be a smooth
function vanishing in a neighborhood of the origin and being constant
equal to one outside the unit disc, and define, for all δ > 0, ιδ =
ι(|D|/δ). The couple U0,δ := (ζ0, ιδψ0)T = (ζ0, ψ0,δ)T then belongs
to Xs and U δ(t) := Sǫ(t)U0,δ = (ζδ(t), ψδ(t))T is well defined in Xs.
Since
|U δ(t)− U δ′(t)| eXs ≤ C(T,
1
h0
, |b|Hs+7/2 ,
β
ε
,
ε
ν
)|U0,δ − U0,δ′ | eXs ,
it follows by dominated convergence that (ζδ)δ→0 and (Pψδ)δ→0 are
Cauchy sequences in C([0, T ];Hs(R2)). Therefore, (ζδ) → ζ and
(Pψδ) → ω in C([0, T ];Hs(R2)), as δ goes to 0. Defining ψ(t) =
ψ0 − 1ǫ
∫ t
0 ζ(t
′)dt′ and using ψδ(t) = ψ0,δ − 1ǫ
∫ t
0 ζ
δ(t′)dt′, one deduces
ω = Pψ, from which one infers that ∇ψ ∈ C([0, T ];Hs−1/2(R2)2).
From the convergence Pψδ → ω = Pψ in Hs(R2) and Proposition 3.3
one deduces also that G[0]ψδ → G[0]ψ in Hs−1/2(R2). One can thus
take the limit as δ → 0 in the relation ∂tζδ(t) − 1ǫ 1µνG[0]ψδ(t) = 0,
thus proving that (ζ, ψ) ∈ X˜s solves the IVP (5.1). Since the solution
to this IVP is obviously unique, this shows that Sε(·)U0 makes sense
in X˜s when U0 ∈ X˜s.
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The last assertion of the lemma follows by taking the limit when
δ → 0 in the following expression
|Sǫ(t)U0,δ | eXs ≤ C(T,
1
h0
, |b|Hs+7/2 ,
β
ε
,
ε
ν
)|U0,δ| eXs .
⊓⊔
We now look for the exact solution under the form U = Sε(t)U0+V ,
which is equivalent to solving{
∂tV +
1
ǫLV + F [t, V ] = h
V |t=0 = (0, 0)T , (5.2)
with F [t, V ] := A[Sǫ(t)U0 + V ]−A[Sε(t)U0] and h := −A[Sε(t)U0].
We can now state two important properties satisfied by L and F
(in the statement below, the notation F (i)(j) means that F has been
differentiated i times with respect to time and j with respect to its
second argument).
Lemma 5.2. Let T > 0, p = 1 and m = 5/2. Then:
i. For all s ≥ t0, the mapping L : Xs+m → Xs is well defined and
continuous; moreover, the family of evolution operators (Sε(·))0<ǫ<ǫ0
is uniformly bounded in C([−T, T ];Lin(Xs+m,Xs)).
ii. For all 0 ≤ i ≤ p and 0 ≤ i + j ≤ p + 2, and for all s ≥ t0 + im,
one has
sup
t∈[0,T ]
|ǫiF (i)
(j)
[t, U ](V1, . . . , Vj)|s−im ≤ C(s, T, |U |t0+(i+1)m)
×( j∑
k=1
|Vk|s+m
∏
l 6=k
|Vl|t0+(i+1)m + |U |s+m
j∏
k=1
|Vk|t0+(i+1)m
)
,
for all U ∈ Hs+m(R2) and (V1, . . . , Vj) ∈ Hs+m(R2)j .
Proof. i. The property on Sǫ(·) follows from Proposition 4.3 with
U = (0, 0) (recall that we rescaled the time variable). In order to
prove the continuity of L, let us write, for all W = (ζ, ψ)T ,
|LW |Xs ≤ | 1
µν
G[0]ψ|Hs + ε
ν
|ζ|Hs + |Pζ|Hs
≤ | 1
µν
G[0]ψ|Hs + C(ǫ)|ζ|Hs+1.
One therefore deduces the continuity property on L from the following
inequality:∣∣ 1
µν
G[0]ψ∣∣
Hs
≤ C( 1
h0
, ε
√
µ,
β
ε
, |b|Hs+2)|Pψ|Hs+1 ;
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for µ ≥ 1, one has the uniform bound 1µν . 1/
√
µ, and the inequality
is a direct consequence of Proposition 3.3; for µ ≤ 1, one has ν ∼ 1
and we rather use Remark 3.3.
ii. Since by definition F [t, U ] = A[Sε(t)U0 + U ] − A(Sε(t)U0), it
follows from the first point that it suffices to prove the estimates in
the case i = 0 and with F replaced by A. Recall that A is explicitly
given by (4.2) and remark that
A1[U ] = − 1
εµ
∫ 1
0
dzζG[ε·]ψ · ζdz,
=
∫ 1
0
1√
µ
G[εzζ](ζ 1√
µ
Z) + z∇γ · (ζv)dz,
where Z and v are as in Theorem 3.1 (with ζ = ζ and ψ = ψ).
The estimates on A are therefore a direct consequence of Proposition
3.3. ⊓⊔
The well-posedness of (5.2) is deduced from the general Nash-Moser
theorem for singular evolution equations of [2] (Theorem 1’), pro-
vided that the three assumptions (Assumptions 1’,2’ and 3’ in [2]) it
requires are satisfied. The first two, which concern the linear oper-
ator L and the nonlinearity F [t, ·], are exactly the results stated in
Lemma 5.2. The third assumption concerns the linearized operator
around V associated to (5.2); after remarking that
∂t +
1
ε
L+ dV F [t, ·] = L(ζ,ψ),
with U = (ζ, ψ)T = Sǫ(t)U0 + V , one can check that this last as-
sumption is exactly the result stated in Proposition 4.1, provided that
the following quantity (which is the first iterate of the Nash-Moser
scheme, see Remark 3.2.2 of [2])
U0 := t 7→ Sǫ(t)U0 +
∫ t
0
Sǫ(t− t′)F [t′, U0]dt′ (5.3)
is an admissible reference state in the sense of Definition 4.1 on the
time interval [0, T ] (recall that we rescaled the time variable). Taking
a smaller T if necessary, it is sufficient to check the admissibility
at t = 0, which is equivalent to the two assumptions made in the
statement of the theorem (after remarking that a(ζ0, ψ0) = a(t = 0),
with a as defined in (4.5) and U = U0). The proof is thus complete.
⊓⊔
We end this section with a proposition showing that the Taylor
sign condition
inf
R2
a(ζ0p , ψ
0
p)p∈P > 0, uniformly with respect to p ∈ P (5.4)
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can be replaced in Theorem 5.1 by a much simpler condition. We
need to introduce first the “anisotropic Hessian” Hγb associated to
the bottom parameterization b,
Hγb :=
(
∂2xb γ
2∂2xyb
γ2∂2xyb γ
4∂2yb
)
and the initial velocity potential Φ0p given by the BVP{
µ∂2xΦ
0
p + γ
2µ∂2yΦ
0
p + ∂
2
zΦ
0
p = 0, −1 + βb ≤ z ≤ εζ0p ,
Φ0p |z=εζ0p
= ψ0p, ∂nΦ
0
p |z=−1+βb = 0.
(5.5)
Proposition 5.1. Let t0 > 1, M > 0 and P ⊂ PM ; let also b ∈
Ht0+2(R2), (ζ0p , ψ
0
p)p∈P be bounded in X˜t0+1 and (Φ0p)p∈P solve the
BVPs (5.5). Then,
i. There exists ǫ0 > 0 such that (5.4) is satisfied if one replaces P by
Pε0 := {p = (ε, µ, γ, β) ∈ P, εν−1 ≤ ǫ0};
ii. If there exist µ1 > 0 and γ ∈ C((0, 1] × (0, µ1]) such that for all
p = (ε, µ, γ, β) ∈ P one has µ ≤ µ1 and γ = γ(ε, µ), and if
−ε2βµHγb (∇Φ0p |z=−1+βb) ≤ 1, for all p ∈ P,
then the Taylor sign condition (5.4) is satisfied.
Remark 5.6. The first point of the proposition is used to check the
Taylor condition in deep water regime; in this latter case, one has
indeed ε/ν ∼ ε√µ which is the steepness of the wave, the small
parameter with respect to which asymptotic models are derived.
The second point of the proposition is essential in the shallow-water
regime (since ε/ν does not go to zero as µ → 0). It is important
to notice that it implies that the Taylor condition is automatically
satisfied for flat bottoms.
Remark 5.7. S. Wu proved in [48,49] that the Taylor sign condition
(5.4) is automatically satisfied in infinite depth; this result was ex-
tended in [29] to finite depth with flat bottoms. The result needed
here is stronger, since we want (5.4) to be satisfied uniformly with
respect to the parameters. In the 1DH-case, for flat bottoms, and
in the particular case of the shallow-water regime, such a result was
established in [33].
Proof. As in the proof of Theorem 5.1, we omit the index p to alleviate
the notations.
i. As seen in the proof of Theorem 5.1, one has a(ζ0, ψ0) = a(t = 0),
where a is as defined in (4.5) (with U = U0 and U0 given by (5.3)).
Thus, a(ζ0, ψ0) = 1 + εν b and |a|L∞ ≥ 1 − ǫ0|b|L∞ . It follows from
42 B. Alvarez-Samaniego, D. Lannes
Lemma 4.1 that for the range of parameters considered here, |b|L∞
is uniformly bounded on [0, T ], so that the result follows when ǫ0 is
small enough.
ii. Step 1: There exists µ0 > 0 such that (5.4) is satisfied for all
p = (ε, µ, γ, β) ∈ P such that µ ≤ µ0. It is indeed a consequence of
Remark 3.3 that |b|L∞ = O(√µ) as µ → 0; since moreover ǫ = εν
remains bounded, one can conclude as in the first step.
Step 2. The case µ ≥ µ0. For all time t, let Φ(t) denote the solution
of the BVP (5.5), with the Dirichlet condition at the surface replaced
by Φ0 |z=εζ0 = ψ0(t), where U0(t) = (ζ0(t), ψ0(t)) is given by (5.3).
Let us also define the “pressure” P as
−1
ε
P := ∂tΦ+
1
2
( ε
ν
|∇γΦ|2 + ε
µν
(∂zΦ)
2
)
+
1
ε
z.
Since U0 = (ζ0, ψ0) solves (1.4) at t = 0, one can check as in Propo-
sition 4.4 of [29] that P (t = 0,X, εζ0(X)) = 0. Differentiating this
relation with respect to X shows that −∇γζ0 · ∇γP = ε|∇γζ0|2∂zP
on the surface, from which one deduces the identity,
(1 + ε2|∇ζ0|2)1/2∂nP|z=εζ0 = (1 + ε
2µ|∇γζ0|2)∂zP|z=εζ0 ,
where ∂nP|z=εζ0 stands for the outwards conormal derivative associ-
ated to the elliptic operator µ∂2x + γ
2µ∂2y + ∂
2
z . Expressing Φ and its
derivatives evaluated at the surface in terms of Ψ , one can then check
that
a(t = 0) = − 1
1 + ε2µ2|∇γζ0|2 (1 + ε
2|∇ζ0|2)1/2∂nP|z=εζ0 . (5.6)
Let us now remark that P solves the BVP{
(µ∂2x + γ
2µ∂2y + ∂
2
z )P = h, −1 + βb ≤ z ≤ εζ0,
P|z=εζ0 = 0, ∂nP|z=−1+βb = g,
with
h := −1
2
(µ∂2x + γ
2µ∂2y + ∂
2
z )(
ε2
ν
|∇γΦ|2 + ε
2
µν
(∂zΦ)
2)
g := −1
2
∂n(
ε2
ν
|∇γΦ|2 + ε
2
µν
(∂zΦ)
2)|z=−1+βb − ∂n(z)|z=−1+βb .
Exactly as in the proof of Proposition 4.15 of [29], one can check that
h ≤ 0 and use a maximum principle (using the fact that (5.6) links
a to the normal derivative of P at the surface) to show that if g ≤ 0
then there exists a constant c(ε, µ, β) > 0 such that a(t0) ≥ c(ε, µ, β).
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We thus turn to prove that g ≤ 0.
Recall that by construction of Φ,
(1+β2|∇b|2)1/2∂nΦ|z=−1+βb
(
= βµ∇γb·∇γΦ|z=−1+βb−∂zΦ|z=−1+βb
)
= 0.
Differentiating this relation with respect to j (j = x, y), one gets
(1 + β2|∇b|2)1/2∂n(∂jΦ)|z=−1+βb = −βµ∇γ∂jb · ∇γΦ|z=−1+βb
+β∂jb(1 + β
2|∇b|2)1/2∂n(∂zΦ)|z=−1+βb,
and using this formula one computes
1
2
(1 + β2|∇b|2)1/2∂n(ε
2
ν
|∇γΦ|2 + ε
2
µν
(∂zΦ)
2)|z=−1+βb
= −ε
2βµ
ν
(
(∂xΦ)
2∂2xb+ 2γ
2∂xΦ∂yΦ∂
2
xyb+ γ
4(∂yΦ)
2∂2yb
)
= −ε
2βµ
ν
Hγb (∇Φ|z=−1+βb);
since moreover (1 + β2|∇b|2)1/2∂n(z)|z=−1+βb = 1, one gets g ≥ 0 if
the condition given in the statement of the proposition is fulfilled.
As detailed above, we therefore have a(t = 0) ≥ c(ε, µ, β) > 0; more-
over, there exists by assumption µ1 such that for all p = (ε, µ, γ, β) ∈
P, one has µ ≤ µ1; due to the first point of the proposition, Step 1
and the fact the γ = γ(ε, µ), it is sufficient to prove the proposition
for all the parameters p ∈ P1 with
P1 := [ε0, 1]×[µ0, µ1]×γ([ε0, 1]×[µ0, µ1])×[0, 1] (ε0 := (1+√µ1)−1ǫ0).
The dependence of c(ε, µ, β) > 0 on ε, µ and β is continuous and
therefore, inf [ε0,1]×[µ0,µ1]×[0,1] c(ε, µ, β) > 0. ⊓⊔
6. Asymptotics for 3D water-waves
We will now provide a rigorous justification of the main asymptotic
models used in coastal oceanography.
Remark 6.1. Throughout this section, we assume the following:
- P and D are as in the statement of Theorem 5.1;
- Φ0 stands for the initial velocity potential as in Proposition 5.1;
- The bottom parameterization satisfies b ∈ Hs+P (R2);
- Except for the KP equations, we always consider fully transverse
waves (γ = 1), but one could easily use the methods set in this paper
to derive and justify weakly transverse models in the other regimes.
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6.1. Shallow-water and Serre regimes
We recall that the so-called “shallow-water” regime corresponds to
the conditions µ≪ 1 (so that ν ∼ 1) and ε = γ = 1; we also consider
bottom variations which can be of large amplitude (β = 1). With-
out restriction, we can assume that ν = 1 (which corresponds to the
nondimensionalization (1.4)). The shallow-water model – which goes
back to Airy [1] and Friedrichs [19]– consists of neglecting the O(µ)
terms in the water-waves equations, while the Green-Naghdi equa-
tions [21,22,46] is a more precise approximation, which neglects only
the O(µ2) quantities. The Serre equations [44,46] are quite similar to
the Green-Naghdi equations, but assume that the bottom and surface
variations are of medium amplitude: ε = β =
√
µ.
6.1.1. The shallow-water equations The shallow water equations are{
∂tV +∇ζ + 12∇|V |2 = 0,
∂tζ +∇ ·
(
(1 + ζ − b)V ) = 0, (6.1)
and the following theorem shows that they provide a good approxi-
mation to the exact solution of the water-waves equations.
Theorem 6.1 (Shallow-water equations). Let s ≥ t0 > 1 and
(ζ0µ, ψ
0
µ)0<µ<1 be bounded in X˜
s+P . Assume moreover that there exist
h0 > 0 and µ0 > 0 such that for all µ ∈ (0, µ0),
inf
R2
(1 + ζ0µ − b) ≥ h0 and − µHγb (∇Φ0µ |z=−1+b) ≤ 1.
Then there exists T > 0 and:
1. a unique family (ζµ, ψµ)0<µ<µ0 bounded in C([0, T ]; X˜
s+D) and
solving (1.4) with initial conditions (ζ0µ, ψ
0
µ)0<µ<µ0 ;
2. a unique family (V SWµ , ζ
SW
µ )0<µ<µ0 bounded in
C([0, T ];Hs+P−1/2(R2)3) and solving (6.1) with initial conditions
(ζ0µ,∇ψ0µ)0<µ<µ0 .
Moreover, one has, for some C > 0,
∀0 < µ < µ0, |ζµ−ζSWµ |L∞([0,T ]×R2)+|∇ψµ−V SWµ |L∞([0,T ]×R2) ≤ Cµ.
Remark 6.2. The existence time provided by Theorem 5.1 is O(1),
but is large in the sense that it does not shrink to zero when µ→ 0.
Remark 6.3. Instead of assuming that the initial data (ζ0µ, ψ
0
µ)0<µ<1
are bounded in X˜s+P , we could assume that (ζ0µ,∇ψ0µ)0<µ<1 is bounded
in Hs+P (R2)3 (because |Pψ|Hs+P . |∇ψ|Hs+P , uniformly with re-
spect to µ ∈ (0, 1)).
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Remark 6.4. The 2DH shallow-water model has been justified rig-
orously by Iguchi in a recent work [24], but under two restrictions: a)
The velocity potential is assumed to have Sobolev regularity which
implies that the velocity must satisfy some restrictive zero mass as-
sumptions and b) the theorem holds only for very small values of µ.
These assumptions are removed in the above result.
Proof. The assumptions allow us to use Theorem 5.1 and Proposition
5.1 with P = {1} × (0, µ0)×{1} × {1}, which proves the first part of
the theorem.
The second point of the theorem is straightforward since
|∇ψ0µ|Hs+P−1/2 ≤ |Pψ0µ|Hs+P (recall that µ < 1 here), and because
(6.1) is a quasilinear hyperbolic system (since infR2(1 + ζ − b) > 0).
In order to prove the error estimate, plug the expansion furnished by
Proposition 3.8 into (1.4) and take the gradient of the second equation
in order to obtain a system of equations on ζµ and Vµ = ∇ψµ. One
gets {
∂tVµ +∇ζµ + 12∇|Vµ|2 = µR1µ,
∂tζµ +∇ ·
(
(1 + ζµ − b)Vµ
)
= µR2µ,
(6.2)
with (R1µ, R
2
µ) uniformly bounded in L
∞([0, T ];Ht0(R2)2+1). An en-
ergy estimate on (6.2) thus gives a Sobolev error estimate from which
one deduces the L∞ estimate of the theorem using the classical con-
tinuous embedding Ht0 ⊂ L∞. ⊓⊔
6.1.2. The Green-Naghdi and Serre equations Though correspond-
ing to two different physical regimes, the Green-Naghdi and Serre
equations can both be written at the same time if one assumes that
ε = 1 for the Green-Naghdi equations and ε =
√
µ for the Serre
equations in the formulation below:
(h+ µT [h, εb])∂tV + h∇ζ + εh(V · ∇)V
+µε
[
1
3∇
(
h3DV div(V )
)
+Q[h, εb](V )
]
= 0
∂tζ +∇ · (hV ) = 0,
(6.3)
where h := 1+ ε(ζ− b) while the linear operators T [h, b] and DV and
the quadratic form Q[h, b](·) are defined as
T [h, b]V := −1
3
∇(h3∇ · V ) + 1
2
[∇(h2∇b · V )− h2∇b∇ · V ]
+h∇b∇b · V,
DV := −(V · ∇) + div(V ),
Q[h, b](V ) := 1
2
∇(h2(V · ∇)2b)+ h(h
2
DV div(V ) + (V · ∇)2b
)∇b.
Both the Green-Naghdi and Serre models are rigorously justified in
the theorem below:
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Theorem 6.2 (Green-Naghdi and Serre equations). Let s ≥
t0 > 1 and (ζ
0
µ, ψ
0
µ)0<µ<1 be bounded in X˜
s+P . Let ε = 1 (Green-
Naghdi) or ε =
√
µ (Serre) and assume that for some h0 > 0, µ0 > 0
and for all µ ∈ (0, µ0),
inf
R2
(1 + ε(ζ0µ − b)) ≥ h0 and − µε3Hγb (∇Φ0µ |z=−1+εb) ≤ 1.
Then there exists T > 0 and:
1. a unique family (ζµ, ψµ)0<µ<µ0 bounded in C([0,
T
ε ]; X˜
s+D) and
solving (1.4) with initial conditions (ζ0µ, ψ
0
µ)0<µ<µ0 ;
2. a unique family (V GNµ , ζ
GN
µ )0<µ<µ0 bounded in C([0,
T
ε ];H
s(R2)3)
and solving (6.3) with initial conditions (ζ0µ, (1− µh0T [h0, εb])∇ψ0µ)
(with h0 = 1 + ε(ζ0 − b)).
Moreover, one has for some C > 0 independent of µ ∈ (0, µ0),
|ζµ−ζGNµ |L∞([0,T
ε
]×R2)+|∇ψµ−(1+
µ
h
T [h, εb])V GNµ |L∞([0,T
ε
]×R2) ≤ C
µ2
ε
.
Remark 6.5. The precision of the GN approximation (ε = β = 1)
is therefore one order better than the shallow-water equations. This
model had been justified in 1DH and for flat bottoms by Y. A. Li
[33]. The theorem above is stated in 2DH but one can cover the open
case of 1DH non-flat bottoms with a straightforward adaptation.
Remark 6.6. In the Serre scaling, one has ε =
√
µ, and the precision
of the theorem is therefore O(µ3/2), which is worse than the O(µ2)
precision of the GN model, but the approximation remains valid over
a larger time scale (namely, O(µ−1/2) versus O(1) for GN). Notice
also that at first order in µ, the Serre equations reduce to a simple
wave equation (speed ±1) on ζ and V , which is not the case for GN
where the shallow-water equations (6.1) are found at first order.
Proof. The first assertion of the theorem is exactly the same as in
Theorem 6.1 in the GN case. For the Serre equations, it is also a
direct consequence of Theorem 5.1 and Proposition 5.1, with P =
{(√µ, µ, 1,√µ), µ ∈ (0, µ0)}.
For the second assertion, we replace Gµ,γ [εζ, βb] in (1.4) by the expan-
sion given in Proposition 3.8 and take the gradient of the equation
on ψ to obtain{
∂tVµ +∇ζµ + ε2∇|Vµ|2 − εµ2 ∇(h∇ · Vµ − ε∇b · Vµ)2 = µ2R1µ,
∂tζµ +∇ ·
(
hV
)
= µ2R2µ,
(6.4)
with (R1µ, R
2
µ)µ bounded in L
∞([0, Tε ];H
t0(R2)2+1) while V is defined
as V := Vµ − µhT [h, b]Vµ, so that Vµ = V + µhT [h, b]V + O(µ2).
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Replacing Vµ by this expression in (6.4) and neglecting the O(µ
2)
terms then gives (6.3). The theorem is then a direct consequence of
the well-posedness theorem for the Green-Naghdi and Serre equations
proved in [2] and of the error estimates given in Theorem 3 of that
reference. ⊓⊔
6.2. Long-waves regime: the Boussinesq approximation
The long-wave regime is characterized by the scaling γ = 1, µ = ε≪
1, so that one has ν ∼ 1. As for the shallow-water equations, we
take ν = 1 for notational convenience. When the bottom is non-flat,
it is assumed that its variations are of the order of the size of the
waves, that is, β = ε. Since the pioneer work of Boussinesq [8], many
formally equivalent systems, generically called Boussinesq systems,
have been derived to model the dynamics of the waves under this
scaling. Following [7], these systems where derived in a systematic
way in [6,5,10,9]. In [5,9] some interesting symmetric systems where
introduced:
S′θ,p1,p2

(1− εa2∆)∂tV +∇ζ + ε
(1
4
∇|V |2 + 1
2
(V · ∇)V + 1
2
V∇ · V
+
1
4
∇|ζ|2 − 1
2
b∇ζ + a1∆∇ζ
)
= 0,
(1− εa4∆)∂tζ +∇·V + ε
2
(∇·((ζ − b)V )+ a3∆∇ · V ) = 0,
where the coefficients aj (j = 1, . . . , 4) depend on p1, p2 ∈ R and
θ ∈ [0, 1] through the relations a1 = (θ22 − 16)p1, a2 = (θ
2
2 − 16 )(1−p1),
a3 =
1−θ2
2 p2, and a4 =
1−θ2
2 (1 − p2); some choices of parameters
yield a1 = a3 and a2 ≥ 0, a4 ≥ 0, and the corresponding systems
S′θ,p1,p2 are the completely symmetric systems mentioned above. The
so-called Boussinesq approximation associated to a family of initial
data (ζ0ε , ψ
0
ε )0<ε<1 is given by
ζappε = ζ
B
ε and V
app
ε = (1−
ε
2
(1−θ2)∆)(1− ε
2
(ζBε −b)V Bε
)
, (6.5)
where (V Bε , ζ
B
ε )0<ε<1 solves S
′
θ,p1,p2
with initial data
V B,0ε =
(
1 +
ε
2
(ζ0ε − b)
)(
1− ε
2
(1− θ2)∆)−1∇ψ0ε and ζB,0ε = ζ0ε .
(6.6)
The following theorem fully justifies this approximation.
Theorem 6.3 (Boussinesq systems). Let s ≥ t0 > 1 and
(ζ0ε , ψ
0
ε )0<ε<1 be bounded in X˜
s+P and assume that there exist h0 > 0
and ε0 > 0 such that for all ε ∈ (0, ε0),
inf
R2
(1 + ε(ζ0ε − b)) ≥ h0 and − ε4Hγb (∇Φ0µ |z=−1+εb) ≤ 1.
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Then there exists T > 0 and:
1. a unique family (ζε, ψε)0<ε<ε0 bounded in C([0,
T
ε ]; X˜
s+D) and
solving (1.4) with initial conditions (ζ0ε , ψ
0
ε)0<ε<ε0;
2. a unique family (V Bε , ζ
B
ε )0<ε<ε0 bounded in C([0,
T
ε ];H
s+P− 1
2 (R2)3)
and solving S′θ,p1,p2 with initial conditions (6.6).
Moreover, for some C > 0 independent of ε ∈ (0, ε0), one has
∀0 ≤ t ≤ T
ε
, |ζε(t)− ζappε (t)|∞ + |∇ψε(t)− V appε (t)|∞ ≤ Cε2t,
where (V appε , ζ
app
ε ) is given by (6.5).
Remark 6.7. The above theorem justifies all the Boussinesq systems
and not only the completely symmetric Boussinesq systems consid-
ered here: it is proved in [5,9] that the justification of all the Boussi-
nesq systems follows directly from the justification of one of them, in
the sense that their solutions (if they exist!) provide an approxima-
tion of order O(ε2t) to the water-waves equations.
Proof. The “if-theorems” of [5,9] prove the result assuming that the
first statement of the theorem holds, which is a direct consequence of
Theorem 5.1 and Proposition 5.1 with P = {(ε, ε, 1, ε), ε ∈ (0, ε0)}.
⊓⊔
6.3. Weakly transverse long-waves: the KP approximation
We recall that the KP regime is the same as the long-waves regime,
but with γ =
√
ε. Moreover, we assume here that the bottom is
flat, for the sake of simplicity. The KP approximation [25] consists in
replacing the exact water elevation ζε by the sum of two counter prop-
agating waves, slowly modulated by a KP equation; more precisely,
one defines ζKPε as
ζKPε (t, x) =
1
2
(
ζ+(εt,
√
εy, x− t) + ζ−(εt,
√
εy, x+ t)
)
(6.7)
where ζ±(τ, Y,X) solve the KP equation
∂τζ± ± 1
2
∂−1X ∂
2
Y ζ± ±
1
6
∂3Xζ± ±
3
2
ζ±∂Xζ± = 0. (KP )±
This approximation is rigorously justified in the theorem below:
Theorem 6.4 (KP equation). Let s ≥ t0 > 1 and (ζ0, ψ0) ∈ X˜s+P
and assume that there exist h0 > 0 and ε0 > 0 such that for all
ε ∈ (0, ε0),
inf
R2
(1 + εζ0) ≥ h0,
and assume also that (∂2y∂xψ
0, ∂2yζ
0) ∈ ∂2xHs+P (R2)2.
Then there exists T > 0 and:
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1. a unique family (ζε, ψε)0<ε<ε0 solving (1.4) with initial conditions
(ζ0, ψ0) and such that (ζε)0<ε<ε0, (∂xψε)0<ε<ε0 and (
√
ε∂yψε)0<ε<ε0
are bounded in C([0, Tε ];H
s+D−1/2);
2. a unique solution ζ± ∈ C([0, T ];Hs+P−1/2(R2)) to (KP)± with
initial condition (ζ0 ± ∂xψ0)/2.
Moreover, one has the following error estimate for the approximation
(6.7):
lim
ε→0
|ζε − ζKPε |L∞([0,T
ε
]×R2) = 0.
Remark 6.8. The very restrictive “zero mass” assumptions that
∂2y∂xψ
0 and ∂2yζ
0 are twice the derivative of a Sobolev function comes
from the singular component ∂−1X ∂
2
Y of the KP equations (KP)±. Fur-
thermore, the error estimate is much worse than for the Boussinesq
approximations. These two drawbacks are removed if one replaces
the KP approximation by the approximation furnished by the weakly
transverse Boussinesq systems introduced in [32]. As shown in [32],
the first assertion of the above theorem rigorously justify these sys-
tems: they provide an approximation of order O(ε2t) on the time
interval [0, T/ε], and do not require the “zero mass” assumptions.
Proof. As for the Boussinesq systems, we only have to prove the first
assertion of the theorem, and the whole result then follows from the
“if-theorem” of [32]. Taking P = {(ε, ε,√ε, 0), ε ∈ (0, ε0)}, Theo-
rem 5.1 and Proposition 5.1 give a family of solutions (ζε, ψε)0<ε<ε0
bounded in C([0, Tε ]; X˜
s+D). In particular, (|Pψε|Hs+D)ε is bounded,
and thus (|∇γψε|Hs+D−1/2)ε is also bounded. Since γ =
√
ε, one has
|∂xψ|Hs+D−1/2 +
√
ε|∂yψε|Hs+D−1/2 . |∇γψε|Hs+D−1/2 and the claim
follows. ⊓⊔
6.4. Deep water
6.4.1. Full dispersion model We present here the so-called full dis-
persion (or Matsuno) model for deep water-waves. Contrary to all
the asymptotic models seen above, the shallowness parameter µ is
allowed to take large values (deep water) provided that the steepness
of the waves ε
√
µ remains small; without restriction, we can therefore
take ν = µ−1/2 here (i.e., we use the nondimensionalization (A.2)).
Introducing ǫ = ε
√
µ the full dispersion model derived in [36,37,11]
can be written in the case of flat bottoms (β = 0):{
∂tζ − TµV + ǫ
(Tµ(ζ∇TµV ) +∇ · (ζV )) = 0,
∂tV +∇ζ + ǫ
(
1
2∇|V |2 −∇ζTµ∇ζ
)
= 0,
(6.8)
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where Tµ is a Fourier multiplier defined as
∀V ∈ S(R2)2, T̂µV (ξ) = −
tanh(
√
µ|ξ|)
|ξ| (iξ) · V̂ (ξ).
Since β = 0 (flat bottom) and γ = 1 (fully transverse), the full
dispersion model depends on two parameters (ε, µ) which are linked
by a small steepness assumption:
∃ǫ0 > 0, (ε, µ) ∈ Pǫ0 ⊂ {(ε, µ) ∈ (0, 1] × [1,∞), ǫ := ε
√
µ ≤ ǫ0}.
The well-posedness of the full-dispersion model has not been investi-
gated yet, but we can prove that if a solution exists on [0, Tǫ ] (ǫ > 0
small enough), then the solution of the water-waves equations exists
over the same time interval and is well approximated by the solution
of the full-dispersion model:
Theorem 6.5 (Full-dispersion model). Let ǫ0 > 0, Q ≥ P large
enough, s ≥ t0 > 1 and (ζ0, ψ0) ∈ X˜s+P , and assume that
∀ε ∈ (0, 1], inf
R2
(1 + ε(ζ0 − b)) ≥ h0 > 0.
Let also T > 0 and let (ζFDε,µ , V
FD
ε,µ )(ε,µ)∈Pǫ0 be bounded in
C([0, Tǫ ],H
s+Q(R2)3) and solving (6.8) with initial condition (ζ0,∇ψ0−
ǫ(Tµ∇ψ0)∇ζ0).
Then, if ǫ0 is small enough, there is a unique family (ζε,µ, ψε,µ)(ε,µ)∈Pǫ0
bounded in C([0, Tǫ ]; X˜
s+D) and solving (1.4) with initial conditions
(ζ0, ψ0). In addition, for some C > 0 independent of (ε, µ) ∈ Pǫ0 , one
has
|ζε,µ−ζFDε,µ |L∞([0,T
ǫ
]×R2)+|∇ψε−V FDε |L∞([0,T
ǫ
]×R2) ≤ Cǫ (ǫ := ε
√
µ).
Proof. Since Tµ : Hr(R2)2 7→ Hr(R2) is continuous with operator
norm bounded from above by 1, the mapping V ∈ Hr(R2)2 7→ V −
ǫ(TµV )∇ζ ∈ Hr(R2)2 is continuous for all r ≥ t0 and ζ ∈ Hr+1(R2).
Moreover, this mapping is invertible for ǫ small enough, and one can
accordingly define V˜ := (1−ǫ∇ζTµ)−1V , so that V = V˜ −ǫ(TµV˜ )∇ζ.
Replacing V by this expression in (6.8) gives{
∂tζ − TµV˜ + ǫ
(∇ · (ζV˜ ) + Tµ∇(ζTµV˜ )) = ǫ2r1ǫ ,
∂tV˜ +∇ζ + ǫ12
(∇|V˜ |2 −∇(TµV˜ )2) = ǫ2∇r2ǫ , (6.9)
and where the exact expression of Rǫ := (r
1
ǫ ,∇r2ǫ )ǫ is of no impor-
tance. Now, let ∂t+L denote the linear part of the above system and
S(t) its evolution operator: L :=
(
0 −Tµ
∇ 0
)
, and for all U = (ζ, V ),
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S(t)U := u(t), where u solves (∂t + L)u = 0, with initial condition
u|t=0 = U . Since Tµ is a Fourier multiplier, one can find an explicit
expression for S(t), but we only need the following property: S(t) is
unitary on Zr (r ∈ R) defined as
Zr := {U = (ζ, V ) ∈ Hr(R2)3,
|U |Zr := |ζ|Hr +
∣∣(tanh(√µ|ξ|)
|ξ|
)1/2
V
∣∣
Hr
<∞}.
Writing u˜ := (ζ, V˜ ), we define w := (ζ˜ ,W ) as
w := u˜− ǫ2
∫ t
0
S(t− t′)Rǫ(t′)dt′;
remarking that |V |Hr−1/2 .
∣∣( tanh(√µ|ξ|)|ξ| )1/2V ∣∣Hr and that
∀f ∈ Hr+1(R2), |(tanh(√µ|ξ|)|ξ| )1/2∇f |Hr+1/2 . |f |Hr+1,
uniformly with respect to µ ≥ 1, and since S(t) is unitary on Zr, one
gets
∀r ≥ 0, sup
[0,T
ǫ
]
|w(t)− u˜(t)|Hr . ǫT sup
[0,T
ǫ
]
(|r1ǫ |Hr+1/2 + |r2ǫ |Hr+1).
(6.10)
Furthermore, one immediately checks that w solves{
∂tζ˜ − TµW + ǫf1(ζ˜ ,W ) = ǫ2k1ǫ ,
∂tW +∇ζ˜ + ǫ∇f2(ζ˜,W ) = ǫ2∇k2ǫ ,
with initial condition w|t=0 = (ζ
0,∇ψ0)T , and where k1ǫ := 1ǫ (f1(w)−
f1(u˜)), k2ǫ :=
1
ǫ (f
2(w)− f2(u˜)), and
f1(ζ, V ) := ∇ · (ζV ) + Tµ∇(ζTµV ), f2(ζ, V ) := 1
2
(|V |2 − (TµV )2);
from (6.10), one gets in particular that
|(k1ǫ , k2ǫ )|Xs+PT + |(∂tk
1
ǫ , ∂tk
2
ǫ )|Xs+P−5/2T . C(T , |(ζ, V )|Xs+QT ), (6.11)
provided that Q is large enough.
Using the fact that all the terms in the equation on W are a gradient
of a scalar expression, as well as W|t=0, it is possible to write w =
(ζ˜ ,∇ψ)T , and (ζ˜ , ψ) solves{
∂tζ˜ − Tµ∇ψ + ǫf1(ζ˜ ,∇ψ) = ǫ2k1ǫ ,
∂tψ + ζ˜ + ǫf
2(ζ˜ ,∇ψ) = ǫ2k2ǫ ,
(6.12)
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with initial condition (ζ˜ , ψ)|t=0 = (ζ
0, ψ0).
Remarking now that G[0]ψ = √µTµ∇ψ and writing U = (ζ˜ , ψ), one
can check that (6.12) can be written
∂tU + LU + ǫA(1)[U ] = ǫ2(k1ǫ , k2ǫ )T , (6.13)
where A(1)[U ] is given by the same formula (4.2) as A[U ], but with
the Dirichlet-Neumann operator G[εζ˜]ψ replaced by the first order ex-
pansion given in Proposition 3.9, and with the O(ǫ2) terms neglected.
One thus gets
∂tU + LU + ǫA[U ] = ǫ2Hǫ,
withHǫ = (k
1
ǫ , k
2
ǫ )
T+ 1ǫ (A(1)[U ]−A[U ]). From (6.10), Proposition 3.9,
and (6.11), one has (Hǫ)ǫ is uniformly bounded in C([0,
T
ǫ ],X
s+P ) ∩
C1([0, Tǫ ],X
s+P−5/2) and we can therefore conclude with Remark 5.4
and Proposition 5.1. ⊓⊔
6.4.2. A remark on a model used for numerical computations The
Dirichlet-Neumann operator is one of the main difficulties in the nu-
merical computation of solutions to the water-waves equations (1.4)
because it requires to solve a d+1 (d = 1, 2 is the surface dimension)
Laplace equation on a domain which changes at each time step. A
common strategy is to replace the full Dirichlet-Neumann operator
by an approximation which requires less computations. An efficient
method, set forth in [15], consists in replacing the Dirichlet-Neumann
operator by its n-th order expansion with respect to the surface ele-
vation ζ. When n = 1, it turns out that the model thus obtained is
exactly the same as the system (6.13) used in the proof of Theorem
6.5.
We can therefore use this theorem to state that: the precision of
the modelization in the numerical computations of [15] is of the same
order as the steepness of the wave.
One will easily check that when the n-th order expansion is used, then
the precision is of the same order as the n-th power of the steepness.
A. Nondimensionalization(s) of the equations
Depending on the value of µ, two distinct nondimensionalizations are
commonly used in oceanography (see for instance [18]). Namely, with
dimensionless quantities denoted with a prime:
– Shallow-water, ie µ≪ 1, one writes
x = λx′, y = λγ y
′, z = dz′, t = λ√
gd
t′,
ζ = aζ ′, Φ = adλ
√
gdΦ′, b = Bb′.
(A.1)
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– Deep-water, ie µ≫ 1, one writes
x = λx′, y = λγ y
′, z = λz′, t = λ√
gλ
t′,
ζ = aζ ′, Φ = a
√
gλΦ′, b = Bb′.
(A.2)
Remark that when µ ∼ 1, that is when λ ∼ d, both nondimensional-
izations are equivalent, we introduce the following general nondimen-
sionalization, which is valid for all µ > 0:
x = λx′, y = λγ y
′, z = dνz′, t = λ√
gdν
t′,
ζ = aζ ′, Φ = adλ
√
gd
ν Φ
′, b = Bb′,
where ν is a smooth function of µ such that ν ∼ 1 when µ ≪ 1 and
ν ∼ µ−1/2(= λ/d) when µ≫ 1 (say, ν = (1 +√µ)−1).
The equations of motion (1.1) then become (after dropping the
primes for the sake of clarity):
ν2µ∂2xΦ+ ν
2γ2µ∂2yΦ+ ∂
2
zΦ = 0,
1
ν
(−1 + βb) ≤ z ≤ ε
ν
ζ,
−ν2µ∇γ(β
ν
b) · ∇γΦ+ ∂zΦ = 0, z = 1
ν
(−1 + βb),
∂tζ − 1
µν2
(− ν2µ∇γ( ε
ν
ζ) · ∇γΦ+ ∂zΦ
)
= 0, z =
ε
ν
ζ,
∂tΦ+
1
2
( ε
ν
|∇γΦ|2 + ε
µν3
(∂zΦ)
2
)
+ ζ = 0, z =
ε
ν
ζ.
(A.3)
In order to reduce this set of equations into a system of two evo-
lution equations, define the Dirichlet-Neumann operator Gνµ,γ [ εν ζ, βb]·
as
Gνµ,γ [
ε
ν
ζ, βb]ψ =
√
1 + |∇( ε
ν
ζ)|2∂nΦ|z= εν ζ ,
with Φ solving the boundary value problemν
2µ∂2xΦ+ ν
2γ2µ∂2yΦ+ ∂
2
zΦ = 0,
1
ν
(−1 + βb) ≤ z ≤ ε
ν
ζ,
Φ|z= εν ζ
= ψ, ∂nΦ|
z= 1ν (−1+βb)
= 0,
(as always in this paper, ∂nΦ stands for the upwards conormal deriva-
tive associated to the elliptic equation). As remarked in [52,17,16],
the equations (A.3) are equivalent to a set of two equations on the free
surface parameterization ζ and the trace of the velocity potential at
the surface ψ = Φ|z=ε/νζ involving the Dirichlet-Neumann operator.
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Namely,
∂tζ − 1
µν2
Gνµ,γ [
ε
ν
ζ, βb]ψ = 0,
∂tψ + ζ +
ε
2ν
|∇γψ|2 − εµ
ν3
( 1µGνµ,γ [ εν ζ, βb]ψ + ν∇γ(εζ) · ∇γψ)2
2(1 + ε2µ|∇γζ|2) = 0.
(A.4)
In order to derive the system (1.4), let Gµ,γ [εζ, βb]· be the Dirichlet-
Neumann operator Gνµ,γ [ εν ζ, βb]· corresponding to the case ν = 1. One
will easily check that
∀ν > 0, Gµ,γ [εζ, βb] = 1
ν
Gνµ,γ [
ε
ν
ζ, βb],
so that plugging this relation into (A.4) yields
∂tζ − 1
µν
Gµ,γ [εζ, βb]ψ = 0,
∂tψ + ζ +
ε
2ν
|∇γψ|2 − εµ
ν
( 1µGµ,γ [εζ, βb]ψ +∇γ(εζ) · ∇γψ)2
2(1 + ε2µ|∇γζ|2) = 0.
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