自然言語テキストから効率よく注視語を抽出するための注視関数の提案 by 齋木 貴博
自然言語テキストから効率よく注視語を抽出するための注視関数の提案
Proposal of a Focusing Function for E±ciently Extracting
the Focused Words on Texts of Natural Language
情報工学専攻 齋木 貴博
SAIKI Takahiro
概要
本研究の目的は自然言語テキストから所望の意味役割を示す名詞である注視語を効率よく抽出するための注視関数を開
発することである. 注視関数を表層注視関数と意味注視関数の線形和とする. 表層注視関数とは, 自然言語テキストにおい
て格助詞が付随する名詞に関し, 格文法における表層格と深層格の関係を統計的関係に基づき定量化する関数とする. ま
た, 意味注視関数とは, 格助詞が付随した名詞の意味素と深層格の関係を統計的関係に基づき定量化する関数とする.
本研究では, 従来の注視関数を拡張し, 各注視関数に対する荷重を抽出対象となる意味役割ごとに定量化し, 各意味役割
における注視語抽出における傾向をとらえることで, より効率よく注視語を抽出する注視関数を提案する. 複数の学習用テ
キストコーパスから各パラメタを学習した後, 新たな自然言語テキストにおける注視語の抽出実験をおこなったところ, 従
来の注視関数と比較し本稿で提案した注視関数を用いた方式において良好な結果が得られた.
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1 序論
本研究の目的は自然言語テキストから所望の意味役割を
示す名詞である注視語を効率よく抽出するための注視関数
を開発することである. 注視語の例として, \太郎が電車で
大学に行きました。"という文から目的地の意味役割を示す
名詞の抽出を考えると, 抽出対象文に含まれる名詞 \太郎",
\電車", \大学" の中から目的地の意味役割を示す名詞 \大
学"が注視語として抽出される. また, 本研究では意味役割
を格文法 [1]における深層格によって定義する.
本研究で目指すような情報の抽出には, 一般的に大量の語
彙情報や自然言語文の構成を記述した大規模なデータベー
スが必要となる. そこで, 轟木 [2]が注視の概念を提案し, 齋
木 [3]が形態素解析の結果を中心として名詞と深層格の関係
を定量化する注視関数を提案した. 注視関数とは, 表層注視
関数と意味注視関数の線形和とする. 表層注視関数とは, 自
然言語テキストにおいて格助詞が付随する名詞に関し, 格文
法における表層格と深層格の関係を統計的関係に基づき定
量化する関数とする. この定量結果を表層注視度と呼ぶ. ま
た, 意味注視関数とは, 格助詞が付随した名詞の意味素と深
層格の関係を統計的関係に基づき定量化する関数とする. こ
の定量結果を意味注視度と呼ぶ. この 2 関数の結果から注
視関数は格助詞が付随した名詞と各深層格との関係を定量
化する. 従来手法 [3] では注視関数において, 表層注視関数
および意味注視関数に対する荷重を抽出対象となる深層格
にかかわらず一定としていた. しかし, 従来手法において実
際に注視語の抽出をおこなったところ, 荷重を一定としたた
め各深層格の抽出の傾向をとらえられず, 非効率な面があっ
た. そこで本研究では, 表層注視関数および意味注視関数に
対する荷重を抽出対象となる深層格ごとに定量化しより効
率よく注視語を抽出する注視関数を提案する.
本研究では, 複数の学習用テキストコーパスから各パラメ
タを学習したのち, 新たに自然言語テキストが与えられたと
き注視関数を用いて注視語を抽出方式を提案する.
2 用語の定義
2.1 自然言語処理における基礎知識
まず, 格文法について述べる. 格文法 [1] の格には構文的
な \表層格" と意味的な \深層格" がある. 表層格は格助詞
から判断し, 例文 \私が投げた。"中の文節 \私が"の表層格
は \ガ格" となる. 深層格は名詞の役割から判断し, 同じく
文節 \私が"では \動作主格"となる. 本研究では 12種類の
深層格を定義する. 深層格とその役割の例を表 1に示す.
表 1 本研究で定義した深層格とその役割の例
深層格 役割
動作主格 (Agent) 動作を引き起こす者
場所格 (Location) 動作がおこなわれる場所
対象格 (Object) 移動する対象物や変化する対象物
次に, 意味素について述べる. 意味素とは名詞に対して与
えれる意味の基本単位である. 本研究では日本語語彙体系
[4]から意味素の判断をおこなう. また, 本研究で用いる意味
素の例を表 2に示す.
表 2 本研究で用いる意味素の例
意味素 例
人 私, 少年, 先生, 幽霊
施設 学校, 工場, 神社, 公園
状態 景気, 立場, 金欠, 瀟洒
2.2 注視に関する用語の定義
本論文において名詞の抽出に関し, 新たに用語を定義す
る. 注視とは, 自然言語テキスト中の名詞を注視語の候補と
して注目することとする. また注視語とは, 自然言語テキス
トにおいて意味論的に重要な情報を含む名詞とする. 例文
\家にいます。" から場所を示す単語を注視すると, \家" が
注視語となる.
3 注視関数
3.1 定量化手法
注視関数は, 名詞の表層格と意味素, およびその深層格の
関係を統計的に定量化し, その定量結果を注視度とする. 本
研究では, 注視関数を表層注視関数と意味注視関数の線形和
とし, 表層注視関数の定量結果を表層注視度, 意味注視関数
の定量結果を意味注視度とする. また, 従来手法 [3] では各
注視度に対する荷重が抽出する注視語の深層格にかかわら
ず一定であったが, 本研究では注視語の深層格ごとに異なる
荷重 ad を用いる.
注視関数を表層注視度に対する荷重 ad, および意味注視
度に対する荷重 (1¡ ad)を用いて
注視度 = ad表層注視度+ (1¡ ad)意味注視度 (1)
と表わす. 注視度の定量化は表層注視度, 意味注視度, 各深
層格の表層注視度に対する荷重の 3つに分けておこなう.
3.1.1 表層注視関数による表層注視度の定量化手法
表層注視関数による表層注視度の定量化手法について述
べる. 表層注視関数は, 格文法における表層格と深層格と
の関係度合である表層注視度を統計的関係に基づき定量化
する.
ここで, 表層格集合を C, 深層格集合を D とし, テキスト
t 上で, 表層格が c 2 C である名詞の個数を N(cjt)と表す.
また, 表層格が c 2 C かつ深層格が d 2 D である名詞の個
数を N(c; djt)と表す. このとき, 表層注視度 P (djt; c)を以
下の表層注視関数の式により定量化する.
P (djt; c) = N(c; djt)
N(cjt) (2)
よって, 表層注視度は 0.0から 1.0の間の値をとり, 値が 1.0
に近づくほど表層格 cである名詞は深層格 dになりやすい.
3.1.2 意味注視関数による意味注視度の定量化手法
意味注視関数による意味注視度の定量化手法について述
べる. 意味注視関数は, 格文法における深層格と任意の意味
素との関係度合である意味注視度を統計的関係に基づき定
量化する.
意味素集合を S, 深層格集合をDとする. テキスト t上に
おいて, 意味素が s 2 S である名詞の個数を N(sjt)と表す.
また, 意味素が s 2 S かつ深層格が d 2 D である名詞の個
数を N(s; djt)と表す. このとき, 意味注視度 P (djt; s)を以
下の意味注視関数式により定量化する.
P (djt; s) = N(s; djt)
N(sjt) (3)
よって, 意味注視度は 0.0から 1.0の間の値をとり, 値が 1.0
に近づくほど意味素 sである名詞は深層格 dになりやすい.
3.1.3 各深層格における各注視関数に対する
荷重の定量化手法
各深層格の表層注視度に対する荷重 ad の定量化手法につ
いて述べる. テキスト t上において, 深層格が d 2 D である
名詞の個数を N(djt)と表す.
任意の深層格 d における表層注視度の期待値を xd, 意味
注視度の期待値を yd とすると,
xd =
X
c
(P (djt; c)£ N(c; djt)
N(djt) ) ; (4)
yd =
X
s
(P (djt; s)£ N(s; djt)
N(djt) ) (5)
と求められる. これより, ad を以下のように定量化する.
ad =
xd
xd + yd
; (6)
1¡ ad = yd
xd + yd
: (7)
3.1.4 注視関数による注視度の定量化手法
3.1.1節, 3.1.2節, 3.1.3節の結果を用いた注視関数による
注視度の定量化手法について述べる. 仮想テキスト u上にお
いて, 任意の名詞 nの深層格が d 2 D となる注視度 Q(dju)
は
Q(dju) = adP (djt; c) + (1¡ ad)P (djt; s) (8)
となる. この定量結果を用いて文に含まれる名詞から指定す
る深層格を示す名詞を注視語として抽出する.
3.2 複数のテキストコーパスにおける定量化実験
各注視関数および各深層格における荷重の定量化手法を
用いて複数のテキストコーパスにおける表層注視度, 意味注
視度, 荷重の定量化実験をおこなう. 本実験は以下の手順で
おこなう.
1. テキストコーパスを形態素解析器で解析し, 格助詞と
それに付随する名詞を抜き出す. または, 手動で同様
の操作をおこなう.
2. 抜き出した名詞に手動で意味素と深層格を与える.
3. 上記の結果から表層注視関数と意味注視関数を用い
て表層注視度と意味注視度を算出する.
本実験では新聞記事と小説の 2 種類のテキストコーパス
で定量化実験をおこなう.
3.2.1 新聞記事における定量化実験
新聞記事のテキストコーパスは朝日新聞記事データベー
ス CD-HIASK'94[5]に収録されている記事に含まれる定量
化用の名詞 1036個により定量化をおこなう. 定量化した表
層注視度の一部を表 3に, 意味注視度を表 4に示す.
次に, 上記の定量結果から式 4, 式 5, 式 6, 式 7を用いて,
各深層格における各注視度に対する荷重 ad, (1 ¡ ad) の定
量化をおこなう. 定量結果の一部を表 5 に示す. 深層格に
よっては表層注視度に対する荷重 ad と意味注視度に対する
荷重 (1 ¡ ad) の値に偏りがある. 例えば, 深層格 \源泉格"
は表層注視度に対する荷重 ad の値が非常に大きいことが分
かる. つまり, 深層格 \源泉格" は名詞の意味素よりも表層
格, すなわち名詞に付随する格助詞によって名詞への割り当
てがおこなわれやすいということを意味する. 一方, 深層格
\時間格"は意味注視度に対する荷重 (1¡ad)の値が大きい.
つまり, 深層格 \時間格"は名詞に付随する格助詞よりも名
詞の意味素により深層格の割り当てがおこなわれやすいこ
とを意味する.
3.2.2 小説における定量化実験
小説のテキストコーパスは青空文庫*1で公開されている
夢野久作の著作 \卵", 宮沢賢治の著作 \注文の多い料理店",
*1 青空文庫 Aozora Bunko, http://www.aozora.gr.jp/
芥川龍之介の著作 \蜘蛛の糸", 太宰治の著作 \灯籠"の 4作
品とする. それらのテキストコーパスに含まれる定量化用の
名詞 995個から定量化した表層注視度の一部を表 6, 意味注
視度の一部を表 7に示す.
次に, 上記の定量結果から式 4, 式 5, 式 6, 式 7を用いて,
各深層格における各注視度に対する荷重 ad, (1 ¡ ad) の定
量化をおこなう. 定量結果を表 8に示す.
新聞記事における定量化実験と同様に, 深層格 \源泉格"
においては ad の値が大きく, \時間格"においては (1¡ ad)
の値が大きいという傾向が得られた. これは, 各コーパスに
おける学習の際に, これらの深層格は明確な割り当ての基準
があるからだと考えられる. 例えば, 深層格 \源泉格" は表
層格 \カラ格"の名詞に対して割り当てることが多く, 深層
格 \時間格" は意味素 \時間" の名詞に対して割り当てるこ
とが多い.
表 3 新聞記事における表層注視度
名詞の深層格 表層格 表層注視度
動作主格 ガ格 0.638
対象格 ヲ格 0.861
時間格 二格 0.155
表 4 新聞記事における意味注視度
名詞の深層格 意味素 意味注視度
動作主格 人 0.500
対象格 人間活動 0.518
時間格 時間 0.626
表 5 新聞記事における各注視度に対する荷重
深層格 荷重 ad 荷重 (1¡ ad)
源泉格 0.916 0.084
時間格 0.237 0.763
表 6 小説における表層注視度
名詞の深層格 表層格 表層注視度
動作主格 ガ格 0.667
対象格 ヲ格 0.869
時間格 二格 0.126
表 7 小説における意味注視度
名詞の深層格 名詞の意味素 意味注視度
動作主格 人 0.430
対象格 人間活動 0.546
時間格 時間 0.677
表 8 小説における各注視度に対する荷重
深層格 荷重 ad 荷重 (1¡ ad)
源泉格 0.892 0.108
時間格 0.137 0.863
4 注視語の抽出方式
4.1 注視語の抽出アルゴリズム
前章で述べた注視関数を用いて自然言語テキストから注
視語を特定し, 抽出するアルゴリズムについて述べる. 注視
語の抽出は以下の手順でおこなう.
1. 抽出対象となる自然言語文に関し, 特定する注視語の
深層格を選択する. この際, 各注視度に対する荷重の
値を決定する.
2. 抽出対象となる自然言語文に対して形態素解析をお
こない, 格助詞とそれに付随する名詞を抜き出す.
3. 抜き出した名詞を意味素データベースと照合し, 名詞
に意味素を割り当てる.
4. 各名詞の意味素に対し, 特定する注視語の深層格との
意味注視度を与える.
5. 各格助詞の表層格に対し, 特定する注視語の深層格と
の表層注視度を与える.
6. 与えられた意味注視度と表層注視度から注視関数を
用いて注視度を算出し, 注視度が最大となった名詞を
注視語として抽出する. 注視度が最大となった名詞が
複数存在したとき注視語の判定が不可となり, 抽出を
おこなわないものとする.
4.2 自然言語テキストにおける注視語の抽出実験
4.2.1 抽出実験の方法について
本実験では, 3.2節で用いたものとは別の新たな新聞記事
コーパスから格助詞が付随した名詞をそれぞれ 100個選び,
事前に各名詞の深層格を指定する. 本実験は, 3.2 節の定量
化実験で求めた各注視度, 各注視度に対する荷重, 4.1 節で
述べたアルゴリズムを用いて, 100個の名詞が指定した深層
格のとおりの注視語として抽出されるかを示すものである.
ここで, 実験結果の例を表 9に示す. 表中に見られる数字
は 3.2.1節において定量化した結果を用い算出した各深層格
に対する注視度の値である. 例えば, \動作主格"の欄を見る
と, \首相" に対する注視度が 0.596 と最大になっているこ
とから \首相" が抽出対象文において \動作主格" を示す注
視語として抽出される. さらに, 事前に \首相" に割り当て
られた正解の深層格と一致したことにより, \動作主格" を
示す注視語は正しく抽出された. 同様にして, \時間格"を示
す注視語としては \午後"が, \対象格"を示す注視語として
は \会見" が正しく抽出される. この場合, 正しく抽出され
た注視語の数は 3となる.
表 9 実験結果の例
名詞 正解の深層格 動作主格 時間格 対象格
首相 動作主格 0.596 0.005 0.263
午後 時間格 0.021 0.515 0.042
会見 対象格 0.030 0.001 0.732
4.2.2 実験結果と評価および考察
本節では, 前節で述べたように新聞記事と小説のテキス
トコーパスからそれぞれ 100 個ずつ選んだ名詞に対しおこ
なった実験の結果について述べる.
まず, 新聞記事における実験結果について述べる. 新聞記
事内の名詞 100 個に対しておこなった実験結果を図 1に示
す. 図 1を見ると, 従来手法での抽出数の最大値が ad = 0:5
のときの 88に対し, 提案手法では抽出数が 90となり良好な
結果が得られた. また, それぞれの深層格について見ても従
来手法と比較し, 提案手法において高い抽出数が得られてい
ることが分かる.
次に, 小説における実験結果について述べる. 小説内の名
詞 100 個に対しておこなった実験結果を図 2 に示す. 図 2
を見ると, 従来手法での抽出数の最大値が ad = 0:5 のとき
の 85に対し, 提案手法では抽出数が 87となり良好な結果が
得られた.
このような結果が得られた要因として各深層格における
注視語の抽出の際の傾向が考えられる. 例として図 3, を見
ると, 時間格を示す注視語を抽出する際には荷重 ad の値は
小さい, つまり意味注視度に対する荷重が大きいときに抽出
がうまくいきやすい. また, 図 4を見ると, 源泉格を示す注
視語を抽出する際には荷重 ad の値はある程度大きいほうが
いいことがわかる. このように各深層格における注視語の抽
出の際には傾向が存在しているものもあり, 従来手法のよう
に一定の荷重を設けた場合ではとりこぼしが発生すること
もある. 3.2.1 節, 3.2.2 節における表 5, 表 8 に示したとお
り提案手法ではその傾向をとらえ各深層格に対し適切な荷
重を求めることで従来手法に対しより効率よく注視語を抽
出することが可能になっている.
5 結論
注視語の抽出実験の結果として, 本稿で述べた提案手法は
従来手法と比較し, 各深層格における注視語の抽出に関する
傾向をとらえることでより効率よく注視語を抽出すること
が可能になった.
今後の課題は, 意味素の種類を増やすことによる各深層格
の特徴の差別化, 学習データを増やすことによる各注視度の
値および各注視度に対する荷重の推移の調査, 注視語の抽出
実験におけるデータ量を増やしより精密な傾向判断をおこ
なうことである.
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図 1 新聞記事における従来手法と新手法の比較
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図 2 小説における従来手法と新手法の比較
8
9
10
9 9 9
8 8
7
6
4
10
0
2
4
6
8
10
12
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 new
正
し
く
抽
出
さ
れ
た
注
視
語
の
数
表層注視度に対する荷重adの値
図 3 新聞記事における時間格の抽出結果
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図 4 小説における源泉格の抽出結果
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