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ABSTRACT




This dissertation explores new machine learning techniques and adapts them to mine
scientific data, specifically data from solar physics and space weather studies. The
dissertation tackles three important problems in heliophysics: solar flare prediction,
coronal mass ejection (CME) prediction and Stokes inversion.
First, the dissertation presents a long short-term memory (LSTM) network for
predicting whether an active region (AR) would produce a certain class of solar flare
within the next 24 hours. The essence of this approach is to model data samples in
an AR as time series and use LSTMs to capture temporal information of the data
samples. The LSTM network consists of an LSTM layer, an attention layer, two fully
connected layers and an output layer. The attention layer is designed to allow the
LSTM network to automatically search for parts of the data samples that are related
to the prediction of solar flares.
Second, the dissertation presents two recurrent neural networks (RNNs), one
based on gated recurrent units and the other based on LSTM, for predicting whether
an AR that produces a significant flare will also initiate a CME. Again, data samples
in an AR are modeled as time series and the RNNs are used to capture temporal
dependencies in the time series. A feature selection technique is employed to enhance
prediction accuracy.
Third, the dissertation approaches the Stokes inversion problem using a novel
convolutional neural network (CNN). This CNN method is faster, and produces
cleaner magnetic maps, than a widely used physics-based tool. Furthermore, the
CNN method outperforms other machine learning algorithms such as multiple support
vector regression and multilayer perceptrons.
Findings reported here have been validated by substantial experiments based
on different datasets. The dissertation concludes with a fully operational database
system containing real-time flare forecasting results produced by the proposed LSTM
method. This is the first cyberinfrastructure capable of continuous learning and
forecasting of solar flares based on deep learning.
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Scientific data mining aims to learn latent patterns from scientific data, and use
these patterns to predict scientific phenomena. This dissertation investigates machine
learning techniques and adapts them to mine scientific data, specifically data from
solar physics and space weather studies. Machine learning is a non-physics-based
technology used in predictive analytics. It is a subfield of artificial intelligence,
which grants computers abilities to learn from the past data and make predictions
on unseen future data [3, 4]. This dissertation tackles three important problems in
heliophysics using machine learning techniques: solar flare prediction, Coronal mass
ejection (CME) prediction and Stokes inversion.
First, this dissertation presents a long short-term memory (LSTM) network for
predicting whether an active region (AR) would produce a Υ-class flare within the
next 24 hours. This study considers three Υ classes, namely ≥M5.0 class, ≥M class,
and ≥C class, and build three LSTM models separately, each corresponding to a Υ
class. Each LSTM model is used to make predictions of its corresponding Υ-class
flares. The essence of this approach is to model data samples in an AR as time series
and use LSTMs to capture temporal information of the data samples. Each data
sample has 40 features including 25 magnetic parameters obtained from the Space-
weather HMI Active Region Patches (SHARP) and related data products as well as 15
flare history parameters. This study surveys the flare events that occurred from 2010
May to 2018 May, using the Geostationary Operational Environmental Satellite GOES
X-ray flare catalogs provided by the National Centers for Environmental Information
(NCEI), and select flares with identified ARs in the NCEI flare catalogs. These
flare events are used to build the labels (positive vs. negative) of the data samples.
1
Experimental results show that (i) using only 14-22 most important features including
both flare history and magnetic parameters can achieve better performance than using
all the 40 features together; (ii) the proposed LSTM network outperforms related
machine learning methods in predicting the labels of the data samples.
Second, this dissertation presents two recurrent neural networks (RNNs), one
based on gated recurrent units (GRU) and the other based on LSTM, for predicting
whether an AR that produces an M- or X-class flare will also produce a CME.
This study models data samples in an AR as time series and uses the RNNs to
capture temporal information of the data samples. Each data sample has 18 physical
parameters, or features, derived from photospheric vector magnetic field data taken
by the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics
Observatory (SDO). This study surveys M- and X-class flares that occurred from
2010 May to 2019 May using the GOES X-ray flare catalogs provided by the NCEI,
and select those flares with identified ARs in the NCEI catalogs. In addition, this
study extracts the associations of flares and CMEs from the Space Weather Database
Of Notifications, Knowledge, Information (DONKI). This study uses the information
gathered above to build the labels (positive versus negative) of the data samples
at hand. Experimental results demonstrate the superiority of the proposed RNNs
over closely related machine learning methods in predicting the labels of the data
samples. This study also discusses an extension of the proposed approach to predict
a probabilistic estimate of how likely an M- or X-class flare will initiate a CME, with
good performance results.
Third, this dissertation proposes a new machine learning approach to Stokes
inversion based on a convolutional neural network (CNN) and the Milne-Eddington
(ME) method. The Stokes measurements used in this study are taken by the Near
InfraRed Imaging Spectropolarimeter (NIRIS) on the 1.6 m Goode Solar Telescope
(GST) at the Big Bear Solar Observatory. By learning the latent patterns in the
2
training data prepared by the physics-based ME tool, the proposed CNN method
is able to infer vector magnetic fields from the Stokes profiles of GST/NIRIS.
Experimental results show that the proposed CNN method produces smoother and
cleaner magnetic maps than the widely used ME method. Furthermore, the CNN
method is 4∼6 times faster than the ME method, and is able to produce vector
magnetic fields in near real-time, which is essential to space weather forecasting.
Specifically, it takes ∼50 seconds for the CNN method to process an image of 720×720
pixels comprising Stokes profiles of GST/NIRIS. Finally, the CNN-inferred results
are highly correlated to the ME-calculated results and are closer to the ME’s results
with the Pearson product-moment correlation coefficient (PPMCC) being closer to
1 on average than those from other machine learning algorithms such as multiple
support vector regression (MSVR) and multilayer perceptrons (MLP). In particular,
the CNN method outperforms the current best machine learning method (MLP) by
2.6% on average in PPMCC according to our experimental study. Thus, the proposed
physics-assisted deep learning-based CNN tool can be considered as an alternative,
efficient method for Stokes inversion for high resolution polarimetric observations
obtained by GST/NIRIS.
Finally, this dissertation presents an integrated database for understanding and
predicting solar eruptions called SolarDB and a fully operational system containing
solar flare forecasting results produced by the proposed LSTM method.
The rest of this dissertation is organized as follows. Chapter 2 presents an
LSTM network for predicting whether an AR would produce a specific class flare
within the next 24 hours. Chapter 3 presents two RNNs, one based on GRU and the
other based on LSTM, for predicting whether an AR that produces an M- or X-class
flare will also produce a CME. Chapter 4 presents a new machine learning approach
to Stokes inversion based on a CNN and the ME method. Chapter 5 illustrates the




2.1 Background and Related Work
Solar flares, the largest explosive events in the solar system, are intense bursts
of radiation that occur in the Sun’s atmosphere and release massive amounts of
energy into space. They last from minutes to hours and are often seen as bright
chromospheric ribbons and hot coronal loops on the Sun. Some flares are small and
innocent while others can be tremendous and violent. Powerful flares can cause severe
influences on the near-Earth environment, resulting in potentially life-threatening
consequences [30]. Therefore, substantial efforts are being invested on solar flare
research including forecast and mitigation plans.
The triggering mechanism of solar flares is far from being fully understood.
Many studies have shown that flares and CMEs could be powered by the free
magnetic energy accumulated in the coronal field, which can be impulsively released
by magnetic reconnection [89, 100]. Since the buildup process of coronal free energy
is driven by long-term evolution of the magnetic field on the photosphere [110], the
features of the photospheric magnetic field, which can be directly observed and derived
from photospheric vector magnetograms, may be crucial indicators for the energy
transportation and triggering processes of flares/CMEs. These features include the
size and complexity of sunspots, unsigned magnetic flux, gradient of the magnetic
field, magnetic energy dissipation, vertical electric currents, integrated Lorentz forces,
magnetic shear, magnetic helicity injection, and so on [85, 106, 127, 107]. With
the recent development of instruments and techniques, it becomes easier to obtain
extensive measurements of these features.
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Many researchers have demonstrated that using photospheric vector magne-
tograms in combination with machine learning can predict solar flares effectively.
Bobra et al. [15] described 25 features, or predictive parameters, derived from
vector magnetograms provided by the Helioseismic and Magnetic Imager (HMI) [97]
on board the Solar Dynamics Observatory (SDO) [87]. They considered flares of
M1.0 class or higher, as defined by the peak 1–8 Å flux measured by the GOES
system . Liu et al. [70] took 13 parameters out of the 25 features and used them
to perform multiclass predictions of solar flares. Nishizuka et al. [82] employed
both photospheric vector-magnetic field data and chromospheric data to predict
prominent flares. They observed that pre-flare events such as ultraviolet brightening
are associated with trigger mechanisms of solar flares. They counted the number of
previous flares in an AR and showed that both the previous flare activity information
and ultraviolet brightening are crucial for flare prediction. They later extended their
study to include more features such as the X-ray intensity to further improve flare
prediction performance [81]. Jonas et al. [58] carried out solar flare prediction by
utilizing photospheric vector-magnetic field data, flaring history, as well as multiple
wavelengths of image data from the chromosphere, transition region, and corona.
In contrast to the flare history used by Nishizuka et al. [82, 81], Jonas et al. [58]
constructed flare time series for each AR by taking the list of associated flares in
the GOES solar-flare catalogs. The constructed time series are then convolved with
exponentially decaying windows of varying length for flare prediction.
Machine learning is a subfield of artificial intelligence, which grants computers
abilities to learn from the past data and make predictions on unseen future data
[3, 4]. Commonly used machine learning methods for flare prediction include decision
trees [127, 126], random forests [10, 70, 36, 20], k-nearest neighbors [67, 56, 120, 82],
support vector machines [90, 128, 15, 19, 80, 36], ordinal logistic regression [106], the
least absolute shrinkage and selection operator [12, 58], extremely randomized trees
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[82], and neural networks [90, 116, 28, 52, 1]. Recently, Nishizuka et al. [81] adopted
a deep neural network, named Deep Flare Net (DeFN), for flare prediction.
This study uses SDO/HMI vector magnetic field data together with flaring
history to predict solar flares that would occur in an AR within 24 hours of a given
time point, with a deep learning method, named LSTM [53]. An LSTM network is a
special kind of RNNs [55] that can learn the order dependence between samples in a
sequence. LSTMs have been widely used in a variety of applications such as speech
recognition [45, 33, 44], handwriting recognition [43, 46], time series forecasting [96]
among others. In a solar flare prediction task, the observations in each AR form time
series data, and hence LSTMs are suitable for this prediction task.
2.2 Data and Predictive Parameters
This study adopts the data product, named Space-weather HMI Active Region
Patches (SHARP) [17], produced by the SDO/HMI team. These data were released at
the end of 2012 [17] and can be found as the hmi.sharp data series at the Joint Science
Operations Center (JSOC).1 The SHARP data encompass automatically identified
and tracked ARs in map patches and provide many physical parameters suitable
for flare prediction. Another useful data series, produced based on SHARP data, is
cgem.Lorentz. This data series includes estimations of integrated Lorentz forces [108]
which help diagnose the dynamic process of each AR [35].
The deep learning method requires training samples. This study surveys flares
that occurred in the period between 2010 May and 2018 May, using the GOES X-
ray flare catalogs provided by the National Centers for Environmental Information
(NCEI), and selects flares with identified ARs in the NCEI flare catalogs. This yielded
a database of 4,203 B-class flares, 6,768 C-class flares, 704 M-class flares, and 49
X-class flares. This study uses both the hmi.sharp data series and cgem.Lorentz data
1http://jsoc.stanford.edu/. Accessed on 27 April 2020.
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series, which were queried from the JSOC website by using SunPy [109]. The data
samples were collected at a cadence of 1 hour.
This study adopts two groups of predictive parameters for flare prediction. The
first group contains the 25 physical parameters described in Bobra et al. [15] that
characterize AR magnetic field properties. The second group contains 15 features
related to flaring history. Six of the 15 features are related to time decay values and
are calculated based on the formula described in Jonas et al. [58]. Specifically, for
the data sample xt observed at time point t in an AR, the time decay value of xt with
respect to B-class (C-class, M-class, X-class, respectively) flares, denoted Bdec(xt)

























where FB (FC , FM , FX , respectively) represents the set of B-class (C-class, M-class,
X-class, respectively) flares that occurred in the same AR before the data observation
time point t, t(fi) denotes the occurrence time of flare fi, and τ is a decay constant
that is set to 12 as suggested by Jonas et al. [58]. Figure 2.1 illustrates how to
calculate Mdec(xt) for a data sample xt.
The other two time decay values for the data sample xt observed at time point
t in an AR are computed by considering all flares, regardless of their classes, that








Figure 2.1 Calculation of the time decay value in an AR. Calculation of the time
decay value Mdec(xt) in an AR. The white rectangular box represents the data sample
xt observed and collected at time point t in the AR. There are p M-class flares that
occurred in the same AR prior to time point t, so FM contains p flares fi, 1 ≤ i ≤ p.
Red vertical lines represent the occurrence times of the flares in FM where the ith red













FX and E(fi) is the magnitude of flare fi.
In addition, the second group contains nine flare history features for the data
sample xt in the AR as described in Nishizuka et al. [82]. These nine features
include Bhis (Chis, Mhis, Xhis, respectively) representing the total number of B-class
(C-class, M-class, X-class, respectively) flares that occurred in the same AR before
the data observation time point t, Bhis1d (Chis1d, Mhis1d, Xhis1d, respectively)
representing the total number of B-class (C-class, M-class, X-class, respectively) flares
that occurred in the same AR during the 24 hours (i.e., 1 day) prior to the time point
t, and Xmax1d representing the maximum X-ray intensity in the same AR during the
24 hours prior to the time point t. In total, this study uses 40 features, including 25



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Because the features have different units and scales, this study normalizes the
feature values as follows. For the 25 physical features, let zki denote the normalized





where vki is the original value of the ith feature of the kth data sample, µi is the mean
of the ith feature, and σi is the standard deviation of the ith feature. For the 15 flare





where maxi and mini are the maximum and minimum value of the ith feature,
respectively.
Table 2.2 Numbers of Positive and Negative Samples for Each Flare Class
≥C class ≥M class ≥M5.0 class
Positive Negative Positive Negative Positive Negative
Training 18,266 66,311 2,710 81,867 633 83,944
Validation 7,055 19,418 1,347 25,126 292 26,181
Testing 8,732 35,957 1,278 43,411 180 44,509
2.3 Methodology
2.3.1 Prediction Task
Following Bobra et al. [15], Jonas et al. [58] and Nishizuka et al. [81], this study uses
past observations of an AR to predict its future flaring activity. Specifically, this study
solves the following binary classification problem: will this AR produce a Υ-class flare
within the next 24 hours? This study considers three Υ classes separately: ≥M5.0
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Figure 2.2 Construction of positive and negative samples used in the prediction
task. Construction of positive and negative samples used in the prediction task.
Each rectangular box represents a data sample, and corresponds to 1 hour in time.
The red vertical line indicates the starting time of a Υ-class flare. Data samples
collected 24 hours prior to the flare, represented by blue rectangular boxes, belong to
the positive class. The other data samples, represented by green rectangular boxes,
belong to the negative class. The white rectangular box, in which the flare occurs, is
not included in the dataset.
class, ≥M class, and ≥C class. The importance of these classes has been discussed
in recent works [58, 81]. Both the ≥M class and ≥C class were studied in Nishizuka
et al. [81]. Also, the ≥M class was discussed in Liu et al. [70] and the ≥C class was
analyzed in Jonas et al. [58]. In addition, this study considers the ≥M5.0 class due
to the few X-class flares in the dataset where a ≥M5.0-class flare means the GOES
X-ray flux value of the flare is above 5 × 10−5Wm−2. A flare in the ≥M5.0 class is
generally considered a major flare.
As in Bobra et al. [15], observation data whose AR is outside ± 70◦ of the
center meridian or whose features are incomplete are ignored. Data samples collected
in years 2010–2013 are used for training, those in year 2014 are used for validation,
and those in years 2015–2018 are used for testing. The training set and testing set are
disjoint, and hence the algorithm will make predictions on ARs that it has never seen
before. Figure 2.2 illustrates how this study constructs positive samples and negative
samples used by the proposed deep learning method.
For the ≥C class, data samples collected 24 hours prior to an X-class, M-class, or
C-class flare in an AR are positive and all other data samples in the AR are negative.
13
For the ≥M class, data samples collected 24 hours prior to an X-class or M-class flare
in an AR are positive and all other data samples in the AR are negative. For the
≥M5.0 class, data samples collected 24 hours prior to a ≥M5.0-class flare in an AR
are positive and all other data samples in the AR are negative.
Notice that, if a data sample is missing at some time point or if there are
insufficient data samples during the 24 hours prior to a Υ-class flare, this study
adopts a zero-padding strategy by adding synthetic data samples with zeros for all
feature values to yield a complete non-gapped time-series dataset. This zero-padding
method is used after applying the normalization procedures described in Equations
(2.7) and (2.8). Therefore, the zero-padding method does not affect the normalization
procedures. Table 2.2 shows the numbers of positive and negative samples for each
flare class where there are 1,269 ARs in total. Because most ARs do not produce
flares, this approach yields an imbalanced dataset in which negative samples greatly
outnumber positive samples.
For a given time point t and an AR, the proposed deep learning method predicts
whether the AR will produce a Υ-class flare within the next 24 hours of t. There are
three Υ classes, namely ≥M5.0 class, ≥M class, and ≥C class. Therefore, this study
builds three deep learning models separately, referred to as the ≥M5.0 model, ≥M
model, and ≥C model, respectively, each corresponding to a Υ class of flares.
2.3.2 Prediction Method
These deep learning models employ an LSTM network. An LSTM unit contains four
interactive parts including a memory cell, an input gate, an output gate and a forget
gate, as illustrated in Figure 2.3.
The key to LSTMs is the cell state, which is represented by the horizontal line
at the top of the diagram in Figure 2.3. Specifically, the new cell state Ct is updated
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Figure 2.3 Illustration of an LSTM unit. Illustration of an
LSTM unit. Here, ft is the forget gate, it is the input gate, ot
is the output gate, Ct is the cell state, xt is the input vector to
the LSTM unit, and ht is the output vector of the LSTM unit.
by the old cell state Ct−1 and the candidate cell state C̃t as follows:
Ct = ft ⊙ Ct−1 + it ⊙ C̃t, (2.9)
where the forget gate ft that controls the extent to which a value remains in the cell
is calculated as:
ft = σ(Wf · [ht−1, xt] +Bf ), (2.10)
and the input gate it that controls the extent to which a new value flows into the cell
is computed as:
it = σ(Wi · [ht−1, xt] +Bi). (2.11)
Here xt represents the input vector at time step t and ht−1 represents the output
vector at time step t− 1. The candidate cell state C̃t is computed as:
C̃t = tanh(Wc · [ht−1, xt] +Bc). (2.12)
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Finally, the output vector ht at time step t, which is based on the new cell state Ct,
is computed as:
ht = ot ⊙ tanh(Ct), (2.13)
where
ot = σ(Wo · [ht−1, xt] +Bo). (2.14)
In Equations (2.9)–(2.14), W and B contain weights and biases, respectively,
which need to be learned during training; [.] denotes the concatenation of two vectors;
σ(·) is the sigmoid function, i.e., σ(z) = 1
1+e−z
; tanh(·) is the hyperbolic tangent
function, i.e., tanh(z) = ez−e−z
ez+e−z
; ⊙ denotes the Hadamard product (element-wise
multiplication).
This deep learning architecture contains an LSTM layer with m LSTM units
(in the study presented here, m is set to 10). Motivated by the previous work in
language translation [8], where attention mechanism was applied to allow a model to
automatically search for parts of a source sentence that are related to the prediction
of a target word, this study adds an attention layer with m neurons above the LSTM
layer to focus on information in relevant time steps. The attention layer would take
the states in all time steps into account and assign a weight to each state, which
indicates the importance of information that state has. The weight wi for state hi is






Here, ht is the state at the last time step and score(·) is a content-based function.
This study adopts the function used by Luong et al. [75], which is defined as










The final attention vector v of the input sequence is derived by concatenating the
context vector ct and last hidden state ht, and then being activated by a hyperbolic
tangent layer as follows:
v = tanh(Wv[ct;ht]). (2.18)
This activation vector v is then sent to two fully connected layers, the first one having
200 neurons and the second one having 500 neurons. Finally the output layer with
2 neurons, which is activated by the softmax function, produces predicted values.
Figure 2.4 shows the overall architecture of this LSTM network.
Let xt represent the data sample collected at time point t. During training,
for each time point t, this study takes m consecutive data samples xt−m+1, xt−m+2,
. . . , xt−1, xt from the training set and use the m consecutive data samples to train
the LSTM network. The label of these m consecutive data samples is defined to be
the label of the last data sample xt. Thus, if xt belongs to the positive class, then
the input sequence xt−m+1, xt−m+2, . . . , xt−1, xt is defined as positive; otherwise the
sequence is defined as negative. Because the data samples are collected continuously
at a cadence of 1 hour and missing values are filled up by the zero-padding strategy,
the input sequence spans m hours.
Because the dataset at hand is imbalanced where negative samples outnumber
positive samples (see Table 2.2), this study uses a weighted cross entropy cost function








Figure 2.4 Architecture of the proposed LSTM network. Architecture of the
proposed LSTM network. This network is mainly comprised of an LSTM layer,
an attention layer, two fully connected layers and an output layer. Each gray box
in the LSTM layer is an LSTM unit as shown in Figure 2.3. There are m LSTM
units in the LSTM layer, m neurons in the attention layer, 200 neurons in the
first fully connected layer, 500 neurons in the second fully connected layer, and 2
neurons in the output layer activated by the softmax function. The LSTM network
takes as input the sequence xt−m+1, xt−m+2, . . . , xt−1, xt and produces as output a
two-dimension vector [y0, y1] with a value of [1, 0] or [0, 1] which is determined by
the probability calculated by the softmax function in the output layer.
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Here, N is the total number of sequences each having m consecutive data samples
in the training set, K is the number of classes, which is 2 in this study since this
study has only positive and negative classes, ωk is the weight of the kth class, which
is derived by the ratio of the sizes of the positive and negative classes with more
weight given to the minority (i.e., positive) class, ynk and ŷnk denote the observed
probability (which is equal to 1 if the nth sequence belongs to the kth class) and the
estimated probability of being in the kth class of the nth sequence, respectively. 2
The proposed LSTM network is implemented in Python, Tensorflow and
Keras. A mini-batch strategy [41] is used to achieve faster convergence during
backpropagation. The validation dataset is used for tuning model hyperparameters.
The optimizer used is Adam [61], which is a method for stochastic gradient descent,
where the learning rate is set to 0.001, β1 is set to 0.9, and β2 is set to 0.999. The
batch size is set to 256 and the number of epochs is set to 7. The length of each input
sequence, m, is set to 10, meaning that every time 10 consecutive data samples are
used as input to the LSTM network.
During testing, to predict whether an AR will produce a Υ-class flare within
the next 24 hours of a time point t, this study takes xt and its preceding
m − 1 data samples, and then feed the m consecutive testing data samples
xt−m+1, xt−m+2, . . . , xt−1, xt into the trained LSTM network. Here, the Υ class refers
to the ≥M5.0 class, ≥M class, and ≥C class, respectively. The output of the LSTM
network, i.e., the predicted result, is a two-dimension vector [y0, y1] with a value of
2This study models data samples in ARs as time series. However, this study does not
bind the many time series to a single one. Instead, this study processes ARs separately
as follows. The LSTM network accepts as input m=10 data samples at a time. Assuming
there are P data samples on an active region AR1, with the zero-padding strategy, this
study generates P sequences each having 10 data samples from AR1, and feed these P
sequences, one sequence at a time, to the LSTM network. Next, assuming there are Q data
samples on another active region AR2, this study generates Q sequences each having 10
data samples from AR2, and feed these Q sequences, one sequence at a time, to the LSTM
network. Although AR1 and AR2 may have overlapping time points, this study processes
the active regions separately, one at a time. N in Equation (2.19) represents the total
number of sequences this study generates from the training set.
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[1, 0] or [0, 1], indicating xt is positive (i.e., the AR will produce a Υ-class flare within
the next 24 hours of t) or xt is negative (i.e., the AR will not produce a Υ-class flare
within the next 24 hours of t). This value is determined by comparing the probability
calculated by the softmax function with a threshold. If the probability is greater
than or equal to the threshold, then xt is predicted to be positive; otherwise xt is
predicted to be negative. It should be pointed out that, the way this study uses the
m consecutive testing data samples xt−m+1, xt−m+2, . . . , xt−1, xt to predict whether
there is a ≥M5.0-class (≥M-class, ≥C-class, respectively) flare within the next 24
hours of the time point t is totally different from the previously published machine
learning methods for solar flare prediction [15, 58, 81], which used only the testing
data sample xt to make the prediction.
2.4 Experimental Results
2.4.1 Performance Metrics
Given an AR and a data sample xt observed at time point t, this study defines xt to
be a true positive (TP) if the ≥M5.0 (≥M, ≥C, respectively) model predicts that xt
is positive, i.e., the AR will produce a ≥M5.0- (≥M-, ≥C-, respectively) class flare
within the next 24 hours of t, and xt is indeed positive. This study defines xt to be
a false positive (FP) if the ≥M5.0 (≥M, ≥C, respectively) model predicts that xt is
positive while xt is actually negative i.e., the AR will not produce a ≥M5.0- (≥M-,
≥C-, respectively) class flare within the next 24 hours of t. This study defines xt is
a true negative (TN) if the ≥M5.0 (≥M, ≥C, respectively) model predicts xt to be
negative and xt is indeed negative; xt is a false negative (FN) if the ≥M5.0 (≥M,
≥C, respectively) model predicts xt to be negative while xt is actually positive. This
study also uses TP (FP, TN, FN, respectively) to represent the total number of true
positives (false positives, true negatives, false negatives, respectively) produced by a
model.
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The performance metrics used in this study include the following:
Recall = TPTP + FN , (2.20)
Precision = TPTP + FP , (2.21)
Accuracy (ACC) = TP + TNTP + FP + TN + FN , (2.22)




TP + FN +
TN
TN + FP), (2.23)
Heidke Skill Score (HSS) = 2(TP × TN − FP × FN)
(TP+FN)(FN+TN) + (TP+FP)(FP+TN) , (2.24)
True Skill Statistics (TSS) = TPTP + FN −
FP
TN + FP . (2.25)
ACC is not suitable for imbalanced classification [50]. The reason is that a naive
classifier predicting all instances in the minority class to belong to the majority
class would still get a high ACC value. Instead, BACC is suggested for imbalanced
classification [50]. Because of its unbiasedness over class-imbalance ratios, this study
also follows the suggestion of Bloomfield et al. [14] to use the TSS score, which is the
recall subtracted by the false alarm rate. The Heidke Skill Score (HSS) [51] is used
to measure the fractional improvement of the prediction over the random prediction
[36]. The larger BACC, HSS, and TSS score a method has, the better performance
the method achieves.
2.4.2 Model Evaluation
This study first conducts an ablation study to analyze the proposed LSTM framework
by considering three alternative architectures, denoted by LSTM−a, LSTM−c and
LSTM−ac, respectively. LSTM−a (LSTM−c, LSTM−ac, respectively) is obtained by
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removing the attention layer (the two fully connected layers, both the attention layer
and the two fully connected layers, respectively) from the LSTM architecture in Figure
2.4. Table 2.3 shows the prediction results of the four architectures for the three Υ
classes, namely ≥M5.0 class, ≥M class, and ≥C class, of flares. This study uses the
bold values to represent the best performance among all the methods, which is same
for Tables 2.3-2.5. It can be seen from Table 2.3 that the proposed LSTM architecture
outperforms the ablations LSTM−a, LSTM−c and LSTM−ac in terms of BACC, HSS
and TSS scores. By including the attention layer and the two fully connected layers,
the performance of the LSTM framework improves. The zero-padding strategy does
not negatively affect the prediction performance. Although some normalized feature
values of a data sample may become zeros due to the normalization procedures
described in Equations (2.7) and (2.8), the attention layer of the LSTM model is
able to distinguish between this data sample and those synthetic data samples added
by the zero-padding method whose feature values are all zeros. The attention layer
pays little attention to the synthetic data samples whose feature values are all zeros.
This study next compares the LSTM framework with five closely related
machine learning methods including multilayer perceptrons (MLP) [49, 36], Jordan
network (JN) [59], support vector machines (SVM) [90, 128, 15, 19, 80, 36], random
forests (RF) [10, 70, 36], and a recently published deep learning-based method, DeFN
[81]. All these methods including LSTM can be used as a binary classification model
[81, 58] or a probabilistic forecasting model [36]. A binary classification model predicts
whether or not an AR will produce a ≥M5.0- (≥M-, ≥C-, respectively) class flare
within the next 24 hours. A probabilistic forecasting model predicts the probability
for an AR to produce a ≥M5.0- (≥M-, ≥C-, respectively) class flare within the next 24
hours. A probabilistic forecasting model can be converted into a binary classification
model by using a probability threshold to make predictions as follows. If the predicted
probability is greater than or equal to the threshold, then the AR will produce a flare
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Table 2.3 Flare Prediction Results (within 24 Hours) of Four LSTM Architectures
≥M5.0 class ≥M class ≥C class
Recall
LSTM−ac 0.944 0.888 0.743
LSTM−a 0.939 0.899 0.747
LSTM−c 0.956 0.876 0.750
LSTM 0.978 0.881 0.762
Precision
LSTM−ac 0.042 0.181 0.543
LSTM−a 0.039 0.184 0.537
LSTM−c 0.041 0.216 0.536
LSTM 0.038 0.222 0.544
ACC
LSTM−ac 0.914 0.882 0.828
LSTM−a 0.904 0.883 0.825
LSTM−c 0.910 0.906 0.824
LSTM 0.899 0.909 0.829
BACC
LSTM−ac 0.929 0.885 0.796
LSTM−a 0.933 0.891 0.795
LSTM−c 0.933 0.891 0.796
LSTM 0.938 0.895 0.803
HSS
LSTM−ac 0.074 0.267 0.519
LSTM−a 0.068 0.271 0.515
LSTM−c 0.071 0.316 0.514
LSTM 0.074 0.347 0.539
TSS
LSTM−ac 0.858 0.770 0.591
LSTM−a 0.865 0.782 0.591
LSTM−c 0.865 0.783 0.592
LSTM 0.877 0.790 0.607
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within the next 24 hours; otherwise the AR will not produce a flare within the next
24 hours.
The MLP method consists of an input layer, an output layer and two hidden
layers with 200 neurons and 500 neurons, respectively. For the JN method, its output
dimension is set to 10. SVM uses the radial basis function (RBF) kernel. RF has
two parameters: mtry (number of features randomly selected to split a node) and
ntree (number of trees to grow in the forest). This study varies the values of ntree ∈
{300, 500, 1,000} and mtry ∈ [2, 8], and set ntree to 500 and mtry to 3 since these
two parameter values yield the maximum TSS for RF. Table 2.4 compares the LSTM
with the five related methods. All the methods are treated as binary classification
models where the probability thresholds are chosen to maximize their respective TSS
values, and the same threshold is used to calculate all performance metrics including
BACC, HSS and TSS for each method with respect to each flare class. It can be
seen from Table 2.4 that LSTM and RF are the two best methods. The probability
thresholds used by LSTM in Table 2.4 are 50%, 60% and 50% for ≥M5.0, ≥M and
≥C models, respectively (the same thresholds are used in Table 2.3). The probability
thresholds used by RF in Table 2.4 are 0.5%, 5% and 25% for ≥M5.0, ≥M and ≥C
models, respectively.
To further understand the behavior of the proposed LSTM method, this study
conducts a cross-validation study as follows. Refer to Table 2.2, for each of the
≥M5.0, ≥M and ≥C models, this study partitions its training (testing) set into 10
equal-sized folds. For every two training (testing) folds i and j, i ̸= j, fold i and fold
j are disjoint; furthermore, fold i and fold j contain approximately the same number
of positive training (testing) data samples and approximately the same number of
negative training (testing) data samples. In run (i, j), 1 ≤ i ≤ 10, 1 ≤ j ≤ 10, all
training samples except those in training fold i are used to train a model, and the
trained model is used to make predictions on all testing samples except those in testing
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Table 2.4 Flare Prediction Results (within 24 Hours) of
the LSTM and Five Related Machine Learning Methods
(Continued)
≥M5.0 class ≥M class ≥C class
Recall
MLP 0.944 0.812 0.637
SVM 0.644 0.692 0.746
JN 0.923 0.851 0.701
DeFN 0.889 0.891 0.761
RF 1.000 0.850 0.727
LSTM 0.978 0.881 0.762
Precision
MLP 0.037 0.143 0.451
SVM 0.014 0.106 0.497
JN 0.033 0.178 0.543
DeFN 0.037 0.173 0.497
RF 0.034 0.252 0.532
LSTM 0.038 0.222 0.544
ACC
MLP 0.901 0.855 0.778
SVM 0.818 0.824 0.803
JN 0.882 0.884 0.826
DeFN 0.907 0.872 0.801
RF 0.886 0.924 0.822
LSTM 0.899 0.909 0.829
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Table 2.4 (Continued) Flare Prediction Results (within
24 Hours) of the LSTM and Five Related Machine Learning
Methods
≥M5.0 class ≥M class ≥C class
BACC
MLP 0.922 0.834 0.725
SVM 0.732 0.760 0.781
JN 0.903 0.868 0.779
DeFN 0.898 0.881 0.786
RF 0.943 0.888 0.786
LSTM 0.938 0.895 0.803
HSS
MLP 0.064 0.204 0.389
SVM 0.020 0.141 0.472
JN 0.056 0.260 0.502
DeFN 0.064 0.253 0.476
RF 0.059 0.361 0.502
LSTM 0.074 0.347 0.539
TSS
MLP 0.845 0.669 0.449
SVM 0.464 0.520 0.562
JN 0.806 0.736 0.558
DeFN 0.796 0.763 0.572
RF 0.886 0.776 0.572
LSTM 0.877 0.790 0.607
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fold j. This study calculates the performance metric values based on the predictions
made in run (i, j). There are 100 runs. The means and standard deviations over the
100 runs are calculated and recorded.
2.4.3 Feature Assessment
Motivated by RF which uses only three features to split a node when constructing
a tree, this study wonders whether using fewer features can also achieve better
performance for the LSTM method. This study thus analyzes the importance of
each of the 40 features studied in the paper with respect to the ≥M5.0, ≥M, and
≥C models, respectively based on the LSTM architecture in Figure 2.4 using the
cross-validation methodology described above. Each time only one feature is used
by the ≥M5.0 (≥M, ≥C, respectively) model to predict whether a given AR will
produce a ≥M5.0- (≥M-, ≥C-, respectively) class flare within the next 24 hours. The
probability threshold is set to maximize the TSS score in each test. The corresponding
mean TSS score is recorded. There are 40 features, so 40 mean individual TSS scores
are recorded. These 40 mean individual TSS scores are sorted in descending order,
and the 40 corresponding features are ranked from the most important to the least
important accordingly. The sorted, mean individual TSS scores and ranked features
are plotted in a chart for each model. Then, according to the ranked features, mean
cumulative TSS scores are calculated and plotted in the chart. Specifically, the mean
cumulative TSS score of the top k, 1 ≤ k ≤ 40, most important features with respect
to the ≥M5.0 (≥M, ≥C, respectively) model is equal to the mean TSS score of the
≥M5.0 (≥M, ≥C, respectively) model that uses the top k most important features
altogether for flare prediction.
Figure 2.5 (2.6, 2.7, respectively) presents the feature importance chart for the
≥M5.0 (≥M, ≥C, respectively) model. In each figure, blue bars represent mean
individual TSS scores of the 40 features and the red polygonal line represents mean
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cumulative TSS scores of the top k, 1 ≤ k ≤ 40, most important features. Error
bars, representing standard deviations, are also plotted. It can be seen from the
figures that predictive parameters that are consistently ranked in the top 20 list
for all the three models include the following 15 features: TOTUSJH, TOTBSQ,
TOTPOT, TOTUSJZ, ABSNJZH, SAVNCPP, USFLUX, AREA_ACR, MEANPOT,
TOTFX, Cdec, Chis, Chis1d, Mhis and Xmax1d. Among these 15 features, there are
10 physical parameters, or SDO/HMI magnetic parameters, including TOTUSJH,
TOTBSQ, TOTPOT, TOTUSJZ, ABSNJZH, SAVNCPP, USFLUX, AREA_ACR,
MEANPOT and TOTFX. All these 10 physical parameters except TOTFX are among
the 13 magnetic parameters that are also considered important in Bobra et al. [15]
and Liu et al. [70], which used different methods for assessing the importance of
features. Thus, these findings are consistent with those reported in the literature.
There are four magnetic parameters, TOTFZ, R_VALUE, SHRGT45 and EPSZ,
which are considered important in Bobra et al. [15] and Liu et al. [70], but are not
ranked high in the list; some flare history features are ranked higher than these four
magnetic parameters. It is worth noting that TOTUSJH plays the most important
role, i.e., is ranked the top one, for all the three models. Moreover, some features
including TOTUSJH, TOTUSJZ, TOTPOT, TOTBSQ, USFLUX, SAVNCPP, Cdec,
Chis and Chis1d show strong predictive power and are consistently ranked in the top
10 list for all the three models.
Note that the history of C-class flares has a high impact on flare prediction.
Chis and Chis1d from Nishizuka et al. [82] count the number of previous C-class
flares. Cdec from Jonas et al. [58] is the time decay value based on previous C-class
flares. These three flare history features are ranked high in the list. The history of
M-class flares plays a more important role for the ≥M5.0 and ≥M models than for the
≥C model. Other flare history features such as the histories of B-class and X-class
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Figure 2.5 Assessment of feature importance for predicting ≥M5.0-class flares.
Assessment of feature importance for predicting ≥M5.0-class flares. Blue bars
represent mean individual TSS scores and the red polygonal line represents mean
cumulative TSS scores of the features.
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Figure 2.6 Assessment of feature importance for predicting ≥M-class flares.
Assessment of feature importance for predicting ≥M-class flares. Blue bars
represent mean individual TSS scores and the red polygonal line represents mean
cumulative TSS scores of the features.
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Figure 2.7 Assessment of feature importance for predicting ≥C-class flares.
Assessment of feature importance for predicting ≥C-class flares. Blue bars
represent mean individual TSS scores and the red polygonal line represents mean
cumulative TSS scores of the features.
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flares are relatively unimportant for predicting ≥M5.0- (≥M-, ≥C-, respectively) class
flares.
By carefully examining Figures 2.5, 2.6 and 2.7, this study finds that using
all the 40 features together does not yield the highest mean cumulative TSS scores.
In fact, using roughly the top 14-22 most important features together yields the
highest mean cumulative TSS scores, achieving the best performance. Specifically,
using the top 20 (22, 14, respectively) most important features yields the highest
mean cumulative TSS score for the ≥M5.0 (≥M, ≥C, respectively) model. This
happens probably because low ranked features are noisy features, and using them
may deteriorate the performance of the models. In subsequent experiments, this
study uses the best features for each model.
2.4.4 Comparison between RF and LSTM
Table 2.4 shows that RF and LSTM are the two best methods. In this subsection,
this study further compares RF and LSTM using the cross-validation methodology
described above. Table 2.5 shows their performance metric values where standard
deviations are enclosed in parentheses. The probability thresholds used by RF are
set to 0.5%, 5%, 25% for ≥M5.0, ≥M, ≥C class, respectively, where the thresholds
are chosen to maximize TSS. The probability thresholds used by LSTM are set to
75%, 60%, 50% for ≥M5.0, ≥M, ≥C class, respectively. These optimal thresholds are
slightly different from those used in Table 2.4. This happens because the performance
metric values in Table 2.4 are obtained from a single dataset whereas those in Table
2.5 are obtained from cross validation. Furthermore, LSTM in Table 2.4 uses all 40
features together whereas LSTM in Table 2.5 uses only the (14-22) best features.
According to Table 2.5 and a Wilcoxon signed rank test [117], the LSTM method is
significantly better than RF (p < 0.05) in all three flare classes in terms of BACC,
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HSS and TSS. These results indicate that LSTM outperforms RF when the methods
are used as binary classification models.
Table 2.5 Flare Prediction Results (within 24 Hours) of the LSTM and RF Obtained
from Cross Validation
≥M5.0 class ≥M class ≥C class
Recall
RF 0.960 (0.027) 0.888 (0.006) 0.730 (0.002)
LSTM 0.960 (0.017) 0.885 (0.017) 0.773 (0.027)
Precision
RF 0.026 (0.001) 0.179 (0.003) 0.499 (0.003)
LSTM 0.048 (0.008) 0.222 (0.023) 0.541 (0.030)
ACC
RF 0.853 (0.003) 0.880 (0.002) 0.804 (0.001)
LSTM 0.921 (0.014) 0.907 (0.013) 0.826 (0.015)
BACC
RF 0.906 (0.014) 0.884 (0.003) 0.776 (0.001)
LSTM 0.940 (0.007) 0.896 (0.004) 0.806 (0.004)
HSS
RF 0.042 (0.002) 0.262 (0.004) 0.469 (0.003)
LSTM 0.084 (0.015) 0.323 (0.030) 0.526 (0.021)
TSS
RF 0.812 (0.027) 0.768 (0.005) 0.552 (0.003)
LSTM 0.881 (0.014) 0.792 (0.008) 0.612 (0.009)
This study next compares RF and LSTM using (i) skill scores profiles (SSP)
of BACC, HSS and TSS as functions of the probability threshold, (ii) Receiver
Operating Characteristic (ROC) curves, and (iii) Reliability Diagrams (RD). ROC
curves describe the relationship between the true positive rate and false positive rate.
The Area Under the Curve (AUC) in the ROC represents the degree of separability,
indicating how well a model is capable of distinguishing between two classes with
the ideal value of one [76]. The RD describes the relationship between the actual
observed frequencies of flares of interest and the probabilities predicted by a model.
A bin diagram, presented as an inset in the RD, is used to show the distribution of
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the predicted probabilities. The X-axis of the bin diagram represents the predicted
probabilities and the Y-axis represents the numbers of data samples. As in Florios et
al. [36] this study uses 20 bins of length 0.05 each. Thus, for example, the Y value
of the first bin shows the number of data samples whose predicted probabilities of
having a flare of interest in the next 24 hours are within 0.05. The ideal situation is
represented by the diagonal line in the RD; a point (x, x) on the diagonal indicates
that among those data samples whose predicted probability is x, the ratio of the
data samples that actually have a flare of interest within the next 24 hours is also
x. In addition, this study uses the Brier Score (BS) [21] and Brier Skill Score (BSS)
[118, 119] to quantitatively assess the performance of probabilistic forecasting models.
The values of BS range from 0 to 1 with the perfect score being 0. The values of BSS
range from minus infinity to 1 with the perfect score being 1.
Figure 2.8 presents SSP, ROC and RD plots for RF and LSTM, respectively,
when the methods are used in ≥M5.0-class flare prediction. Refer to the SSP plots,
for RF, the maximum TSS=0.812 is obtained with a probability threshold of 0.5%.
With this threshold, BACC=0.906±0.014 and HSS=0.042±0.002. For LSTM, the
maximum TSS=0.881 is obtained with a probability threshold of 75%. With this
threshold, BACC=0.940±0.007 and HSS=0.084±0.015. The ROC curve of LSTM is
better than that of RF. LSTM has an AUC of 0.984±0.003, which is better than RF
with an AUC of 0.948±0.011. Refer to the RD plots, the curves of RF and LSTM
are far away from the diagonal lines in the RD plots. The BS and BSS achieved by
RF are 0.004±0.001 and 0.053±0.008, respectively. The BS and BSS achieved by
LSTM are 0.090±0.011 and -21.576±2.956, respectively. In terms of BS and BSS,
RF is better than LSTM.
Figure 2.9 presents SSP, ROC and RD plots for RF and LSTM, respectively,
when the methods are used in ≥M-class flare prediction. Refer to the SSP plots,
for RF, the maximum TSS=0.768 is obtained with a probability threshold of 5%.
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With this threshold, BACC=0.884±0.003 and HSS=0.262±0.004. For LSTM, the
maximum TSS=0.792 is obtained with a probability threshold of 60%. With this
threshold, BACC=0.896±0.004 and HSS=0.323±0.030. The ROC curve of LSTM is
slightly better than that of RF. LSTM has an AUC of 0.948±0.003, which is better
than RF with an AUC of 0.935±0.002. Refer to the RD plots, the curve of RF is
closer to the diagonal than the curve of LSTM. The BS and BSS achieved by RF
are 0.021±0.001 and 0.260±0.006, respectively. The BS and BSS achieved by LSTM
are 0.090±0.009 and -2.241±0.319, respectively. These results suggest that RF be a
better probabilistic forecasting model than LSTM.
Figure 2.10 presents SSP, ROC and RD plots for RF and LSTM, respectively,
when the methods are used in ≥C-class flare prediction. Refer to the SSP plots,
for RF, the maximum TSS=0.552 is obtained with a probability threshold of 25%.
With this threshold, BACC=0.776±0.001 and HSS=0.469±0.003. For LSTM, the
maximum TSS=0.612 is obtained with a probability threshold of 50%. With this
threshold, BACC=0.806±0.004 and HSS=0.526±0.021. The ROC curve of LSTM is
better than that of RF. LSTM has an AUC of 0.871±0.002, which is better than RF
with an AUC of 0.851±0.001. Refer to the RD plots, the curve of RF almost overlaps
the diagonal. The BS and BSS achieved by RF are 0.103±0.001 and 0.344±0.002,
respectively. The BS and BSS achieved by LSTM are 0.133± 0.007 and 0.152±0.047,
respectively. These results indicate that RF is better than LSTM when the methods
are used as probabilistic forecasting models.
2.5 Summary
This study presents an LSTM network to predict whether an AR would produce a
Υ-class flare within the next 24 hours. This study considers three Υ classes, namely
≥M5.0 class, ≥M class, and ≥C class, and build three LSTM models separately, each
corresponding to a Υ class. Each LSTM model is used to make predictions of its
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Figure 2.8 Comparison between RF (top) and LSTM (bottom) for ≥M5.0-class
flare prediction.Comparison between RF (top) and LSTM (bottom) for ≥M5.0-class
flare prediction where the corresponding SSP, ROC and RD are displayed from left
to right.
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Figure 2.9 Comparison between RF (top) and LSTM (bottom) for ≥M-class flare
prediction.Comparison between RF (top) and LSTM (bottom) for ≥M-class flare
prediction where the corresponding SSP, ROC and RD are displayed from left to
right.
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Figure 2.10 Comparison between RF (top) and LSTM (bottom) for ≥C-class flare
prediction.Comparison between RF (top) and LSTM (bottom) for ≥C-class flare
prediction where the corresponding SSP, ROC and RD are displayed from left to
right.
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corresponding Υ-class flares. This study builds a dataset containing the data in the
period from 2010 May to 2018 May, gathered from the JSOC website. Each sample
in the dataset has 40 features, including 25 magnetic parameters provided by SHARP
and related data products as well as 15 flare history parameters. This study divides
the dataset into three subsets: the subset covering 2010–2013 for training, the subset
covering 2014 for validation, and the subset covering 2015–2018 for testing. The
training subset and testing subset are disjoint; and hence, the proposed method can
make predictions on ARs that it has never seen before. With extensive experiments,
this dissertation evaluates the performance of all three LSTM models and compare
them with closely related machine learning methods using different performance
metrics. The main results are summarized as follows.
1. Solar data samples in an AR are considered as time series in this study.
Although some researchers [82, 58] utilize information concerning flaring
history for solar flare forecasts, none of the previous studies model the
data samples as time series and adopt LSTMs to capture dependencies in
the temporal domain of the data samples.
2. The importance of each of the 40 features is evaluated in this
study. The experimental results show that, among these 40 features,
10 SDO/HMI magnetic parameters including TOTUSJH, TOTBSQ,
TOTPOT, TOTUSJZ, ABSNJZH, SAVNCPP, USFLUX, AREA_ACR,
MEANPOT, TOTFX, and 6 flare history parameters including Cdec,
Chis, Chis1d, Edec, Mhis and Xmax1d are more important than the other
features for flare prediction. This findings on the SDO/HMI magnetic
parameters are mostly consistent with those reported in Bobra et al. [15].
It was also observed that the history of C-class flares contributes the most
to flare prediction among all the flare history parameters. Although the
rankings of the features are not the same for the three LSTM models, some
features such as TOTUSJH, TOTUSJZ, TOTPOT, TOTBSQ, USFLUX,
SAVNCPP, Cdec, Chis and Chis1d exhibit great predictive power for all
the three models. Furthermore, using only 14-22 most important features
including both flare history and magnetic parameters can achieve better
performance than using all the 40 features together.
3. The proposed LSTM-based approach achieves better performance than
related machine learning methods such as MLP [49, 36], JN [59], SVM
[90, 128, 15, 19, 80, 36], and a recently published deep learning-based
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method, DeFN [81]. In addition, an ablation study is conducted by
considering three alternative architectures (ablations) LSTM−a, LSTM−c
and LSTM−ac. The experimental results show that the proposed LSTM
architecture achieves better performance than the three ablations, demon-
strating the effectiveness of adding the attention layer and fully connected
layers to LSTM units.
4. A related machine learning algorithm, namely RF [10, 70, 36], is
comparable to the LSTM method. If one is interested in getting a
probabilistic estimate of how likely an AR will produce a ≥M5.0- (≥M-,
≥C-, respectively) class flare within the next 24 hours, then RF would be
the best choice. On the other hand, if one is interested in getting a firm
answer regarding whether or not an AR will produce a ≥M5.0- (≥M-,
≥C-, respectively) class flare within the next 24 hours, then the proposed
LSTM method is significantly better than RF and is recommended.
Based on the experimental results, it is concluded that the proposed LSTM-
based framework is a valid method for solar flare prediction. Considering flare
history parameters, besides SDO/HMI magnetic parameters, helps improve prediction




CORONAL MASS EJECTION PREDICTION
3.1 Background and Related Work
CMEs are intense bursts of magnetic flux and plasma that are ejected from the
Sun into interplanetary space [68]. They are often associated with solar flares and
originated from ARs on the Sun’s photosphere where magnetic fields are strong and
evolve rapidly. Major CMEs and their associated flares can cause severe influences
on the near-Earth environment, resulting in potentially life-threatening consequences
[9]. Therefore, substantial efforts are being invested on developing new technologies
for early detection and forecasting of flares and CMEs [16, 57].
Both flares and CMEs are believed to be magnetically-driven events; evidence
shows that they may constitute different manifestations of the same physical process
[48, 13, 42]. However, solar observations over the past few decades have clearly
indicated that there may not be a one-to-one correspondence between flares and
CMEs, and their relationship is still under active investigation [124, 60]. Much effort
has been devoted to analyzing the structural properties of coronal magnetic fields,
which may play an important role in determining whether an eruption evolves into
a CME or remains as a confined flare [112, 32, 74, 11]. In the meantime, many
researchers have investigated the relationship between CME productivity and the
features of the photospheric magnetic field of flare-productive ARs where the features
can be directly derived from photospheric vector magnetograms. For example,
Qahwaji et al. [91] used properties such as flare duration along with machine learning
algorithms to predict whether a flare is likely to initiate a CME. Bobra et al. [16] used
18 physical features, or predictive parameters, derived from the photospheric vector
magnetic field data provided by the HMI [98] on board the SDO [87] to forecast
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whether a CME would be associated with an M- or X-class flare. The flares are
classified according to the peak flux (in watts per square meter, W/m2) of 1 to 8
Å X-rays as measured by the GOES. These authors found that using a combination
of six intensive parameters captured most of the relevant information contained in
the photospheric magnetic field. Inceoglu et al. [57] later developed methods to
forecast whether flares would be associated with CMEs and solar energetic particles
(SEPs). The authors employed two machine learning algorithms, SVMs and MLPs,
and showed that SVMs performed slightly better than MLPs in the forecasting task.
Machine learning is a non-physics-based technology used in predictive analytics.
It is a subfield of artificial intelligence, which grants computers abilities to learn from
the past data and make predictions on unseen future data [3, 4, 41]. Many different
machine learning-based techniques have been developed for solar flare prediction [70,
36, 58, 81, 72]. However, CME prediction has been mainly based on SVMs [16] and
MLPs [57].
This study extends the work of Bobra et al. [16] by proposing new machine
learning algorithms and applying the algorithms to SDO/HMI vector magnetic field
data to predict whether an AR that produces an M- or X-class flare will also produce a
CME. The machine learning algorithms this study explores include two kinds of RNNs
[55]: an LSTM network [53] and a gated recurrent unit (GRU) network [27]. LSTM
cells and GRUs differ in the number and type of gates employed in the networks—an
LSTM cell has three gates (input, output and forget gates) whereas a GRU has two
gates (reset and update gates). RNNs can use their internal state (memory) and gates
to process sequences of inputs, which makes them suitable for tasks such as speech
recognition, handwriting recognition and time series forecasting [66, 41]. In a CME
prediction task, the observations in each AR form time series data, and hence RNNs
work well in this task.
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3.2 Data and Predictive Parameters
This study adopts the data products, named SHARP [17], produced by the SDO/HMI
team. These data were released at the end of 2012 [17] and can be found in
the hmi.sharp data series at the JSOC.1 The SHARP data series contains ARs
tracked throughout their lifetime and provides many physical parameters suitable
for flare/CME predictions.
This study collects data samples at a cadence of 12 minutes where the data
samples are retrieved from the hmi.sharp_cea_720s definitive data series on the
JSOC website by using SunPy [109]. This study uses the same 18 features, or
SHARP parameters, as described in Bobra et al. [16], that characterize AR
magnetic field properties for CME prediction. These 18 features or predictive
parameters include MEANPOT (mean photospheric magnetic free energy), SHRGT45
(fraction of area with shear > 45◦), TOTPOT (total photospheric magnetic free
energy density), USFLUX (total unsigned flux), MEANJZH (mean current helicity),
ABSNJZH (absolute value of the net current helicity), SAVNCPP (sum of the
modulus of the net current per polarity), MEANALP (mean characteristic twist
parameter), MEANSHR (mean shear angle), TOTUSJZ (total unsigned vertical
current), TOTUSJH (total unsigned current helicity), MEANGAM (mean angle of
field from radial), MEANGBZ (mean gradient of vertical field), MEANJZD (mean
vertical current density), AREA_ACR (area of strong field pixels in the active region),
R_VALUE (sum of flux near polarity inversion line), MEANGBT (mean gradient of
total field) and MEANGBH (mean gradient of horizontal field). Because the features
have different units and scales, this study normalizes the feature values as done in
[72]. Data samples with incomplete features are excluded from the dataset [16].
The proposed RNNs require labeled training samples. This study surveys M-
and X-class flares that occurred in the period between 2010 May and 2019 May, using
1http://jsoc.stanford.edu/. Accessed on 27 April 2020.
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the GOES X-ray flare catalogs provided by the NCEI, and select M- and X-class flares
with identified ARs in the NCEI flare catalogs. As in Bobra et al. [16], flares that
are outside ± 70◦ of the central meridian during the GOES X-ray flux peak time are
excluded from the dataset. Flares where the (1) absolute value of the radial velocity
of SDO is larger than 3500 m/s or (2) HMI data are of low quality as described in
Hoeksema et al. [54] are also excluded from the dataset. In this way, this study
excludes data with noise or low quality, and keep data of high quality in this study.
In addition, this study extracts data from a NASA Space Weather Research Center
database called Space Weather Database Of Notifications, Knowledge, Information
(DONKI)2 to label whether or not any given flare produced a CME. This yields a
database of 129 M- and X-class flares that are associated with CMEs and 610 M- and
X-class flares that are not associated with CMEs.
3.3 Methodology
3.3.1 Prediction Task
Following Bobra et al. [16], this study uses past observations of a flaring AR to
predict its future CME productivity. Specifically, this study solves the following
binary classification problem: will an AR that produces an M- or X-class flare within
the next T hours also produce a CME associated with the flare? This study considers
T ranging from 12 to 60 in 12 hr intervals. These prediction times are commonly
used by researchers [1, 16, 57].
The dataset used in this study contains data samples collected within the T
hours prior to the peak time of an M- or X-class flare regardless of whether the flare
produces a CME. Those data samples collected within the T hours prior to the peak
time of an M- or X-class flare that produces a CME belong to the positive class;
the other data samples belong to the negative class. Data samples collected in years
2http://kauai.ccmc.gsfc.nasa.gov/DONKI/. Accessed on 27 April 2020.
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2010–2014 are used for training, and those in years 2015–2019 are used for testing.
Thus, the training set and test set are disjoint, and hence the proposed RNNs will
make predictions on ARs that they have never seen before. Table 3.1 summarizes the
numbers of positive and negative samples for different T values used for training and
testing, respectively.
If a data sample is missing at some time point or if there are insufficient data
samples within the T hours prior to the peak time of an M- or X-class flare, this study
adopts a zero-padding strategy by adding synthetic data samples with zeros for all
feature values to yield a complete, non-gapped time-series dataset. This zero-padding
method is used after normalizing the feature values. Therefore, the zero-padding
method does not affect the normalization procedure. For a given time point t and an
AR that produces an M- or X-class flare within the next T hours of t, the proposed














































































































































































This study employs two kinds of RNNs: a GRU network [27, 41] and an LSTM
network [53, 41]. A GRU contains three interactive parts including a memory content,
an update gate and a reset gate, as illustrated in Figure 3.1 where boldface is used for
matrix notations. The new memory content ht is updated by the previous memory
content ht−1 and the candidate memory content h̃t as follows [27, 41]:
ht = zt ⊙ ht−1 + (1− zt)⊙ h̃t, (3.1)
where the update gate zt that determines how much of the past information from
previous time steps needs to be passed to the future is calculated as follows [27, 41]:
zt = σ(Wz · [ht−1,xt] + Bz), (3.2)
and the reset gate rt that determines how much of the past information to forget is
computed as follows [27, 41]:
rt = σ(Wr · [ht−1,xt] + Br). (3.3)
Here xt represents the input vector at time step t. The candidate memory content h̃t
is computed as follows [27, 41]:
h̃t = tanh(Wh · [rt ⊙ ht−1,xt] + Bh). (3.4)
In Equations (3.1)–(3.4), W and B contain weights and biases, respectively, which
need to be learned during training; [.] denotes the concatenation of two vectors;
σ(·) is the sigmoid function, i.e., σ(z) = 1
1+e−z ; tanh(·) is the hyperbolic tangent
function, i.e., tanh(z) = ez−e−z
ez+e−z ; ⊙ denotes the Hadamard product (element-wise
multiplication).
The GRU network contains a GRU layer with m GRUs (in the study presented
here, m is set to 20). This study adds an attention layer with m neurons above
47
Figure 3.1 Illustration of a GRU where zt is the update gate,
rt is the reset gate, ht is the output vector (memory content)
and xt is the input vector to the GRU. The subscript t indexes
the time step.
the GRU layer to focus on information in relevant time steps as done in Liu et al.
[72]. This study then adds a fully connected layer with 100 neurons on top of the
attention layer. Finally, the output layer with one neuron, which is activated by
the sigmoid function, produces predicted values. The LSTM network is similar to
the GRU network except that the GRU layer is replaced by an LSTM layer with m
LSTM cells. This is reminiscent of the LSTM network presented in [72].
Let xt represent the data sample collected at time point t. During training,
for each time point t, this study takes m consecutive data samples xt−m+1, xt−m+2,
. . . , xt−1, xt from the training set and use the m consecutive data samples to train
the proposed RNNs including the GRU and LSTM networks. The label of these m
consecutive data samples is defined to be the label of the last data sample xt. Thus,
if xt belongs to the positive class, then the input sequence xt−m+1, xt−m+2, . . . , xt−1,
xt is defined as positive; otherwise the sequence is defined as negative. Because the
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data samples are collected continuously at a cadence of 12 minutes and missing values
are filled up by the zero-padding strategy, the input sequence spans m
5
hours.
Also during training, this study uses a weighted cross entropy cost function for




ω0ynlog(ŷn) + ω1(1− yn)log(1− ŷn). (3.5)
Here, N is the total number of sequences each having m consecutive data samples
in the training set, ω0 and ω1 are the weights of the positive and negative classes,
respectively, which are derived by the ratio of the sizes of the positive and negative
classes with more weight given to the minority class.3 This study uses yn and ŷn to
denote the observed probability (which is equal to 1 if the nth sequence belongs to
the positive class) and the estimated probability of the nth sequence, respectively.
The proposed RNN methods are implemented in Python, TensorFlow and
Keras. A mini-batch strategy [41] is used to achieve faster convergence during
backpropagation. The optimizer used is RMSprop, which is a method for gradient
descent, where the learning rate is set to 0.001. The batch size is set to 256 and the
number of epochs is set to 20. The length of each input sequence, m, is set to 20,
meaning that every time 20 consecutive data samples are used as input to the RNNs.
The hyperparameter values, the optimizer, and the cost function in Equation (3.5)
are chosen to maximize the TSS scores to be defined in the experiments section.
During testing, to predict whether a given AR that produces an M- or X-class
flare within the next T hours of a time point t will also produce a CME associated
with the flare, this study takes xt and its preceding m−1 data samples, and then feed
the m consecutive test data samples xt−m+1, xt−m+2, . . . , xt−1, xt into the trained
RNNs. The output of the RNNs, i.e., the predicted result, is a scalar number with
a value of 1 or 0, indicating xt is positive (i.e., the AR will also produce a CME
3Refer to the training data in Table 3.1. The minority class is the positive class.
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associated with the flare) or xt is negative (i.e., the AR will not produce a CME
associated with the flare). This value is determined by comparing the probability
calculated by the sigmoid function in the output layer of the RNNs with a threshold.
If the probability is greater than or equal to the threshold, then xt is predicted to be
positive; otherwise xt is predicted to be negative. It should be pointed out that, the
way this study uses the m consecutive test data samples xt−m+1, xt−m+2, . . . , xt−1,
xt to predict whether a given AR that produces an M- or X-class flare within the
next T hours of a time point t will also produce a CME associated with the flare is
different from the previously published machine learning methods [16], which used
only the test data sample xt to make the prediction.
3.4 Experimental Results
3.4.1 Performance Metrics and Experimental Setup
Given an AR that produces an M- or X-class flare within the next T hours of a time
point t and a data sample xt observed at time point t, this study defines xt to be
a TP if the RNNs predict that xt is positive, and xt is indeed positive, i.e., the M-
or X-class flare produces, or is associated with, a CME. This study defines xt to be
an FP if the RNNs predict that xt is positive while xt is actually negative, i.e., the
M- or X-class flare does not produce, or is not associated with, a CME. This study
defines xt is a TN if the RNNs predict xt to be negative and xt is indeed negative;
xt is an FN if the RNNs predict xt to be negative while xt is actually positive. This
study also uses TP (FP, TN, FN, respectively) to represent the total number of true
positives (false positives, true negatives, false negatives, respectively) produced by
the RNNs.
The performance metrics used in this study include the following:
Recall = TPTP + FN , (3.6)
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Precision = TPTP + FP , (3.7)
ACC = TP + TNTP + FP + TN + FN , (3.8)
HSS = 2(TP × TN − FP × FN)
(TP+FN)(FN+TN) + (TP+FP)(FP+TN) , (3.9)
TSS = TPTP + FN −
FP
TN + FP . (3.10)
The HSS [51] is used to measure the fractional improvement of a method’s
prediction over the random prediction [36]. The TSS score is the recall subtracted
by the false alarm rate [14]. This study also uses the area under the curve (AUC) in
a receiver operating characteristic (ROC) curve [76], which represents the degree of
separability, indicating how well a method is capable of distinguishing between two
classes with the ideal value of one. These performance metrics are commonly used
when dealing with binary classification problems. In general, the larger HSS, TSS and
AUC score a binary classification method has, the better performance the method
achieves.
To gain a better understanding of the behavior of the proposed RNNs, this study
adopts the following cross-validation methodology. This study partitions the training
(testing) set into 10 equal-sized folds. For every two training (test) folds i and j, i ̸= j,
fold i and fold j are disjoint; furthermore, fold i and fold j contain approximately
the same number of positive training (test) data samples and approximately the
same number of negative training (test) data samples. In the ith run, 1 ≤ i ≤ 10,
all training data samples except those in training fold i are used to train a model,
and the trained model is used to make predictions on all test data samples except
those in test fold i. This study calculates the performance metric values based on
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the predictions made in the ith run. There are 10 runs. The means and standard
deviations over the 10 runs are calculated and recorded.
3.4.2 Feature Assessment
This study conducts a series of experiments to analyze the importance of each of
the 18 features studied here using the cross-validation methodology and the feature
assessment method introduced in Liu et al. [72]. Each time only one feature is used
to make predictions. The probability threshold used by the RNNs is set to maximize
the TSS score in each run. There are 10 runs and the corresponding mean TSS score
is calculated and recorded. There are 18 features, so 18 mean individual TSS scores
are recorded. These 18 mean individual TSS scores are sorted in descending order,
and the 18 corresponding features are ranked from the most important (with the
highest mean individual TSS score) to the least important (with the lowest mean
individual TSS score) accordingly. Table 3.2 presents the 18 features ranked by the
GRU and LSTM networks, respectively, for different T values where T ranges from 12
to 60 in 12 hr intervals. It can be seen from the table that MEANPOT, SHRGT45,
ABSNJZH and SAVNCPP are consistently ranked in the top 10 list by both LSTM
and GRU networks. In particular, MEANPOT plays the most important role in
CME prediction, which is ranked as the top one in all cases. Other features such
as TOTPOT, USFLUX, MEANJZH, MEANALP and MEANSHR also show strong
predictive power and are ranked in the top 10 list in most cases. Compared to the
top 10 lists of Bobra et al. [16], who used a different feature ranking method for T =
24, 48 [16], these lists overlap to some extent (seven features simultaneously occur in


































































































































































































































































































































































































































































Next, according to the ranked features, mean cumulative TSS scores are
calculated. Specially, the mean cumulative TSS score of the top k, 1 ≤ k ≤ 18,
most important features is equal to the mean TSS score of using the top k most
important features altogether for CME prediction. This study calculates the mean
cumulative TSS scores for T =12, 24, 36, 48 and 60 hours. We found that using
all the 18 features together does not yield the highest mean cumulative TSS scores.
In fact, using the top 16, 12, 9, 14 and 5 features for T = 12, 24, 36, 48 and 60
hours, respectively, yields the highest mean cumulative TSS scores, achieving the
best performance for the GRU network. Using the top 15, 12, 8, 15 and 6 features
for T =12, 24, 36, 48, 60 hours, respectively, yields the highest mean cumulative TSS
scores for the LSTM network. This happens probably because low ranked features
are noisy features, and using them may deteriorate the performance of the methods.
In subsequent experiments, this study uses the best features for each method.
3.4.3 Performance Comparison
This study compares the proposed RNNs with three closely related machine learning
methods including MLP [57], SVM [16] and RF [70]. MLP and SVM have been
previously used for CME prediction [16, 57]. RF has been used in flare prediction
with good performance [70, 36, 72]. These three machine learning methods are
inherently probabilistic forecasting models [36] in the sense that each of them predicts
a probability. Since this study deals with a binary classification problem, it convert
each probabilistic forecasting model into a binary classification model [81, 58] by
comparing the predicted probability with a threshold. If the predicted probability
is greater than or equal to the threshold, then the model predicts that a flare will
produce, or is associated with, a CME; otherwise, the model predicts that the flare
will not produce a CME.
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MLP consists of an input layer, an output layer and two hidden layers both
with 200 neurons. SVM uses the radial basis function (RBF) kernel. RF has two
parameters: mtry (number of features randomly selected to split a node) and ntree
(number of trees to grow in the forest). This study varys the values of ntree ∈ {300,
500, 1,000} and mtry ∈ [2, 8], and set ntree to 500 and mtry to 3. The hyperparameter
and parameter values used by these three related machine learning methods are chosen
to maximize their TSS scores. As in the proposed RNNs, these machine learning
methods use data samples collected in years 2010-2014 for training and data samples
in years 2015-2019 for testing. To deal with the imbalanced datasets described in
Table 3.1, this study gives more weight to the minority class during training as done
for the RNNs. The same cross-validation methodology is adopted to evaluate the
performance of the three related machine learning methods.
Table 3.3 presents the confusion matrix in which mean TP, FP, FN, TN (with
standard deviations enclosed in parentheses) of the five machine learning methods for
different T values where T ranges from 12 to 60 hours in 12 hr intervals are listed. The
probability thresholds used by the machine learning methods are set to maximize their
TSS scores. Table 3.4 presents the mean performance metric values (with standard
deviations enclosed in parentheses) of the five machine learning methods. The best
performance metric values are highlighted in boldface. Figure 3.2 shows the ROC
curves for the five machine learning methods. It can be seen from Table 3.4 and
Figure 3.2 that the GRU and LSTM networks perform better than the three related
machine learning methods in terms of HSS, TSS, AUC and ROC curves. There is no
clear distinction between the GRU and LSTM networks. These results indicate that
both of the proposed RNNs are suitable for solving the binary classification problem
at hand.
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Table 3.3 Confusion Matrix for the GRU and LSTM Networks and Three Related
Machine Learning Methods
12 hr 24 hr 36 hr 48 hr 60 hr
TP
SVM 252 (69) 138 (153) 2 (4) 22 (65) 112 (141)
RF 280 (12) 580 (13) 747 (60) 872 (38) 883 (78)
MLP 395 (15) 642 (25) 875 (36) 1016 (25) 1188 (87)
LSTM 453 (24) 716 (72) 964 (57) 958 (66) 969 (168)
GRU 432 (40) 770 (32) 984 (49) 1107 (60) 1127 (137)
FP
SVM 233 (105) 110 (142) 0 (0) 0 (0) 72 (144)
RF 153 (9) 314 (10) 472 (11) 454 (13) 485 (9)
MLP 270 (33) 260 (16) 511 (38) 295 (27) 520 (37)
LSTM 317 (48) 292 (41) 389 (55) 274 (42) 49 (50)
GRU 294 (73) 326 (64) 339 (49) 262 (42) 119 (58)
FN
SVM 245 (69) 692 (153) 1091 (4) 1364 (65) 1540 (142)
RF 217 (12) 250 (13) 345 (60) 514 (38) 768 (78)
MLP 102 (15) 188 (25) 217 (37) 370 (25) 464 (88)
LSTM 42 (24) 114 (71) 128 (57) 428 (66) 682 (169)
GRU 65 (40) 60 (32) 109 (48) 279 (60) 524 (138)
TN
SVM 455 (105) 843 (142) 1127 (1) 1224 (1) 1264 (144)
RF 535 (9) 640 (11) 656 (11) 770 (13) 851 (8)
MLP 418 (32) 693 (16) 617 (38) 929 (27) 816 (37)
LSTM 369 (48) 661 (42) 739 (55) 951 (42) 1287 (49)

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.2 ROC curves for the GRU and LSTM networks and three related machine
learning methods.
3.4.4 Probabilistic Forecasting
The three related machine learning methods are inherently probabilistic forecasting
models. The proposed RNNs can be easily converted from a binary classification
model to a probabilistic forecasting model as follows. Instead of comparing the
probability, calculated by the sigmoid function in the output layer of the RNNs,
with a threshold, the RNNs simply output the probability. For a given time point t
and an AR that will produce an M- or X-class flare within the next T hours of t, this
output now represents a probabilistic estimate of how likely the flare will initiate a
CME.
This study uses the BS [21] and the BSS [118, 119] to quantitatively assess the





(yn − ŷn)2, (3.11)
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Here N is the total number of sequences each having m consecutive data samples in
the test set, yn and ŷn denote the observed probability and the estimated probability




the average value of all the observed probabilities. The values of BS range from 0 to
1 with the perfect score being 0. The values of BSS range from minus infinity to 1
with the perfect score being 1.
Table 3.5 presents the mean BS and BSS scores and standard deviations of the
five machine learning methods for different T values where T ranges from 12 to 60
hours in 12 hr intervals. It can be seen from the table that the proposed GRU and
LSTM networks are comparable, and again outperform the three related machine
learning methods in terms of BS and BSS. These results in Table 3.4 and Table 3.5
suggest that the proposed RNNs work well when used as either binary classification






























































































































































































































































































































































































































































This study presents two RNNs, where one is a GRU network and the other is an LSTM
network, for CME prediction. Given a time point t and an AR that produces an M-
or X-class flare within the next T hours of t where T ranges from 12 to 60 in 12 hr
intervals, the proposed RNNs, when used as binary classification models, can predict
whether the AR will also produce a CME associated with the flare. In addition,
the proposed RNNs, when used as probabilistic forecasting models, can produce a
probabilistic estimate of how likely the M- or X-class flare will initiate a CME. This
study build a dataset of samples, gathered from the JSOC website, in the period
from 2010 May to 2019 May; each data sample has 18 magnetic parameters provided
by SHARP. This study uses the data samples during the years of 2010–2014 for
training, and the data samples during the years of 2015–2019 for testing. The training
set and test set are disjoint, and hence the proposed RNNs can make predictions
on ARs that they have never seen before. With extensive experiments, this study
evaluates the performance of the RNNs and compare them with three closely related
machine learning methods including MLP [57], RF [70] and SVM [16] using different
performance metrics. All these machine learning methods including ours can be used
as binary classification models or probabilistic forecasting models. The main results
are summarized as follows:
1. Solar data samples in an AR are modeled as time series here. Unlike
the previous method [16], which uses one data sample gathered at the time
point t to make prediction, the proposed RNNs use the m data samples
gathered at t and preceding m − 1 time points to make prediction (m is
set to 20 in the study presented here).
2. The importance of each of the 18 magnetic parameters, or features,
is evaluated in this study. The experimental results show that using
the most important 5-16 features, depending on different T values, can
achieve better performance than using all the 18 features together. These
results are consistent with the findings in the literature, which indicate
that using fewer, high quality features is often better than using all,
including low quality features [4, 16, 41]. Developing effective feature
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ranking and selection procedures has been an active area of research in
machine learning and related fields. In general, to find the optimal feature
subset among n features, one has to try all 2n − 1 combinations of the n
features. This exhaustive search algorithm becomes impractical when n is
large, as in this case where n = 18. Consequently, various heuristics based
on statistics, randomization, optimization, sampling, clustering, machine
learning, evolutionary computation, genetic algorithms, branch & bound
algorithms and principal component analysis, to name a few, have been
developed [79, 39, 47, 73, 83, 84, 105, 125, 26, 123, 34, 2, 71]. This study
uses the single feature testing heuristic originated from Laing et al. [63]
to rank and select features. In related work, Bobra et al. [16] used an
F-score heuristic to rank and select features. Identifying the best feature
selection heuristic with the optimal performance in terms of accuracy and
execution time remains an open problem.
3. The proposed GRU and LSTM networks are comparable; there is no
clear distinction between them in terms of the performance metrics studied
here. Both of the networks outperform the related machine learning
methods including MLP, RF and SVM whether they are used as binary
classification models or probabilistic forecasting models. These findings
are based on the data collection scheme in which data samples in years
2010-2014 are used for training and those in years 2015-2019 are used
for testing. To further understand the behavior of the machine learning
methods, this study performs additional experiments as follows. In each
experiment, data samples collected in one of the ten years during the
period of 2010-2019 are used for testing and data samples in all the other
nine years together are used for training. There are ten years in the
period and hence there are ten experiments. The average values of the
performance metrics are calculated. The results based on these additional
experiments are consistent—the proposed GRU and LSTM networks are
comparable, and both of them perform better than the related machine
learning methods MLP, RF and SVM.
Based on the experimental results, it is concluded that the proposed RNNs are
valid methods for CME prediction. It should be pointed out that the CME prediction
is performed based on the assumption that an M- or X-class flare already exists. In
practice, how does one know whether an AR will produce an M- or X-class flare
within the next T hours of some time point t? This question can be answered by




4.1 Background and Related Work
Stokes inversion has been an important yet challenging task in solar physics for
decades [7, 31, 5]. Its purpose is to infer physical parameters such as the total
magnetic field strength, inclination and azimuth angles, Doppler shift of the line
center and so on from spectropolarimetric data. In general, such an inversion
task is accomplished by attempting to find an appropriate forward model that best
describes the relationship between the spectral shapes of the four Stokes components
and the physical parameters, which is essentially a nonlinear nonconvex inverse
problem. In the past, several inversion models have been developed. Based on
the Levenberg-Marquardt algorithm [65, 101, 88], a simplified model named the ME
method [7, 64] provides an analytical solution for fast evaluation of the required
derivatives in the algorithm. Later, a more sophisticated method was introduced
by Ruiz Cobo and del Toro Iniesta [95] based on response functions, which is
able to retrieve height dependent information. This method has several different
implementations including SPINOR [37], Helix+ [62] and VFISV [18].
In recent years, with rapid developments of advanced instruments and high-
performance computers, powerful telescopes, such as the Daniel K. Inouye Solar
Telescope (DKIST) [78], European Solar Telescope (EST) [29] and Goode Solar
Telescope (GST) [40] at the Big Bear Solar Observatory (BBSO), can produce data in
unprecedented spatial and spectral resolution with high cadence. In order to process
these data in a time that is practical on a human timescale, more efficient and stable
automated methods are in demand. Many researchers have demonstrated that it is
effective and efficient to perform Stokes inversion based on machine learning. For
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example, Socas-Navarro et al. [104], Ruiz Cobo et al. [94], and Quintero Noda et al.
[92] developed methods for transforming Stokes profiles to a low-dimensional space
using principal component analysis, which reduces the computational load and makes
subsequent inversions faster. Carroll et al. [25, 24] and Socas-Navarro et al. [102, 103]
employed MLP for Stokes inversion, demonstrating the speed, noise tolerance and
stability of the MLP. Rees et al. [93] and Teng [111] used multiple support vector
regression (MSVR) for real-time Stokes inversion. More recently, [6] performed
Stokes inversion based on CNN [66] and applied their techniques to synthetic
Stokes profiles obtained from snapshots of three-dimensional magneto-hydrodynamic
numerical simulations of different structures of the solar atmosphere.
This study presents a new machine learning method, also based on CNNs, for
Stokes inversion on the Near InfraRed Imaging Spectropolarimeter (NIRIS) data [22].
This CNN method differs from that of Asensio Ramos and Díaz Baso [6] in two ways.
First, Asensio Ramos and Díaz Baso [6] used Stokes spectra synthesized in 3D MHD
simulations of the solar atmosphere and employed the CNNs to exploit all the spatial
information encoded in a training dataset. In contrast, the proposed CNN method
performs pixel-by-pixel inversions, exploiting the spatial information of the Stokes
profiles in a pixel. Second, in the synthetic data used by Asensio Ramos and Díaz
Baso [6], each Stokes component has 112 spectral points. In contrast, in the NIRIS
data, each Stokes component has 60 spectral points. Due to the different input sizes,
the architecture of this CNN method is different from those in Asensio Ramos and
Díaz Baso [6].
4.2 Data
The GST/NIRIS is the second generation of the InfraRed Imaging Magnetograph
(IRIM) [23], offering unprecedented high resolution vector magnetograms of the solar
atmosphere from the deepest photosphere through the base of the corona. Its dual
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Fabry-Pérot etalons provide an 85 arcsec field-of-view (FOV) with a cadence of 1
sec for spectroscopic scan and 10 sec for full Stokes measurements. The system
utilizes half the chip to capture two simultaneous polarization states side-by-side, and
provides an image scale of 0.083”/pixel. It produces full spectroscopic measurements
I, Q, U, V (Stokes profiles) at a spectral resolution of 0.01 nm in Fe I 1564.8 nm
band, with a typical range of −0.25 to +0.25 nm from the line center [114, 122, 115,
69, 121]. Figure 4.1 illustrates the Stokes I, Q, U, V components of a pixel with a
857 Gauss magnetic field strength, 98 degree inclination angle, and 8 degree azimuth
angle calculated by the ME method [7, 64]. Each Stokes component contains 60
wavelength sampling points.
This study considers three ARs, namely AR 12371, AR 12665 and AR 12673,
in four different days. For the AR 12371, this study considers ten 990×950 images
collected at ten different time points on 2015 June 22; This study randomly selects
one million pixels (data samples) from these ten images to form the training set.
Then, again for the AR 12371, this study considers ten 720×720 images collected
at ten different time points on 2015 June 25; this study uses the image collected at
20:00:00 UT on 2015 June 25 as the first test set. Next, this study considers ten
720×720 images from the AR 12665 collected at ten different time points on 2017
July 13; this study uses the image collected at 18:35:00 UT on 2017 July 13 as the
second test set. Finally, this study considers one 720×720 image from the AR 12673
collected at 19:18:00 UT on 2017 September 6, and uses this image as the third test
set. Each test set (image) has 518400 pixels corresponding to 518400 data samples.
The training set and each of the test sets are disjoint. The first test set is of the
same active region and within ∼3 days of the training set, while the second test set
and third test set are of different active regions, just over 2 years later. This study
investigates how well the trained CNN model works on these different test sets.
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Figure 4.1 Stokes profiles of a pixel with a 857 Gauss magnetic
field strength, 98 degree inclination angle, and 8 degree azimuth
angle calculated by the ME method. Each Stokes component has 60
wavelength sampling points.
Each data sample (pixel) is comprised of Stokes I, Q, U, V profiles taken at 60
spectral points. In addition, each data sample has a label, which is the vector magnetic
field, including the total magnetic field strength, inclination angle and azimuth angle,
calculated by the ME method. During training, the labels of the data samples in the
training set are used to train and optimize the CNN model. Because the labels of the
training data are created by the physics-based ME method, the CNN model can be
considered as a physics-assisted deep learning-based method.
During testing, this study uses the trained CNN model to predict or infer the
label of a test data sample from the Stokes Q, U, V profiles, calibrated by the Stokes
I component [113], of the test data sample. This study then compares the labels (i.e.,
vector magnetic fields) inferred by the CNN model with those calculated by the ME
method for the test data samples under consideration. Because the Stokes profiles
and labels have different units and scales, this study normalizes them as follows.
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For the Stokes profiles, this study normalizes them by dividing them by 1000. For
the labels, this study normalizes the total magnetic field strength by dividing it by
5000, and normalizes the inclination angle and azimuth angle by dividing them by
π, respectively. The two numbers, 1000 and 5000, are used here because most of the
Stokes measurements have values between −1000 and +1000, and their total magnetic
field strengths range from −5000 Gauss to +5000 Gauss.
After obtaining the estimated vector magnetic field, which is inferred by the
trained model, of a test data sample (pixel), this study can derive the three Cartesian
components of the magnetic field, namely Bx, By and Bz, of the pixel as follows:
Bx = Btotal × sinϕ× cosθ
By = Btotal × sinϕ× sinθ
Bz = Btotal × cosϕ
(4.1)
where Btotal denotes the total magnetic field strength, ϕ is the inclination angle, and
θ is the azimuth angle.
4.3 Methodology
This study uses a CNN to infer vector magnetic fields from Stokes profiles of
GST/NIRIS. The CNN model helps in denoising inversions by exploiting the spatial
information of the Stokes profiles. Figure 4.2 presents the architecture of the proposed
CNN . It contains an input layer, three convolutional blocks, two fully connected
layers and an output layer. The input layer receives a sequence of Stokes Q, U, V
components, each having 60 wavelength sampling points, with three channels. Each
channel corresponds to a Stokes component, respectively.
After the input layer, there are three convolutional blocks with the following
structures. The first convolutional block consists of two convolutional layers, which
take, as input, the output from the previous layer and filter it with 64 kernels of sizes
3×1×3 and 3×1×64, respectively, and a max-pooling layer with a pooling factor of 2.
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Figure 4.2 Architecture of the proposed CNN. This network is comprised
of an input layer, three convolutional blocks, two fully connected layers and
an output layer. The input of the CNN is a three-channels sequence of
Stokes Q, U, V components each having 60 wavelength sampling points. The
intermediate outputs of the three convolutional blocks have 64, 128 and 256
channels, respectively. There are 1024 neurons activated by ReLU in both of
the two fully connected layers. The output layer has three neurons activated
by the Tanh function, where each neuron produces a value in the range (−1, 1)
representing the total magnetic field strength, inclination angle and azimuth
angle, respectively.
The second convolutional block consists of two convolutional layers with filters of 128
kernels of sizes 3×1×64 and 3×1×128, respectively, and a max-pooling layer with a
pooling factor of 2. The third convolutional block consists of two convolutional layers
with filters of 256 kernels of sizes 3×1×128 and 3×1×256, respectively. The third
convolutional block does not contain a max-pooling layer.
The activation functions used in both the convolutional layers and fully
connected layers are rectified linear units (ReLU) [41], defined as:
ReLU(x) = max(0, x) =
 x if x ≥ 00 if x < 0 (4.2)
The output of the three convolutional blocks is flattened into a sequence, which is
then sent to the two fully connected layers each having 1024 neurons activated by
ReLU. Finally, there is an output layer with three neurons activated by the hyperbolic
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where each neuron outputs a value that lies in the range (−1, 1) representing the
total magnetic field strength, inclination angle and azimuth angle, respectively. The
training of the CNN model is done by optimizing L1 loss defined as follows [41]:




(|ytoti − ŷtoti |+ |yinci − ŷinci |+ |yazii − ŷazii |), (4.4)
where N = 1, 000, 000 is the total number of pixels in the training set, and ytoti , yinci ,
yazii (ŷtoti , ŷinci , ŷazii , respectively) denotes the total magnetic field strength, inclination
angle and azimuth angle of the ith pixel calculated by the ME method (inferred by
the CNN method, respectively). L1 loss is chosen here because it is efficient and
produces good results.
The CNN model is implemented in Python, TensorFlow and Keras. A mini-
batch strategy [66, 41] is used to achieve faster convergence during backpropagation.
The optimizer used is Adam [66, 41], which is a stochastic gradient descent method.
The initial learning rate is set to 0.001 with a learning rate decay of 0.01 over each
epoch, β1 is set to 0.9, and β2 is set to 0.999. The batch size is set to 256 and the
number of epochs is set to 50.
During testing, to infer the physical parameters of each pixel in a test image,
this study takes the Stokes Q, U, V profiles of the pixel and feed them to the trained
CNN model. The CNN model will output a three-dimensional vector with normalized
values in the range (−1, 1) representing the total magnetic field strength (Btotal),
inclination angle (ϕ) and azimuth angle (θ), respectively. By de-normalization of the
values, this study can obtain the inferred or estimated Btotal, ϕ and θ of the pixel.
Furthermore, based on the estimated Btotal, ϕ and θ, this study can derive the three
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This study conducts a series of experiments to evaluate the performance of the
proposed CNN model and compares it with related methods based on four performance
metrics: mean absolute error (MAE) [99], percent agreement (PA) [77], R-squared
[99] and Pearson product-moment correlation coefficient (PPMCC) [38, 86]. This
study considers six quantities: total magnetic field strength (Btotal), inclination angle
(ϕ), azimuth angle (θ), Bx, By and Bz. For each quantity, this study compares
its ME-calculated values with the CNN-inferred values and computed the four
performance metrics.





|yi − ŷi|, (4.5)
where N is the total number of data samples (pixels) in a test image, and yi (ŷi,
respectively) denotes the ME-calculated (CNN-inferred, respectively) value for the ith
pixel in the test image. This metric is used to quantitatively assess the dissimilarity
(distance) between the ME-calculated values and CNN-inferred values in the test
image. The smaller the MAE is, the better performance a method has.




where M denotes the total number of agreement pixels in the test image. This study
defines the ith pixel in the test image is an agreement pixel if |yi − ŷi| is smaller
than a user-specified threshold. (The default thresholds are set to 200 Gauss for
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Btotal, Bx, By, Bz, respectively and 10 degree for ϕ, θ, respectively.) This metric
is used to quantitatively assess the similarity between the ME-calculated values and
CNN-inferred values in the test image. The larger the PA is, the better performance
a method has.






where y = 1
N
∑N
i=1 yi denotes the mean of the ME-calculated values for all the pixels
in the test image. The R-squared value, ranging from −∞ to 1, is used to measure
the strength of the relationship between the ME-calculated values and CNN-inferred
values in the test image. The larger (i.e., the closer to 1) the R-squared value is, the
stronger relationship between the ME-calculated values and CNN-inferred values.
The fourth performance metric is defined as [38, 86]:
PPMCC = E[(X − µX)(Y − µY )]
σXσY
, (4.8)
where X and Y represent the ME-calculated values and CNN-inferred values,
respectively, µX and µY are the mean of X and Y , respectively, σX and σY are
the standard deviation of X and Y , respectively, and E(·) is the expectation. The
value of PPMCC ranges from −1 to 1. A value of 1 means that a linear equation
describes the relationship between X and Y perfectly where all data points lying
on a line for which Y increases as X increases. A value of −1 means that all data
points lie on a line for which Y decreases as X increases. A value of 0 means that
there is no linear correlation between the variables X and Y . This study mainly
uses PPMCC in the experimental study because it measures the linear correlation
between the ME-calculated values and CNN-inferred values, quantifying how well the
CNN-inferred values agree with the ME-calculated values in the test image [38, 86, 99].
The larger (i.e., the closer to 1) the PPMCC is, the better performance a method
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has. Notice that PA, R-squared and PPMCC do not have units while MAE has units:
“Gauss” for Btotal, Bx, By, Bz, respectively and “degree” for ϕ (inclination angle), θ
(azimuth angle), respectively.
4.4.2 Results of Using AR 12371 on 2015 June 22 as Training Data
In this experiment, this study uses the one million data samples (pixels) from AR
12371 collected on 2015 June 22 as the training data to train the CNN model. This
study then uses the trained CNN model to infer vector magnetic fields from the Stokes
Q, U, V profiles of the pixels in the three test sets (images) described in Section 4.2.
For comparison purposes, this study also uses the ME method [7, 64] to derive the
vector magnetic fields of the pixels in the three test images.
Figure 4.3 (Figure 4.4, Figure 4.5, respectively) presents results for the three
obtained quantities Btotal, ϕ (inclination angle) and θ (azimuth angle), displayed from
top to bottom in the figure, of the test image with 720×720 pixels from AR 12371
(AR 12665, AR 12673, respectively) collected on 2015 June 25 20:00:00 UT (2017 July
13 18:35:00 UT, 2017 September 6 19:18:00 UT, respectively). In all the figures, the
first column shows scatter plots for each obtained quantity. The X-axis and Y-axis in
each scatter plot represent the values obtained by the ME method and CNN method,
respectively. The black diagonal line in each scatter plot corresponds to pixels whose
ME-calculated values are identical to CNN-inferred values. The second columns in
these figures show magnetic maps with 720×720 pixels derived by the ME method.
The third columns in the figures show magnetic maps with 720×720 pixels inferred
by the CNN method.
Figure 4.6 (Figure 4.7, Figure 4.8, respectively) presents results for the
quantities Bx, By and Bz, displayed from top to bottom in the figure, of the test image
with 720×720 pixels from AR 12371 (AR 12665, AR 12673, respectively) collected
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Figure 4.3 Comparison between the ME and CNN methods for deriving Btotal, ϕ
(inclination angle) and θ (azimuth angle) based on the test image from AR 12371
collected on 2015 June 25 20:00:00 UT where training data were taken from the same
AR 12371 on 2015 June 22. Displayed from top to bottom are the results for Btotal, ϕ
(inclination angle) and θ (azimuth angle), respectively. The first column shows scatter
plots where the X-axis and Y-axis represent the values obtained by the ME and CNN
methods, respectively. The black diagonal line in each scatter plot corresponds to
pixels whose ME-calculated values are identical to CNN-inferred values. The second
column shows magnetic maps derived by the ME method. The third column shows
magnetic maps inferred by the CNN method.
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Figure 4.4 Comparison between the ME and CNN methods for deriving Btotal,
ϕ (inclination angle) and θ (azimuth angle) based on the test image from AR 12665
collected on 2017 July 13 18:35:00 UT where training data were taken from AR 12371
on 2015 June 22. Displayed from top to bottom are the results for Btotal, ϕ (inclination
angle) and θ (azimuth angle), respectively. The first column shows scatter plots where
the X-axis and Y-axis represent the values obtained by the ME and CNN methods,
respectively. The black diagonal line in each scatter plot corresponds to pixels whose
ME-calculated values are identical to CNN-inferred values. The second column shows
magnetic maps derived by the ME method. The third column shows magnetic maps
inferred by the CNN method.
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Figure 4.5 Comparison between the ME and CNN methods for deriving Btotal, ϕ
(inclination angle) and θ (azimuth angle) based on the test image from AR 12673
collected on 2017 September 6 19:18:00 UT where training data were taken from AR
12371 on 2015 June 22. Displayed from top to bottom are the results for Btotal, ϕ
(inclination angle) and θ (azimuth angle), respectively. The first column shows scatter
plots where the X-axis and Y-axis represent the values obtained by the ME and CNN
methods, respectively. The black diagonal line in each scatter plot corresponds to
pixels whose ME-calculated values are identical to CNN-inferred values. The second
column shows magnetic maps derived by the ME method. The third column shows
magnetic maps inferred by the CNN method.
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on 2015 June 25 20:00:00 UT (2017 July 13 18:35:00 UT, 2017 September 6 19:18:00
UT, respectively).
Summary of the results. The scatter plots in the figures show that the
Stokes inversion results obtained by the CNN method and the ME method are highly
correlated. From the top-left panels in Figures 4.3, 4.4 and 4.5, it can be seen that
the CNN-inferred Btotal values are closer to the ME-calculated Btotal values in the
low-field end and are farther from the ME-calculated Btotal values in the high-field
end. Figures 4.3, 4.4 and 4.5 also show that the CNN method produces smoother
and cleaner magnetic maps than the ME method. There are salt-pepper noise pixels
in the magnetic maps produced by the ME method. To help locate the noise pixels,
this study uses percentage difference images in which the value of the ith pixel is
equal to (yi − ŷi)/yi × 100% where yi (ŷi, respectively) denotes the ME-calculated
(CNN-inferred, respectively) value for the ith pixel. For example, Figure 4.9 shows
the percentage difference images for the ϕ (inclination angle) maps in Figures 4.3, 4.4
and 4.5. The percentage difference images highlight the locations of the differences
between the CNN-inferred ϕ values and ME-calculated ϕ values in the test images.
To quantitatively assess the number of noise pixels in the magnetic maps derived
by the ME and CNN methods, this study adopts a threshold-based algorithm, which
works as follows. This study defines P to be a noise pixel (outlier) with respect to
a user-specified threshold if among P ’s eight neighboring pixels, there are more than
four neighboring pixels satisfying the following condition: the difference between
the value of a neighboring pixel and the value of P is greater than or equal to
the threshold. The default thresholds are set to 500 Gauss for Btotal, Bx, By, Bz,
respectively and 20 degree for ϕ (inclination angle), θ (azimuth angle), respectively.
This study defines the outlier-difference to be the number of outliers produced by the
ME method minus the number of outliers produced by the CNN method. A positive
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Figure 4.6 Comparison between the ME and CNN methods for deriving Bx, By and
Bz based on the test image from AR 12371 collected on 2015 June 25 20:00:00 UT
where training data were taken from the same AR 12371 on 2015 June 22. Displayed
from top to bottom are the results for Bx, By and Bz, respectively. The first column
shows scatter plots where the X-axis and Y-axis represent the values obtained by
the ME and CNN methods, respectively. The black diagonal line in each scatter
plot corresponds to pixels whose ME-calculated values are identical to CNN-inferred
values. The second column shows magnetic maps derived by the ME method. The
third column shows magnetic maps inferred by the CNN method.
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Figure 4.7 Comparison between the ME and CNN methods for deriving Bx, By
and Bz based on the test image from AR 12665 collected on 2017 July 13 18:35:00
UT where training data were taken from AR 12371 on 2015 June 22. Displayed from
top to bottom are the results for Bx, By and Bz, respectively. The first column
shows scatter plots where the X-axis and Y-axis represent the values obtained by
the ME and CNN methods, respectively. The black diagonal line in each scatter
plot corresponds to pixels whose ME-calculated values are identical to CNN-inferred
values. The second column shows magnetic maps derived by the ME method. The
third column shows magnetic maps inferred by the CNN method.
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Figure 4.8 Comparison between the ME and CNN methods for deriving Bx, By and
Bz based on the test image from AR 12673 collected on 2017 September 6 19:18:00
UT where training data were taken from AR 12371 on 2015 June 22. Displayed from
top to bottom are the results for Bx, By and Bz, respectively. The first column
shows scatter plots where the X-axis and Y-axis represent the values obtained by
the ME and CNN methods, respectively. The black diagonal line in each scatter
plot corresponds to pixels whose ME-calculated values are identical to CNN-inferred
values. The second column shows magnetic maps derived by the ME method. The
third column shows magnetic maps inferred by the CNN method.
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Figure 4.9 Percentage difference images for the ϕ (inclination angle) maps. The
first column shows the percentage difference image based on the test image from
AR 12371 collected on 2015 June 25 20:00:00 UT. The second column shows the
percentage difference image based on the test image from AR 12665 collected on 2017
July 13 18:35:00 UT. The third column shows the percentage difference image based
on the test image from AR 12673 collected on 2017 September 6 19:18:00 UT. These
percentage difference images highlight the locations of the differences between the
CNN-inferred ϕ values and ME-calculated ϕ values in the three test images.
outlier-difference means ME produces more outliers than CNN while a negative
outlier-difference means CNN produces more outliers than ME.
Table 4.1 presents the performance metric values of the CNN method. The
results in Table 4.1 are consistent with those in Figures 4.3-4.8. Specifically, the
CNN-inferred results are highly correlated to the ME-calculated results with PPMCC
values being close to 1. Furthermore, CNN produces smoother magnetic maps with
fewer outliers (noise pixels) than the ME method. This happens because among the
one million training data samples whose labels are calculated by the ME method,
there are relatively few outliers. The CNN method can learn latent patterns from
the majority of the training data samples, which are clean. As a consequence, this
study obtains a good CNN model capable of producing clean results. Tables 4.2 and
4.3 present the performance metric values for the test images from AR 12371 and
AR 12665 collected at ten different time points on 2015 June 25 and 2017 July 13,























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Comparison with related methods. To further understand the behavior
of the CNN method and compare it with related machine learning algorithms, this
study conducts a cross-validation study as follows. This study partitions the training
set of one million data samples from AR 12371 on 2015 June 22 into 10 equal-sized
folds. For every two training folds i and j, i ̸= j, fold i and fold j are disjoint.
The first test set contains the ten 720×720 images, also from AR 12371, collected on
2015 June 25. These test images are numbered from 1 to 10. In run i, 1 ≤ i ≤ 10,
all training data samples except those in training fold i are used to train a machine
learning model, and the trained model is then used to make predictions on test image
i. This study calculates the performance metrics MAE, PA, R-squared, PPMCC and
outlier-difference based on the predictions made in run i. There are 10 runs. The
means and standard deviations over the 10 runs are calculated and recorded. This
study also conducts the same cross-validation study for the second test set containing
the ten 720×720 images from AR 12665 collected on 2017 July 13, and the third test
set containing the 720×720 image from AR 12673 collected on 2017 September 6.
The third test set has only one image, and hence in each run, the same test image is
used.
The related machine learning algorithms considered here include MSVR [93, 111]
and MLP [25, 102, 103, 24]. The MSVR method uses the radial basis function (RBF)
kernel. The MLP model consists of an input layer, an output layer and two hidden
layers both with 1024 neurons. Table 4.4 (Table 4.5, Table 4.6, respectively) presents
the mean MAE, PA, R-squared, PPMCC, outlier-difference and standard deviation
for each quantity Btotal, Bx, By, Bz, ϕ (inclination angle), θ (azimuth angle) inferred
by each of the three machine learning methods MSVR, MLP and the CNN for the
first (second, third, respectively) test set. In Tables 4.4–4.6 , PA, R-squared, PPMCC
and outlier-difference do not have units while MAE has units: “Gauss” for Btotal,
Bx, By, Bz, respectively and “degree” for ϕ (inclination angle), θ (azimuth angle),
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respectively. It can be seen from Tables 4.4–4.6 that the CNN-inferred results are
highly correlated to the ME-calculated results and are closer to the ME’s results with
PPMCC values being closer to 1 on average than those from the other two machine
learning methods. In particular, based on the calculations on the six quantities Btotal,
Bx, By, Bz, ϕ (inclination angle) and θ (azimuth angle) in Tables 4.4-4.6, the CNN
method outperforms the current best machine learning method (MLP) by 2.6% on
average in PPMCC. However, there is no definite conclusion about outlier-differences







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.4.3 Results of Using Different Active Regions as Training Data
In the previous subsection, this study uses data points (pixels) from AR 12371 on
2015 June 22 as training data. In this subsection this study conducts additional
experiments by varying training data as follows. There are four datasets D1, D2, D3,
D4 containing the images from AR 12371 on 2015 June 22, AR 12371 on 2015 June
25, AR 12665 on 2017 July 13, and AR 12673 on 2017 September 6, respectively. In
each experiment this study randomly selects one million pixels (data samples) from
one or more datasets to form a training set. The CNN model is trained on this
training set and the trained model is then used to perform Stokes inversion on a test
image. This test image must be from a dataset that is different from those datasets
used to construct the training set. The time point for the test image is 17:33:00
UT on 2015 June 22, 20:00:00 UT on 2015 June 25, 18:35:00 UT on 2017 July 13,
and 19:18:00 UT on 2017 September 6, respectively. This study uses Dtrainx → Dtestw
(Dtrainx,y → Dtestw , Dtrainx,y,z → Dtestw , respectively) to represent the experiment that uses
training data samples from Dx (training data samples from Dx and Dy, training data
samples from Dx, Dy and Dz, respectively) and test data samples (pixels) from Dw
where 1 ≤ x, y, z, w ≤ 4. Because D4 has only one 720×720 image with 518400 pixels,
D4 alone is not used as a training set. Hence, there are 25 experiments in total. In
each experiment, this study calculates the performance metrics MAE, PA, R-squared,
PPMCC and outlier-difference. Tables 4.7−4.10 present the experimental results.
Major findings based on these tables are summarized below.
1. The CNN-inferred results and ME-calculated results are highly
correlated and close to each other with a PPMCC of ∼0.9 or higher
for the total magnetic field strength, regardless of whether the training
and test data used by the CNN method are from the same active region
(AR) or different ARs, or whether the training and test data are close
(e.g., within ∼3 days) or distant (e.g., over 2 years) in time. This
finding can be seen from Tables 4.7-4.10 where the PPMCC of Btotal in
Dtrain2 → Dtest1 (Dtrain3 → Dtest1 , Dtrain1 → Dtest2 , Dtrain3 → Dtest2 , Dtrain1 →
Dtest3 , Dtrain2 → Dtest3 , Dtrain1 → Dtest4 , Dtrain2 → Dtest4 , and Dtrain3 → Dtest4 ,
100
respectively) is 0.956 (0.924, 0.983, 0.951, 0.976, 0.979, 0.936, 0.927, and
0.896, respectively).
2. With respect to the same test image, using the training data from
the same AR in which the test image is taken yields a better result with
a higher PPMCC than using the training and test data that are from
different ARs. This finding can be seen from Tables 4.7 and 4.8 where
the PPMCC of Btotal in Dtrain2 → Dtest1 is 0.956, which is greater than
the PPMCC of Btotal, 0.924, in Dtrain3 → Dtest1 . Moreover, the PPMCC
of Btotal in Dtrain1 → Dtest2 is 0.983, which is greater than the PPMCC of
Btotal, 0.951, in Dtrain3 → Dtest2 .
3. However, with respect to the same test image, using the training and
test data that are close in time does not necessarily yield a better result
than using the training and test data that are distant in time. This finding
can be seen from Table 4.10 where the PPMCC of Btotal in Dtrain1 → Dtest4 is
0.936, which is greater than the PPMCC of Btotal, 0.896, in Dtrain3 → Dtest4 ,
though D3 is closer to D4 than D1 in time.
4. From Tables 4.7-4.10, it can be seen that the CNN-inferred results
have much fewer outliers than the ME-calculated results for all of Btotal,
Bx, By, Bz, ϕ, θ in all the experiments except for By in Table 4.8. This










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This study presents a new machine learning method to infer vector magnetic fields
from Stokes profiles of GST/NIRIS based on a CNN and the ME method. This study
conducts a series of experiments to evaluate the performance of the proposed method.
First, this study uses data samples (pixels) from AR 12371 collected on 2015 June 22
to train the CNN model where the labels (i.e., vector magnetic fields) of the training
data samples are calculated by the ME method. Next, this study uses the trained
model to infer vector magnetic fields from Stokes profiles of pixels in three different
unseen test sets. The first test set contains image data from AR 12371 collected on
2015 June 25. The second test set contains image data from AR 12665 collected on
2017 July 13. The third test set contains image data from AR 12673 collected on
2017 September 6. This study compares the proposed CNN method with the ME
method and two related machine learning algorithms, MSVR and MLP, on the three
test sets. Finally, this study conducts more experiments by varying training data
to get different trained models and applying the models to different test data. The
findings based on these experiments are consistent, which are summarized as follows:
1. The proposed CNN method produces smoother and cleaner magnetic
maps with fewer outliers (noise pixels) than the ME method.
2. It takes ∼50 seconds for the CNN method to process an image of
720×720 pixels comprising Stokes profiles of GST/NIRIS, which is 4∼6
times faster than the current version of the ME method. The ability of
producing vector magnetic fields in near real-time is essential to space
weather forecasting.
3. The proposed CNN-inferred results and ME-calculated results are
highly correlated and close to each other with a PPMCC of ∼0.9 or higher
for the total magnetic field strength, regardless of whether the training
and test data used by the CNN method are from the same AR or different
ARs, or whether the training and test data are close (e.g., within ∼3
days) or distant (e.g., over 2 years) in time. With respect to the same
test image, using the training data from the same AR in which the test
image is taken yields a better result with a higher PPMCC than using the
training and test data that are from different ARs. Hence, for a given test
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image, it is recommended to adopt the CNN model trained on the same
AR from which the test image is collected.
4. The CNN-inferred results are closer to the ME-calculated results
with PPMCC values being closer to 1 on average than those from the
related machine learning methods MSVR and MLP. In particular, the
CNN method outperforms the current best machine learning method
(MLP) by 2.6% on average in PPMCC. This happens because the CNN
method is able to exploit the spatial information of the Stokes profiles,
and learn latent patterns between the Stokes profiles and ME-calculated
vector magnetic fields in a better way.
Based on these findings, it is concluded that the proposed CNN model can be
considered as an alternative, efficient method for Stokes inversion for high resolution
polarimetric observations obtained by GST/NIRIS. More accurate and efficient Stokes
inversion will improve near real-time prediction of space weather in the future as it
prepares more accurate magnetic boundary conditions at the solar surface quickly.
With the advent of big and complex observational data gathered from diverse
instruments such as BBSO/GST and the upcoming Daniel K. Inouye Solar Telescope
(DKIST), it is expected that the proposed physics-assisted deep learning-based CNN
tool will be a useful utility for processing and analyzing the data.
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CHAPTER 5
SOLAR DATABASE AND SOLAR FLARE FORECASTING SYSTEM
This study presents an integrated database for understanding and predicting solar
eruptions called SolarDB and a fully operational system containing solar flare
forecasting results produced by the proposed LSTM method.
Figure 5.1 shows the homepage of the solar database website. In the ”About”
tab, description and motivation of this solar database are listed. In the ”Query Page”
tab, users can query data according to their requirements. In the ”Data Sources”
and ”Data Products” tabs, descriptions about the source data and produced results
are listed. In the ”Contact Us” page, acknowledgments, key personnel and faculty
that contribute to this project are listed. Finally, users can find the manual guide
to use this solar database website in the ”Help” tab. Figure 5.2 shows the query
page, which is the main functionality part of this solar database website. It has two
filters, one filtered by date time and the other filtered by AR. Users can customize
the queries based on their needs. In particular, users can query data that belongs to
either a single AR or multiple ARs provided by two options in the AR filter. Figure
5.3 illustrates an example of results given by the filters shown in Figure 5.2.
Figure 5.4 shows the solar flare forecasting system and a forecasting result on
2020 April 28. This system can automatically download the most recent data from
JSOC, make solar flare predictions and update the website every 24 hours. The
framework to predict solar flares is based on the LSTM network presented in Liu
et al. [72]. For each active region, the prediction results show whether the AR will
produce a ≥C-, ≥M- and ≥M5-class flare and its probability within the next 24 hours.
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Figure 5.1 Illustration of solar database homepage.
Figure 5.2 Illustration of solar database query page.
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Figure 5.3 Illustration of solar database query results.
Figure 5.4 Illustration of solar flare forecasting system which shows the forecast
result made on 2020 April 28.
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Figure 5.5 shows the forecasting result on 2020 May 15. Note that if the results
are all N/A, it means there is no active region on that day and hence no forecast is
made. Figure 5.6 shows the forecasting result on 2020 May 24.
Figure 5.5 Illustration of solar flare forecasting system which shows the forecast
result made on 2020 May 15.
Figure 5.6 Illustration of solar flare forecasting system which shows the forecast
result made on 2020 May 24.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
This dissertation tackles three important problems in heliophysics: solar flare
prediction, CME prediction and Stokes inversion. First, this dissertation presents
an LSTM network to predict whether an active region (AR) would produce a certain
class of solar flare within the next 24 hours. Second, this dissertation presents two
recurrent neural networks (RNNs), one based on gated recurrent units and the other
based on LSTM, for predicting whether an AR that produces a significant flare
will also produce a CME. Third, this dissertation approaches the Stokes inversion
problem using a novel convolutional neural network (CNN). Substantial experimental
results have validated these methods. Finally, this dissertation presents an integrated
database for understanding and predicting solar eruptions called SolarDB and a fully
operational system containing solar flare forecasting results produced by the proposed
LSTM method.
This dissertation develops flare and CME prediction tools using SHARP
magnetic parameters. In future work, other physical parameters such as helicity
injection rate and magnetic flux will be investigated, and these physical parameters
will be used together with time series of magnetograms to predict solar flare indices
and classes. Other space weather events (e.g., solar energetic particles, shock waves,
solar wind, geomagnetic storms) will be studied and new deep learning methods for
predicting these events will be developed.
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