Regarding nite state machines as Markov chains facilitates the application of probabilistic methods to very large logic synthesis and formal veri cation problems. In this paper we present symbolic algorithms to compute the steady-state probabilities for very large nite state machines (up to 10 27 states). These algorithms, based on Algebraic Decision Diagrams (ADDs) | an extension of BDDs that allows arbitrary values to be associated with the terminal nodes of the diagrams | determine the steady-state probabilities by regarding nite state machines as homogeneous, discrete-parameter Markov chains with nite state spaces, and by solving the corresponding Chapman-Kolmogorov equations. We rst consider nite state machines with state graphs composed of a single terminal strongly connected component; for this type of systems we have implemented two solution techniques: One is based on the Gauss-Jacobi iteration, the other one is based on simple matrix multiplication. Then we extend our treatment to the most general case of systems which can be modeled as nite state machines with arbitrary transition structures; here our approach exploits structural information to decompose and simplify the state graph of the machine. We report experimental results obtained for problems on which traditional methods fail.
Introduction
Finite state machines (FSMs), or their extensions, are often used to model real digital systems for formal veri cation. As the complexity of those systems increases, probabilistic approaches to design and veri cation become of interest. Beside formal hardware veri cation, other successful applications of probabilistic methods to nite state models can be found in the eld of logic synthesis; for example, recently we have shown how probabilistic analysis of the state transition graph of a sequential circuit can be e ectively used to perform FSM re-encoding for low-power synthesis 1]. The probabilistic behavior of an FSM can be studied by regarding its transition structure as a Markov chain 2, 3] ; in fact, it is su cient to attach to each out-going edge of each state a label which represents the probability for the FSM to make that particular transition to obtain a discrete-parameter Markov chain. On the other hand, studying the Markov chain is related to performing the reachability analysis of an FSM. Algorithms to analyze complex Markov chains based on sophisticated numerical techniques and skillful modeling 4, 5] have been used for systems with transition structures of limited size. On the other hand, FSM traversal procedures based on symbolic execution can currently handle very large nite state systems 6, 7, 8, 9, 10, 11] ; the use of exact procedures makes it possible to perform reachability analysis of machines having a few hundreds state variables, and this number grows up to a few thousands if approximate methods are applied 12] . In this paper we show how, using Algebraic Decision Diagrams (ADDs) 13], the two worlds can be merged; in fact, we propose symbolic procedures to compute steady-state probabilities for very large FSMs. We rst focus on algorithms for the solution of systems of linear equations extracted from large, but structurally simple, state transition graphs; in particular, we consider Markov chains with a single terminal strongly connected component. Experimental evidence has shown that this class of chains contains most of the examples normally encountered. However, techniques capable of dealing with arbitrary state graphs can be used to make large, structured problems tractable by decomposition. Therefore, we also propose an algorithm which faces the problem of computing state occupation probabilities of an FSM in the most general case. Our approach relies on BDD-based structural analysis of the state graph for two important aspects: The identi cation of the terminal components, and the study of their periodicity. The knowledge of the structure of the sequential system being analyzed allows us to decompose it and simplify it in such a way that the solution methods we propose for structurally simple FSMs can be applied successfully. The rest of this paper is organized as follows. Section 2 presents the basic de nitions and notation on nite state machines and Markov chains that will be used throughout the paper. Furthermore, we introduce Algebraic Decision Diagrams. In Section 3 we present symbolic procedures for the computation of steady-state probabilities, and we discuss various issues that we had to face during the development of the algorithms. In Section 4 we illustrate how steady-state probabilities of nite state machines modeling real hardware modules may be used to perform quantitative veri cation of behavioral properties. Section 5 collects experimental results we have obtained on large nite state machines extracted from sequential circuits, some of which are taken from the Iscas'89 benchmark set 14] . Finally, in Section 6 we give conclusions and directions for future work. 1 
Markov Chains
In this section, we recall the basic de nitions and properties of Markov chains 3]. The reader is assumed to be familiar with the basic concepts of random variables and stochastic processes.
The observations of the state of a system at times 0; 1; : : : ; n de ne the random variables X 0 ; X 1 ; : : : ; X n . If X n = j, then the state of the system at time step n is j. X 0 is the initial state of the system. A Markov process fX(t)jt 2 Tg is a stochastic process whose dynamic behavior is such that the probability distributions for its future depend only on its present state and not on how the process arrived in that state.
If we assume that the state space, I, is discrete ( nite or countably in nite), then the Markov process is known as a Markov chain. If we assume that the parameter space, T, is also discrete, then we have a discrete-parameter Markov chain. Since T is discrete, we assume T = f0; 1; 2; : : :g without loss of generality.
The Markov property of a discrete stochastic process fX t jt = 0; 1; 2; : : :g can be formally stated as follows: P(X n = i n jX 0 = i 0 ; X 1 = i 1 ; : : : ; X n?1 = i n?1 ) == P(X n = i n jX n?1 = i n?1 )
The equation above implies that given the present state of the system, the future is independent of its past.
Let us denote the discrete density function of the random variable X n as: p j (n) = P(X n = j), and the conditional discrete density function as: p jk (m; n) = P(X n = kjX m = j), 0 m n: p jk (m; n) can be interpreted as the probability that the process makes a transition from state j at step m to state k at step n. Thus, p jk (m; n) is called the transition probability function of the Markov chain.
In the following we will only consider homogeneous Markov chains, that is, Markov chains in which p jk (m; n) depends only on the di erence n ?m; in this case the Markov chain is said to have stationary transition probabilities. For homogeneous Markov chains, we use the notation p jk (n) = P(X m+n = kjX m = j) to indicate the n-step transition probabilities, that is, the probability that the chain moves from state j to state k in exactly n steps. The 1-step transition probabilities, p jk (1), can be written as: p jk (1) = P(X n+1 = kjX n = j); n 0
The conditional discrete density function of the random variable X 0 , often called the initial distribution, is speci ed by the initial probability vector: p(0) = p 0 (0); p 1 (0); : : : ; p n (0)] The 1-step transition probabilities are usually speci ed in the form of a transition probability matrix: Square matrices having non-negative entries with row sums equal to one are called stochastic matrices. An equivalent description of the 1-step transition probabilities can be given by the state transition graph of the Markov chain. A node labeled i of the STG represents state i of the Markov chain, and an edge labeled p ij from node i to j implies that the 1-step transition probability from state i to state j is p ij . From P, it is always possible to calculate the n-step transition probability matrix P n . In fact, the probability for the process to go to state k at step m, given that X 0 = i, is p ik (m), and the probability to go to state j at step m + n, given that X m = k, is p kj (n); therefore, by applying the theorem of the total probability 3], we get the Chapman-Kolmogorov equations, which provide a way to calculate the n-step transition probabilities:
As a special case of the previous equations we have: P n = P P n?1 ; thus, the n-step transition probability matrix is the n-th power of the 1-step transition probability matrix by itself n ? 1 times, and therefore it still enjoys the property of being a stochastic matrix.
The discrete density function of the random variable X n can be computed from the n-step transition probability matrix and the initial probability vector as follows:
Then, we have: p(n) = p(0)P n ; where p(n) = p 0 (n); p 1 (n); : : : ; p j (n); : : :] is the discrete density function of X n . Therefore, the probability distributions of an homogeneous Markov chain are completely determined by the 1-step transition probability matrix and the initial probability vector.
If the state space I of a Markov chain fX n g is nite, the computation of P n is simple. For Markov chains with a countably in nite state space, the computation of P n requires asymptotic analysis, i.e., methods which determine the probability distributions of the chain when n approaches in nity. In this paper we restrict ourselves to homogeneous, discrete-parameter, Markov chains with nite state space; from this point on we refer to them simply as Markov chains (MC). In many cases of interest, it is required to determine the long-run behavior of MCs. The limit of Equation (1), for n ! 1 may or may not exist. If it exists, its value may or may not depend on the initial probability vector p(0). In the latter case, we can conclude that each p j (n) approaches a constant value as n ! 1. This constant, called limit state probability, is independent on the initial probability distribution. We denote the limit state probabilities as: v j = lim n!1 p j (n); j = 0; 1; : : :
To better investigate the long-run behavior of a MC we need to classify its states into those that the system visits in nitely often an those that it reaches only a nite number of times. Given a MC, a state i is said to be transient if and only if there is a positive probability that the process will not return to this state, and it is said to be recurrent if and only if, starting from state i, the process eventually returns to state i with probability one. For a recurrent state i, p ii (n) > 0, for some n 1. The n-step transition probabilities p ij (n) of a non-decomposable, aperiodic, MC become independent of i and n as n ! 1; let us call them q j ; then q j = lim n!1 p ij (n). Equation (2) says that v j = lim n!1 p j (n); then:
This implies that P n converges to a matrix V with identical rows v = (v 0 ; v 1 ; : : :) as n ! 1. If, for a given MC, the limit probabilities exist for all states j 2 I, where v j does not depend on the initial state i, then From the theorem of the total probability, we can write: p j (n) = Property ii) is usually called the normality equation. Any solution x that satis es those properties is called a stationary probability vector of the MC. Now we can state two fundamental theorems that will be used in the rest of the paper; for the proofs the reader can refer to 17]. Theorem 2.1 For an aperiodic MC, the limits v j = lim n!1 p j (n); j = 0; 1; : : : exist, and if the MC is also non-decomposable, the v j 's are the limit state probabilities. Theorem 2.2 For a non-decomposable, aperiodic MC, whose states are all recurrent states, the limit probability vector v = (v 0 ; v 1 ; : : :) is the unique stationary probability vector, so v is also the steady-state probability vector. Corollary 2.3 For a non-decomposable, periodic MC with period d, when n ! 1, the value of p ij (n) does not converge. Instead, a periodic series of matrices is obtained with period equal to some divisor of d.
Let G = (V; E) be a digraph and let be the relation de ned over the set of vertices V by v w if and only if there is a path from v to w and a path from w to v; is an equivalence relation; therefore, it induces a partition in the set of nodes. Every equivalence class is called a strongly connected component (SCC) of G. The quotient graph obtained by representing every SCC as a single node and preserving the edge relations between SCCs from the original graph G, is called the SCC graph of G. This graph is obtained from V by representing every SCC by a unique node, and deriving the edge relation between SCCs from E. The SCC graph of G is an acyclic graph, otherwise the nodes involved in a cycle would be in the same equivalence class. We will denote as terminal strongly connected components (TSCCs) the sinks of the SCC graph. Clearly, once the system reaches a TSCC, it will never leave it. Lemma 2.1 Every TSCC of the STG is a set of recurrent states, and every non-terminal SCC is a set of transient states.
Following the de nitions and the theorems presented above, sequential systems can be classi ed as:
Non-Decomposable: Systems with a unique SCC (which is, obviously, a TSCC); they can be:
{ Aperiodic: the limit probabilities are guaranteed to exist. { Periodic: when n ! 1, the probabilities oscillate with the period of the TSCC. Decomposable: Systems with more than one SCC (some of which are, obviously, TSCCs).
We shall see in Section 3 how this classi cation determines the analysis method for a given MC.
Algebraic Decision Diagrams
In this section we summarize the main characteristics of Algebraic Decision Diagrams (ADDs) 13], also known as MTBDDs 18] . For a more extensive treatment of this subject the reader can refer to 19 ]. An ADD is a directed acyclic graph (V T; E), representing a set of functions f i : f0; 1g n ! S, where S is the carrier of the algebraic structure over which the ADD is de ned. (In our case, S is the set of real numbers.) V is the set of the internal nodes. The out-degree of v 2 V is 2. The two outgoing arcs for a node v 2 V are labeled then and else, respectively. Every node v 2 V has a label l(v) 2 f0; : : : ; n ? 1g. The label identi es a variable on which the f i 's depend. is the set of the function nodes: The out-degree of 2 is 1 and its in-degree is 0. The function nodes are in one-to-one correspondence with the f i 's. T is the set of terminal nodes. Each terminal node t is labeled with an element of S, s(t). The out-degree of a terminal node is 0. E is the set of edges connecting the nodes of the graph; (v i ; v j ) is the edge connecting node v i to v j . The variables of the ADD are ordered: If v j is a descendant of v i ((v i ; v j ) 2 E), then l(v i ) < l(v j ).
An ADD represents a set of Boolean functions, one for each function node, de ned as follows:
1. The function of a terminal node, t, is the constant function s(t). The constant s(t) is interpreted as an element of the carrier of the Boolean algebra S.
2. The function of a node v 2 V is given by l(v) f then +l(v) 0 f else , where` ' and`+' denote Boolean conjunction and disjunction, and f then and f else are the functions of the then and else children.
3. The function of 2 is the function of its only child.
ADDs are a natural symbolic representation of weighted directed graphs, which are in one to one correspondence with square sparse matrices. For example, given the STG of the MC of Figure 1 -a, whose probability matrix is presented in Figure 1 Among the other operations on ADDs, matrix multiplication is of special interest for us. Matrix multiplication can be de ned in terms of Apply and Scan, but is implemented as a separate algorithm for e ciency.
Steady-State Probability Computation
In Section 2 we have seen that for non-decomposable, aperiodic systems, the limit state probabilities are guaranteed to exist and they can be obtained by means of Equation (3) . In this section we propose an ADD-based algorithm to compute the v j 's in this particular case. Then, we extend our approach to deal with the most general case of systems having state graphs of arbitrary structure; therefore, we have to analyze non-decomposable, periodic systems, as well as decomposable systems (which may contain both aperiodic and periodic components).
We start this section by formally stating our problem. Then we consider systems for which the primary inputs are not equiprobable; this is an important issue when the techniques we are developing have to be applied to model real hardware. Then we show how we handle the conceptually simple, but computationally di cult, case of large non-decomposable, aperiodic systems. Then we move to the case of non-decomposable, periodic systems; in this case, we rst determine the period, d, of the Markov chain by implicitly traversing its STG, and then we use the information on the periodicity of the system to check whether the iterative calculation of the limit probabilities has converged or not by comparing pairs of probability vectors, p i (n) and p i (n + d), whose temporal distance is d. Finally, we consider the case of decomposable systems, and we show how we can decompose them into simpler non-decomposable systems which can be analyzed using the techniques mentioned above.
Problem Formulation
As mentioned in Section 1, by assigning weights to the edges, the STG of an FSM can be translated into a Markov chain. Every node in the STG has 2 m out-going edges, where m is the number of primary inputs of the machine. The 1-step probability matrix can be obtained from the transition relation, if all the primary inputs are considered equiprobable, in the following way:
P(x; y) = 2 ?m n + w T(x; w; y)
Case of Non-Equiprobable Inputs
Considering systems for which the primary inputs are not equiprobable is a key issue when the techniques we are developing have to be applied to model real hardware. For signals like reset or load, for instance, usually P(input i = 0) 6 = P(input i = 1).
In the case that not all the primary inputs of an FSM are equiprobable, the 1-step transition probability is obtained by the algorithm in Figure 2 . The function accepts three parameters, the transition relation T, a cube in the primary inputs C, and an array , where i] is the probability of input i to be one. The procedure is similar to the scan operation, with the exception that, when a variable in C is missing from T, instead of adding the result to itself, a weighted sum should be computed; however, since the sum of the weights is one and the operands are the same, no computation is needed. When a variable has to be eliminated, a convex combination of the two sub-functions T 1 and T 0 is taken instead. The algorithm uses a table (not shown in Figure 2 ) to store previously computed results as all the ADD procedures.
The possibility of setting some probabilities of the inputs to values di erent from 0:5 may produce substantial changes in the STG structure. In particular, forcing an input to a xed value in f0; 1g, that is, either p i = 0 or p i = 1, implies deleting some edges from the original STG. Hence, as it will be shown in Section 3.6, it may be possible to use this technique to transform undecomposable systems into decomposable ones, which may be useful for the treatment of large sized Markov chains. Conversely, if C is a non-decomposable and aperiodic MC with n states, then there exists l n such that each pair of states is connected by a path of length l. Therefore We now proceed to illustrate how we can solve the equations for the steady-state probabilities, whose form is given in Equation (1) . The rank of the rst n equations is n?1; one can be discarded. Denoting by I n (x; y) the n n identity matrix, we can write:
W(x; y) = I n (x; y) ? P(y; x) (5) A(x; y) = Ite(b(x); 1; W(x; y)) (6) where b(x) is the ADD which is 1 for x = n and 0 elsewhere. This corresponds to discard the last row of the transpose of the transition matrix. (P (y; x) is the transpose of P(x; y).) The vector b(x) is also the right-hand side. The system to be solved is then:
A(x; y) v(y) = b(x) (7) In principle Equations (7) can be solved by any method; however, the following result 19] indicates that direct methods can not be applied to very large systems, even if their initial representation is small. If A is being eliminated or is the coe cient matrix of a back or forward substitution, then no missing variables will be encountered.
The elimination or back substitution will require exactly 2 n recursive calls. Lemma 3.1 says, in essence, that pivoting destroys regularity. Hence we turn our attention to iterative methods. The Gauss-Seidel iteration, however, requires one to consider each equation in turn. This is not compatible with our objective of avoiding explicit enumeration. The Gauss-Jacobi iteration, on the other hand, has no such problem. It can be written as:
where A = D + R and D is the diagonal of A. Therefore each iteration requires one straight-forward matrix multiplication for which e cient symbolic algorithms exist 13]. The problem with iterative methods in general is convergence. This is particularly true for the GaussJacobi iteration. One can easily see that diagonal dominance does not hold for the matrices we have to deal with. In particular, the average row sum of I ?P T is 0, and the normality equation clearly violates the condition for diagonal dominance.
It is obviously possible to enforce diagonal dominance by partial elimination of A. However, this approach encounters, in the limit, the same problem as direct methods. Then, we restrict ourselves to manipulations of A having low and bounded cost, and we adopt two heuristic techniques to improve convergence.
First, instead of replacing the last row of W with the normality condition, we linearly combine the two. All o -diagonal coe cients of W are negative, while the diagonal coe cients are positive. Let u be the most negative coe cient of the last row of W. We multiply the last row of W by 1=u, we sum it to the 1 row vector, and we normalize it so that the diagonal element be 1. The resulting row is typically much closer to diagonal dominance than the normality equation and in some cases is actually diagonally dominant. The second heuristic technique is suggested by the following theorem (for the proof the reader can refer to 22]): Theorem 3.2 Every stochastic matrix, P, is guaranteed to have a largest eigenvalue 0 = 1. This eigenvalue is simple and its modulus is greater than that of every other eigenvalue of P, if P is positive (no zeroes). Theorem 3.2 tells that the iteration matrix R should be kept similar to P T , because convergence is guaranteed if all eigenvalues of R are within the unit circle. Therefore, we adopt the following modi ed iteration:
x k+1 = b ?Rx k (9) where A = I +R. This corresponds to a partial extraction of the diagonal. We have observed experimentally that this method actually reduces the size of the eigenvalues of the iteration matrix. Procedure Markov Solve of Figure 3 presents the algorithm as discussed thus far. Notice thatR di ers from the transpose matrix, P T , only in the last row. The initial probability vector determines the speed of convergence. Since we know that the steady-state probabilities are di erent from 0 only for the states of the TSCC, we assign 0 initial probabilities to all the other states. In absence of any educated guess, we can then assign the remaining probabilities in one of the following two ways: Probability 1 to one state, randomly picked, of the TSCC, and probability 0 to all the other states (i.e., Guess Option = Reset); Equal probability to all the states of the TSCC (i.e., Guess Option = Equiprobable).
The iteration matrix used in procedure Markov Solve di ers from P T only in the last row, which is modi ed to incorporate the normality condition. If the normality condition is disregarded, the linear system given by Equation (1) The Power Method is guaranteed to converge for the class of Markov chains we consider in this section, given in nite precision arithmetic. On the other hand, incorporating the normality condition in the equation, as in the case of the Markov Solve method, may speed-up convergence and actually allow convergence also in the case of some periodic chains for which the power method oscillates. We have implemented both methods and we compare them in Section 5. We note here that the ability to converge on some periodic chains is not of primary importance, in view of the discussion of Section 3.5.
Structural Analysis of FSMs
To treat arbitrary systems, we extract structural information from the STG. We rst calculate the set of reachable states. Since the FSM has a set of initial states, only those reachable from any initial state will be considered. The traversal procedure is entirely based on BDDs.
The fact that only the edges between reachable states are meaningful is used to reduce the size of the representation of the transition relation. Then the TSCCs are determined by applying the procedure presented by Matsunaga et al. in 24] which calculates the transitive closure of a transition relation. In general, each TSCC may have a di erent period; therefore the computation of the period of each TSCC, necessary to check the convergence when solving each sub-system of equations, is done by traversing in a breadth-rst manner every single TSCC separately. The reset state of the TSCC being traversed is picked as one arbitrary state inside the TSCC. Then, the sets of states reached at each traversal step are stored and successively compared until a cycle is found 12].
Non-Decomposable Periodic Systems
In general, the limit probabilities are not independent of the initial probabilities (see Section 2.2). This is the case for periodic FSMs. Figure 5 shows an FSM with period d = 6. Depending on the initial probabilities p(0), the series of vectors obtained by solving the system of linear equations oscillates with a di erent period. If the system shown in Figure 5 is solved with the initial probability vector: p 1 (0) = 1; p 2 (0) = = p 9 (0) = 0, then the series oscillates with period 6. On the other hand, if an equiprobable initial probability vector is used, the solution obtained has period equal to 2.
In general, if the period of a circuit is d, it is possible to nd an initial assignment of probabilities such that the computation oscillates with any period that is a divisor of d. In this case, for a non-converging sequence s 0 ; s 1 ; : : :, a sequence of averages can be formed, and taken as the new sequence. The original sequence is said to be summable by means of the averaging process. We will consider only the following averaging method:
This expression is an average of terms of the sequence with non-negative coe cients whose sum is 1. If the sequence t 0 ; t 1 ; : : : converges to a limit t, then the original sequence is called Ces aro-summable to t.
Theorem 3.3 If P is a transition matrix corresponding to a MC whose states are all recurrent, then the sequence P n is Ces auro-summable to a limit matrix.
Proof. See 2] .
13
The theorem above says that, in the case of periodic systems, the sequence P n has a limit; this implies that, even though P v i oscillates with period d, the limit of the averaged series is constant. Hence, once the oscillation of the series is detected, the limit probability for every state is given by:
The discussion above motivates the selection of a proper initial guess for the solution of the system of linear equations. Two di erent strategies have been considered. If the vector is chosen to have only one state with probability 1 and the remaining states with probability 0, the convergence will be achieved after a large number of iterations if the depth of the machine is large. On the other hand, considering an equiprobable initial guess may produce also large number of iterations if the solution is far from being equiprobable. Let us recall that a non-decomposable system, either aperiodic or periodic, has a unique SCC; hence, this SCC is terminal. For systems of this type, the limit probability vector does not have any zero entry, except those due to numerical errors. Figure 6 shows the pseudo-code of the algorithm to analyze non-decomposable, periodic systems. The same algorithm works also for aperiodic systems, which are periodic system with period equal to 1; we solve aperiodic systems with a specialized method for e ciency. 
Quasi-Decomposability
The notion of decomposability gives us a way to analyze complex systems in terms of smaller subsystems. However, in practice, it is not very common to nd systems having STGs composed of several TSCCs. Rather, it happens very often that real systems have only one, large TSCC; this sometimes makes the calculation of the limit probabilities computationally di cult and numerically unstable and, therefore, convergence becomes hard to achieve. Alternative methods to perform probabilistic analysis of large FSMs are then required. One way to reduce the complexity of a system, is to x some primary input lines to speci c Boolean values. In terms of probabilities, this turns into xing the probability value of some inputs to be either 1 or 0. This kind of simpli cation is not far from the real behavior of signals with very low probability of being in one of the two states.
Setting a given primary input line, w i , to a xed Boolean value induces a pruning of the edges of the state transition graph associated to the system under investigation; in fact, the predicates on some edges may be no longer satis able, implying that those edges of the graph will never be traversed; therefore, they can be pruned. The system thus obtained may be decomposable. In this case, following the de nition of 5], we say that the original system is quasi-decomposable. Since the analysis of the new system is reduced to its TSCCs, a considerable simpli cation of the state space might be achieved as well. Clearly, the limit probabilities of the system in which some of the primary input signals have been set to either 1 or 0 di er from the probabilities of the system for which all the primary input lines are not bounded.
Let W = (w 0 ; : : : ; w k ) be the set of primary input lines of the system, and let PI = (pi 0 ; : : : ; pi k ) the input probability vector, that is, each pi i is the probability of input i being one. Let S be the set of primary inputs that assume the xed value one, T the set of primary inputs that assume the xed value zero, and Q the set of primary inputs with non-xed value. Clearly we have that S\T = ;. Furthermore, let ? orig be the original system (i.e., the system for which S = ; and T = ;), and let ? new be the system in which some of the primary input signals have a xed value. Figure 7 -a represents a simple system which is decomposable, that is, it has more than one TSCC. 
where p iJ = P j2A J p ij and is the vector of the stationary probabilities of C. Then Q is stochastic and non-decomposable. Moreover, if is the stationary probability row vector for Q, then I = P i2A I i for I = 1; : : : ; N.
In general, the behaviors of the original and the lumped system may di er. However, the following theorem gives a necessary and su cient condition to lump several states while preserving the statistical behavior of the system. Theorem 3.5 A homogeneous Markov chain is lumpable with respect to a partition (A 1 ; : : : ; A R ) if and only if all the q iA j have the same value, W ij , for every i 2 A i , and for any given A j 6 = A i .
For a lumpable STG, the construction of the lumped graph is simple. Each block of the partition (a macro-state) is a state of the original STG and the q iA j are the conditional probabilities given by Theorem 3.4. A TSCC can be considered as a special case for the above theorem because there is no outgoing edge. Hence, by lumping the states in a TSCC into a representative, an absorbing node is created and the necessary condition of Theorem 3.5 holds. As a conclusion, every TSCC can be collapsed into a single node without outgoing edges, and the new system can be analyzed following the same technique. Further reduction could be achieved by detecting SCCs whose fanout goes entirely to another SCC. By Theorem 3.5, the two can be collapsed. Figure 7 -c depicts this special case. Notice that the collapsed graph has as many recurrent sets as there are TSCCs in the original system, and that the limit probabilities will be di erent from zero only for the absorbing states. Let us assume that the system can be decomposed into l di erent TSCCs, T 0 ; : : : ; T l?1 , and let us denote the limit probabilities of the absorbing states as v T 0 ; : : : ; v T l?1 . Given that every T i is collapsed, v T i denotes the probability of the system being in any state inside T i .
It follows that, once the solution of the collapsed system has been obtained, the limit probability for every state in every TSCC still needs to be calculated. However, T 0 ; ; T l?1 now can be analyzed as l independent non-decomposable systems. If we denote by in i the limit probability for state i obtained by analyzing the TSCC as an independent sub-system, the limit probabilities for the global system are obtained by the equation:
8 state i 2 T j ; v i = in i =v T j ; 0 j < l (15) The symbolic procedure to collapse the transition relation, whose pseudo-code is shown in Figure 8 , works as follows. Given the original transition relation, TR, the corresponding transitive closure, TC, and the set of reachable states, Reached, the set of edges of the STG connecting two reachable nodes belonging to an SCC, SCC Edges, is computed. Then, the representative edges, Repr Edges, of each SCC are determined using the datum priority function (see 25] for further details on the use of symbolic priority functions); nally, the collapsed transition relation, Collapsed TR, is calculated and returned together with the set of SCC representative nodes (Repr Nodes).
Collapse TSCC(TR,TC , Reached) f SCC Edges(x; y) = TC (x; y) TC (y; x) Reached(x); Repr Edges(x; y) = SCC Edges(x; y) 9 z (SCC Edges(z; y) (z; x)); Collapsed TR(x; y) = 9 w;z (TR(w; z) Repr Edges(x; w) Repr Edges(y; z)); Repr Nodes(x) = 9 y Repr Edges(x; y); return (Repr Nodes(x), Collapsed TR(x; y)); g 
Application Examples

The Min Max Circuits
As a rst application of the analysis techniques of this paper, let us compute the steady-state probabilities of the 2-bit Min Max circuit 6]; the structural analysis step of the algorithm detects that the STG of the original circuit contains a single SCC of 24 states; therefore, the system is non-decomposable. Furthermore, the periodicity check indicates that the system is aperiodic. As a consequence, steadystate probabilities can be determined by applying the procedures presented in Section 3.3. The circuit has four initial states; the one encoded as 001100 is also the reset state, and it is the state from which the computation starts. Our analysis tells us that the reset state has the highest occupation probability (0.71875), and it is followed by the the other three possible initial states (0.052083). The next experiment we present has to do with quasi-decomposability; in fact, if we disable the clear (c), enable (e), and reset (r) lines, that is, we set to zero the probability of the clear and reset inputs to assume the logic value one, and we set to one the probability of the enable input to assume the logic value one, we obtain a circuit, mm2nr, whose STG (shown in Figure 9 ) contains several SCCs; however, only one of them is terminal and, therefore, the solution of the whole system reduces to the treatment of this unique TSCC, which can be solved by using, again, the algorithms of Section 3.3. The processing of this example starts with the structural analysis of the STG. This analysis reveals the presence of a single TSCC composed of the four shaded states of Figure 9 . Therefore, in the case of equiprobable initial states, each of these four states is given an initial probability of 0.25. By symmetry (the TSCC is a clique), one can easily see that this is a steady-state solution. Convergence, in this case, is achieved in one iteration. If one state is given initial probability 1, this probability has to be distributed evenly among the four states. This takes two iterations. Given the structure of the circuit, this description applies almost unchanged also to larger Min Max circuits, as shown by the experimental data of Section 5. Clearly, the STG of mm2nr is the limit to which the state graph of the original circuit (mm2) tends to when the probabilities of clear and reset tend to zero, and the probability of enable tends to one. This can be proved by executing the Markovian analysis on circuit mm2 whose primary inputs have been assigned the following probabilities: P(c = 1) = P(r = 1) = , and P(e = 1) = 1 ? , for decreasing from 1 to 0. Results of the experiments are shown in the diagram of Figure 10 , where the x axis is labeled by the value of the decimal logarithm of , and the y axis is labeled by the occupation probabilities of some of the \interesting" states of the STG. All conditional transition probabilities, not shown in Figure 9 , are 0.25. The cycle time of the circuit will typically be determined by the time taken by the subtractor. Suppose we are interested in estimating the increase in speed that would derive from doubling the clock frequency and allowing the subtractor two cycles to complete. Such an estimate can be obtained by computing the probability for the circuit to be in a state where the LSBs of A and B are both one. This in turn can be obtained from the state probabilities by rst cofactoring the limit probability vector with respect to the LSBs and then summing over all the other state variables. Since the GCD algorithm only considers the LSB of each operand, a simpli ed model could be built considering only these two bits (see Figure 11-b) . The limit probabilities of the simpli ed system are v 00 = 0, v 01 = v 10 = 0:25, v 11 = 0:5. The interpretation of this result is that a subtraction is performed every two cycles, thus if the clock frequency is doubled, the average speed would increase by 25%. However, in reducing the system, the implicit assumption that the two numbers have an in nite number of digits has been made. Therefore, the analysis of the simpli ed system may lead to an inaccurate solution. In the case of gcd4, which contains 14 state variables, experimental data show that the probability of being in a state where no subtraction is performed is 0.81. If the frequency of the clock is doubled, only the transitions that do not involve a subtraction will contribute to increase the average speed. Therefore, a 40% increase on the average speed will be achieved. On the other hand, when the number of bits of the operands is doubled, the circuit is expected to execute a larger number of subtractions and this probability may change. In fact, for gcd8 (which has operands with length double than gcd4 and, therefore, 26 state variables), the experiments show that with double frequency the system would increase its speed by 36%.
A Synchronous Bus Arbiter
The design of a Synchronous Bus Arbiter (SBA) has been presented by McMillan in 26]. The arbiter guarantees the access to the shared resource, i.e., the bus, to all the clients, one at the time for each clock cycle. The i-th client, or cell, connected to the system communicates with the arbiter through a request signal, Req i , and an acknowledgment signal, Ack i . When the number of requests is limited, the arbitration policy gives the priority to the client of lower index. However, when the frequency of the requests increases, the arbiter tends to serve the clients following a round robin scheme; this objective is reached by means of a token ring architecture, where the token is passed from a client to the following at every clock cycle. If the request of a client persists for the time it takes for the token to make a complete round of the ring, that client is guaranteed immediate access to the bus. The gate-level schematic of the basic cell of the arbiter is depicted in Figure 12 . This cell is replicated as many times as there are clients connected to the bus. Besides the Req i and the Ack i signals, each Cell C i has a Grant Out signal that is passed to Cell C i+1 and that indicates that no client of lower index is requesting the bus. Therefore, a cell may issue its acknowledge signal only if its Grant In signal is at the logic value one. Each cell contains two latches; the rst one, denoted by T, is used to implement the token ring (T i = 1 means that the token is present in Cell C i ). The second latch, denoted by W, is set to one when the request input has the logic value one and the token is present. The latch holds the logic one value while the request persists, until the token returns. At this time, the Over Out and Ack outputs are set. The Over In signal propagates through the following cells, negating the Grant In signal of Cell #0, and thus preventing any other cell from acknowledging at the same time. The initial state of the circuit is such that all the W latches are reset, and only one T latch is set.
As an example, the block diagram of a two-cell arbiter is shown in Figure 13 ; its sequential behavior is summarized by the state transition graph of Figure 14 , which has 8 reachable states. We can use the Markovian FSM analysis for the purpose of verifying some properties of the SBA. Suppose we are interested in knowing the probability of the system to be in a waiting state for a given cell, say Cell # 0, depending on:
1. The frequency at which that cell issues the request signal;
2. The number of cells which are present in the system.
In other words, we would like to know how the probability of Cell # 0 to have W = 1 and T = 0 changes depending on the request frequency of that cell and on the total number of clients requesting the bus. To perform these experiments, we assign a x value, say 0:5, to the primary input probability of all the cells except Cell # 0, that is, P(Req i ) = 0:5, for i = 1; 2; : : : ; N, and we compute the probability of the system to be in a state for which W 0 = 1 and T 0 = 0 for di erent values of P(Req 0 ) and N.
The results of the calculation are shown in the diagram of Figure 15 . It is easy to observe that the probability of the system to be in a state such that W 0 = 1 and T 0 = 0 increases as the probability P(Req 0 ) increases. Furthermore, as the number of arbiter cells increases, for low values of P(Req 0 ) the waiting state probability decreases, while it increases for high values of P(Req 0 ). This behavior of the system can be easily explained by the fact that a cell enters its waiting state, i.e., its W latch assumes the value one, if and only if its request signal is one and the token is present. Increasing the number of clients in the system implies that the probability for the token to be in a certain cell decreases, and therefore the probability for the W latch to be set decreases. From the STG of Figure 14 it can be seen that the bus access policy implemented by the arbiter tends to privilege clients whose requests are time persistent, that is, clients holding the request signals for at least one complete round of the token through the ring network. Therefore, it may be interesting to evaluate how the probability of the system to be in a state for which W 0 = 1 and T 0 = 0 changes as the duration of the request signal Req 0 varies. This can be obtained by controlling in a more detailed way the time of persistence at the logic value one of the request input. We achieve this goal by modeling the behavior of the primary inputs of Cell # 0 with an FSM, shown in Figure 16 , that has two states: Req and No Req, outputting the values one and zero, respectively. Those values are assigned to the request input of the cell, Req 0 , which has become now an internal signal of the system. As FSM inputs we use three external signals, New Req, Done, and Desist, and the Ack output of the cell. By changing the probability of Done and Desist we are able to control the duration of the request signal Req 0 (which corresponds to regulate the persistence of the controller in state Req). Figure 17 , con rm the fact that the arbiter gives privilege in accessing the bus to clients issuing requests which are time persistent; in fact, the probability for the system to be in a state such that W 0 = 1 and T 0 = 0 increases as the probabilities of Done and Desist get smaller. It can also be noticed that, as the number of clients increases, the probability of being in a waiting state decreases, for low values of P(Done 0 ) and P(Desist 0 ), while it increases for high values of P(Done 0 ) and P(Desist 0 ). Run on a DEC-System 5820 with 128 MB of memory. In Table 2 we report experimental results of our Markovian analysis applied to the circuits we have examined in Section 4. The examples are classi ed as non-decomposable aperiodic (NDA), non-decomposable, periodic (NDP), and decomposable (D) depending on the characteristics of their STGs. The method we have used to solve the system of equations is Power Method with the Reset initial guess.
Column States presents the total number of states of the circuit, while column TNZ shows the number of states of the circuit that have, theoretically, a non-zero occupation probability. Columns Iter and NZ give the number of iterations required by the algorithm to converge and the number of states with non-zero probability in the nal solution. Finally, columns Time and Memory report the CPU time (in seconds) and the total memory (in Megabytes) required by the algorithm to complete. As mentioned in Section 4.1, the Min Max circuits are examples of quasi-decomposable systems; in fact, initially their STGs have a unique SCC (mm9, mm16, and mm30), but when the input probability of the clear and the reset signals are set to zero, and the input probability of the enable signal is set to one, the circuits become decomposable with a unique TSCC (mm9nr, mm16nr, and mm30nr). This is a special case of decomposability, because when applying the collapsing technique of Section 3.7, a graph with only a sink node is produced; therefore, the solution of the simpli ed system is trivial, with probability equal to 1 in the state representing the unique TSCC. On the other hand, the Greatest Common Divisor circuits (gcd4, gcd8, and gcd12) are non-decomposable, aperiodic systems. Finally, the Synchronous Bus Arbiters (sba12, sba16, and sba20) are non-decomposable, periodic systems; the periodicity checking step of the analysis algorithm has found the period of these circuits to be equal to the number of cells. For both the Min Max circuits and the Synchronous Bus Arbiters we have found that the number of distinct values of the occupation probabilities grows exponentially with the number of latches. Therefore, calculating and storing the exact solution becomes infeasible for very large circuits. However, the method we have proposed can still be used to compute an approximate solution, which can be obtained by rounding to zero, during the computation, the probabilities below a given threshold. In the following we refer to such a threshold as to the absolute tolerance of the solution method. This approach works well for the circuits mentioned above. Let us consider, for example, the Min Max circuits. The occupation probability of the reset state can be computed analytically; for the 2-bit circuit, shown in Section 4.1, we have v Reset = 0:71875, and when the size of the circuit tends to in nity, v Reset = 2=3. The big separation between the large and the small probabilities makes it possible to cut the latter with little e ect on the accuracy of the former. In the mm30 example, an absolute tolerance of 10 ?28 gives a reasonably accurate probability of the reset state, namely v Reset = 0:669746, in spite of the quite dramatic reduction in the number of states having a non-zero occupation probability (1:15 10 18 versus 2:06 10 26 ). A similar argument applies to the Synchronous Bus Arbiters. The diagram on the left-hand side of Figure 18 shows how the number of states with non-zero probability varies with the absolute tolerance for circuit sba12. As said in Section 4.3, the number of states with non-zero probability is 49152; an exact solution can be computed for values of the absolute tolerance below 10 ?24 . However, the probability of the system to be in a waiting state for Cell #0 (see Section 4.3) is computed correctly for much higher values of the absolute tolerance (approximately 10 ?9 ), as shown by the diagram on the right-hand side of Figure 18 . Obviously, it is possible to nd cases where the approximate solution obtained by setting the absolute tolerance to relatively high values is not as good as in the cases shown above; this is true when the states of the FSM one is interested in examining have occupation probabilities that are comparable to the absolute tolerance. Besides the choice of an appropriate absolute tolerance, a factor that plays an important role in the accuracy of the computation is the criterion that is used to check the convergence of the solution. The one we have adopted is based on a combination of absolute and relative tolerance. At each iteration, each probability is (implicitly) compared to the value it had at the previous iteration. For convergence to occur, the di erence must be less than a quantity that depends on the values been compared. Let p be the largest of the two values being compared, and let p M be the largest probability at the current iteration. Then, the di erence must be less than max(abstol; reltol(p=p M ) p)
where abstol is an absolute tolerance, and reltol is a relative tolerance that depends on the ratio between p and p M . Speci cally, reltol is minimum for p=p M = 1 and increases as p=p M decreases, until it reaches a maximum value. The rationale is that we can a ord smaller relative errors on larger probabilities.
Conclusions and Future Work
Probabilistic analysis of the behavior of nite state machines can be very useful in the veri cation and synthesis of sequential circuits. Markov chains have been used extensively in the quantitative study of sequential systems. Their application to large systems has been made possible by sophisticated numerical techniques and skillful modeling. Until today, however, the direct analysis of systems with very many states (10 8 or more) has remained problematic at best. In this paper we have shown how steady-state probabilities of very large FSMs can be computed by symbolic ADD-based algorithms. The analysis of very large machines is crucial in areas like low-power design and quantitative probabilistic veri cation. We have rst considered the case of non-decomposable, aperiodic systems, and we have compared two methods, one based on a modi ed Gauss-Jacobi iteration, and the other one based on the powers of the transition matrix. The two methods are closely related, also in performance, the only di erence being how the normality condition is imposed. Our modi cation to the Gauss-Jacobi iteration is dictated by e ciency considerations of the symbolic algorithm. We thus conclude that the type of xed-point computation that both methods exemplify is the natural approach to the solution of very large problems.
We have then generalized our approach by making it able to handle systems having state graphs of arbitrary structure; therefore, we have considered the case of non-decomposable, periodic systems, as well as decomposable systems (that may contain both aperiodic and periodic components). We have used symbolic reachability analysis techniques to perform both decomposability and periodicity investigation, and we have exploited the information calculated during this step to increase the e ciency of the iterative methods of solution of large systems of linear equations. Experimental results are very promising; in fact, by applying our techniques we have been able to calculate the limit probabilities for systems whose corresponding nite state models have more than 10 27 states. As future work, the simpli cation technique based on collapsing states in the same TSCC can be extended to sets of states not necessarily in the same TSCC. In that sense, there is Markov chain theory to support this approach, namely aggregation and decomposition and a closer look at it is being considered. Additional improvements are also needed in the numerical algorithms. In that direction, a new data structure derived from ADDs is being studied. The method presented here has a constant matrix P 1 and a variable vector of states. This situation is suitable for a more specialized code to perform matrix multiplication. Convergence and accuracy of the solution for very large systems also deserve further investigation. We plan to study at least three approaches in that respect. The rst one is to use a dynamically computed tolerance, to account for the e ect of zeroing some probabilities on the stability of the system. Another approach we are exploring is the use of EVBDDs 27] or BMDs 28] , in the hope that these alternative representations remain compact also for problems with exponentially many distinct probabilities. Finally, we intend to implement a continuation method based on the idea of quasidecomposability. The results discussed in Section 4.1 , Figure 10 seem to indicate that such an approach may lead to increased robustness.
